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Abstract: The 21 papers (from 61 submitted) published in the Special Issue “Radar and Sonar Imaging
Processing” highlighted a variety of topics related to remote sensing with radar and sonar sensors.
The sequence of articles included in the SI dealt with a broad profile of aspects of the use of radar and
sonar images in line with the latest scientific trends. The latest developments in science, including
artificial intelligence, were used.

Keywords: radar; sonar; data fusion; sensor design; target tracking; target imaging; image
understanding; target recognition

1. Introduction

Over the last few years, radar and sonar technology has been at the center of several major
developments in remote sensing in both civilian and defense applications. Although radar technology
has existed for more than 100 years, it is still developing and it is now implemented in many maritime,
air, satellite, and land applications. New technologies, such as sparse image reconstruction and
multistatic active and passive SAR and ISAR imaging, are changing the quality of images and areas of
application. The rapid development of automotive radars in 3D dimensions, able to recognize different
objects and assign the risk of collision, is one example of the progress of this technology. In maritime
radars, the application of FMCW technology is becoming more and more popular, aside from classical
pulse radars. Simultaneously, sonar technology has also been used for dozens of decades, at the
beginning only for military solutions but, today, using 3D versions, it is used for many underwater
tasks, such as underwater surface imaging, target detections, and tracking, among others. The impact
of sonar technologies has been growing, particularly at the beginning of the autonomous vehicle era.
Recently, the influence of artificial intelligence on radar and sonar image processing and understanding
has emerged. Radar and sonar systems are mounted onboard smart and flexible platforms and also
on several types of unmanned vehicles. Both of these technologies focus on the remote detection of
targets and both may encounter many common scientific challenges. Unfortunately, specialists from
the radar and sonar fields do not interact much with each other, slowing down progress in both areas.

The Special Issue entitled “Radar and Sonar Imaging and Processing” was focused on the latest
advances and trends in the field of remote sensing for radar and sonar image processing, addressing
original developments, new applications, and practical solutions to open questions. The aim was to
increase the data and knowledge exchange between these two communities and allow experts from
other areas to understand the radar and sonar problems.

In this article we provide a brief overview of the published papers, in particular the use of
advanced modern technologies and data fusion techniques. These two areas seem to be the right
direction for the future development of radar and sonar imaging and processing.

Remote Sens. 2020, 12, 1811; doi:10.3390/rs12111811 www.mdpi.com/journal/remotesensing1



Remote Sens. 2020, 12, 1811

2. Overview of Contributions

2.1. Radar Imaging and Processing

The radar research presented in the Special Issue included many application fields from
satellite level observation via airplane levels and maritime navigation and safety for ground and
underground investigation.

The new method of parallax correction for clouds observed by geostationary satellites is presented
by Bielinski [1]. The parallax shift effect of clouds occurs in satellite imaging, especially in the case of the
high angles of satellite observations. The developed methods were compared with a known analytical
method, namely the Vicente et al./Koenig method. It approximates the position of the cloud by means of
an ellipsoid with the half-axis increased by the height of the cloud with an error of up to 50 m. The next
two methods proposed in the article allow for significant error reduction. The first method proposed by
the author, being an extended version of the Vicente et al./Koenig method, allows researchers to reduce
the error to centimeters. The second method, by adjusting the number of iterations, allows researchers
to reduce the error to a value close to zero. The article presents an example procedure of a numerical
solution using the Newton method and also describes a simulation experiment, verifying the proposed
methods. Due to the fact that the resolution of a functioning geostationary earth observation (EO)
satellite currently ranges from 0.5 km to 8 km and the pixel dimensions are much larger than 50 m,
the proposed method will be applied when the resolution of geostationary EO satellites reaches the
assumed 50 m.

New satellite computing capabilities and extended applications for SAR imaging products have
resulted in research into real-time synthetic aperture radar imaging. The orbit determination data
of the SAR platform in space is essential for the SAR imaging procedure. In the case of real-time
SAR imaging, the orbital determination data on board cannot reach a level of accuracy equivalent
to the orbital ephemeris in ground-based SAR processing, which requires long processing times
using the commonly used ground-based SAR imaging procedures. It is important to investigate
the impact of errors in real-time orbiting data on the quality of the SAR imaging. Yan et al. [2],
instead of the commonly used numerical simulation method, proposed an analytical model of square
phase error approximation (QPE) introduced by orbit determination errors. The model can provide
approximation results at two granulations: approximation with the true anomaly of the satellite
as an independent variable and approximation for all positions in the whole orbit of the satellite.
The proposed analytical approximation model reduces the complexity of the simulation, the calculation
range, and the processing time. Moreover, the model reveals the essence of the process in which
errors are transferred to the QPE calculations. A detailed comparison of the proposed method
with the numerical simulation method demonstrates the accuracy and reliability of the analytical
approximation model.

Due to advantages such as its low power consumption and higher concealment, deceptive jamming
against synthetic aperture radar (SAR) has received extensive attention during the last few decades.
However, large-scene deceptive jamming is still a challenge because of the huge computing burden.
Yang et al. [3] propose a new large-scene deceptive jamming algorithm. First, the time-delay and
frequency-shift (TDFS) algorithm is introduced to improve the jamming processing speed. The system
function of the jammer (JSF) for a fake scatter is simplified to the multiplication of the scattering
coefficient, a time-delay term in the range dimension and a frequency-shift term in the azimuth
dimension. Then, in order to solve the problem that the effective region of the TDFS algorithm is
limited, the scene deceptive jamming template is divided into several blocks according to the SAR
parameters and the imaging quality control factor. The JSF of each block is calculated by the TDFS
algorithm and added together to achieve the large-scene jamming. Finally, the correction algorithm in
squint mode is derived. The simplification and parallel-block processing could improve the calculation
efficiency significantly. The simulation results verified the validity of the algorithm.
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Another interesting approach to SAR data processing is presented by Chen et al. [4]. As a result
of the method developed by the authors, image quality and depth of field have been significantly
improved. The improved method enables the efficient processing of high resolution and low frequency
SAR data in a wide range. It is commonly known that synthetic high resolution, low frequency aperture
radar (SAR) has severe phase-to-immutaneous coupling due to its high bandwidth and long integration
time. High resolution SAR processing methods are essential to concentrating the raw data of such
radars. The generalized surgical scaling algorithm (GCSA) is widely accepted as an attractive solution
to focus low frequency, high bandwidth, and wide beam SAR systems. However, as bandwidth
and/or beam width increases, severe phase coupling reduces the performance of the current GCSA
and degrades imaging quality. This degradation is mainly due to two main reasons: the residual
high order phase coupling and the insignificant error introduced by linear fixed phase point zoom
using the stationary phase principle (POSP). The authors first present the principle of determining the
required range frequency sequence. After compensating for the independent feedback phase sequence
above the third order, the GCSA’s analytically improved GCSA statement based on the Lagrange
inversion is derived. The Lagrange inversion allows for the accurate compensation of the coupling
phase dependent on the high order range. The results of the imaging of the SAR data in the P and L
bands indicate the excellent performance of the proposed algorithm compared to the existing GCSA.

The phenomenon of the periodical penetration of synthetic aperture radar (SAR), which is induced
in various ways, creates challenges in concentrating raw SAR data. To deal with this problem, Qian and
Zhu [5] propose a new method. Complex deconvolution is used to reconstruct the azimuthal spectrum
of the complete data from the raw data acquired in the proposed method. In other words, the proposed
method provides a new approach to dealing with periodically extracted raw SAR data using complex
deconvolution. The proposed method provides a robust implementation of deconvolution to process
raw data obtained from azimuth. The algorithm consists mainly of the phase compensation and
recovery of the azimuth spectrum of raw data using complex deconvolution. The obtained data
become less frequent in the Doppler domain after phase compensation. Then, it is possible to recover
the azimuth spectrum of complete raw data by complex deconvolution in the Doppler domain. Then,
the traditional SAR imaging algorithm is able to focus on the reconstructed raw data in this work.
The effectiveness of the proposed method has been confirmed by simulating a point and surface target.
Furthermore, actual SAR data was used to better demonstrate the validity of the proposed method.

Appreciating the great importance of synthetic aperture radar (SAR) image processing in the
range of moving targets to be defocused due to unknown motion parameters, an effective algorithm
to change the focus of SAR for moving targets is presented in [6]. For fast-moving targets, range
cell migration (RCM), Doppler frequency migration, and Doppler ambiguity are complex problems.
As a result, focusing on fast-moving targets is difficult. The algorithm proposed by Wan et al. [6]
consists mainly of three stages. First, the RCM is corrected by reversing the sequence, multiplying
the matrix complex and improving the second order RCM correction function. Secondly, a 1D scale
Fourier transform is introduced to estimate the remaining chirp speed. Thirdly, a matched filter based
on the estimated chirp speed is proposed to focus the maneuvering target in the azimuth time range.
The method described in the paper is computationally effective as it can be implemented by a fast
Fourier transform (FFT), reverse FFT, and uneven FFT. A new deramp function is proposed to further
solve the serious Doppler ambiguity problem. A procedure for incorrect peak recognition based on
cross-sectional analysis is proposed. Simulated and actual data processing results demonstrate the
validity of the proposed targeting algorithm and false peak recognition procedure.

An interesting approach to imaging using interferometer radars with inverted synthetic aperture
(InISAR) was presented by Zhang et al. [7]. A technique involving the strong scattering of fusion
centers (SSCF) was proposed in order to estimate the parameters of the translational movement of the
maneuvering target. Compared to previous InISAR image recording methods, the SSCF technique is
beneficial due to its high computational efficiency, excellent anti-nose performance, high recording
precision, and simple system structure. Thanks to InISAR’s one-dimensional, three-output terahertz
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system, the parameters of translational motion in both the azimuth and height directions are precisely
estimated. First of all, motion measurement curves are taken from the spatial spectra of independent
strong dispersion centers, which allows researchers to avoid the adverse effects of noise and the “angular
scintillation” phenomenon. Next, translational motion parameters are obtained by matching motion
measurement curves to phase unwinding and intensity-weighted fusion processing. Finally, ISAR
images are accurately captured by compensating for the estimated translational motion parameters,
and high quality InISAR imaging results are obtained. The validity of the proposed method was
proven by both simulation and experimental results.

The use of radar techniques to classify aircraft objects was undertaken by Wang et al. [8].
With conventional narrow-band radars, detectable target information is limited, and the radar has
difficulty in accurately identifying the type of target. In particular, the probability of classification
can be further reduced if some echo data are omitted. By extracting target characteristics in the time
and frequency domains from the scarce echo data of multi-wave gateways, a classification algorithm
in the conventional narrowband radar is presented to identify three different types of aircraft target,
i.e., helicopter, propeller, and jet. The classical algorithm for the reconstruction of a weak echo of
an object is used to reconstruct the frequency spectrum of single-wave gateways with weak echo data.
The micro-Doppler effect caused by rotating parts of different targets is analyzed, and then features
based on the reconstructed echo data are extracted, such as the amplitude deviation factor, wave entropy
in the time domain, and wave entropy in the frequency domain, in order to identify targets. Finally,
the target characteristics that were extracted from the multi-wave gateways of the reconstructed echo
data are weighted and combined to improve classification accuracy. Finally, the vectors of the combined
elements are fed into the support vector machine model (SVM) for classification. The presented
algorithm can effectively process scarce echo data and achieve a higher classification probability by
combining the characteristics of weighted multi-wave gateway echo data. The results of simulation
tests confirming the correctness of the algorithm are presented.

The problem of protection against the common occurrence of small unmanned aerial vehicles
(UAV) in recent years has been addressed by Nowak et al. [9]. UAV, popularly known as drones,
are used to carry out many tasks, but they are mainly used for observation by both private individuals
and professionals. Intrusions into the airspace of airports or other dangerous events involving drones
have been observed. More and more attention is being paid to finding solutions to prevent such
incidents. The cost analysis excludes in many cases the idea of building stationary UAV detection
systems. It seems to be advisable to develop mobile anti-drone systems using continuous wave
frequency modulated radars (FMCW). The common operation of the radar chain requires that the
measurements be reduced to a common reference surface and that the direction of the radar is
uniform in relation to the north. Adequate measurement of the constant corrections of the measured
angles is a necessity in this case. The authors propose a method involving the quick, simultaneous
calibration of a set of mobile FMCW operating in a network. The method has been tested by means of
a numerical experiment consisting of 95,000 tests. Satisfactory results were obtained to confirm the
assumptions made by improving the north orientation of the radar over the whole range of initial
errors. The conducted experiments allow researchers to put forward a thesis about the advisability of
practical use of the proposed method.

A major part of the Special Issue covered topics related to the maritime use of radar. In the
article by Hessner et al. [10], the authors used X-band marine radar (MR) to obtain data on sea surface
currents. The quality of the measurements was verified by the control system working in near real time.
The obtained results were verified by appropriate measurements using a Doppler acoustic current
measurement device (ADCP). Numerous experiments were carried out under various wave, current,
and weather conditions. The obtained results confirmed the accuracy and reliability of marine surface
currents MR measurements.

Another example of the use of marine navigation radar, this time in the task of collision
prevention, can be found in the article by Lisowski and Mohamed–Seghir [11]. The authors present

4



Remote Sens. 2020, 12, 1811

a method of optimizing collision prevention maneuvering in the navigator’s decision support
system. The decision-making process is presented as a multi-stage optimization in a fuzzy and
game environment. In the decision-making process, objective and subjective navigation parameters
are analyzed. An interesting experiment was conducted on the basis of the actual navigation situation
of passing three encountered ships in the Skagerrak Strait, with good and limited visibility at sea.
According to the authors, the presented solution can be practically implemented in the decision support
system of the ship’s navigator.

The next example utilizing automotive radar sensors in the 3D variant in the task of collision
prevention can be found in the article by Stateczny et al. [12]. Measuring the missions of unmanned
vehicles, especially in autonomous missions mode, requires the detection and identification of objects
both on the water and in the shore zone. The authors present the empirical results of their research on
3D automotive radar’s detection capabilities in water environments, which can be used in the future
development of tracking and collision prevention systems for autonomous surface vehicles (ASV).
The conducted experiments concerned the field of radar vision and determination of the detection
range in terms of the detection of various objects, both floating and fixed on the shore. The obtained
results confirm the usefulness of automotive radars for navigation tasks on bodies of water for small
ASVs performing measurement missions, especially performing tasks in an autonomous mode.

Another application of the 3D sensor, this time for future oriented road signs that can display
the speed limit autonomously in cases where the road situation requires it, is presented by
Czyzewski et al. [13]. Future oriented road signs contain a number of types of sensors, among which the
Doppler sensor and acoustic probe, improved by the authors, are presented in the article. The authors
present the method of vehicle detection and tracking, as well as the determination of vehicle speed,
on the basis of Doppler sensor signals working on continuous waves. The algorithm for counting
vehicles and determining their direction of movement by means of an acoustic vector sensor was also
tested experimentally with the use of an improved Doppler radar and a developed sound intensity
probe. The authors also present the assumptions of the method using the spatial distribution of sound
intensity as determined by means of an integrated (3D) sound intensity sensor.

After space, aeronautical, marine, and land-based applications, it is now the turn of the subsurface
application. Kang et al. [14] proposed a three-dimensional underground cavity detection network
(UcNet) to prevent the collapse of furrows in complex urban roads based on radar images (GPR).
UcNet is being developed based on a convulsive neural network (CNN) integrated with the phase
analysis of super-resolution GPR images. CNNs are popularly used for the automatic classification of
GPR data, as the interpretation of GPR mass data from urban roads by experts is usually cumbersome
and time consuming. However, conventional CNNs often provide erroneous classification results
due to the similar characteristics of earth granules automatically taken from any underground objects
such as cavities, wells, gravels, subsoil backgrounds, etc. In particular, properties unrelated to cavities
are often wrongly classified as actual cavities, which reduces the performance and reliability of the
neural network. UcNet improves the detection of underground cavities by generating SR GPR images
of cavities taken from the neural network and analyzing their phase information. The proposed
UcNet is experimentally verified using GPR data collected on site from complex urban roads in
Seoul, South Korea. The results of the validation test reveal that the incorrect classification of
underground cavities is significantly reduced compared to conventional CNN cavities.

2.2. Sonar Imaging and Processing

Sonar imaging and processing covers a wide set of methods and techniques aiming at better
detection and interpretation of the data and information acquired with underwater acoustic systems.
A relatively wide variety of topics is also presented in the papers published in this Special Issue,
relating not only to the processing of raw measurements but also to sonar image analysis, up to
fusion with multi-beam echosounders. The issues undertaken relate to side-scan sonars, multi-beam
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sounders, and synthetic aperture sonar, aiming at better formulation and understanding of the acquired
information. Most of the proposed solutions were verified with real data and some in simulations.

In Zhang et al. [15], the authors described multi-receiver synthetic aperture sonar (SAS) and
propose a new method for providing high resolution images in systems. The idea is to overcome the
problem of the approximation of the point target reference spectrum (PTRS), azimuth modulation,
and coupling term in signal processing, as it results in the degradation of the accuracy of the obtained
images. In the proposed method, the PTRS, azimuth modulation, and coupling term are deduced
based on the accurate time delay. They are further exploited to develop the imaging processor,
which compensates the coupling phase based on the sub-block processing method. It is also important
that the proposed imaging scheme can be easily extended to any other PTRS, as it does not require
the series expansion of the PTRS with respect to the instantaneous frequency. Thus, a novel imaging
algorithm for the multi-receiver SAS, based on the accurate time delay and numerical evaluation
method, is composed. The proposed method was verified firstly in simulation and then with real
data. The results showed that it achieves high performance results compared with traditional methods.
Based on simulations, it has been shown that the effectiveness of the traditional method in focusing is
significantly reduced, as indicated by the residual error. The new method overcomes this problem,
resulting in more accurate images from the multi-receiver SAS.

Other papers are focused more on image processing than imaging itself. Ye et al. [16] proposed
a modified Retinex algorithm (known for its image processing) for processing sonograms in order
to perform gray scale correction. The original side-scan sonar image has uneven gray distribution,
which affects the interpretation of the side-scan sonar image and the subsequent image processing.
Various algorithms were proposed to overcome this problem, including Retinex. The authors propose
the modification of it and the goal is to achieve comparable accuracy with less computational and time
complexity. The idea is to apply sonar image characteristics in the algorithm, and thus an enhanced
Retinex method is obtained. Compared with the commonly used gray scale correction methods
for side-scan sonar images, this method avoids limitations such as the need to know the side-scan
sonar parameters, the need to recalculate or reset the parameters for different side-scan sonar image
processing, and the poor image enhancement effect. The method was verified with a large set of
real data. The research showed that, compared with the latest image enhancement algorithms based
on Retinex, the methods have similar image enhancement indexes, and our method is the fastest.
When it is necessary to adjust the brightness of the corrected image, only the magnitude of constant
coefficient A in the algorithm needs to be adjusted. Usage of the method provides a good basis for
further image processing.

Interesting research on the processing of side-scan sonar images aiming at detection of targets
is presented by Wang et al. [17]. Taking into account the fact that the denoising and detecting of
underwater sonar images is crucial for the proper interpretation of the image, the authors proposed
a new adaptive approach for this. Firstly, an adaptive non-local spatial information denoising method
based on the golden ratio is proposed, and then, a new adaptive cultural algorithm (NACA) is proposed
to accurately and quickly complete the underwater sonar image detection in this paper. For denoising,
the method makes use of earlier developments found in the literature; however, the thresholds for
an adaptive non-local spatial information denoising method are calculated based on the golden ratio.
For detecting NACA, the study makes use of an adaptive initialization algorithm based on the data field
(AIA-DF) and then modification of the quantum-inspired shuffled frog leaping algorithm (QSFLA) is
proposed—a new update strategy is adopted to update cultural individuals. The experimental results,
as presented in the paper, demonstrate that the proposed denoising method can effectively remove
noise and reduce the difficulty of the following underwater sonar image recognition. The method is
also faster and has more advantages in its search ability. Thus, it can be considered an effective and
important method for underwater sonar image detection, resulting in feature extraction for effective
seabed topography.
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Another important issue in side-scan sonar image processing is bottom tracking, which is examined
by Yan et al. [18]. The research aimed at proposing a new method for real-time bottom tracking based on
artificial intelligence (Convolutional Neural Network—CNN) for the processing of an image. Bottom
tracking can be effectively used for accurately obtaining the sonar height from the seabed by finding
the first echo that reaches the seabed. This knowledge about sonar height is crucial for the proper
interpretation of sonar images. The proposed approach consists of three steps for obtaining effective
bottom tracking. First, according to the characteristics of the side-scan backscatter strength sequences,
positive and negative samples are extracted, representing, respectively, the bottom sequences and
water column and seabed sequences to establish the sample sets. Secondly, a one-dimensional CNN is
designed and trained by using the sample set to recognize the bottom sequences. Thirdly, a complete
processing procedure of the real-time bottom tracking method is established by traversing each
side-scan ping datum and recognizing the bottom sequences. This approach introduces the use of
a deep learning algorithm for solving the problem, while most of the methods which have been used
up until now have been based on fixed thresholds and deterministic numerical filtering. The method is
verified with real measured data. The experimental results described in the paper showed that the
proposed method is highly robust to the effects of noise, rich seabed texture, and artificial targets and
proved its accuracy and real-time performance. The average bottom tracking accuracy reached for
the experimental data was 94.7% with a 4.5% miss-ping rate and 99.2% excluding the missing data,
showing that the method provides an effective algorithm for bottom tracking.

Sonar data processing may also be an important issue for navigation. Stateczny et al. [19]
indicate that underwater sonar data can be processed with big data methods. In this particular
research, 3D sonar data were processed and the purpose was the near real-time processing for
so-called comparative navigation. A new approach of acquiring and simultaneously processing a set
of bathymetric observations is presented. It includes fragmentary data acquisition and fast reduction
(the optimum dataset method—OptD) within the acquired measuring strips in almost real time and
the generation of DTMs. The OptD method was modified for this purpose by introducing a loop
(FOR instruction) for fragmentary data processing. All processes in this approach were carried out at
the first stage of data acquisition, but during the measurement the entire data set was not obtained,
but rather a fragment of the data set was obtained. The proposed approach was compared with the
method that uses full sets of bathymetric data. The results showed that it quickly obtained, reduced,
and generated DTMs in almost real time for comparative navigation. The most important step during
the processing was reduction, because a reduced number of data allowed faster 3D bottom model
generation, which can be compared with other types of data within terrain reference navigation. In this
paper, the research was based on the 3D Sidescan 3DSS-DX-450 sonar system, which provides bottom
and water column data.

Xu at al. [20] work not with bottom data but with water column data, showing a very interesting
case of the use of multi-beam measurements. The goal of this research was to propose an effective
method for detecting gas leaks from bottom pipelines based on an analysis of water column images
(WCI). WCIs use the differences in acoustic characteristics, such as backscattering strength or target
strength, to detect solid, liquid, or gas targets by distinguishing them from the background images.
Gas leakages can be detected with the use of so-called motion-estimation techniques. A gas bubble is
considered to move in the consecutive scans and based on this movement can be detected. The authors
proposed to use the optical flow method for this purpose, as it had already been validated using
suspended objects but for different sensors. The entire image processing chain is analyzed including
side lobe suppression, coordinates transformation, and other factors, resulting in the modified optical
flow algorithm adjusted for multi-beam WCI analysis. The method is based on the combination of
motion, and the intensity information of WCI pixels was studied in this paper. The method has been
verified in two experiments with real sensors in real environments (pool and lake) with simulated
gas leakages. It can be seen that the velocities of the gas bubbles obtained based on two variants of
the method had relatively good consistency. The great potential of the method was proved. Further
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research is planned in which bottom tracking technology will be introduced and the influence of sound
velocity changes for the thresholds will be analyzed.

Underwater surveys nowadays are more and more often dealing with more than one data source.
Joint analysis of the various sources can in many cases provide important added value in situational
awareness. An example of this can be found in [21], where Shang et al. propose a new method for
acquiring a high resolution seabed topography and surface details that are difficult to obtain using
MBES or SSS alone. It makes use of the observation that MBES data are well positioned, while SSS
data (especially towed) provides high resolution images but with inaccurate positions. The authors
proposed a method to combine both sources of data. Through taking the image geographic coordinates
as the constraint when using the Speeded-Up Robust Features (SURF) algorithm for initial image
matching, the authors have obtained more correct initial matched points compared to those obtained
without constraint. Then, the finer matching step is conducted by adopting a template matching
strategy which uses the dense local self-similarity (DLSS) descriptor to reflect the shape properties
of the area’s centered feature points. The method was empirically verified with real data, showing
that the proposed method can overcome the limitations of adopting a single MBES or SSS for seabed
mapping. High resolution and high accuracy seabed topography and surface details can be represented
together, which is meaningful for understanding and interpreting seabed topography. Meanwhile, this
paper discusses the accuracy of the reckoned SSS positions and uses it as a reference threshold in the
image matching process. In addition, this paper discusses the impact of sonar frequency on the sonar
backscatter image and provides some useful suggestions when dealing with multi-frequency sonar
image matching.

3. Conclusions

The Special Issue entitled “Radar and Sonar Imaging Processing” comprised 21 articles on many
topics related to remote sensing with radar and sonar sensors. In this paper, we have presented short
introductions of the published articles.

It can be said that both radar and sonar imaging and processing still remains a “hot topic” and a lot
of work in this is being done worldwide. New techniques and methods for extracting information from
radar and sonar sensors and data have been proposed and verified. Some of these will provoke further
research; however, some are already mature and can be considered for industrial implementation
and development.
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Abstract: The effect of cloud parallax shift occurs in satellite imaging, particularly for high angles of
satellite observations. This study demonstrates new methods of parallax effect correction for clouds
observed by geostationary satellites. The analytical method that could be found in literature, namely
the Vicente et al./Koenig method, is presented at the beginning. It approximates a cloud position
using an ellipsoid with semi-axes increased by the cloud height. The error values of this method reach
up to 50 meters. The second method, which is proposed by the author, is an augmented version of
the Vicente et al./Koenig approach. With this augmentation, the error can be reduced to centimeters.
The third method, also proposed by the author, incorporates geodetic coordinates. It is described as a
set of equations that are solved with the numerical method, and its error can be driven to near zero
by adjusting the count of iterations. A sample numerical solution procedure with application of the
Newton method is presented. Also, a simulation experiment that evaluates the proposed methods
is described in the paper. The results of an experiment are described and contrasted with current
technology. Currently, operating geostationary Earth Observation (EO) satellite resolutions vary from
0.5 km up to 8 km. The pixel sizes of these satellites are much greater than for maximal error of
the least precise method presented in this paper. Therefore, the chosen method will be important
when the resolution of geostationary EO satellites reaches 50 m. To validate the parallax correction,
procedure data from on-ground radars and the Meteosat Second Generation (MSG) satellite, which
describes stormy events, was compared before and after correction. Comparison was performed by
correlating the logarithm of the cloud optical thickness (COT) with radar reflectance in dBZ (radar
reflectance – Z in logarithmic form).

Keywords: parallax; cloud; earth observation; geostationary satellite; meteorological radar;
MSG; SEVIRI

1. Introduction

The precision of remote space observations is important when investigating and monitoring various
components of global ecological systems, such as marine, forestry, and climate environments [1–4].
Satellite data integration with external marine and other datasets is crucial in various applications
of remote sensing techniques [5,6]. For climate and meteorological investigations, observations of
clouds and precipitation on a global scale are usually performed using ground-based radar data
and observations from geostationary satellites, due to their high temporal and moderate spatial
resolution [7–9]. However, during data comparison and integration from these sources, the problem
of parallax shift occurs [7,10], which is particularly observable for mid and high latitudes, and also
for longitudes far from the sub-satellite point. Parallax shift is also important for cloud shadow
determination, which is a significant issue for solar farms [11] and for flood detection [12]. Parallax
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phenomena also have a significant impact on the comparison of data from low-orbit satellites from
different sensors [13–16].

In terms of mathematical problem formulation, the parallax shift effect for the geostationary
satellites is actually a special case amongst low-orbit satellites, and it is easier to investigate due to
higher temporal resolution data acquisition and the fixed satellite position.

There have been several attempts to solve parallax shift for geostationary satellites. One of
them was proposed by Roebeling et al. [7,17,18], and was based on liquid water path (LWP) value
pattern matching. This approach was suitable for stormy events and other inhomogeneous cloud
formations, however it usually failed to perform correction in the case of homogeneous spatial LWP
distribution. Another attempt proposed by Greuell et al. and Roebeling [19,20] used a simplified
geometric model, which assumes Earth to be locally flat, as well as a sort of a priori knowledge about
cloud height above the Earth’s surface. There were also attempts by Li, Sun, and Yu [12] to solve this
problem using a spherical model. Finally, there is the Vicente et al./Koenig method [21,22] based on
the geometric properties of parallax shift phenomena, incorporating an ellipsoid model of Earth. The
Vicente et al./Koenig method will be presented further in this paper.

There are two methods proposed by the author in this paper, which are based on the same
assumptions as the Vicente et al./Koenig method. The first is an augmented version of the mentioned
method. This augmentation reduces the correction error to centimeters. The second method proposed
by the author is an original work which is based as before on a priori knowledge of cloud height,
a geodetic equation of an ellipsoid, and numerical methods for solving the equation set. This method
allows the correction error to be reduced to almost zero (assuming Earth to have an ellipsoidal shape).

2. Nature of Parallax Shift Problem and Vicente et al./Koenig Method

2.1. Problem Description

A parallax shift error in satellite observations occurs when the apparent image of the object is
placed in the wrong location on the ellipsoid, considering the ellipsoid’s normal line passing through
the observed point. This geometric phenomena is particularly observable in geostationary and polar
satellite observations due to the high angles of observations, particularly for edge areas of image scenes.
In Figure 1, the problem is presented considering the case of a geostationary satellite. As a result, this
phenomena causes pixel drift from the original position towards the edge of the observation disk.
Consequently, the higher the cloud top layer is, the bigger the shift that occurs.

 

Figure 1. Parallax shift problem. The violet surface represents an image obtained from a geostationary
satellite. The cloud top (T) is observed by the satellite as T’ (on the violet surface). The result of the
reprojection of point T’ to ellipsoidal coordinates is I, which is not true the location of the cloud. The
true location of the cloud is denoted as B, and from the perspective of the satellite sensor is observed as
B’ on the violet surface. The square (marked as 1) shows how parallax shift affects the satellite image,
where T’ is an image of the cloud top and B’ is where the cloud top should be placed according to its
geodetic coordinates. The scale of the cloud height is not preserved.
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The position of the cloud top (T) in Cartesian coordinates can be formulated as follows [23]:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x =

(
N
(
ϕg
)
+ h
)

cosϕg cos(λg − λ0)

y =
(
N
(
ϕg
)
+ h
)

cosϕg sin(λg − λ0)

z =
(
N
(
ϕg
)(

1− e2
)
+ h
)

sinϕg

(1)

where N(ϕe) =
a√

1−e2 sin2 ϕg

is the prime vertical radius of the curvature, e2 = a2−b2

a2 is the square of

eccentricity, a is Earth’s semi-major axis, b is Earth’s semi-minor axis, h is the cloud top height, ϕg, λg is
the geodetic latitude and longitude, and λ0 is the longitude above which the geostationary satellite is
floating. In this case, Equation (1) models the cloud position on a tangent line at coordinates ϕg, λg

(see Figure 2). This is a more precise model than the flat-earth model or the spherical model. Note that:
all longitudes (λg, λc and λp) are equal and the same. Subscripts are given to formally distinguish
these values between corresponding latitudes that have different definitions (see Figure 2).

Figure 2. Three types of latitude: whereϕg is the geodetic latitude,ϕc is the geocentric latitude,ϕp is
the parametric latitude, P is the point of interest on the ellipsoid, and P* is the image of the point of
interest on a sphere. Based on figures from [23,24].

Pixel displacement in satellite view coordinates is defined as:

pdisp(h) =
√

c2
y(ϕs(h) −ϕs(0))

2 + c2
x(λs(h) − λs(0))

2 (2)
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where cx and cy are constants that allow for sensor inclination angles to be converted to pixels or
distance units in the satellite view space. Also, ϕs(h) and λs(h) are defined as:

ϕs(h) = tan−1 z(h)√
(x(h) − l)2 + y(h)2

(3)

λs(h) = − tan−1 y(h)
x(h) − l

(4)

where x(h), y(h), and z(h) are cloud top coordinates from Equation (1) as functions of h; l = a + hs–
distance from center of Earth to satellite; a is the Earth’s semi-major axis; hs is the distance from the
surface of Earth to the satellite. In order to illustrate pdisp(h), the following analysis presented in
Figure 3 was performed. Namely, depending on the geographical localization of the affected pixel
and cloud top height, the absolute shift error in observations is expressed in Spinning Enhanced
Visible Infra-Red Imager (SEVIRI) pixel units (In this case cx = cy = hs

3 km/px ). It is worth noting that in
many cases, especially for observations of clouds over 5000 m, this can cause pixel shift in the SEVIRI
instruments used for the purpose of this study.
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Figure 3. Error in pixels caused by cloud height parallax effect for 5 chosen cites, assuming the
observation is acquired by SEVIRI instrument at longitude of 0◦. Spatial resolution was assumed as
3 km/pixel.

As mentioned earlier, this effect hinders the comparison process between satellite and ground-based
radar data [7]. An example is depicted in Figure 4.
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▪ Radar data 

▪ Satellite data 

Figure 4. Comparison of detected precipitation mask based on ground-based radar data (blue) and
data from Meteosat Second Generation (red). A parallax shift is particularly visible for small storm
clouds in the bottom-right corner. The height of the cloud tops reaches 12 km. The stormy event is
dated July 24, 2015, 13:00 UTC. EuroGeographics was used for the administrative boundaries.

2.2. Vicente et al./Koenig Method

The parallax shift problem is solved using a geometrical model, assuming that the surface of Earth
is an ellipsoid, and with a priori knowledge of cloud top height. One of the approaches considered in
this work is the method proposed by Vicente et al. [21] and implemented by Marianne Koenig [22].
This approach, similar to the rest of the methods presented in this paper, assumes a priori knowledge
of the cloud top height, which can be calculated using the observed brightness temperature [7,25].
In this method, the Cartesian coordinates of the cloud image are described as:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x = Rloc(ϕc) cosϕc cos(λc − λ0)

y = Rloc(ϕc) cosϕc sin(λc − λ0)

z = Rloc(ϕc) sinϕc

(5)

where a is Earth’s semi-major axis; b is Earth’s semi-minor axis; h is the cloud top height; ϕc and λc are
the geocentric latitude and longitude (see Figure 2), respectively; λ0 is the latitude of the geostationary
satellite position; and Rloc(ϕc) is the local radius of ellipsoid for the geocentric latitude model:

Rloc(ϕc) =
a√

cos2 ϕc + R2
ratio sin2 ϕc

(6)

where:
Rratio =

a
b

(7)

Satellite position (S) is defined as: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
xs = a + hs

ys = 0
zs = 0

(8)

where a is Earth’s semi-major axis and hs is the distance from the surface of Earth to the satellite.
The correction procedure is as follows:

1. Designate satellite position S in the Cartesian coordinates system;
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2. Designate the position of cloud top image I in the Cartesian coordinates system using Equation (5);

3. Designate vector
→|IS|;

4. Designate coefficient c, which allows Cartesian coordinates of the cloud top to be calculated using
the following equations (see Figure 5):

→|OT| = →|OI|+ c
→|IS| (9)

where
→|OT| is described by the ellipsoid parametric equation:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x →|OT| = (a + h) cosϕp cos(λp − λ0)

y →|OT| = (a + h) cosϕp sin(λp − λ0)

z →|OT| = (b + h) sinϕp

(10)

where ϕp and λp are the parametric latitude and longitude (see Figure 2). Therefore, Equation (9)
can be presented as a set of equations:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(a + h) cosϕp cos(λp − λ0) = x →|OI| + cx →|IS|
(a + h) cosϕp sin(λp − λ0) = y →|OI| + cy →|IS|

(b + h) sinϕp = z →|OI| + cz →|IS|

(11)

Squaring each equation and adding them according to their sides leads to a square equation,
which can be solved with respect to c:

(xI + cx →|IS|)
2 + (yI + cy →|IS|)

2

(a + h)2 +
(zI + cz →|IS|)

2

(b + h)2 − 1 = 0 (12)

5. Apply c to calculate the Cartesian coordinates of T - x →|OT|, y →|OT|, and z →|OT|.

6. Calculate the geocentric ellipsoidal coordinates of T:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ϕc = tan−1

z →|OT|√
x2→|OT|

+y2→|OT|

λc = tan−1
y →|OT|
x →|OT|

+ λ0

(13)

7. If required for further computation, a geodetic latitude can be calculated:

ϕg = tan−1 a2

b2

z →|OT|√
x2→|OT|

+ y2→|OT|

(14)

Note that Equation (10) does not describe the cloud top position as it was defined in Equation (1)
in Section 2.1. The coordinates of the point are shifted to height h above the ellipsoid along the normal
vector. Instead, it describes the point on the ellipsoid with the semi-axes increased by h, therefore this
method is burdened with error because of the inadequacy of the model.
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…

O

Figure 5. Vector notation in the Vicente et al./Koenig method.

3. Parallax Error Correction Methods with Lower Error

3.1. Vicente et al./Koenig Augmentation

The Vicente et al./Koenig method can be augmented in the final steps, where the latitude of the
cloud bottom position is calculated. When using the Vicente et al./Koenig method, it is assumed that
the cloud top is located on the ellipsoid with semi-axes increased by h, and therefore the geodetic
latitude can be calculated taking into account the mentioned assumption:

ϕg = tan−1 (a + h)2

(b + h)2

z →|OT|√
x2→|OT|

+ y2→|OT|

(15)

If further computation requires the geocentric latitude, this can be calculated using the
following equation:

ϕc = tan−1 b2

a2 tanϕg (16)

This modification allows the correction error to be reduced to centimeters. Details will be presented
in the experimental section.

3.2. Ellipsoid Model with Geodetic Coordinates: Numeric Method

This method incorporates the cloud top position defined in Section 2.1 in Equation (1). With the
described cloud top position, the geostationary satellite observation line should be defined as:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x = −q cosϕs cosλs + l

y = −q cosϕs sinλs

z = q sinϕs

(17)

where l = a + hs is the distance from Earth’s center to the satellite; a is Earth’s semi-major axis; hs is
the distance from the surface of Earth to the satellite; ϕs and λs are satellite inclination angles; q is
the distance from the satellite along the observation line. To solve this problem, an intersection point
between the surface above the ellipsoid and the observation line needs to be calculated. Equations (1)
and (17) should be merged, obtaining the following set of equations:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
N
(
ϕg
)
+ h
)

cosϕg cos(λg − λ0) = −q cosϕs cosλs + l(
N
(
ϕg
)
+ h
)

cosϕg sin(λg − λ0) = −q cosϕs sinλs(
N
(
ϕg
)(

1− e2
)
+ h
)

sinϕg = q sinϕs

(18)
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The root of the above system of equations (ϕg and λg) is the geodetic coordinates of point B.
However, due to the entanglement of the ϕg variable in Equation (18), the root of the equations
was designated using the numerical approach. The above method was implemented in C++ and
Matlab. The Matlab implementation uses the fsolve function [26], which is part of the optimization
toolbox. A detailed configuration of the fsolve function will be presented in the next section. The C++
implementation incorporates the Newton method, which is described below.

To solve the problem using the Newton method, the target function should be defined:

f
(
ϕg,λg, q

)
=
[

f1
(
ϕg,λg, q

)
, f2
(
ϕg,λg, q

)
, f3
(
ϕg,λg, q

)]
(19)

where:
f1
(
ϕg,λg, q

)
=
(
N
(
ϕg
)
+ h
)

cosϕg cos
(
λg − λ0

)
+ q cosϕs cosλs − l

f2
(
ϕg,λg, q

)
=
(
N
(
ϕg
)
+ h
)

cosϕg sin
(
λg − λ0

)
+ q cosϕs sinλs

f3
(
ϕg,λg, q

)
=
(
N
(
ϕg
)(

1− e2
)
+ h
)

sinϕg − q sinϕs

(20)

In Equation (19),
∣∣∣∣∣∣∣∣ f(ϕg,λg, q

)∣∣∣∣∣∣∣∣ can be interpreted as the distance between the current solution and the
optimal solution, which in the optimal case should be equal to zero. For such a defined cost function,
calculation of the next iteration of the solution for the Newton method is defined as:

pn+1 = pn −
(
∇f
(
pn

))−1
f
(
pn

)
(21)

where:
p :=

[
ϕg,λg, q

]
(22)

and:

∇f
(
pn

)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∇ f1

(
pn

)
∇ f2

(
pn

)
∇ f3

(
pn

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (23)

and:
∇ :=

[
∂
∂ϕg

∂
∂λg

∂
∂q

]
(24)

The stopping condition is defined as: ∣∣∣∣∣∣∣∣f(pn

)∣∣∣∣∣∣∣∣< ε (25)

However, the convergence of the above-presented approach is difficult to obtain for areas located
near the edges of the observation disk. Therefore, an alternative target function is defined as the
element-wise square of Equation (19):

g
(
pn

)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
f1
(
pn

))2(
f2
(
pn

))2(
f3
(
pn

))2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (26)

with the gradient defined as:

∇g
(
pn

)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 f1
(
pn

)
∇ f1

(
pn

)
2 f2
(
pn

)
∇ f2

(
pn

)
2 f3
(
pn

)
∇ f3

(
pn

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (27)

and the stop condition: ∣∣∣∣∣
∣∣∣∣∣g(pn

)∣∣∣∣∣
∣∣∣∣∣= ∣∣∣∣∣∣∣∣f(pn

)∣∣∣∣∣∣∣∣2 < ε2 (28)
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Another issue that occurs in the numerical calculation problem is the big difference in scale
between ϕg, λg, which are expressed in radians, and q, which is expressed in meters. To handle this
problem, all distances (a, b, h, l, q) should be divided by a. This operation will bring q to a similar scale
as ϕg,λg.

An example result of parallax correction using the numerical method via the Newton algorithm is
presented in Figure 6. Note that the radar data is better aligned with the satellite data than in Figure 4.

 

▪ Radar data 

▪ Satellite data 

Figure 6. Comparison of detected precipitation mask based on ground-based radar data (blue) and
data from Meteosat Second Generation with applied parallax correction using a numerical algorithm
(green). Images of small storm clouds from satellite and meteorological radars in the bottom-right
corner seem to overlap. The height of the cloud tops reaches 12 km. The stormy event is dated July 25,
2015, 13:00 UTC. EuroGeographics was used for the administrative boundaries.

4. Parallax Effect Correction Error Simulation

In order to compare the parallax effect correction obtained by the analyzed methods, a simulation
experiment was performed. The main goal of the experiment was to generate several cloud top
positions that simulate geostationary satellite observations, which result in ϕs and λs for simulated
cloud top heights. With theϕs and λs coordinates and a priori knowledge of the cloud height, correction
methods were performed and their results were compared with the original (simulated) cloud position.
The detailed procedure of the experiment is as follows:

1. Prepare a grid of geodetic coordinates: ϕg ∈ 〈−90◦; 90◦〉, λg ∈ 〈−90◦; 90◦〉, with 1◦ steps for
each dimension;

2. Transform the grid coordinates to the geostationary view coordinates system, ϕs, λs (from now
on called the base ϕs, λs) [27], and back to geodetic coordinates to specify which grid elements are
out of scope; for out-of-scope elements, this operation will return Not a Number (NaN – floating
point special value).

3. For each h ∈ {2 km, 4 km, 8 km, 12 km, 16 km}, the following steps are performed:

a. For each ϕg and λg and with h, calculate the x, y, z coordinates using Equation (1);
b. Using x, y, z, calculate the geostationary view coordinates ϕs and λs;
c. With ϕs, λs, and h, run the correction algorithms: Vicente et al./Koenig, Vicente et al./Koenig

augmented, and the numerical geodetic coordinates method;
d. Each algorithm returns ϕ′g, λ′g, which should be transformed to ϕ′s, λ′s;
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e. The distance between the simulated original base ϕs, λs and ϕ′s, λ′s in the geostationary
view space will be denoted as the correction error.

The correction error is calculated in the geostationary view coordinate space (violet surface on
Figure 1), because it allows the impact of the correction error on a specific satellite sensor to be estimated.
The coordinates in the above equation were expressed as an angle, however expressing them in radians
and multiplying by hs allows the result to be calculated in metric units (meters) as distances on a
sphere of radius hs around a geostationary satellite. This interpretation of geostationary coordinates is
implemented in the PROJ software library [28].

In order to calculate the correction using the geodetic coordinates numerical method, the fsolve [26]
function was applied. All distances were normalized with respect to the radius of the equator. The
parameters of the fsolve function were as follows:

• Algorithm: Levenberg–Marquardt (instead of Newton);
• Function tolerance: 200m/a;
• Specify objective gradient: yes;
• Input damping: 10−5.

The results of the simulation using the Vicente et al./Koenig method and its augmented version
are presented in Figures 7 and 8. The results using the geodetic coordinates numerical method are
presented in Figures 9 and 10.

In Figure 7, the errors of the Vicente et al./Koenig method and its augmented version are depicted
for certain cloud heights. Note that the error for the augmented version is 103 times smaller than for the
unmodified version. Also, the median of error rises near linearly with the increase of the cloud height.
Also note that the error rises as the distance from the equator and from the central meridian increases.

Figure 8 shows histograms of the errors presented in Figure 7. In the histograms, the error ratio
between Vicente et al./Koenig and its augmented version can also be spotted, which can be estimated
as 103. Another important piece of information is that for the assumed cloud heights, the maximal
error of the Vicente et al./Koenig method can be estimated at 50 m, and for the augmented version,
it can be estimated at 5 cm.

The errors of the geodetic coordinates numerical method for chosen cloud heights along with
the number of iterations of the numerical method are shown in Figure 9. Note that the error is
below 1 cm for almost the entire disc. The biggest errors appear near the edges in regions where the
Vicente et al./Koenig method failed to compute a result (red NaN regions in Figure 7). The number of
iterations increases as the height of the clouds and the distance from the center of the observation disc
increase. However, during the performed experiments, the value for the majority of cases was less
than or equal to five.

The histograms of errors for the geodetic coordinates numerical method and its number of
iterations are presented in Figure 10. Based on the obtained results, the error histograms seem to be
quite similar between the experiments—almost all values are classified as near zero. However, there
are several occurrences of errors up to 3 meters, which are mainly caused by pixels in regions near the
edge of the observation disc. The iteration histograms evolve along with the cloud height. As can
be seen, the majority of occurrences fall below five iterations. Occurrences above this value refer to
regions near the edge of the observation disc.
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Figure 7. Maps showing error for the Vicente et al./Koenig (a,c,e,g,i) method and its augmented version
(b,d,f,h,j) for several chosen cloud heights. Error are given in meters for the geostationary satellite
coordinate system. NaN values for in-scope regions occur where the algorithm failed to calculate a
solution. For each map, the median (med.) error was calculated.
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Figure 8. Error histograms for the Vicente et al./Koenig method (a,c,e,g,i) and its augmented version
(b,d,f,h,j) for several chosen cloud heights. The Y-axis represents a count of 1 degree pixels, and the
X-axis is the error in meters for the geostationary satellite coordinate system.
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Figure 9. Maps with error (a,c,e,g,i) and number of iterations (b,d,f,h,j) for geodetic coordinates
numerical algorithm (Geod. num. alg.) for several chosen cloud heights. Errors are given in meters for
the geostationary satellite coordinate system. For each case, the median (med.) error was calculated.
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Figure 10. Histograms of error (a,c,e,g,i) and number of iterations (b,d,f,h,j) for geodetic coordinates
algorithm (Geod. num. alg.) method for several chosen cloud heights. Error is given in meters for the
geostationary satellite coordinate system.
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5. Discussion

The results of the conducted experiments indicate that the Vicente et al./Koenig parallax effect
correction method error is smaller than 50 meters in the geostationary satellite coordinates system for
cloud heights of up to 16 km. The error for the augmented version of the Vicente et al./Koenig method
proposed by the author allows the error values to be decreased to below 10 cm, which is negligible for
current practical applications. As expected, the error of the geodetic coordinates numerical method is
also negligible because it can be adjusted by the number of iterations. However, the advantage of the
numerical approach is that it corrects the positions of pixels located near the edge of the observation
disc (there is no NaN on Figure 9).

On the other hand, it must be noted that the proposed approach requires greater computational
power than a method with a constant number of steps, such as the Vicente et al./Koenig method.
However, experiments show that this is negligible, as the parallax correction problem was computed
within minutes.

As was mentioned in the introduction, parallax effect correction is significant for the comparison
and collocation of meteorological radar data and geostationary satellite data. This can be demonstrated
by comparing radar reflectance in dBZ:

dBZ = 10log10Z (29)

where Z is radar reflectance. Reflectance is described as the following empirical relation with
precipitation rate R [mm/h] [29]:

Z = 200R1.6 (30)

and cloud optical thickness (COT) in logarithmic form [30,31].
Figure 11 presents a scatterplot for radar reflectance and cloud optical thickness for satellite data

without parallax effect correction, which should be mutually correlated in ideal cases. The Pearson’s
correlation value for that case is equal to 0.556. On the other hand, Figure 12 presents the same type
of scatterplot but for the satellite data after parallax effect correction (by numerical method from
Section 3.2). The correlation value for the corrected data is equal to 0.683. Note that a threshold
effect occurs on top of both figures (presented as a horizontal set of points equal to 2.4), which is a
consequence of Optimal Cloud Analysis (OCA) algorithm look-up table (LUT) limitations [31]. It is
worth noticing that this effect is less significant for Figure 12, suggesting that data with parallax effect
corrections are improved in terms of geometric accuracy.

Note that despite performed spatial correction, data presented in Figures 6 and 12 still differ.
In this context, it is important to note that these differences are caused by other factors that influence
data acquisition, namely:

• Different nature of the acquisition model, as on-ground radar and MSG satellite acquisition are
registered with a slight temporal shift (less than 15 min);

• Both sensors utilize the different physical natures of acquisition. The on-ground radar is an active
sensor which sends out an electromagnetic signal in the microwave spectrum and measurers the
echo intensity scattered from precipitation particles. On the contrary, MSG SEVIRI is a passive
sensor that measures radiation in a particular electromagnetic bandwidth (visible and near visible
spectrum) coming from the sun and thermal radiance;

• Data acquired by MSG and on-ground radar is also characterized by different spatial resolutions.
Therefore, in order to compare these datasets, additional resampling needs to be performed.
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Figure 11. Scatterplot representing the dependence of radar reflectance and cloud optical thickness
(logarithm) data for a stormy event on July 25, 2015, 13:00 UTC, without parallax effect correction
(see Figure 4). The calculated Pearson’s correlation coefficient is 0.556.

Figure 12. Scatterplot representing the dependence of radar reflectance and cloud optical thickness
(logarithm) for a stormy event on July 25, 2015, 13:00 UTC, with parallax effect correction (see Figure 6).
The calculated Pearson’s correlation coefficient is 0.683.
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Another aspect worth considering is algorithm sensitivity to the uncertainty of cloud top height.
The easiest way to approximate this is to calculate the sensitivity of the parallax error itself due to
changes of cloud top height. The sensitivity of the parallax error in satellite coordinates is defined as a
derivative of pixel displacement (Equation (2)) in respect to h:

∂pdisp(h)

∂h
(31)

Because pixel displacement is nearly linear in respect to h (as can be noticed on Figure 3),
the derivative (Equation (31)) should nearly be constant for assumed ϕg and λg. Therefore, it can be
approximated as the mean slope pdisp(h) in respect to h, for instance:

pdisp(12 km)

12 km
(32)

where: cx = cy = hs. The displacement sensitivity depends on ϕg and λg, therefore its value varies
around the globe. Sensitivity values for cities from Figure 3 are presented in Table 1.

Table 1. The displacement function sensitivity in respect to h for five chosen cities for the geostationary
sensor at longitude 0◦. (N – North, S – South, E – East, W - West).

City Geodetic Coordinates Displacement Sensitivity as in Equation (32)

Cape Town 33.9253◦ S
18.4239◦ E 0.667

Madrid 40.4177◦ N
3.6947◦ W 0.696

Brasília 15.7839◦ S
47.9142◦ W 0.784

Gdańsk 54.3475◦ N
18.6453◦ E 0.827

Tromsø 69.6667◦ N
18.9333◦ E 0.868

Note that, the displacement sensitivity can be roughly approximated as less than 1. Therefore,
SEVIRI instrument uncertainty of cloud height greater than or equal to 3 km may lead to one pixel size
or greater error.

6. Conclusions

Data integration with data acquired from different sources requires developing additional methods
that aim to reduce the discrepancies resulting from different physical aspects of observation. In this
context, parallax shift correction for satellite data is a process that reduces geometric differences
between observations, and in many cases can significantly improve the quality of corrected data in
comparison with on-ground sources.

Regarding the scope of practical applications of the proposed approaches, it is important to
note that the resolution of currently operating geostationary satellites varies between 1–3 km for a
SEVIRI instrument [32] and 1–8 km for a Geostationary Operational Environmental Satellite (GOES)
imager [33]. The upcoming series of Meteosat Third Generation (MTG) satellites will provide imagery
with a spatial resolution between 0.5 and 2 km [34]. All of the above-presented parallax methods are
effective enough for current and near future geostationary observation satellites, and the usefulness of
the proposed methods is negligible. Selection of the proposed parallax effect correction method will
be significant only when the spatial resolution of geostationary observations is comparable to 50 m.
With high data resolution and precise parallax effect correction, the algorithm influence of precision on
cloud height will become noticeable.
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The parallax shift phenomena also affect the comparison between data collected from geostationary
satellites and low-orbit satellites [14,35]. The parallax shift problem for geostationary satellites could
be treated as a special case for low-orbit satellites. This problem for low-orbit satellites could be
modeled with similar equations to those presented above, however taking into account the position
and orientation of the satellite in the Cartesian coordinates space.

In this paper, the parallax effect was described using an ellipsoidal earth model. However,
ellipsoidal model clearly does not fully reflect the real shape of Earth. Therefore, in situations where
ellipsoidal model precision is insufficient, the numerical model of Earth’s gravitational field and
geoid values should be utilized. In this case, it would be necessary to describe the parallax effects
using differential equations and solve them using a numerical approach. In this case, the most
problematic issue would be to determine perpendicular paths to the equipotential boundaries of
Earth’s gravitational field.
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Abstract: In recent years, most multibeam echo sounders (MBESs) have been able to collect water
column image (WCI) data while performing seabed topography measurements, providing effective
data sources for gas-leakage detection. However, there can be systematic (e.g., sidelobe interference)
or natural disturbances in the images, which may introduce challenges for automatic detection of gas
leaks. In this paper, we design two data-processing schemes to estimate motion velocities based on the
Farneback optical flow principle according to types of WCIs, including time-angle and depth-across
track images. Moreover, by combining the estimated motion velocities with the amplitudes of the
image pixels, several decision thresholds are used to eliminate interferences, such as the seabed,
non-gas backscatters in the water column, etc. To verify the effectiveness of the proposed method,
we simulated the scenarios of pipeline leakage in a pool and the Songhua Lake, Jilin Province, China,
and used a HT300 PA MBES (it was developed by Harbin Engineering University and its operating
frequency is 300 kHz) to collect acoustic data in static and dynamic conditions. The results show that
the proposed method can automatically detect underwater leaking gases, and both data-processing
schemes have similar detection performance.

Keywords: multibeam echo sounder; water column image; gas emissions; automatic detection;
optical flow

1. Introduction

Multibeam echo sounders (MBESs) are important remote-sensing acoustical systems whose
primary goal is mapping the seabed. They are also widely used to detect targets in water columns [1].
Many types of MBESs can collect water column image (WCI) data, which carry backscattering signals
of scatters from the transducer to the seabed. The images can be used to detect artificial or natural
structures in water columns, such as gas bubbles rising from seep sites [2–8] or gas pipelines [9],
shipwrecks [10], fish schools [11], in addition to serving as a reference for the quality control of
multibeam bathymetric data.

WCIs use the differences in acoustic characteristics, such as backscattering strength or target
strength, to detect solid, liquid, or gas targets by distinguishing them from the background images.
For the gas emissions discussed in this paper, their appearance in images is flare-like [12] and tends
to rise from the source. In addition, the ascending gases and other scatterers may be deflected by
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water/sea currents [4]. Generally, these may be the result of leaks from man-made structures, such as
underwater gas pipelines, or gases that were released from the seabed. Over the past two decades,
research on gas emissions using image data has mainly focused on the aspects of detection (presence
or absence) and positioning, as well as their quantification [2,12–18]. A typical method in the detection
of gas emissions is to mark the suspected gas target by manually screening the image data collected by
the MBES [1,5,12,16]. Therefore, it is necessary to study methods automatically detecting gas emissions
and improving data processing efficiency [19].

In general, from the perspective of different input data sources, there are two ways to automatically
detect leaking gases using MBES. One way is to detect targets in water columns by processing beam
space data of MBES, such as the multi-detection technique proposed by Christoffersen et al. [20].
Compared to traditional multibeam seabed detection technologies (e.g., the weighted mean-time and
the zero-crossing of the phase difference), multi-detection algorithms have been applied in some MBES
applications and can be applied to detect seabed topography and targets suspended in water columns
at the same time.

Another method is to detect targets using the WCIs as data sources. For instance, some automatic
detection methods of bubble leakage via the images have been presented by Urban et al. and Zhao
et al. [12,15], and were used to localize the bubble vent. However, it is often difficult to avoid the
strong interference from sidelobes when the pixel intensity data in the images are used for target
detection [12,21]. One solution to address this problem is to exclude WCI data outside a minimum
slant range (MSR) [12], while the excluded area may contain part of the target image, if one is present.
Furthermore, if a gas-detection algorithm relies only on image intensity information, without other
auxiliary methods in data interpretation, it cannot confirm whether the detected targets are rising
gases or if it is from other targets, such as underwater artificial structures with the same outline as
gas flares. Therefore, coherent flow structures have been used as a feature of detection [22], and the
motion of rising bubbles was considered [18] to detect leakage via cross-correlation of the WCIs in the
depth-across orientation. This method not only discriminates the presence or absence of spilled gases,
but also distinguishes them from fish, which is one of the major reasons for misdetections. However,
in this method, the potential situation of false but large motion speed due to continuous frame changes
of the strong backscatter pixels from the seafloor has not been considered.

The optical flow method is another motion-estimation technique. It has been validated using
suspended objects (e.g., leaking gases [23] or sulfur dioxide flux) from infrared images or CCD images
and has already been suggested as a promising method for detection of gas leaks moving patterns
by von Deimling et al. [18]. In this paper, two types of information, amplitude and velocity, are
comprehensively considered, and an automatic detection method for underwater gas leaks is designed
to distinguish other strong scatterers in the water such as the seafloor. In addition, the above methods
are mainly based on “depth-across track” (D-T) image, which needs the process of converting from the
beam space data to the D-T image. This paper reduces the above process, and further proposes to
design a more efficient parallel structure based on the beam data. In other words, we use the Farneback
optical flow method to estimate the motion of underwater gas emissions. In our process, the potential
interference of sidelobes on the leaking gas images is suppressed before WCI generation. Subsequently,
we designed two processing schemes corresponding to the two types of images, and the intensities and
velocity information of the images are combined for discrimination. Finally, we tested the effectiveness
of the above two processing schemes by simulating pipeline leakage scenarios in water tanks and
Songhua Lake in China.

2. Materials and Methods

2.1. Water Column Image (WCI) Generation and Sidelobe Suppression

After receiving underwater multi-channel echo signals, the MBES usually needs to perform
array beamforming processing to obtain the time series of echo amplitudes at different beam angles.
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Then, sonar equation [24] can be used to compute the intensity of the echo signals at each beam,
the backscattering strength from the seabed, or the target strength from other targets in water. In general,
these echo data at all beam directions can be visually displayed in two typical WCIs [17,25]. One is
that the amplitude/intensity time series are directly arranged into a two-dimensional data matrix,
which is displayed as a two-dimensional image with coordinate axes corresponding to time and beam
angle, referred to as a “time-angle” (T-A) image. Figure 1a is a T-A image, in which the amplitude
time sequences are obtained using the discrete Fourier transformation (DFT) of the multi-channel
echo signals. Moreover, the T-A image is often used as a data source for seafloor detection methods.
The vertical and horizontal coordinates of this image correspond to the beam angle and the two-way
travel time (TWTT) of the echo signals. In the figure, multi-channel echo data was acquired on the lake
by using the HT300 PA MBES mentioned later. The emission signal of sonar is a CW pulse signal with
a pulse width of 0.1 ms. The other WCI is the amplitude/intensity time series in polar coordinates,
converted into two-dimensional images in Cartesian coordinates, with its horizontal and vertical
coordinates corresponding to the horizontal distance and vertical depth, respectively. This is referred
to as a “depth-across track” (D-T) image (as shown in Figure 1b). The complexity of the coordinate
transformation is embodied in the need to consider the influence of irregular beam space [25], and thus
it may be necessary to interpolate pixels without data in the beam sector of the D-T image. Moreover,
it is necessary to correct the spatial position of the amplitude/intensity data in Cartesian coordinates
by ray tracking when the sound velocity in water varies significantly with the depth. The coordinate
system corresponding to Figure 1b is more suitable for observation with the human eye; thus, it is often
displayed in the display and control software of a sonar system. In addition, from the areas within the
red boxes in Figure 1a, it can be seen that echo energy from the beam, perpendicular to the seabed,
leaks into the main lobe direction of all other beams, such that obvious stripe patterns appear at and
outside the MSR position. Correspondingly, the straight stripe patterns appear curved in Figure 1b.

Figure 1. Examples of T-A and D-T images, and the results of sidelobe effect elimination based on
the minimum variance distortionless response (MVDR) beamforming methods [26]. (a,c) are the T-A
images, whose ordinates and horizontal coordinates correspond to the beam angle and two-way travel
time (TWTT). (b,d) are the D-T images, whose ordinates and horizontal coordinate correspond to
vertical depth and horizon range. (a,b) are obtained using a discrete Fourier transformation (DFT)
beamforming method, and (c,d) are the processing results via a MVDR beamforming method.

Currently, in the above WCI generation process, most MBESs must use DFT or fast Fourier
transformation (FFT) techniques to achieve beamforming tasks. These techniques offer simplicity and
good real-time performance; however, they have energy leakage, which can cause sidelobe interference.
Thus, the echo energy from the beam in the direction perpendicular to the seabed or the strong
scattering in the water column leaks into the main lobe direction of all the other beams. For bathymetric
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measurements, a typical effect would be to mistake the flat seabed topography for a curved seabed
topography with both sides upturned. The sidelobe effect here is also called a “tunnel effect” [27].
The sidelobe effect is a strong interference source in seabed topography survey and underwater target
detection. Tangible and physical targets in water columns, gaseous or not, are real structures and
can produce backscatters. However, the sidelobe effect can also produce a false target image and its
intensity level cannot be ignored, which can hinder the MBES to detect real targets. Therefore, it is
important to acquire WCI with suppressed sidelobe effects before the target detection methods are
performed [12,28].

When the sidelobes are eliminated based on MBES, object data can be mainly processed in three
types: channel signals, beam output sequences, and WCIs in different stages of data processing of the
MBES. Firstly, the channel signal is processed using beamforming techniques, such as the minimum
variance distortionless response (MVDR) algorithm [26], to suppress the sidelobe leakage. Secondly,
adaptive filters can be used to dispose beam output sequences to offset the sidelobe effect [29]. Finally,
the suppression of sidelobe effects can be achieved by excluding data outside the MSR. In this work,
the MVDR beamforming method is used to process the channel signal data collected by the MBES to
reduce sidelobes in the WCIs. The array output of this beamforming method can be expressed as [30]:

F(n) = wHx(te) (1)

where x(te) is the array data vector; te is discrete time of echo signal; and w is the array weight
coefficient, which is defined as:

w =
R−1

xx a(θ)

a(θ)H
R−1

xx a(θ)
(2)

where a(θ) is the array manifold vector, H denotes matrix Hermitian transpose, and Rxx= E
[
x(te)xH(te)

]
is the correlation matrix of the array data. Furthermore, for a spherically isotropic noise field,
the directional gain of the array can be expressed by a directivity index (DI) written as [30]:

DI = 10 log

∣∣∣wHa(θ)
∣∣∣2

wHRvvw
(3)

where Rvv represents an isotropic noise correlation matrix whose mnth matrix element is defined as:

{Rvv}mn =
sin[(m− n)kd]
(m− n)kd

, m, n = 1, 2, . . . , M (4)

where M is the number of array elements, d is the element spacing, and k is the wave number. Figure 1c
shows a T-A image obtained by using the MVDR beamforming method with the same data as Figure 1a,
and Figure 1d is the D-T image corresponding to Figure 1c. By comparing the four figures in Figure 1,
it can be seen that the MVDR beamformer can successfully suppress the sidelobe leakage.

2.2. Motion Estimation of Gas Emissions Via Farneback Optical Flow

2.2.1. Motion Estimation Using D-T Images

Leaking gases exist in the form of bubble groups in the water column. They diffuse and rise to
the surface. These gases result in changes in the intensity distribution in multi-frame WCIs, which can
be exploited using the optical flow method to estimate the motion information of the gas emissions.
The optical flow calculation [31] uses the variation and correlation of pixel values in two sequential
image frames to determine the “motion” of each pixel location. As a basic condition for the application of
the optical flow method, it is assumed that the pixel values in the two images satisfy dF

(
x, y, t f

)
/dt f = 0,

that is:
F
(
x, y, t f

)
= F

(
x + Δx, y + Δy, t f + Δt f

)
(5)
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The generation and extinction of the bubble group, their distribution, and changes in size as they
rise will cause rapid changes in the image, which does not occur in sonar images of fixed-shape objects.
Therefore, to satisfy the above assumptions, the time interval between frames cannot be too long. Thus,
in this paper, when the experimental data is collected in pool and lake, the frame rates of images
are 20 Hz and 16 Hz, respectively. Motion information of leaking gasses has been estimated using
the Farneback optical flow method, which is a classical dense optical flow estimation algorithm for
target motion using images, and its basic principle and implementation are described in detail in [31].
The main idea of this method is to approximate the neighborhood near each pixel of an image as a
quadratic polynomial, and to estimate the displacement field of the two frames using a polynomial
expansion. Specifically, the neighborhood of each pixel of two images (F1, F2) at different times can be
approximated as: ⎧⎪⎪⎨⎪⎪⎩ F1

(
z) =zTA1z + bT

1 z + c1

F2
(
z) =zTA2z + bT

2 z + c2
(6)

where z is coordinate vector of image pixel, parameter A is a symmetric matrix, b is a vector and c is a
scalar. It is assumed that F2 is equal to F1 with a global displacement d, that is,

F2(z) = F1(z− d) (7)

By using Equation (6) to expand the two functions at both ends of Equation (7) and making the
coefficients of the items equal, the global displacement can be obtained. From a visual point of view,
an image whose horizontal and vertical axes are represented by the distance is more conducive to
directly show the shape of the target. This is also the reason why D-T images are commonly shown in
the display and control software of the sonar system rather than T-A images. When the displacement is
estimated from two D-T images and divided by the time interval between the two frames, the velocity
of each pixel can be obtained. Scheme A of Figure 2 describes a processing flow from beamforming
processes of multi-channel echo data to estimate velocity fields and detect targets. The multi-channel
echo data are converted into beam space data or a T-A image through the beamforming processing,
and then the D-T image can be produced using a coordinate transformation and interpolation.

Multi-channel 
echo data

Multi-channel 
echo data

Beam space 
data/T-A image

Beam space 
data/T-A image

D-T image

D-T image

Beamforming

Beamforming

Axis 
transformation

Velocity vector 
field

Axis 
transformation

Farneback 
optical flow

Velocity vector 
field

Farneback 
optical flow

Target or not

Target or not

Detection

Detection

Scheme A

Scheme B

Image intensity

Image intensity

Figure 2. Two types of data processing schemes in motion estimation of gas emissions.

Some of the methods (e.g., [1,12,17]) to detect gas leaks based on MBESs only used the amplitude/
intensity information of D-T images in Scheme A. However, if the detection is only based on
amplitude/intensity, it cannot automatically distinguish between strong scatterers such as gas leaks and
the seafloor. The motion of rising bubbles was considered [18] to detect leakage via cross-correlation;
however, the potential situation of false but large motion speed due to continuous frame changes
of the strong backscatter pixels from the seafloor has not been considered. In this paper, two types
of information, intensities and velocity vectors, are comprehensively considered, and an automatic
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detection method for underwater gas leaks is designed to distinguish other strong scatterers in the
water such as the seafloor (see Section 2.2.3). Specifically, the D-T images are processed using Farneback
optical flow to obtain the velocity vector field.

Furthermore, in Scheme A, all feature information originates from the D-T images; thus, a process
of converting from the beam space data to the D-T image is required. For a sonar system with automatic
online detection requirements, the serial structure brings with it large hardware costs and affects
real-time computing efficiency. For this reason, this paper further proposes the design of a more
efficient parallel structure based on beam data. This new structure will affect velocity vector estimation;
thus, it is necessary to further derive a corresponding conversion calculation method.

2.2.2. Motion Estimation Using T-A Images

Scheme A in Figure 2 is mainly a serial structure in which stringent requirements are often imposed
on the real-time processing capability of the sonar hardware platform. This paper thus proposes
Scheme B to directly estimate the motion information of the leaking gases using the T-A image, thereby
reducing the processing steps from multi-channel data acquisition to target detection based on velocity.
Moreover, the velocity field estimation can be processed in parallel with the D-T image and bathymetric
estimation algorithms, instead of relying on serial processes as is done in Scheme A. In Scheme B,
the Farneback optical flow method is used to process two frames of the T-A image to obtain relative
displacement (t0,θ0) in the direction of echo time and beam angle axis. When the displacement is
divided by the time interval, the velocity vector (ut, vθ) in the coordinate system with time/orientation
as the coordinate axis can be obtained. During the hydrographic surveying, with the fluctuation of the
vessel, the sonar array will produce changes in orientation, such as roll and pitch, which will bias the
estimated target motion displacement. Fortunately, modern multibeam sonar products usually have
roll- and pitch-compensation capabilities, and even medium and deep water MBES can compensate
for the heading information, thus avoiding the above-mentioned errors.

The velocity vector (ut, vθ) estimated from the T-A images can be used to complete the task of
leaking gas detection. There is often a requirement to display velocity information in conjunction with
the D-T image. In such cases, it is necessary to convert (ut, vθ) into a motion velocity vector

(
ux, vy

)
with horizontal and vertical displacement per unit time, that is, velocity, as coordinates. Under the T-A
image with time-beam angle as the coordinate system, the coordinate transformation of (t0,θ0) can be
expressed linearly as: (

t′
θ′
)
=

(
t
θ

)
+

(
t0

θ0

)
(8)

Then, the displacement (x0, y0) of the point in the Cartesian coordinate system can be expressed as:

(
x0

y0

)
=

⎛⎜⎜⎜⎜⎜⎜⎝
c(t+t0) sin(θ+θ0)−ct sin(θ)

2
c(t+t0) cos(θ+θ0)−ct cos(θ)

2

⎞⎟⎟⎟⎟⎟⎟⎠ (9)

where c is the speed of sound at the specified depth of the pixel. Then,
(
ux, vy

)
can be obtained by the

division of (x0, y0) and time interval.

2.2.3. Detection of Gas Emissions

When using the MBES to detect gas emissions, the possible interference sources include
sidelobe effects, backscatter contributions from non-gas targets in water (e.g., volume reverberation,
seabed reverberation), and background ambient noise, among others [15]. An amplitude threshold
can be used to suppress the interference of volume reverberation with low energy contributions.
This threshold can be set to a dynamic value varying with the frames, or to a fixed value. The following
threshold can be used:

|P(i, j) − Pre f | > kσ (10)
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where P(i, j) is the value of each pixel in the WCI, k is the adjustable weight factor, and the values
Pre f and σ are the median and standard deviation of all pixel values of the image, respectively. If the
pixel in the frame satisfies Equation (10), then it is judged to belong to a part of a leaking gas image;
otherwise, the pixel value is eliminated.

For a strong backscattering and relatively static target, the same decision criterion as in Equation (10)
can be used, but the data involved in the calculation is replaced by the magnitude of the velocity

estimated, that is, V =
√

u2
x + v2

y. Furthermore, with regard to the relatively flat seabed topography,
when a survey vessel is sailing, the image of the area corresponding to the seabed in WCIs of the
adjacent pings will show the partial changes of the energy distribution in the horizontal direction,
which is mainly due to the statistical fluctuation of the seabed echo energy caused by the fluctuation of
the micro-topography. This phenomenon may also bring about large velocities corresponding to the
seabed portion of the velocity field, and most of the velocity direction should be similar to the seabed
terrain. In consideration of the above situation, a directional threshold is further set to exclude the
target image in the horizontal direction or close to it, in the estimated velocity field. Specifically, in this
paper, the threshold on the velocity direction relative to the horizontal is set at 40 degrees. The rising
gases may be deflected by currents [4], and thus the range of the velocity direction threshold should be
adjusted according to the direction of the ocean current in the sea test. In addition, schools of fish are
also common underwater moving targets. Through this direction threshold, some fish school images
shown in the horizontal direction can be eliminated.

3. Results

3.1. Pool Experiment

3.1.1. Experimental Design and Equipment

In this study, a scene of leaking gases from a pipeline was simulated in a pool, and the acoustic
data was collected by an HT300 PA MBES developed by Harbin Engineering University, China.
As shown in Figure 3, the MBES is mainly composed of an underwater subsystem (i.e., the sonar
head), an interface unit, and a computer. The underwater subsystem is responsible for the emission,
reception, and real-time processing of the underwater acoustic signal. The interface unit is used for
real-time information collection of the auxiliary equipment and network data exchange, and the HTCS
3.4 display and control software of this MBES can be operated on a computer. The sonar system emits
an acoustic wave with a frequency of 300 kHz, a CW pulse signal with a pulse width of 0.1 ms, and a
ping rate of 20 Hz. In addition, its beam width is 2.5◦ × 1.5◦ and max swath width is 126◦.

The distribution of the bubble size and number of bubbles changes continuously during their
rising process because they are affected by factors such as water depth, nozzle size, pressure in the
pipeline, flow rate, ocean current, and so on. Also, the backscattering strength (or sound attenuation)
of the bubbles is closely related to the signal frequency, bubble size, and the number of bubbles [32–35].
For a nozzle, its size decides the sizes of bubbles. For example, the radius of the detached bubble
could be expressed as a non-monotonic function of the nozzle diameter [36], and the radius showed
an increasing trend during the change of the nozzle diameter (0.1 mm–2 mm). For a single bubble,
the different sizes correspond to different resonance frequencies, and the backscattering strength
reaches a peak at this frequency [35]. The relationship between the scattering cross-section σ and a
bubble of a radius a can be expressed as [37]:

σ(a) =
4πa2[(

f0
f

)2
− 1
]2
+ (ka)2

(11)

where f0 is resonance frequency of the bubble and k is the wave number. This model was applied in [37]
to analyze the relationship between backscattering strength and bubble radius at 40 kHz, 180 kHz and
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300 kHz. In actual applications, MBESs operate at frequencies from 12 kHz to 400 kHz [3,37], and they
have been applied in researching the detection of gas leaks and other targets in water. In general,
in shallow water (<200 m), MBESs with a frequency range of 200–400 kHz are usually used for marine
surveys, and MBESs with these frequencies are also suitable for the deployment of the unmanned
underwater vehicles due to their size. Because the purpose of this paper is to detect underwater pipeline
leaks in offshore waters (usually less than 200 m in depth), and comprehensive consideration of factors
such as maximum sounding capability, resolution of the multibeam sonar, and frequency response
characteristics of the target of interest, this type of MBESs was finally used for experimental research.

During the experiment, the sonar head of the MBES is fixed at 0.5 m below the water surface
with a tilt angle of α = 30

◦
, as shown in Figure 4. The maximum coverage angle of this MBES is from

−63 degrees to +63 degrees and the depth of the pool is shallow; thus, in order to enable the sonar
to accurately study the process wherein the bubbles rise to the surface, it is installed vertically with
a 30-degree tilt. The leaking gases are generated by an air compressor and released through a long
rubber tube, which is connected to the nozzle at the bottom of the pool (5 m depth). Figure 5 is a video
capture of the gas leaking scenario during the experiment.

Figure 3. A photograph of HT300 PA MBES.

α

Figure 4. Schematic diagram of the pool experiment for simulation of leaking gases.
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Figure 5. An underwater video screenshot of the bubbles being released.

3.1.2. Optical Flow Calculation of the Water Column Images (WCIs) Containing Leaking Gases

Figure 6a,b are D-T images taken via the conventional beamformer (CBF) and the MVDR
beamformer, respectively, and both matrix data are normalized and displayed in decibels. The fixed
nozzle diameter is φ = 0.6 mm; the output intensity and the output flow rate of the air compressor are
0.1 MPa and 6.3 L/min, respectively; and the sonar head is stationary. In Figure 6a, fan-shaped bright
strings are formed at the MSR, and their brightness is close to the intensity level of gas emissions.
In this experiment, the gassy release area is designed outside the MSR and its purpose is to consider
whether the detection of the gas emissions is still valid when they occur in an area that have significant
interference from sidelobe contamination. Figure 6b shows that the image at the MSR (i.e., the region
where the sidelobe effect energy is the largest) was well-suppressed. There also is sidelobe leakage
outside of the MSR, but the energy level is usually lower than that of the leaking gases.

Using Figure 6b and its adjacent frame images, the motion field distribution of the obtained image
region is an implementation of the Farneback optical flow algorithm in MATLAB with Scheme A.
In Figure 7a, the estimated velocity field is displayed in conjunction with the WCI of Figure 6b.
The direction of the arrow in the figure is indicated as the direction of velocity, and the length of the
arrow is the magnitude of the velocity. Since an estimated velocity value can be obtained for each pixel
of the D-T image, to avoid a large number of arrows being too dense to observe, the velocity matrix
here is subjected to equal interval sampling processing to display. The image of the small frame on
the left side in Figure 7a is the enlarged result of the image in the red frame in the gas release zone.
Figure 7b shows the estimation results of the leaking gas motion obtained by processing the same
data using Scheme B, and the parameters used by the Farneback algorithm are the same as those in
Figure 7a. The estimated velocity is converted to the form of

(
ux, vy

)
for display. Then, Figure 8 shows

a set of WCIs and motion field estimation results after changing the experimental conditions, where the
nozzle is replaced by one with a diameter of 1.2 mm, the output intensity of pressure is set to 0.5 MPa,
and the output flow rate is 51 L/min.
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Figure 6. The WCIs containing gas emissions, obtained by the conventional beamformer (CBF)
beamformer (a) and MVDR beamformer (b).

Figure 7. The joint display of the WCI and velocity field estimated by frame A (a) and frame B (b),
respectively. The fixed nozzle aperture is φ = 0.6 mm and the output intensity of pressure and the
output flow rate was 0.1 MPa and 6.3 L/min, respectively.
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Figure 8. The joint display of the WCI and velocity field estimated by frame A (a) and frame B (b),
respectively. The fixed nozzle aperture is φ= 1.2 mm and the output intensity of pressure and the
output flow rate are 0.5 MPa and 51 L/min, respectively.

It can be seen from Figures 7 and 8 that the velocity field trends estimated by the two processing
schemes are roughly similar, but the calculated velocity field matrices have different distributions
in the D-T image. The velocity field data calculated by Scheme A and the individual pixels of the
D-T image are sometimes in one-to-one correspondence to their spatial position. However, since the
velocity field matrix calculated using Scheme B is equally spaced when using the coordinate system
with the beam angle and the TWTT as the coordinate axes, the velocity field data near the sonar head
is dense, but gradually becomes sparse as the distance increases. In addition, the velocity field of the
region containing gas can be visually different from those of other regions. The direction of the velocity
in the region containing gas is mostly in the quasi-vertical direction. Since the sonar head is stationary,
the ensonified area on the bottom of the pool has not changed. Under this condition, the energy of
the individual pixels corresponding to the bottom area in different ping images changes very little;
thus, the estimated velocities in this area will be very small, which can be excluded by considering the
magnitude of the velocity.

To quantitatively analyze the consistency of the estimated velocities of the two schemes, a square
with a side of 5 cm is selected as an observation area to calculate magnitudes of the velocity at different
times in this region. The center point coordinate of the observation area is (5.65 m, 3 m). Figure 9
shows the variation of the average of all the estimated velocities in the observation area, along with the
sample time. The horizontal axis is the sample time or the image frame number, and the longitudinal
axis is the average of the magnitudes of the velocities. For each pixel, the corresponding magnitude

of the velocity can be calculated by V =
√

u2
x + v2

y. The curves plotted in Figure 9a,b respectively
correspond to the results of the two settings of the nozzle sizes and the output intensities of the pressure
conditions, while the data processing is identical. It can be seen from the two figures that the estimated
velocity values of the two frames are relatively similar in general, but there are also a small number of
different cases. This may be because the number and spatial distribution of velocities estimated by
the two frames in the observation area are different. When the difference in velocity values in this
area is large, the two statistical averages will show a large deviation. However, this difference does
not change the nature of the relatively high-speed movement of the gas emissions from the pipelines,
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and thus it will not affect the subsequent detection of gas emissions. For leaking gases from undersea
pipelines, the velocities of bubbles in water columns were composed of two parts [38]. One is the free
rising velocity of the gas bubbles, and the other is the initial velocity when they were ejected at the
nozzle. Considering these contributions, the authors of [38] used Doppler shifts of ultrasonic scanning
to estimate the leaking gases simulated in the laboratory; the estimated velocity is 3.2–9.7 m/s, which is
similar to the results of Figure 9. The echo intensities at different flow rates are further measured and
are shown in Figure 10. In the two data acquisitions, the nozzle diameter is always 0.6 mm; the flow
rates of the air compressor are 21 L/min and 6.3 L/min, respectively; and the multibeam sonar is set
with the same parameters, including the transmit power, fixed gain, and time varying gain. As shown
in Figure 10, the large flow rate corresponds to stronger echo intensity as a whole, which is similar
to the results found in [37]. This phenomenon implies that there is a certain correlation between the
flow rate and the backscattering signal. Compared with results in [39,40], the derived rise velocities
in Figure 9 appear on the lower scale. This may be due to the limited output pressure capability of
the used air compressor and the absence of currents, which affects the intensity and direction of the
motion velocities.

V 
V 

Figure 9. The magnitudes of the velocities estimated from Scheme A and Scheme B. (a) and (b)
correspond to the two experimental conditions of Figures 7 and 8, respectively.

Figure 10. Comparison of echo intensities at two flow rate outputs.
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3.1.3. Detection of Gas Emissions

Due to the WCIs and velocity field distributions in the pool experiment, the thresholds of the
image amplitudes and velocity values were set according to Equation (10) to detect gas emissions.
The weight coefficient of the amplitude threshold is 1, and the weight coefficient of the velocity intensity
threshold is 1. By further eliminating the data below the thresholds in Figures 7 and 8, the results can
be seen in Figures 11 and 12, respectively. The velocity field data used in Figure 11a, Figure 12a was
estimated using Scheme A, while the velocity field data in Figures 11b and 12b were estimated using
Scheme B. As can be seen in Figures 11 and 12, the image amplitude and velocity intensity threshold
could be used to exclude images with small velocities but strong backscattering.

Figure 11. Results obtained by screening the data in Figure 7 using thresholds of image amplitude and
velocity intensity. (a) and (b) correspond to the processing results of Scheme A and Scheme B, respectively.

Figure 12. Results obtained by screening the data in Figure 8 using thresholds of image amplitude and
velocity intensity. (a) and (b) correspond to the processing results of Scheme A and Scheme B, respectively.
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3.2. Lake Experiment

3.2.1. Experimental Scenario

To quantitatively analyze the estimated velocities of the two schemes under the same conditions, the
above-mentioned pool experiment is a static measurement where the relative position of the measuring
platform and the gas-releasing device is constant. A dynamic experiment is further designed here to
measure the simulated gas emissions from a pipeline using an MBES mounted on a survey vessel.
The experimental site is in Songhua Lake, Jilin Province, China, and the MBES and air compressor used
in the experiment are the same as in the pool experiment. During the experiment, one end of the rubber
tube connecting the nozzles is fixed on a triangular holder seated at a flat bottom of water depth of
about 13 m, while the other end is extended from the bottom to a barge on the coast and connected
to the air compressor. The fixed nozzle aperture is φ= 1 mm and the output intensity of pressure is
Pout = 0.68 MPa. When the survey ship is traveling, the MBES collects the underwater target echo at a
ping rate of 16 Hz.

3.2.2. Detection of Gas Emissions

The WCIs in Figure 13 are obtained when the survey ship travels above the leaking gases, and the
velocity field distributions of Figure 13a,b are obtained using Schemes A and B, respectively. From the
partial enlargement of the two figures, the corresponding velocity field of the regions containing gas is
mainly on the upward trend, and the high magnitudes of velocity are also found in the seabed area.
However, as analyzed in Section 2.2.3, the velocity field directions in the seabed area are mostly similar
to the seabed terrain tendency. Correspondingly, the velocity direction threshold is set to 40 degrees.
For instance, the data in Figure 13a are judged only by the amplitude threshold to obtain the detection
result as shown in Figure 14a, and the detection result after additional estimation of the magnitude of
the velocity and direction threshold is shown in Figure 14b.

Figure 13. The joint display of the WCI and velocity field estimated by frame A (a) and frame B (b),
respectively, from the experimental data of a measurement period in Songhua Lake.
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Figure 14. The result of the comprehensive detection of the data in Figure 12 using thresholds of pixel
intensity, velocity magnitude, and velocity direction. (a) is the detection result using only the amplitude
threshold, and (b) is the detection result of adding the magnitude of the velocity and direction threshold.

It is possible to eliminate pixel data with relatively low intensity, low speed, or high horizontal
speeds by comparing Figures 13 and 14 after the detection threshold is set using both the energy and
the displacement of the image pixels. Thus, an image with gas emissions can be detected from the
complex WCI data.

4. Discussion

In this paper, the motion field in continuous multi-frame WCIs was estimated using an optical
flow method. If only the intensity information of each pixel in the WCI is used to detect the leaking
gases, the results could detrimentally include the seabed and other strong interference targets in the
water column. Although the images of the seabed and sidelobe interference could simply exclude
the portion outside the MSR as was done in [12,15], this strategy may also remove parts of the gassy
image, and any strong targets suspended within the MSR region cannot be identified and ignored.
As shown in Figure 15, only the amplitude threshold was used to detect the WCI data measured on a
short survey line in the Songhua Lake. It can be seen from the figure that it is possible to detect other
false targets using only the amplitude threshold, thereby affecting the autonomous and high-accuracy
recognition of the gas emissions. For this reason, the estimated motion vector information was further
used to eliminate the image pixels of relatively low-speed targets or targets whose backscatter is high
but moving horizontally, such as a flat seabed or part of a school of fish. Inevitably, small spots of
discrete distributions, as shown in Figure 14, may appear after the processing. These spots are mainly
residues after the above threshold decision, and they have a low number of pixels with a discrete
distribution. Here, these abnormal pixels can be eliminated by a small sliding window. As shown in
Figure 16, the three-dimensional morphology of the leaking gases with a relatively clean background
was obtained after multi-threshold detection, which achieves the automatic detection of gas emissions.
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Considering that sidelobe contamination may adversely affect the amplitude and velocity threshold
detection, the MVDR beamforming algorithm was used in the beamforming process to suppress
the sidelobes.

In addition, two kinds of schemes were designed for data processing. Similar to [18], in Scheme A,
the velocity of the movement is estimated from the D-T image, so that the dimension of the velocity
vector matrix is consistent with the D-T image, which is more convenient for visual observation.
However, considering that the data processing of Scheme A is mainly a serial structure, and the
automatic and real-time detection of the leaking gases on the sonar hardware platform is also a potential
demand in the future, this paper further proposes directly estimating the gas motion using T-A images
and to judge whether the gas emissions are present or not. In this way, the velocity field estimation
can be processed in parallel with the D-T image generation and the seabed terrain detection process
from the perspective of the data processing flow, and it is not necessary to wait for the conversion
of the image from T-A to D-T, which improves the feasibility of real-time realization in the hardware
platform of the MBES.

To verify the effectiveness of the proposed method, experiments were carried out on pools and
lakes with relatively shallow water depths. The underwater condition may be more complicated with
the increase of water depth. For example, the backscattering strength of the bubbles is also related to
water depth (or ambient hydrostatic pressure P0). The resonance frequency in Equation (11) can be
derived [37] as:

f0 =
1

2πa

√
3γP0

ρ
(12)

where ρ is the density of the water, and γ is the ratio of specific heats. It can be seen from the
combination of Equations (11) and (12) that the scattering cross section is also a function of the
hydrostatic pressure. This is especially the case in deep water conditions, where the effect of hydrostatic
pressure is more obvious. Therefore, when the background noise level is isotropic and the leakage
rates and sonar frequencies are the same, the signal-to-noise ratio corresponding to the echo of gases
at different depths will also change. At this point, the amplitude threshold of Equation (10) should
vary with the depth. Therefore, to fully test the detection performance and adjust its adaptability with
changes in depth, in future research we will further carry out experimental verification studies in
deep water environments. Of course, the rising gases may be deflected by ocean currents [4], and be
affected by water density, salinity, temperature, and static pressure, which are important for seismic
oceanography [41]. Therefore, the impact mechanism should be further analyzed and the velocity
direction threshold adjusted according to the above conditions in sea experiments.

In a pool experiment, the MBES is stationary. When experimenting on the lake, the MBES
is installed on the survey vessel and moves along the survey line. With fluctuation of the vessel,
the sonar produces changes in orientation, such as roll and pitch, which will bias the estimated target
motion displacement. Therefore, when processing the data on the lake, motion attitude information is
compensated. In addition, in the pool experiment, the position of the illuminated bottom is unchanged;
thus, the fluctuation of the echo from bottom in WCIs of the adjacent pings is very small. When a survey
vessel is sailing, the fluctuation shows more significant changes, which is mainly due to statistical
fluctuation of the seabed echo energy. Therefore, in terms of the bottom part of the velocity field in
Figures 8 and 13, the estimated velocity in the lake experiment appears to be larger than that in the
pool experiment.

This paper aims to detect moving targets through high and low-speed fields, without considering
the rigorous verification of the accuracy of the estimated speed. This will be considered in subsequent
studies, such as using video-in-situ observations [13] for comparison. We will also consider the
combination of the backscattering strength of the bubble group to quantitatively estimate the flow rate
of the leaking gases. In addition, it is assumed that the seabed terrain is relatively flat when the velocity
direction threshold is used. If the terrain changes steeply, the appropriate values of this threshold may
be difficult to obtain. Moreover, fish may be one of the major reasons for misdetections, although the
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direction threshold is set. Therefore, in future research, seabed detection technology will be applied to
judge the seabed and eliminate seabed image interference. In addition, other features, such as target
shapes, will be considered to eliminate interference from fish.

Figure 15. The result of the amplitude threshold detection of WCI data measured on a short survey
line in the Songhua Lake.

Figure 16. The result of the multi-threshold detection of WCI data measured on a short survey line in
the Songhua Lake.

5. Conclusions

To achieve automatic detection of leaking gases from underwater pipelines, a detection method
based on the combination of motion and intensity information of WCI pixels was studied in this paper.
The motion of the image pixel was estimated using the Farneback optical flow principle, and two data
processing schemes were designed according to two types of WCI data. Through the data analysis of
two simulation experiments in a pool and a lake, it can be seen that the velocities obtained based on the
above two schemes had relatively good consistency. In addition, after the comprehensive threshold

47



Remote Sens. 2020, 12, 119

selection using amplitude and velocity information, leaking gases could be detected more efficiently.
From the perspective of our designed structure, Scheme B is more suitable for real-time implementation
of sonar hardware platforms, while Scheme A is more suitable for execution in display and control
software, and in post-processing.

In this paper, it is assumed that the trend of seabed topography is relatively flat in the design of the
velocity direction threshold. In future research, bottom-tracking technology will be introduced to judge
and eliminate the seabed image with more complex trends of topography, and morphological features
will also be introduced to judge and eliminate the other high-velocity motion and strong-backscatter
targets in water columns. Moreover, the influence of sound velocity changes for the thresholds will
be analyzed.
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Abstract: Innovative road signs that can autonomously display the speed limit in cases where the
traffic situation requires it are under development. The autonomous road sign contains many types
of sensors, of which the subject of interest in this article is the Doppler sensor that we have improved
and the constructed and calibrated acoustic probe. An algorithm for performing vehicle detection
and tracking, as well as vehicle speed measurement, in a signal acquired with a continuous wave
Doppler sensor, is discussed. A method is also experimentally presented and studied for counting
vehicles and for determining their movement direction by means of acoustic vector sensor application.
The assumptions of the method employing spatial distribution of sound intensity determined with
the help of an integrated three-dimensional (3D) sound intensity probe are discussed. The enhanced
Doppler radar and the developed sound intensity probe were used for the experiments that are
described and analyzed in the paper.

Keywords: Doppler sensor; acoustic vector sensor; road traffic monitoring

1. Introduction

We develop innovative road signs that can autonomously determine and communicate
(visually and over V2X, vehicle-to-everything radio messaging) the speed limit in cases where
the traffic situation requires it in connection with the project that was carried out in our department.
The project entitled “Intelligent Road Signs with V2X Interface for Adaptive Traffic Controlling” is
carried out in response to the demand for improving road safety and traffic efficiency. The developed
system of autonomous road signs will enable the prevention of the most common collisions on highways,
resulting from the rapid stacking of vehicles that results most often from accidental heavy braking [1].
Figure 1 shows an example of a dangerous road situation, together with a system of autonomous
road signs that display and wirelessly transmit (in the V2X standard) decreasing permissible speed as
drivers approach the place with traffic obstruction.

The new design demands for solving various research and construction problems, such as effective
and independent of weather conditions traffic monitoring based on simultaneous analysis of several
types of data representation [2]. The engineering part of the project, as well as previous research
results on this topic, as described in our earlier papers [3,4], were preceded by a series of experimental
studies. Their results showed that measuring speed and traffic density causes a number of problems in
practical conditions. For example, the use of visual analysis for this purpose encounters limitations
that are associated with restrictions on the visibility of vehicles in both RGB and thermal cameras.
The currently popular lidars also have some limitations and they are also relatively expensive. In this
case, an estimation of the traffic exploits optical opacity of cars and laser beam reflections as the
physical principle of working is often accompanied by advanced data processing [5]. Setting the sensor
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perpendicular to the axis of the road makes it impossible to count vehicles in the case of occlusion
(vehicles present on both lanes simultaneously), which causes many missed detections. Inductive loops
or pneumatic cables for counting vehicles are used as a source of reliable data. However, their use
requires installation in the road pavement, which is cumbersome and is only suitable for permanent
installations, rather than for temporary installation of road signs in hazardous locations.

 
Figure 1. Illustration of the principle of limiting the speed when approaching a dangerous place on the
road using autonomous road signs connected wirelessly to each other. Road signs communicate speed
in a traditional way and also via radio channels using the V2X standard.

Another approach is based on recording anonymous Bluetooth MAC addresses of devices
together with a timestamp as they pass by each detector, and then perform matching the addresses as
vehicles pass through the next detector [6]. Specialized hardware was developed for related research
(not covered in this paper), namely a radio module with software implementing the baseband controller
and the firmware link manager layers. We constructed a practical vehicle counter in this way and
then performed field tests showing that this technology makes a promising method of collecting
real-time statistical traffic data and actual journey times from measurements on long distances, e.g.,
1 km, which is not possible or difficult with other modalities [4]. However, counting vehicles that
are based on the MAC addresses of Bluetooth devices can be unreliable, because these addresses are
associated with both vehicles and mobile phones that are used by pedestrians. There can be several
Bluetooth devices in one vehicle, e.g., audio and communication devices, as well as radio modules that
are embedded in-vehicle diagnostic systems. Gupta et al. presented a different and interesting idea.
They proposed the system for vehicles (i.e., bicycles, cars, trucks) counting by means of variations in
the Wi-Fi signals strength [7]. Another approach that was related to the monitoring of traffic flow
exploited the magnetic sensors to measure the vehicle’s magnetic signature (VMS) evoked by moving
vehicles [8].

Still, measurements of traffic intensity and vehicle speed while using Doppler microwave sensors
find technical and economic justification. For example, a system that is based on high range resolution
based on microwave radar sensor has been previously proposed by other authors to estimate the
traffic flow rate and the flow rate of certain types of the vehicle [9,10]. However, microwave sensors
are exposed to interference due to noise in the radio channels and reaching the receiver by parasitic
reflections and microwave interferences. For this reason, we worked on this issue and presented an
experimentally verified approach in this paper that allows for improving the results that were obtained
while using a microwave radar.
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Acoustic methods of road traffic estimation are, in practice, quite rarely used, although experimental
research in this field is being conducted [11–13]. Our department has also been conducting such research
for some time, which resulted in publications [14,15] and a recently defended doctoral dissertation [16].

A method is presented and experimentally studied for counting vehicles and determining their
movement direction by means of the acoustic vector sensor application and the enhanced Doppler
microwave sensor. The assumptions of the method employing spatial distribution of sound intensity
determined with the help of an integrated three-dimensional (3D) intensity probe are discussed.
The developed intensity probe was used for the experiments that brought the results discussed in
the paper.

2. Materials and Methods

2.1. Vehicle Counting and Speed Measurement with Doppler Sensor

2.1.1. Doppler Sensor

The sensor that was used in the presented research emits a continuous wave with constant
frequency within the K band (24.125 GHz) and it provides a dual-channel (I/Q) signal with frequencies
below ca. 8 kHz, being proportional to the object’s velocity, according to the Doppler effect. The sensor
is characterized by a wide horizontal beam, which allows for capturing a vehicle’s movement within a
sufficiently long road segment (at least 50 m). This is different from the majority of radar sensors used
in practical measurement systems, which measure the vehicle speed within a narrow zone.

The sensor transmits an electromagnetic wave with a constant frequency f 0. The frequency fr
of waves reflected from moving objects and received by the sensor differs from f 0, according to the
Doppler effect [17,18]. An I/Q mixer produces a difference signal with frequency fd, in two channels:
in-phase (I) and quadrature (Q), which allows for the detection of the object’s direction of movement
(phase difference between I-Q channels is either 90◦ or −90◦). The frequency fd is related to the object’s
velocity vr by an equation:

fd =
∣∣∣ fr − f0

∣∣∣ = 2
λ

vr =
2 f0
c

vr = Svr, (1)

where c is the speed of light. For a K-band sensor, f 0 = 24.125 GHz, and the scaling factor S ≈ 160.94
(vr in m/s). fd ≤ 8.94 kHz for road vehicles moving with speed up to 200 km/h (55.5 m/s). Therefore,
the difference signal fits in the audio band (it is indeed audible), so standard audio signal processing
algorithms may be applied for vehicle detection and speed measurement.

For practical reasons, it is not possible to directly mount the sensor on the vehicle’s path of
movement, therefore the sensor is usually placed alongside the road (Figure 2). As a result, the sensor
only measures the radial component vr of the velocity vector. As a vehicle moves through the detection
zone of a sensor, vr decreases when the vehicle approaches the sensor, and then increases as it moves
away. This is called a ‘cosine effect’ [19], as the actual velocity is multiplied by a cosine of the angle to
the object (Figure 2). Additionally, the angle difference between the front and the rear of the vehicle
becomes larger as the vehicle moves closer to the sensor, which results in vr values spanning a wider
range. Figure 3 illustrates this, showing a spectrogram of a signal reflected from a road vehicle and
recorded by a Doppler sensor. Signal frequency spans a range (f min, f max), given by:

fmin = Sv cosαmax = Sv
r√

r2 + y2
(2)

fmax = Sv cosαmin = Sv
r + d√

(r + d)2 + y2
(3)

where Figure 2 explains r, d, y, and α.
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Figure 2. Measurement of the radial velocity of a vehicle with a Doppler sensor.

Figure 3. Spectrogram of a Doppler sensor signal recorded when a single vehicle was moving towards
the sensor. The cosine effect is visible in the final phase (time 2.5–4.5 s).

Compensation of the cosine effect is problematic. Therefore, frequency is usually taken from the
signal part captured at a large distance between the sensor and the object for speed measurement,
so that the angle α is small (cos α close to 1), the difference between αmin and αmax is also small,
and therefore the cosine effect is negligible. This approach was used in the proposed algorithm.

2.1.2. Algorithm for Processing of Doppler Sensor Signals

The task of the algorithm is to perform vehicle detection and tracking, as well as vehicle speed
measurement, in a signal that was acquired with a continuous wave Doppler sensor. Figure 4 shows an
overview of the processing algorithm. A dual-channel signal is received from an I/Q Doppler sensor.
The first stage is the signal preprocessing, which suppresses noise and interference in the signal and
then decomposes the signal into two components that represent opposite directions of movement.
In the next stages, signal components that are reflected by moving vehicles are detected, and tracking
of individual vehicles is performed. Finally, a velocity estimate is calculated from each identified
vehicle track. The details of the algorithm are presented in the following Subsections.
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Figure 4. Block diagram of the Doppler sensor and the processing algorithm.

2.1.3. Suppression of Interference and Noise

The signals obtained from a Doppler sensor are often contaminated with distortions that make
the detection and tracking processes more troublesome (Figure 5a). There are two main types of
distortions that are observed in Doppler sensors. Noise is present in the signal as wide-band spectral
components with random amplitude and phase, as a result of sensor imperfections, the nature of
wave reflection, and environmental factors, such as wind. Electromagnetic interference (EMI) usually
manifests as narrowband spectral components with a constant frequency. They may be induced by
air (e.g., from nearby radio frequency transmitters, such as mobile network stations or airport radars)
and by power lines. The amount of signal distortion depends on the sensor class, its positioning,
and orientation, the quality of power supply, etc. As a result, a procedure for the suppression of
distortions is necessary before the detection and tracking are performed.

a 

b 

Figure 5. Spectrograms of road traffic signals: (a) signal recorded by the Doppler sensor, with electromagnetic
interference (EMI) at multiplies of 1 kHz, and a wideband noise, (b) processed signal—suppression of noise,
interference, and signals reflected from vehicles moving away from the sensor.

Noise reduction is usually performed by computing a noise profile and subtracting it from the
signal. Such an approach requires the detection of signal parts containing only noise and constantly
updating the profile. It is also not efficient for EMI removal. Therefore, a novel approach, which is
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based on the phase relationship between I/Q channels, is proposed. An additional benefit of this
algorithm is the separation of the opposite directions of movement [20]. The algorithm is based on the
phase difference Δφ between the I/Q channels of the sensor signal:

Δφ = argQ(ω) − argI(ω) (4)

where Q and I are the spectra of the respective signal channels.
In theory, Δφ should be equal to ±90◦ for signals that are reflected from moving objects. In practice,

Δφ varies within a range, depending on the sensor class. The following observations were made from
the analysis of phase in I/Q sensor signals [20]:

• signal components reflected from objects approaching the sensor or moving away from it have
Δφ following a normal distribution with mean equal to 90◦ or −90◦, respectively;

• for the noise, Δφ has a normal distribution with the mean value close to 0◦ and it might overlap
the signal parts, depending on the sensor class; and,

• EMI is concentrated around Δφ = 0◦, as it influences both I/Q channels in an identical way.

Therefore, the algorithm for suppression of noise and EMI is based on the concept of a ‘phase
filter’, as illustrated in Figure 6. The signal spectrum is multiplied by a weighting function w given by:

w(ω) =
1

1 + e−γ(u(ω)−0.5)
(5)

where u is given by:

u(ω) = 1−
∣∣∣∣∣∣max

(
Δφ(ω)

90
, 0
)
− 1

∣∣∣∣∣∣ (6)

for objects moving towards the sensor (‘oncoming’), and

u(ω) = 1−
∣∣∣∣∣∣max

(−Δφ(ω)
90

, 0
)
− 1

∣∣∣∣∣∣ (7)

for objects moving away from the sensor (‘outgoing’), where Δφ is expressed in degrees [20]. The γ
parameter controls the shape of the weighting function. As shown in Figure 6, part of the signal energy
is lost if u is used as the weighting function (the ‘no γ’ case), and the overlap with the noise distribution
is larger than in the case of additional shaping of the function. In the experiments, the authors found
that γ = 20 is optimal, providing a proper balance between signal preservation and the suppression of
distortions.

Figure 5b shows the example results of the preprocessing while using the proposed algorithm.
As can be seen, EMI that occurred at multiplies of 1 kHz (most prominent at 4 kHz) is almost completely
removed and wideband noise is significantly suppressed. The remaining speckle-noise results from
the partial overlapping of signal and noise distributions, and from ‘reflected’ signals, captured when a
vehicle has already passed the sensor. Such remaining noise components are discarded with amplitude
thresholding in the later stage of processing. As can be seen, two opposite directions of the movement
were separated, so that they may be individually analyzed. The detection and tracking phases are
now significantly easier to perform due to the removal of occlusion by objects that are moving in
opposite directions.
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Figure 6. Polar plot illustrating the concept of phase filtering. Filled areas show distributions of signal
and noise (σ = 30◦), dashed lines show the shape of the weighting functions. The outer axis is scaled in
the phase difference between I/Q channels (in degrees), the radial axis shows relative amplitude or gain.

2.1.4. Vehicle Detection, Tracking, and Velocity Estimation

The automatic measurement of the velocity of vehicles in road traffic, being performed by an
unsupervised algorithm, requires performing three stages. First, the detection of spectral components
that represent moving vehicles is performed in the preprocessed signal, in blocks of signal samples
(short term analysis). In the second stage, the detection results have to be assigned to vehicles, so that
changes in the signal frequency (caused by the object movement and the cosine effect) are tracked.
The preprocessing algorithm that is presented in the previous Subsection, by decreasing the level of
noise and interference, allows for easier vehicle detection, and eliminating occlusion from vehicles
moving in the opposite direction allows for easier tracking. Occlusion from vehicles moving in
the same direction still occurs and it is the main problem in the tracking. In the final stage of the
analysis, the estimated velocity is extracted from each vehicle track. It should be noted that the velocity
measurement with an automatic algorithm is much more problematic than where a human operator is
able to relate the measurements to the observed vehicles.

The detection algorithm works on signal spectra that were computed in short windows (e.g., 2048
samples, 42.6 ms for 48 kHz sampling), after multiplication by the weighting function, as described
earlier. The detection works by finding sequences of spectral bins with an amplitude above a threshold
(that should be set according to the signal level and the remaining noise level). The threshold should be
sufficiently low in order to detect weak signals when a vehicle is far from the sensor. Groups of spectral
bins containing the reflected signal become larger when a vehicle approaches the sensor (Figure 3).
In practice, gaps occur in such groups (due to weaker signal components at some frequencies), and such
gaps result in the segmentation of signal parts. These fragments have to be merged in the detection
phase. It is also inevitable that some strong noise components are incorrectly detected as signals.

The tracking algorithm merges the detection results from consecutive time windows. Each stored
track is extrapolated to find the expected frequency in the current window. Linear interpolation is used
in the initial phase and cubic interpolation in the later stage for objects approaching the sensor. Next,
the detected groups of spectral bins are searched for the one closest to the expected value. If such a
group is found, this group is appended to the track, its centroid frequency is computed, and the lowest
and the highest frequency is stored in the track. The track is not updated when no matching group
is found. Additionally, dead tracks are removed from the analysis, and finished tracks (i.e., with a
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sufficient length, and with a minimum frequency below a threshold of ca. 500 Hz, below which the
vehicle is very close to the sensor) are passed to the velocity estimation phase.

The velocity of a vehicle should be measured within an initial (‘thin’ and flat) section of a track.
Therefore, a finished track is analyzed in short sections. Frequency computed in each window is
converted to velocity, and then the mean and the standard deviation are computed for each section.
The algorithm selects a section with the highest mean, provided that the standard deviation is below
the threshold. The latter condition allows for the elimination of tracking errors (track following a
group of noise components) from velocity estimation. The computed standard deviation is used as a
representation of the ‘quality’ of the result. If the value is obtained from an initial, flat section of a
track, and the standard deviation is low (<0.1 km/h). The value is obtained from the later track part
(with decreasing frequency), which will be reflected by the higher standard deviation, if there is no flat
segment, e.g., due to occlusion by another vehicle ahead. The results with a high standard deviation
(>1.0 km/h) should be discarded.

Figure 7 shows an example of a successful analysis in a signal recorded during the experiments.
Only vehicles moving on the lane closer to the sensor (the oncoming traffic) were analyzed. The results
of the detection stage are shown as gray points. Some of the detected components are assigned to
the tracks of individual vehicles, color dots mark the computed centroids of the detected spectral bin
groups, thus forming continuous tracks. The obtained velocity estimates are also shown in the plot.
All of the estimates had a standard deviation not exceeding 0.25 km/h.

Figure 7. Example of vehicle detection and velocity measurement with the proposed algorithm. Gray
points indicate the detection results, color dots mark the detection results assigned to the tracks of
individual vehicles (distinguished by a color), values show the obtained velocity estimates (km/h).

2.2. Vehicle Counting and Speed Measurement with Acoustic Vector Sensor

2.2.1. Acoustic Vector Sensor

An intensity-based AVS (Acoustic Vector Sensor) described in this paper consists of three pairs
of pressure sensors (microphones) positioned on three orthogonal axes, in equal distances from the
center point. Each pair of microphones forms a p-p sensor, which is used for measuring the particle
velocity in a given direction. The averaged pressure at the center point is computed as a mean of all six
pressure signals. The intensity on each axis is proportional to the product of the particle velocity and
the averaged pressure. Figure 8 shows the AVS used during experiments. Computation of intensity
and angles are performed by the algorithm, as outlined in Figure 9. The developed algorithm for source
localization and tracking has three main sections. The first part is related to the correction section.
Correction of the pressure signals, as obtained by the microphones, should be applied for the proper
determination of the sound intensity. This correction is realized in two steps. First, the frequency
responses of all microphones are equalized, and the phase response in the microphone pair is also
equalized (block denoted as A&P.Corr in Figure 9). Next, the particle velocity on each axis (ux, uy, uz)
and the average acoustic pressure p are calculated. Then the second step of the correction is performed
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in which phase differences between the particle velocity and the average acoustic pressure signals
are equalized (P.Corr). The authors’ previous publication described the detailed description of the
calibration and correction process [21].

 
(a) (b) (c) 

Figure 8. The acoustical vector sensor (AVS) designed by the authors (a), the AVS inside the windscreen
(b), and the AVS during the measurements (c).

ϕ θ

 
Figure 9. Block diagram of the developed algorithm for detection, localization, and tracking of moving
sound sources.

After these steps, the sound intensity components (ix, iy, iz) can be determined by computing a
product of each intensity component with the averaged pressure signal and by integrating the result [22,
23]. The second part of the algorithm contains smoothing blocks, labeled as S. Noise suppression
procedure has to be applied to each intensity signal in order to make the vehicle detection possible. In
the experiments described in this paper, a Savitzky–Golay filter was used in order to suppress noise
and to obtain smoothed intensity functions [24]. The optimal values of the filter length (51) and the
polynomial order (3) were experimentally found, as a good balance between the details and noise
present in the processed signals. At the end of the second part, the three smoothed components IX, IY,
and IZ are known.
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The last section, labeled as V.D.—vehicle detection block—uses the intensity components and
values of azimuth and elevation angle for making a decision regarding the presence of sound source
(a vehicle in the considered scenario).

2.2.2. Intensity Computation

A three-dimensional (3D) AVS applied during our research is able to measure the acoustic particle
velocity (referred to as “velocity” further in the text) in three orthogonal directions, as well as pressure
in the central point of the sensor. Sound intensity vectors in three orthogonal directions may be
obtained based on the velocity and pressure measurement results.

The acoustic pressure has to be measured at six points located on three orthogonal axes, at identical
distances d from the origin. These points are denoted as x1, x2, y1, y2, z1, and z2, describing their
location in the coordinate system, e.g., point y2 is located at (0, d, 0) and y1 at (0, −d, 0). Omnidirectional
microphones of the same type are used to measure pressure pl(t) at six locations l. According to the
Euler’s formula [22], velocity vectors ui(t) alongside axes X, Y, Z may be computed as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ux(t)
uy(t)
uz(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ax 0 0
0 ay 0
0 0 az

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

px2(t) − px1(t)
py2(t) − py1(t)
pz2(t) − pz1(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)

where ai are the scaling factors (determined during calibration procedure). The magnitude of the ui(t)
vector will be denoted as ui(t). Pressure p(t) measured at the origin is averaged from two points at the
given axis and it has to be equal on all three axes. In practice, the pressure is averaged from all six
microphones (as in Equation (9)):

p(t) =
px1(t) + px2(t) + py1(t) + py2(t) + pz1(t) + pz2(t)

6
(9)

The sound intensity I at a given axis can be then computed, as [22]:

I =
1
T

∫
T

p(t)u(t)dt (10)

where T is the integration period.
If a single, omnidirectional sound source is put into the system at polar coordinates (r, φ, θ),

the angles of the sound received by the AVS may then be computed as:

φ = arctan
(

Iy

Ix

)
(11)

θ = arctan

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Iz√

I2
x + I2

y

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (12)

where Ix, Iy, Iz are the intensity signals measured along the axes of the coordinate system, being oriented
as shown in Figure 10.

In general, the sound intensity is determined by means of the algorithm described above in the
time domain while using broadband signals of acoustic pressure and particle velocity. For purposes
that are considered in this article, it is important to perform sound intensity calculation in the frequency
range related to the acoustic events produced by vehicles moving near the sensor. The frequency
analysis of the background noise and pass-by vehicle sounds were performed to avoid the unwanted
and disturbing sounds emitted by other sound sources during vehicle movement. Figure 11 shows
the results of this analysis. The dotted line indicates the background noise. The solid line depicts
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the spectrum of pass-by vehicle event. It can be noticed that for frequency greater than 6 kHz the
background noise is close to the noise that is emitted by the vehicle. The grasshoppers generated this
high background noise. Low-frequency noise can be produced by the wind and other sound sources
placed far away from the measurement point. For this purpose, the sound intensity analysis was
limited to the frequency range: 400 Hz–4 kHz. It was shown in Figure 11 while using two vertical
dotted lines. In this way, the essential part of the acoustic energy emitted by the moving vehicle was
taken into consideration during the calculation of sound intensity and direction of arrival.

Figure 10. Orientation of the acoustic vector sensor relative to the road.

Figure 11. Acoustic energy distribution in the frequency domain for background noise and for the
pass-by vehicle.

Figure 12 shows an example of the output of the algorithm described above for an acoustic
event evoked by a single pass-by vehicle. The left chart depicted the sound intensity components.
We can indicate the highest values that were obtained for the direction perpendicular to the road
(Iy). Other components have relatively lover values. This observation will be an essential fact during
the development of the vehicle detection module. The right chart includes the direction of arrival
components, being expressed by azimuth and elevation angles. In Figure 13, an example of 120 s of
sound intensity continuous analysis was shown. The acoustic events that are evoked by the vehicles
are clearly visible. An event typical for a group of vehicles occurred around 80 s. The rapid changes of
the azimuth angle can be noticed for this event. It is important to emphasize that no other acoustic
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events than passing vehicles can be observed. It confirms that the frequency range of sound intensity
calculation was correctly selected.

(a) (b) 

Figure 12. The results obtained from the AVS signal recorded for a single-vehicle: (a) intensity
components, (b) azimuth and elevation.2.2.3. Vehicle Detection.

a 

b 

Figure 13. The results obtained from the AVS signal recorded for several vehicles: (a) intensity
components, (b) azimuth and elevation.

The algorithm works in two stages. The first stage is based on the analysis of sound intensity
signals and it detects acoustic events. The second stage analyses a detection function, based on the
normalized source position, its task is to determine whether the acoustic event represents a vehicle
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passing the sensor and detecting its direction of movement. The detected and verified acoustic events
may be analyzed further, e.g., for the velocity estimation.

In the first stage, the intensity signal is analyzed with a sliding window w of length N, moving with
a step equal to one sample. In the experiments, the window span was about 640 ms. It was found that
using the intensity signal that was measured on the axis perpendicular to the road (IY) provides better
results than the total intensity. An acoustic event is detected if:

wN/2 = maxiwi and
1
N

N∑
i=1

IY(i) ≥ Tint (13)

where Tint is the minimum average intensity within the window and I is the sample index within the
window. The value of Tint must be set according to the amplitude of the analyzed signal, so that both
low-energy and short-term (impulse) acoustic events are discarded.

The second stage of the algorithm analyzes the changes in the normalized position of the sound
source. Position x of the source moving along the trajectory parallel to the X-axis of the system, at a
normalized distance of y = 1 m, is equal to:

x = tan(φ) =
IY
IX

(14)

where φ is the azimuth of the source.
If a vehicle moves along this trajectory with an approximately constant velocity, then smooth

changes in x will be observed, and the direction of these changes will indicate the direction of the
object’s movement. For acoustic events that are not related to moving vehicles, much larger changes in
the source position can be expected. Therefore, the detection metric d, as computed within the same
window as in the first stage, is:

d =
2
N

N/2∑
i=1

( IY(i+1)

IX(i+1)
− IY(i)

IX(i)

)
(15)

Only the first half of the window is used. In the case of isolated vehicles, the second half
is redundant and, if several vehicles move close to each other, their measured intensities overlap,
which usually causes more distortion in the second part of the window. The sign of d indicates the
direction of movement: vehicles moving towards positive x values have d < 0, vehicles moving in the
opposite direction have d > 0. Additionally, standard deviation within the window might be computed,
similarly to d. It is expected that the standard deviation will be small for vehicles moving past the
sensor, and high for unrelated acoustic events, which might be discarded with a maximum standard
deviation threshold.

Figure 14 presents an example of detection. The maxima of the intensity function is detected as
acoustic events (Figure 14a). The detection function (normalized x position) smoothly changes within
the acoustic events and oscillates randomly when no events are present (Figure 14b). The value of d
computed for each event indicates the direction of a vehicle’s movement; this is marked with bars
pointing upwards or downwards for d < 0 and d > 0, respectively.

Detections from the reference data are marked with dots, with the direction being indicated in
the same way. It can be observed that most of the vehicles were correctly detected and identified.
For isolated vehicles (frame 28429), the detection function changes smoothly within the whole detection
window, and the analysis is straightforward. When multiple vehicles are moving close to each other,
their detection functions overlap. In some events (e.g., frames 31804 & 31898), the results are correct.
In the case of a heavy occlusion (multiple vehicles on both lanes), the probability of errors increases.
In the presented example, the vehicle in frame 29835 is detected, but its direction is incorrect, due to the
overlap of detection functions from many vehicles, and one vehicle (frame 29742) was missed, as two
intensity maxima from two vehicles merged into a single one.
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a 

b 

Figure 14. Example of the detection results: (a) sound intensity (line) and detected acoustic events (+);
(b) detection function (line), detected vehicles (vertical bars, the direction of bars indicates the direction
of movement), reference data (dots, vertical position indicates the direction of movement).

3. Results

3.1. Test Setup

A test setup was constructed and experiments were performed in a real-world scenario in order
to verify the proposed algorithms. A low-cost RSM2650 Doppler sensor by B+B Sensors [25] was
used. The sensor was connected through a custom-built amplifier and an analog-to-digital converter
(48 kHz sampling rate) to a Raspberry Pi 3B microcomputer. All of the elements, together with an
LTE router and a power supply, were placed in an enclosure (Figure 15). In the first stage of the
research, signals from the sensor were recorded on the microcomputer and then downloaded for offline
analysis. The analysis of the Doppler sensor signal was performed online on the microcomputer in
the experiments described here, and the results (timestamp, velocity, and standard deviation) were
available via the MQTT network protocol. The signal was analyzed in windows of 2048 samples
(42.67 ms) with 75% overlap while using the Blackman window before FFT was computed. The
processing algorithm was implemented in the Python programming language.

The AVS was constructed from six omnidirectional digital MEMS microphones, IvenSense
INMP441 [26], operating at 48 kHz sampling rate with 24-bit resolution. Each microphone was
mounted on a board of ca. 10 × 10 mm size that was connected through an I2S USB digital interface to
a USB port on a computer (Figure 8). The sensor was mounted in a windshield at the bottom side of the
enclosure. The six-channel signal was recorded on the microcomputer and then stored on a hard drive.
The recordings were analyzed offline. Additionally, environmental sensors (temperature, pressure,
precipitation, air quality), as well as a LiDAR sensor and a video camera, were mounted on the
enclosure; these were not used in the experiments described here.

The test system was mounted on the outskirts of Gdańsk, Poland (near Leźno village), geographic
coordinates: 54.344555, 18.443811. The monitored road section had one lane in each direction and the
speed limit was 90 km/h. The measurements were performed on a straight and flat section of the road
(Figure 16), where the typical speed of vehicles is 60 to 80 km/h. The enclosure was mounted 4 m away

64



Remote Sens. 2020, 12, 110

from the road edge and the bottom side of the box was 2.9 m above the ground. The Doppler sensor
was positioned at 3.2 m above the ground, oriented at 45◦ azimuth, and −18◦ elevation relative to the
road axis. The algorithm only analyzed the closer lane (eastbound traffic).

 
Figure 15. The test system mounted on the site. The Doppler sensor is located inside the box marked
with the rectangle, the AVS in a windshield is visible at the bottom right, below the enclosure.

 
Figure 16. The test road section—a view from the camera mounted in the test system. The first
measurement tubes are mounted at the trees visible in the back, the second pair is positioned near the
bottom right corner of the photo.

65



Remote Sens. 2020, 12, 110

A system based on pneumatic tubes (Metrocount MC5600 Vehicle Counter System) was mounted
on the road in order to obtain reference data for the experiments. Two pairs of tubes were used.
One pair was positioned near the test system, for comparison with the AVS results. The other pair of
tubes were mounted ca. 100 m away, within the zone of Doppler sensor detection. Recordings that
spanned a continuous period of 24 h (July 1st, 14:00 to 2nd July 2019) were obtained, and timestamps
and velocity measured for each vehicle (from both lanes) were used for comparison with the Doppler
and AVS sensors results. The temperature during the recording was 15 ◦C to 26 ◦C, average pressure
was 997 hPa, the wind was up to 7 m/s from the West, and there were occasional periods of rainfall
(about 15% of the total time).

3.2. Analysis of Vehicle Counting

Aggregating the detection results in 30-min. periods was undertaken to analyze the results of
vehicle counting on the lane closer to the test setup. Data from the tubes were used as the reference
and it is assumed that there are no detection errors in the recorded data (this was partially confirmed
by reviewing selected sections of the recorded video). Table 1 presents the results that were obtained
for both sensors within the measurement period. For the AVS, a total of 30 min. was missing from the
recorded material due to technical difficulties. Figure 17 shows the vehicle count aggregated in 30 min.
intervals, for the data from the Doppler sensor, analyzed by the proposed algorithm, and data from
the reference device. Figure 18 presents a similar plot calculated for the AVS. The Pearson correlation
coefficient between the sets of the calculated and the reference vehicle counts is 0.994 for the radar and
0.995 for the AVS.

Table 1. Summary of the vehicle detection results.

Sensor Doppler AVS

Analyzed time 24 h 23 h 30 min
Total number of vehicles 2998 2953

True detections 2742 2583
False negatives 256 370
False positives 44 189

Recall 91.46% 87.47%
Precision 98.42% 93.18%
Accuracy 90.14% 82.21%

Figure 17. Vehicle count in 30-min. intervals—measured with the Doppler sensor and the proposed
algorithm (solid line), and the reference data from the tube detector (dashed line).
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Figure 18. Vehicle count in 30-min. intervals—measured with the AVS and the proposed algorithm
(solid line), and the reference data from the tube detector (dashed line).

‘Ghost tracks’ when the algorithm followed noisy components of the signal and produced
duplicated detections mainly caused the observed false-positive results. To conclude, improving the
algorithm accuracy requires its modifications that will make it more robust to the observed errors,
and also tuning the algorithm parameters and, if possible, repositioning the sensor.

The results of vehicle counting that were obtained with the AVS and the proposed algorithm
(Figure 18) were consistent with the results from the Doppler sensor. The number of false-positive and
false-negative results is slightly larger for the AVS, the overall accuracy is lower (82% vs. 90%). The main
source of incorrect detection results is the problem with determining the direction of movement in the
case of occlusion (vehicles on both lanes, moving in opposite directions) and when several vehicles
move close to each other. In such cases, the detection function does not allow for accurate direction
analysis, because the signals from multiple vehicles overlap. As a result, some vehicles were detected,
but their direction was incorrect, as shown in Table 2. However, this problem occurs on both lanes.
In the presented experiment, the number of vehicles on each lane was similar, so that false positive and
false negative results on each lane were mostly balanced. Some vehicles could not be detected at all,
which was mostly due to high occlusion. As shown in Table 2, the number of vehicles in the closer
lane that was not detected is almost equal to the number of vehicles detected with incorrect direction.
The number of vehicles that were not detected is similar on both lanes, while the incorrect detection
of the direction happens more often on the closer lane. The number of false detections is higher in
the further lane, which results from the occlusion. In total, statistics that were obtained in 30-min.
intervals were very similar to those from the Doppler sensor, they also slightly underestimate the real
vehicle count in the case of high traffic. The trend also highly correlates with the reference data.

Table 2. Detailed analysis of vehicle detection in the AVS signal, on both lanes.

Lane Closer Lane Further Lane Both Lanes

Number of vehicles 2953 2940 5893
Detected, correct lane 2583 2691 5274
Detected, wrong lane 191 80 271

Not detected 179 169 348
False detections 109 190 299

3.3. Analysis of Velocity Measurement Using Doppler Sensor

Comparison of velocity measured by the proposed algorithm analyzing signals from the Doppler
sensor and by the reference device cannot be accurately performed due to the fact that the tube-based
system measured the velocity at one point, about 100 m from the sensor, while the Doppler sensor
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measured velocity at different points within the zone approximately 50 to 100 m from the sensor.
Therefore, any observed differences may be caused both by measurement errors and by vehicles
that accelerate or brake within the detection zone. The mean squared difference (MSD) between the
measurements of individual vehicles by both sensors is 19.45, with a standard deviation that is equal to
176.47, and the root of the MSD (RSMD) is 4.41 ± 13.28 km/h. The accuracy of measuring the velocity of
individual vehicles with the proposed algorithm is satisfactory while taking the condition mentioned
before into account.

Figure 19 shows the results of averaging the velocity in 30-min. intervals for both data sources.
It can be observed that the results that were obtained from the evaluated algorithm are slightly lower
than for the reference device (MSD 1.93 ± 1.68, RMSD 1.39 km/h). Both datasets follow a similar trend
and the Pearson correlation coefficient is 0.92. This confirms that the evaluated algorithm provides
velocity measurements with accuracy that is sufficient for collecting traffic statistics.

Figure 19. Vehicle velocity in 30-min. intervals—measured with the Doppler sensor and the proposed
algorithm (solid line) and reference data from the tube detector (dashed line, shifted on the time axis
for improved readability). Points represent mean velocity, error bars—standard deviation.

3.4. Analysis of Velocity Measurement Using Acoustic Vector Sensor

The vehicle velocity measurements using the Acoustic Vector Sensor are not so obvious as for the
Doppler sensor. In the beginning, we need to mention that the AVS gives as the possibility to localize
and tracking of moving sound sources. Let us consider a single point sound source moving through a
linear trajectory, parallel to the X-axis of the sensor, with a constant velocity. The position of the source
is P(t) = (x(t), y), where y is constant. The velocity of the source might be expressed as:

v =
Δx
Δt

=
Δ(y · tanφ)

Δt
=

y
Δt

Δ
(

IX

IY

)
(16)

where φ is the azimuth measured by the sensor.
Real vehicles are not single sound sources, but rather a setup of several sources (tires, engine,

exhaust, etc.). Distances between sources, differences in the source power, and in the directivity of
each source all contribute to the obtained results because the vehicles move close to the sensor. It was
confirmed by a computer simulation, in which the azimuth that was computed for a single source and a
setup of four sources, moving with the same velocity, was calculated. The obtained results (Figure 20),
which are consistent with the measurements from the real AVS, indicate that the azimuth that was
obtained for multiple sources moving together (solid line) deviates from the tangential line of the
single-source case (dotted line). This is caused by an additional velocity component, representing the
movement of a virtual sound source within a vehicle, which is nonlinear, with the opposite direction to
the velocity vector of the moving vehicle. The AVS measures the position of a virtual sound source,
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so both velocity components are included. As a consequence, the velocity estimate computed by the
algorithm (which assumes a single source) is lower than the real velocity. The difference depends on a
number of factors, such as the width and the length of a vehicle, distance from the sensor, relative power
of each source, and directivity of the sources. These variables are unknown, so it is not possible to
correct the obtained velocity estimates.

Figure 20. Computer simulation of the azimuth for a single source (dotted line) and an azimuth
measured by the sensor (solid line).

4. Discussion

The accuracy of the proposed algorithm for vehicle counting in the Doppler sensor signals is
approximately 90%, which is low for systems that are intended to detect each vehicle (e.g., traffic law
enforcement systems), but it is sufficient for the intended application of collecting traffic statistics.
Two main reasons for false-negative results were identified during the analysis of the obtained results.
The first problem is common for all radar-based detection systems: it is difficult to distinguish each
vehicle driving in a ‘train’, where several vehicles move close to each other. The most common error in
the obtained result was skipping one vehicle in a sequence of four or more vehicles moving almost
‘bumper to bumper’. The problem is that since all of the vehicles move with similar velocity, tracks of
these vehicles overlap, and, in some cases, the tracking algorithm merges one track with another. It can
be observed in Figure 17 that false-negative results mainly occur during the rush hours, which confirms
these conclusions. One possible solution to this problem, left for future research, is implementing an
additional algorithm that analyzes low-frequency components (final sections of the tracks) and detects
vehicles moving past the sensor. Such an algorithm is not trivial, as noise and slow objects distort
low frequencies (bicycles, pedestrians). The second problem was related to cars moving with high
velocity, above 100 km/h. In the test system, the sensor was positioned too far from the road (due to
practical constraints), which resulted in a low signal-to-noise ratio, causing a loss of the initial section
of the tracks. For vehicles moving with high velocity, some tracks were too short to provide valid
measurements. Moving the sensor closer to the road, and by decreasing the minimal track length,
which in turn may increase the number of false-positive results, can mitigate this problem.

As discussed earlier, it is not possible to measure the exact velocity of individual cars with the AVS,
as the obtained values underestimate the real velocity. Nevertheless, an attempt was made to calculate
the averaged velocity within the time slots. For this purpose, the velocity of each vehicle was estimated
within sections of the AVS signal, as determined by the vehicle detector. The distance between the
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sensor and the vehicles was chosen as 5.5 m for the closer lane and 8.5 m for the further one—a midpoint
of each lane was selected as an average distance to the sound source. In some cases, due to occlusion
by multiple vehicles present in the detection zone at the same time, the velocity estimation was not
possible in some cases. In fact, as much as 11% of the detected vehicles were discarded from the analysis.
The remaining speed estimates were averaged within 30-min. periods. The results are shown in
Figure 21. Just like the results obtained for the individual vehicles, the averaged values are significantly
lower than the real velocity from the reference device. However, the obtained pseudo-velocity function
correlates with the reference data and Pearson’s coefficient is 0.78. Therefore, the obtained values may
be used as an indicator of relative velocity changes, allowing e.g., for detection of periods in which the
averaged velocity falls below a selected limit, even if the actual velocity cannot be measured with the
AVS. Moreover, the ratio of the obtained estimates to the reference data, as computed for each time
slot, is 0.78 ± 0.03 (mean ± standard deviation), so it is stable within the whole observation period.
A more accurate estimate of the real velocity is obtained if the obtained estimates are multiplied by the
scaling factor equal to the mean ratio. The results of the experiments indicate that this scaling factor
mainly depends on the distance between the sensor and the road, as other factors, related to individual
vehicles (width, height, and velocity of a vehicle, position on the lane) are averaged and they do not
influence the result. Therefore, the scaling factor might be potentially determined by measuring the
distance between the sensor and the road. This aspect requires further research.

Figure 21. Velocity estimation from the AVS signal, averaged in 30-min. periods, as compared with the
reference data.

The main advantage of the Doppler sensor is that it is capable of accurate measurement of the
velocity of both individual vehicles and time-averaged statistics. The AVS is not able to achieve that,
because the position of an apparent acoustic source within a vehicle is not constant. The correction of
this effect is a separate problem that is outside of the scope of this paper and it is left for future research.
Nevertheless, after applying an empirically found scaling coefficient, the AVS is able to provide traffic
statistics with sufficient accuracy for the intended purpose, i.e., determining the trends in traffic speed
variations and detection of periods in which the averaged velocity falls below a selected limit.

The vehicle counting accuracy relative to the traffic intensity is similar for both methods;
they underestimate the vehicle count in high traffic scenarios. Both methods achieve accuracy
close to 100% if the traffic intensity is below 100 vehicles per hour.

Although the acoustical vector sensor (AVS) has a lower accuracy than Doppler in vehicle counting
and it is not able to measure the vehicle speed accurately, it has some advantages over the Doppler
sensor. Namely, it does not emit any signals, it is not susceptible to electromagnetic interferences,
and it allows for further analysis of audio signals, such as the assessment of the road surface state
(e.g., wet/dry).
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5. Conclusions

The authors developed and examined two methods for estimating traffic intensity in real traffic
conditions. The first method is based on a microwave Doppler sensor. This method requires that the
sensor emits a microwave signal, so it is an active method. This sensor is susceptible to electromagnetic
interference from nearby sources, such as power lines, radar systems, cellular network base stations,
etc. Additionally, waves that are emitted by the sensor may interfere with other devices operating in
the same frequency range. The second method is based on an analysis of sound intensity vectors by
means of the acoustic vector sensor. This method passively analyses acoustic signals that are emitted
by moving vehicles. The sensor is not affected by electromagnetic interference, but acoustic noise
might influence its operation. Both of the methods were evaluated in a real-world scenario while using
a reference system based on pneumatic tubes. The conclusions are, as follows.

The vehicle counting accuracy of the proposed algorithm using the Doppler sensor signals is
approximately 90%, which is sufficient for the intended application of collecting traffic statistics.
The observed errors result from factors that are common for all radar-based measurement systems,
namely the occlusion of multiple objects, inability to distinguish vehicles moving close to each other
with similar speed, and duplicated detections for some vehicles. Modifications of the proposed
algorithm and tuning its parameters to improve the detection accuracy in difficult situations, such as
those observed in the experiments, is a topic of future research.

For the acoustic vector sensor, the proposed algorithm for vehicle counting provided results that
are consistent with these from the Doppler sensor, with a slightly larger number of false-positive and
false-negative results, and lower overall accuracy (82% vs. 90%). The main problem is related to
determining the direction of movement in the case of occlusion (vehicles on both lanes, moving in
opposite directions) and when several vehicles move close to each other. In such cases, an accurate
direction analysis is problematic because the signals from multiple vehicles overlap. As a result,
vehicles are detected, but their direction of movement is not correctly recognized. The algorithm also
slightly underestimates the real vehicle count in case of high traffic. These problems will be addressed
in future research.

Our observations that were collected in the course of experimental studies show that microwave
sensors and acoustic sensors have application prospects for measuring traffic in order to discover
traffic congestions by autonomous road signs or in other traffic measuring systems. The Doppler radar
that we have improved and the constructed and the calibrated acoustic probe are applicable to perform
vehicle detection and tracking, as well as vehicle speed measurement.

Both methods may be used for statistical analysis of traffic intensity and speed, providing valuable
data for automated traffic management systems. The main advantage of the acoustic sensor over
the microwave sensor is that it does not require sending any signals that could interfere with nearby
devices, and it is not affected by any sources of electromagnetic signals in the vicinity.

The future work will focus on the optimizations of the proposed algorithms, which will lead to
the increased accuracy of vehicle counting and velocity measurement. In the case of the AVS, the main
topic of the research will be related to improving the algorithm for the detection of vehicle direction,
and on developing a method for correction of the moving apparent sound source, which will allow for
velocity measurement with the AVS.
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Abstract: Due to advantages such as its low power consumption and higher concealment, deceptive
jamming against synthetic aperture radar (SAR) has received extensive attention during the past decades.
However, large-scene deception jamming is still a challenge because of the huge computing burden.
In this paper, we propose a new large-scene deceptive jamming algorithm. First, the time-delay and
frequency-shift (TDFS) algorithm is introduced to improve the jamming processing speed. The system
function of jammer (JSF) for a fake scatter is simplified to the multiplication of the scattering coefficient,
a time-delay term in the range dimension and a frequency-shift term in the azimuth dimension. Then,
in order to solve the problem that the effective region of the TDFS algorithm is limited, the scene
deceptive jamming template is divided into several blocks according to the SAR parameters and
imaging quality control factor. The JSF of each block is calculated by the TDFS algorithm and added
together to achieve the large-scene jamming. Finally, the correction algorithm in squint mode is derived.
The simplification and parallel-block processing could improve the calculation efficiency significantly.
The simulation results verified the validity of the algorithm.

Keywords: synthetic aperture radar (SAR); space-borne SAR; deceptive jamming

1. Introduction

Synthetic aperture radar (SAR) is an effective system that uses electromagnetic waves for
high-resolution imaging. Due to the unique advantages of its all-day, all-weather operation, and ability
to penetrate camouflage compared with traditional optical remote sensing methods, SAR has become
a major means of remote sensing and has been widely used, especially in the military field. At the
same time, for the purpose of protecting sensitive targets and regions, electronic countermeasures
against SAR have received intensive attention [1–5].

In general, active electronic interference against SAR is divided into two types: barrage jamming
and deception jamming. The former uses high-power noise to cover the echo signal from the region of
interest (ROI) and makes it impossible to form a clear and distinguishable image [6,7]. The latter emits
an echo signal of a false target by the direct generation or modulation–retransmission method, which
is mixed with the echo of the real target, affecting the image interpretation process and achieving the
purpose of “hidden truth in falsehood” [8–19]. Compared with barrage jamming, deception jamming
belongs to a type of smart jamming method which has lower power consumption, higher concealment,
and more flexible application scenarios; thus, it is more attractive and does not arouse the awareness of
the enemy.
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At present, almost all SAR deceptive jamming methods are based on the modulation and
retransmission mechanism. In each pulse repetition interval (PRI), according to a series of parameters
of the SAR which should be jammed, including kinematic parameters, antenna parameters, and signal
parameters, and combining the jamming scene template, the jammer modulates and retransmits the
intercepted radar pulse to generate a jamming signal, which will form a false image after range and
azimuth compression by the receiver. The deceptive jammer can be regarded as a linear time-invariant
(LTI) system in a single PRI. The problem of obtaining the system function of jammer (JSF) is a focus in
the field of SAR deceptive jamming. A straightforward method is to calculate the signal propagation
delay difference between each scatter in the jamming scene template and the jammer during each
PRI [8]. However, this method is computationally intensive and can hardly guarantee real-time
processing. Subsequent research has mainly focused on reducing the computational complexity and
increasing the processing speed. Usually, parts of the processing are performed in advance to reduce
the computational burden during the implementation of jamming. In the specific implementation,
this is divided into two categories: azimuth time-domain processing and azimuth frequency-domain
processing. The former reduces the computational complexity by approximating the distance equation
and is suitable for the broadside or low squint angle mode, including the inverse range-Doppler
algorithm [9], phase pre-modulation [10], segmented modulation [11,12], and approach of multiple
receivers [13,14]. The latter, including frequency-domain pre-modulation [15], the frequency-domain
three-stage algorithm [16], the inverse Omega-K algorithm [17], etc., needs to perform 2-D Fourier
transform and Stolt interpolation on the jamming scene template [20,21], which can work under a large
squint angle but requires additional information such as the azimuth bandwidth.

Although the methods above improve the computational efficiency of the jamming process to
varying degrees, the large computational burden is still the bottleneck of large-scene deceptive jamming
for SAR. Zhou etc. proposed a large-scene deceptive jamming method by dividing the jamming scene
template into sub-templates according to the depth of focus in the range dimension to simplify the
JSF and decomposing the JSF into the slow-time independent terms generated off-line and slow-time
dependent terms calculated in real-time [11]. However, this algorithm only works for space-borne
SAR operating at the broadside mode, and the computational efficiency is still insufficient. Inspired by
this, we propose a new large-scene deceptive jamming algorithm called time-delay and frequency-shift
with template segmentation (TDFS-TS). First, the complex modulation process is simplified into the
time-delay and frequency-shift operation to increase the computational efficiency. Second, the jamming
scene template is divided both in the range dimension and azimuth dimension according to the imaging
quality control factor. The correction algorithm in the squint situation is derived as well. Compared
with other available deceptive jamming techniques, the proposed method can produce well-focused
large deceptive scenes more efficiently.

This paper is organized as follows. Section 2 provides a detailed description of the TDFS-TS
algorithm. We begin with the analysis of the basic principles of deceptive jamming against SAR; based
on these, we propose the time-delay and frequency-shift (TDFS) jamming algorithm to simplify the
process. Then the template segmentation (TS) method is used to achieve large-scene jamming, and the
correction algorithm in squint mode is described. In Section 3, the TDFS-TS algorithm is verified by
simulation and the computation complexity is analyzed. Section 4 discusses the results and Section 5
concludes this paper.

2. Large-Scene Deceptive Jamming Method Based on TDFS-TS

This section will derive the TDFS-TS deceptive jamming algorithm step by step. First, the principles
of deceptive jamming against SAR are introduced. Then the TDFS algorithm is proposed which can
significantly improve computational efficiency. The analysis of the jamming signal generated by TDFS
shows that the effective region is limited. To solve this problem, the TS method is introduced, and the
squint correction algorithm is derived to extend the application scope of the jamming algorithm. Finally,
the TDFS-TS algorithm procedure is clarified.
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2.1. Principles of Deceptive Jamming against SAR

The principle of SAR deceptive jamming based on modulation–retransmission is presented in
Figure 1 [17]. The jammer performs a serious of operations including the amplification, down-conversion,
analog-to-digital conversion (A/D), and fast Fourier transform (FFT) on the intercepted radar radio
frequency (RF) signal to obtain the frequency domain representation of the baseband, while the JSF is
calculated based on the template and the SAR parameters including kinematic parameters (platform
position, velocity, etc.), antenna parameters (antenna direction, beam pattern, etc.), and signal parameters
(carrier frequency, PRI, etc.). Then, we multiply the two and perform an inverse fast Fourier transform
(IFFT) to obtain the baseband of the jamming signal and finally perform the digital-to-analog conversion
(D/A), up-conversion, gain control, and retransmission. By repeating the above steps for each pulse,
a false image can be generated by the receiver. The template is an array of false scatters that depicts the
electromagnetic characteristic of the fake scene artificially fabricated by the jammer.

 
Figure 1. Principle of synthetic aperture radar (SAR) deceptive jamming.

The JSF is the key to the generation of jamming signals. The following illustrates the basic idea for
JSF in combination with the geometric model of SAR jamming. As shown in Figure 2, we assume that
the SAR platform moves at a constant velocity v and the azimuth time ta = 0 when the plane of zero
Doppler passes through the jammer. A Cartesian coordinate system with the location of the jammer as
the origin is established in a two-dimensional slant range plane. The x-axis points to the range direction
and the y-axis points to the azimuth direction. The shortest slant distance between the jammer and the
SAR is RJ0, and the instantaneous slant distance is RJ(ta) at azimuth time ta. An arbitrary false point
scatter P is generated by the jammer, the scattering coefficient of P is σP and the location is (x, y) in the
coordinate above. RP(ta) denotes the instantaneous slant distance between P and the jammer.

SAR 
Platform

Jammer

x

y

v

Motion
Trace

Range

Azimuth

O

( )P aR t

( )J aR t

0JR

( ),P x y

Figure 2. The geometric model of SAR deceptive jamming.
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In order to generate the fake point target P in the SAR image, the JSF at azimuth time ta is [17]

HP( fr, ta) = σP exp
[
− j2π( fr + f0)

2ΔRP(ta)

c

]
, (1)

where fr is the range frequency, c is the velocity of light, ΔRP(ta) is the difference between RP(ta) and
RJ(ta):

ΔRP(ta) = RP(ta) −RJ(ta) =

√(
x + RJ0

)2
+ (y− vta)

2 −
√

R2
J0 + (vta)

2. (2)

By calculating the JSF for each scatter in the template T, the JSF for the deception scene can be
derived as follows:

H( fr, ta) =
∑
P∈T

HP( fr, ta) =
∑
P∈T

σP exp
[
− j2π( fr + f0)

2ΔRP(ta)

c

]
. (3)

In the implementation of jamming, the jammer must calculate JSF H( fr, ta) and modulate the
intercepted signal real-time in each PRI. The calculation of Equation (2) is time-consuming, therefore
the method represented by Equation (3) cannot be used directly for large-scene deceptive jamming
unless some improvements are made.

2.2. TDFS-TS Algorithm

2.2.1. Deceptive Jamming Based on TDFS

For space-borne SAR, we can assert that RJ0 � x, RJ0 � y, and RJ0 � vta throughout the synthetic
aperture time. After the Taylor series expansion, Equation (2) can be approximated as follows [11]:

ΔRP(ta) ≈
[
x + RJ0 +

y2

2(x+RJ0)
− yvta

x+RJ0
+

(vta)
2

2(x+RJ0)

]
−
[
RJ0 +

(vta)
2

2RJ0

]
≈ x + y2

2RJ0
− yvta

RJ0
.

(4)

With the approximation above, the JSF—i.e., Equation (1)—can be rewritten as follows:

HP( fr, ta) = σP exp
[
− j2π( fr + f0)

(
2x
c +

y2

cRJ0
− 2yvta

cRJ0

)]
= σP exp

[
− j2π( fr + f0) 2x

c

]
exp

(
j2π f0

2yvta
cRJ0

)
exp

(
− j2π f0

y2

cRJ0

)
exp

(
j2π fr

2yvta−y2

cRJ0

)
.

(5)

where the third exponential term is independent of fr and ta and is equivalent to introducing a fixed
phase that has no effect on the imaging; thus, it can be ignored. The fourth exponential term can also
be omitted when y is small enough (details will be analyzed in the next subsection). Thus, Equation (5)
can be simplified as follows:

HP( fr, ta) = σP exp
[
− j2π( fr + f0)

2x
c

]
exp

(
j2π f0

2yvta

cRJ0

)
. (6)

Actually, at the broadside mode, the azimuth frequency modulation rate of the SAR echo signal
from the location of the jammer is [22]

Ka = −2 f0v2

cRJ0
. (7)
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Combined with Equations (6) and (7), we can derive

HP( fr, ta) = σP exp
[
− j2π( fr + f0)

2x
c

]
exp

(
− j2πKa

y
v

ta

)
. (8)

This is equivalent to delaying the original echo signal 2x/c in fast-time to achieve position
deception in the range dimension and a shifting frequency −Kay/v in slow-time. According to the
frequency shifting property of the linear frequency modulation (LFM) signal, the frequency shifting is
equivalent to time-delaying y/v in slow-time, which can implement position deception in the azimuth
dimension as well.

If the scattering coefficient of the false point target which locates (x, y) in the template is σ(x, y),
the JSF for the deception scene can be derived as follows:

H( fr, ta) =
∑
x

∑
y
σ(x, y) exp

[
− j2π( fr + f0) 2x

c

]
exp

(
j2π f0

2yvta
cRJ0

)
=
∑
y

exp
(
j4π f0

yvta
cRJ0

)∑
x
σ(x, y) exp

[
− j4π( fr + f0) x

c

]
.

(9)

The second summation term in Equation (9) is independent of azimuth time ta and only related
to the relative position of each point in the false scene, which can be calculated off-line to reduce the
real-time computational burden. This is the TDFS jamming algorithm, which has the advantages of
simplicity and high computational efficiency.

2.2.2. Jamming Signal Analysis

Due to the approximation and simplification, the TDFS algorithm has high computational
efficiency. However, the approximation and simplification will cause a decline in the image quality of
the deceptive target at the same time. In this subsection, we will analyze the impact of the simplified
operations above on the imaging results by comparing the difference between the jamming signal and
real point target echo in the range-Doppler domain [23].

The echo signal of a real scatter point P(x, y) is represented as follows [22]:

sP(tr, ta) = σPwa(ta)wr

[
tr − 2RP(ta)

c

]
exp

[
− j4π f0

RP(ta)

c

]
exp

⎧⎪⎪⎨⎪⎪⎩ jπKr

[
tr − 2RP(ta)

c

]2⎫⎪⎪⎬⎪⎪⎭, (10)

where wa(ta) represents the azimuth amplitude, wr(tr) is the SAR pulse complex envelope, and Kr is
the frequency modulation rate of the SAR pulse.

The parabolic approximation of the instantaneous slant range RP(ta) by Taylor series is [22]

RP(ta) =

√(
x + RJ0

)2
+ (y− vta)

2 = x + RJ0 +
(y− vta)

2

2
(
x + RJ0

) . (11)

We can derive the echo signal expression (12) of the real target point P(x, y) in the range-Doppler
domain by bringing Equation (11) into Equation (10) and using the principle of stationary phase
(POSP) [22]:

SP(tr, fa) = σPWa( fa)wr

[
tr − 2RP( fa)

c

]
exp

{
jπKr

[
tr − 2RP( fa)

c

]2
− jπ f 2

a
Ka
− j2π fa

y
v − j4π f0

x+RJ0
c

}
,

(12)

where RP( fa) is the range cell migration (RCM) curve of the target in the range-Doppler domain:

RP( fa) = x + RJ0 +

(
x + RJ0

)
c2

8v2 f 2
0

f 2
a , (13)
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and the azimuth frequency modulation rate is

Ka = − 2v2 f0
c
(
x + RJ0

) . (14)

The echo signal will focus on the coordinate (x, y) after range compression, RCM correction
(RCMC), and azimuth compression.

For comparison, when the JSF is Equation (8), the jamming signal is expressed as follows:

sJ(tr, ta) = σPwa(ta)wr

[
tr − 2RJ(ta)

c − 2x
c

]
exp

{
− j4π f0

[
RJ(ta)

c + x
c − yvta

cRJ0

]}
exp

{
jπKr

[
tr − 2RJ(ta)

c − 2x
c

]2}
.

(15)

Similarly, the parabolic approximation and POSP is used to obtain the expression of the jamming
signal in the range-Doppler domain:

SJ(tr, fa) = σPWa( fa)wr

[
tr − 2RJP( fa)

c

]
exp

{
jπKr

[
tr − 2RJP( fa)

c

]2
− jπ f 2

a
KJa
− j2π fa

y
v − j4π f0

x+RJ0
c + j2π f0

y2

cRJ0

}
,

(16)

where the RCM of fake target is

RJP( fa) = x + RJ0 +
RJ0c2

8v2 f 2
0

f 2
a −

yc
2v f0

fa +
y2

2RJ0
, (17)

and the azimuth frequency modulate rate of jamming signal is

KJa = −2v2 f0
cRJ0

. (18)

It can be found that there are differences between the real target echo signal and the jamming
signal in the RCM curve and azimuth frequency modulation rate, ignoring the phase terms unrelated
to pulse compression. The effects of these differences on the imaging results and the corresponding
effective region of deceptive jamming are analyzed in detail below.

First, it is obvious that the jamming signal introduces the azimuth frequency modulation rate
error, which will cause a mismatch of the azimuth matched filter and finally lead to the main lobe
broadening of the azimuth pulse compression result. The azimuth frequency modulation rate error is

ΔKa = KJa −Ka = − 2v2 f0x

cRJ0
(
x + RJ0

) . (19)

The effect of ΔKa on the main lobe broadening can be measured by the quadratic phase error
(QPE); the expression of QPE is as follows [22]:

QPE = πΔKa

(T
2

)2
= − 2πv2 f0x

cRJ0
(
x + RJ0

) ( L
2v

)2
, (20)

where T = L/v is the synthetic aperture time and L represents the synthetic aperture length.
For a typical Kaiser window with β = 2.5, if the broadening is required to be less than 2%, 5%,

and 10%, the corresponding QPE absolute value should be less than 0.27π, 0.41π, and 0.55π [22]. Here,
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we define the azimuth QPE factor ε; when the condition |QPE| ≤ επ is required, the range coordinate x
should satisfy

|x| ≤
2εcRJ0

(
x + RJ0

)
f0L2 ≈ 2ε

c
f0

(
RJ0

L

)2
. (21)

Second, in the range-Doppler domain, the RCM error of the jamming signal is

ΔRP( fa) = RJP( fa) −RP( fa) = − xc2

8v2 f 2
0

f 2
a −

yc
2v f0

fa +
y2

2RJ0
. (22)

The last term in Equation (22) can be omitted because RJ0 � y. The residual RCM introduced by
ΔRP( fa) in broadside mode is represented as follows:

RCMres =

∣∣∣∣∣ΔRP

(Ba

2

)
− ΔRP

(
−Ba

2

)∣∣∣∣∣ = Bac
2v f0

∣∣∣y∣∣∣, (23)

where Ba is the azimuth Doppler bandwidth and can be expressed as [22]

Ba =
L
v

∣∣∣KJa
∣∣∣ = 2v f0L

cRJ0
. (24)

Combined with Equations (23) and (24), we can simplify the expression of residual RCM:

RCMres =
L

RJ0

∣∣∣y∣∣∣. (25)

The residual RCM will result in the main lobe broadening in both range and azimuth dimensions
and the extent of broadening can be measured by the ratio of the residual RCM to the range resolution.
The range resolution ρr ≈ c/2B, where B is the signal bandwidth. Then, we define the residual RCM
factor η; if we require RCMres ≤ ηρr, the azimuth coordinate y should satisfy

∣∣∣y∣∣∣ ≤ ηρrRJ0

L
= η

cRJ0

2BL
. (26)

According to [22], the residual RCM should be no more than 0.5 of the range cell; therefore, η
should be no more than 0.5.

In addition, due to the difference between the false and real point targets in the instantaneous
slant range history, the Doppler center frequency of the jamming signal shifts, and the azimuth main
lobe broadening and ghost targets are introduced. This phenomenon limits the effective azimuth scale
as well; according to [11], the azimuth coordinate y should satisfy

∣∣∣y∣∣∣ ≤ cRJ0

2v f0

(
PRF− v

D

)
− L

2
, (27)

where PRF is the pulse repetition frequency and D is the antenna aperture in the azimuth direction.
Equations (21) and (26) describe the effective region of the range and azimuth directions of the

TDFS algorithm with the specified azimuth QPE factor ε and residual RCM factor η. The jamming
signals representing the false target located beyond the region will not achieve the desired deception.
Equation (27) described the inherent limitations of SAR deceptive jamming in the azimuth direction,
which is beyond the scope of this article. In the following discussion, we suppose that the size of the
template in the azimuth dimension meets the requirement of Equation (27). When the typical C-band
space-borne SAR parameters (see Table 1 in Section 3) are set as an example, we can calculate the
effective region: |x| ≤ 1.25 km and

∣∣∣y∣∣∣ ≤ 0.75 km with ε = 0.25 and η = 0.5; i.e., a rectangular area of
2.5 km × 1.5 km.
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Table 1. The setting of SAR parameters in simulations.

Carrier
Frequency

Chirp Rate PRI Pulse Width
Platform
Velocity

Shortest
Slant Range

Antenna
Aperture

5.30 GHz 0.72 MHz/μs 0.79 ms 41.74 μs 7.06 km/s 989 km 10 m

2.2.3. Template Segmentation

The analysis in the previous subsection shows that the effective region of the TDFS algorithm
is limited. In order to achieve deceptive jamming in a larger scene, we divide the jamming scene
template into several blocks and apply a time-delay and frequency-shift in each block to calculate
the partial JSF, which will be summed to get the JSF on the whole template. As shown in Figure 3,
the template consisting of m × n point scatters is divided into M × N blocks; each block contains
U × V point scatters, namely U = m/M and V = n/N. If the range interval between each point is
Δx and the azimuth interval is Δy, U and V should satisfy the following conditions according to the
limitation of the effective region Equations (21) and (26) with the required ε and η:

U ≤ η cRmin
BLΔy

, V ≤ 4ε
c

f0Δx

(Rmin
L

)2
, (28)

where Rmin is the minimum value of the shortest slant range of all point scatters, which can be
approximated by RJ0.

xΔ
yΔ

U

V
Figure 3. Jamming scene template segmentation diagram.

The scattering coefficients of point scatters in blockpq can be expressed as a matrix Tpq:

Tpq =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ11 σ12 · · · σ1V
σ21 σ22 · · · σ2V

...
...

. . .
...

σU1 σU2 · · · σUV

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (29)

Suppose the coordinate of the blockpq geometric center is
(
xq, yp

)
, where p = 1, 2, · · · , M and

q = 1, 2, · · · , N. According to Equations (1) and (2), the JSF on the blockpq geometry center Hcpq( fr, ta)

is represented as follows:

Hcpq( fr, ta) = exp

⎧⎪⎪⎨⎪⎪⎩− j4π( fr + f0)
c

⎡⎢⎢⎢⎢⎢⎣
√(

xq + RJ0
)2
+
(
yp − vta

)2 − √R2
J0 + (vta)

2

⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭. (30)

The jamming signal generated by Hcpq( fr, ta) can generate a well-focused point target in the center
of blockpq after imaging, which is equivalent to moving the jammer to the geometric center of blockpq.
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Then, we use the TDFS algorithm to generate the JSF on blockpq:

Hpq( fr, ta) = Hcpq( fr, ta)
U∑

k=1
exp

[
j4π f0vtaΔy
c(RJ0+xq)

(
k− U+1

2

)]
V∑

l=1
σkl exp

[
− j4π( f0+ fr)Δx

c

(
l− V+1

2

)]
,

(31)

where σkl is the element of row k and column l in the matrix Tpq. Finally, the JSF on the whole template
can be derived by summing JSF on all blocks:

H( fr, ta) =
M∑

p=1

N∑
q=1

Hpq( fr, ta). (32)

Since the number of blocks is very small compared to the total number of scatters in the template,
Equation (30) has a limited effect on the computing load. In addition, the second summation term of
Equation (31) is independent of slow time ta and can be calculated offline. The template segmentation
method can solve the problem that the effective region of the TDFS algorithm is limited and achieve
the purpose of the rapid generation of large scene deceptive jamming signals.

2.2.4. Correction Algorithm in Squint Mode

The analyses above are based on the broadside mode with the squint angle θ = 0. In order to
extend the broadside jamming algorithm to squint mode, this subsection will discuss the effect of the
squint angle on the jamming result and the corresponding correction method. It should be pointed out
that the parabolic approximation of the instantaneous slant range in Equation (4) will no longer be
applicable under the condition of a large squint angle, so the jamming method of this article is limited
to the small squint angle and the medium aperture length SAR.

First, the Doppler center frequency of the echo signal fac = 2v f0 sinθ/c, the presence of the squint
angle will result in the non-zero Doppler center frequency. At this time, the azimuth signal can be
regarded as the non-baseband signal, and the frequency modulation rate error will cause the position
offset besides main lobe broadening in pulse compression [22]. According to the pulse compression
principle [22], the azimuth main lobe position offset of scatter with coordinate (x, y) is

yo f s(x, y) = −ΔKa

Ka
tacv = x tanθ, (33)

where tac = −RJ0 tanθ/v is the pulse center time of the jamming signal in the azimuth dimension.
On the other hand, when fac � 0, the RCM error will cause the RCM curve to shift along the range

dimension in addition to introducing the residual RCM, causing main lobe broadening. According to
Equation (22), the offset in the range dimension of fake point P(x, y) is

xo f s(x, y) = ΔRP( fac) ≈ −x
2

sin2 θ− y sinθ. (34)

The residual RCM will increase at the same time:

RCMres =

∣∣∣∣∣ΔRP

(
fac +

Ba

2

)
− ΔRP

(
fac − Ba

2

)∣∣∣∣∣ =
∣∣∣∣∣ Bac
2v f0

y +
Bac sinθ

4v f0
x
∣∣∣∣∣. (35)

In order to ensure the image quality of the fake scene, the size of the blocks should be reduced.
However, the RCMres increment is not obvious when the squint angle is small. Thus, it can be ignored
in this paper.

According to the analysis above, the main effect of the squint angle is the location offset of fake
targets in the deceptive image, and the offset depends on the coordinates in the template. This effect
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will cause the distortion of the jamming image. Therefore, the coordinates of each scatter in the
template should be corrected. For the false scatter with coordinate (x, y), the corrected coordinate
(xc, yc) can be represented as follows:

{
xc = x− xo f s(x, y) = x + x

2 sin2 θ+ y sinθ,
yc = y− yo f s(x, y) = y− x tanθ.

(36)

Correspondingly, Equation (31) will be modified as follows:

Hpq( fr, ta) = Hcpq( fr, ta)
U∑

k=1

V∑
l=1
σkl exp

{
− j4π( fr+ f0)Δx

c

[(
1 + sin2 θ

2

)(
l− V+1

2

)
+Δy sinθ

(
k− U+1

2

)]
} exp

{
j4π f0vta

c(RJ0+xq)

[
−Δx tanθ

(
l− V+1

2

)
+ Δy

(
k− U+1

2

)]}
.

(37)

The range and azimuth-related terms in Equation (37) are separable, so Equation (37) can be
rewritten as matrix operations to increase the calculation speed. Here, we define the time-delay
matrixes Hr1, Hr2 and frequency-shift matrixes Haq1, Haq2:

Hr1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

exp
[
− j4π( fr+ f0)Δx

c

(
1 + sin2 θ

2

)(
1− V+1

2

)]
exp

[
− j4π( fr+ f0)Δx

c

(
1 + sin2 θ

2

)(
2− V+1

2

)]
...

exp
[
− j4π( fr+ f0)Δx

c

(
1 + sin2 θ

2

)(
V − V+1

2

)]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (38)

Hr2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

exp
[
− j4π( fr+ f0)Δy sinθ

c

(
1− U+1

2

)]
exp

[
− j4π( fr+ f0)Δy sinθ

c

(
2− U+1

2

)]
...

exp
[
− j4π( fr+ f0)Δy sinθ

c

(
U − U+1

2

)]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (39)

Haq1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

exp
[
− j4π f0vtaΔx tanθ

c(RJ0+xq)

(
1− V+1

2

)]
exp

[
− j4π f0vtaΔx tanθ

c(RJ0+xq)

(
2− V+1

2

)]
...

exp
[
− j4π f0vtaΔx tanθ

c(RJ0+xq)

(
V − V+1

2

)]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (40)

Haq2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

exp
[

j4π f0vtaΔy
c(RJ0+xq)

(
1− U+1

2

)]
exp

[
j4π f0vtaΔy
c(RJ0+xq)

(
2− U+1

2

)]
...

exp
[

j4π f0vtaΔy
c(RJ0+xq)

(
U − U+1

2

)]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (41)

Equation (37) is rewritten as follows:

Hpq( fr, ta) = Hcpq( fr, ta)
[(

Hr2 ◦Haq2
)T

Tpq
(
Hr1 ◦Haq1

)]
, (42)

where (·)T represents the matrix transposition and the operator ◦ represents the Hadamard product of
the matrix.
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We can get the JSF on the entire scene by superimposing the JSF on all blocks, which is the same
as Equation (32). The time-delay matrixes Hr1 and Hr2 are independent of the azimuth time ta, which
can be calculated offline in advance to improve the real-time processing speed.

2.3. TDFS-TS Algorithm Procedure

The prerequisite for the successful implementation of SAR deceptive jamming is to obtain relevant
intelligence on the jamming object, which mainly includes the follows aspects.

• Kinematic parameters of the SAR platform, including motion trajectory, motion velocity v, etc.
The motion trajectory information is used to establish the jamming coordinate system and
determine RJ0, the shortest distance between the jammer and SAR;

• Antenna parameters, including the squint angle θ, synthetic aperture length L, etc.;
• Signal parameters, including the carrier frequency f0, bandwidth B, PRI, etc.

The specific detection methods of the parameters above will not be discussed in this paper;
we simply suppose that the parameters have been obtained in advance.

As shown in Figure 4, the entire procedure includes two parts: preprocessing and real-time
calculation. The first step in the preprocessing stage is template segmentation: according to the parameters
including synthetic aperture length L, signal bandwidth B, shortest slant range of the jammer RJ0 and the
given factors ε and η, we divide the template into several blocks based on the limitation of Equation (28);
then, we perform offline calculation and calculate the time-delay matrixes Hr1 and Hr2 according to
Equations (38) and (39). In the real-time calculation stage, we calculate frequency-shift matrixes Haq1, Haq2

according to Equations (40) and (41); then, we calculate the JSF on each block based on Equations (30)
and (42); finally, we add the JSF on all blocks to obtain the JSF on the entire scene.

Figure 4. Time-delay and frequency-shift with template segmentation (TDFS-TS) algorithm procedure.

3. Simulation Results

In this section, the effectiveness of the TDFS-TS algorithm is verified by simulating the imaging results
of false point targets and fake scenes, and the computational complexity is analyzed. The simulation
results of the range dimension segmentation (RDS) algorithm proposed by Zhou et al. [11] are used as
a comparison. The main parameters of the radar, which reference the satellite RADARSAT-1, are listed in
Table 1.
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3.1. Fake Point Scatters Case

In order to analyze the imaging result of fake point scatter at different positions after imaging,
a deceptive scene template containing only four-point scatters is set as shown in Figure 5. The four
points P0 ∼ P3 are arranged in a rectangular shape with a distance of 6 km in the range dimension and
2 km in the azimuth dimension. According to the calculation results in Section 2.2.2, we set the length
of blocks to 2.5 km in the range dimension and 1.5 km in the azimuth dimension. Since the imaging
quality of fake scatters is only related to the position in the block, for the purpose of analyzing the
jamming effect of the algorithm comprehensively, the template segmentation scheme is shown by the
dashed line in Figure 5, meaning that P0 is located at the center of block 1, P1 is at the edge of block 3 in
the range dimension, P2 is at the azimuth edge of block 4, and P3 is at the edge of block 6 in both range
and azimuth dimensions. In addition, the position of the jammer (i.e., the origin position) is set at the
point P0; actually, the position of the jammer has little effect on the imaging result. In the simulation of
the RDS algorithm, the template is divided into three segments with the same segmentation length
(2.5 km) in the range dimension and is no longer segmented in the azimuth dimension.

P P

P P

Figure 5. The deceptive scene containing four-point scatters.

Figures 6–9 show the imaging results of the four scatters by the RDS and TDFS-TS algorithm in the
broadside mode and squint mode with the squint angle θ = 5

◦
, including the close-up image, range

profile, and azimuth profile. Tables 2 and 3 list the imaging quality parameters of range and azimuth
dimensions in the two modes, including 3 dB impulse response width (IRW), main lobe position offset
(MLPO), peak sidelobe ratio (PSLR), and integrated sidelobe ratio (ISLR). It can be seen that, compared
with the RDS algorithm, the performance of the TDFS-TS algorithm is basically equivalent, the RDS
algorithm is more advantageous on IRW, while TDFS-TS is dominant over MLPO. The IRW of TDFS-TS
algorithm is increased especially for the azimuth dimension in squint mode; however, the maximum
broadening does not exceed 3.6%. In the squint mode, the MLPO of the RDS algorithm can reach up
to −80.32 m in the azimuth dimension, which can be eliminated basically by the TDFS-TS algorithm
due to the corresponding correction. Because of the influence of the residual RCM, the MLPO in the
range dimension cannot be completely corrected, but the overall image is affected very little. In short,
the simulation of fake point scatters shows that the TDFS-TS algorithm is effective and has certain
advantages in several areas.
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(k) (l) 

Figure 6. Simulation results of the RDS algorithm for false point scatters in broadside mode. (a–c) are
the close-up image, range profile, and azimuth profile of P0, respectively; (d–f) are the close-up image,
range profile, and azimuth profile of P1 respectively; (g–i) are the close-up image, range profile, and
azimuth profile of P2, respectively; (j–l) are the close-up image, range profile, and azimuth profile of
P3, respectively.
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Figure 7. Simulation results of the TDFS-TS algorithm for false point scatters in broadside mode. (a–c)
are the close-up image, range profile, and azimuth profile of P0, respectively; (d–f) are the close-up
image, range profile, and azimuth profile of P1, respectively; (g–i) are the close-up image, range profile,
and azimuth profile of P2, respectively; (j–l) are the close-up image, range profile, and azimuth profile
of P3, respectively.
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Figure 8. Simulation results of the RDS algorithm for false point scatters in squint mode with a squint
angle θ = 5

◦
. (a–c) are the close-up image, range profile, and azimuth profile of P0, respectively; (d–f)

are the close-up image, range profile, and azimuth profile of P1, respectively; (g–i) are the close-up
image, range profile, and azimuth profile of P2, respectively; (j–l) are the close-up image, range profile,
and azimuth profile of P3, respectively.
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Figure 9. Simulation results of the TDFS-TS algorithm for false point scatters in squint mode with
a squint angle θ = 5

◦
. (a–c) are the close-up image, range profile, and azimuth profile of P0, respectively;

(d–f) are the close-up image, range profile, and azimuth profile of P1, respectively; (g–i) are the close-up
image, range profile, and azimuth profile of P2, respectively; (j–l) are the close-up image, range profile,
and azimuth profile of P3, respectively.
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Table 2. Comparison of imaging quality parameters between the RDS algorithm and TDFS-TS algorithm
in broadside mode.

Range Dimension Azimuth Dimension

IRW
(m)

MLPO
(m)

PSLR
(dB)

ISLR
(dB)

IRW
(m)

MLPO
(m)

PSLR
(dB)

ISLR
(dB)

P0
RDS 7.73 0 −11.78 −12.57 6.77 0 −17.24 −19.50

TDFS-TS 7.73 0 −11.78 −12.57 6.77 0 −17.24 −19.50

P1
RDS 7.73 0 −11.78 −12.57 6.88 0 −13.47 −15.05

TDFS-TS 7.73 0 −11.78 −12.57 6.88 0 −13.39 −14.98

P2
RDS 7.73 0 −11.78 −12.57 7.39 5.04 −14.46 −14.90

TDFS-TS 7.78 −0.21 −12.03 −12.96 7.47 0 −13.95 −13.67

P3
RDS 7.73 0 −11.77 −12.57 7.53 5.52 −15.03 −14.24

TDFS-TS 7.78 −0.21 −12.04 −12.96 7.60 0.48 −15.12 −12.55

Table 3. Comparison of imaging quality parameters between the range dimension segmentation (RDS)
algorithm and TDFS-TS algorithm in squint mode with squint angle θ = 5

◦
.

Range Dimension Azimuth Dimension

IRW
(m)

MLPO
(m)

PSLR
(dB)

ISLR
(dB)

IRW
(m)

MLPO
(m)

PSLR
(dB)

ISLR
(dB)

P0
RDS 7.73 0 −12.07 −12.79 6.77 0 −17.79 −20.30

TDFS-TS 7.73 0 −12.07 −12.79 6.77 0 −17.79 −20.30

P1
RDS 7.88 −3.48 −12.79 −13.87 7.07 −80.32 −16.56 −17.91

TDFS-TS 7.88 7.69 −12.94 −13.92 7.15 −0.98 −18.76 −17.83

P2
RDS 7.77 2.46 −12.02 −12.60 7.39 29.01 −15.03 −15.45

TDFS-TS 7.74 0.01 −11.68 −12.48 7.34 −0.01 −14.59 −14.96

P3
RDS 7.95 −1.17 −12.36 −13.47 8.05 −50.70 −14.05 −14.08

TDFS-TS 8.16 7.73 −13.29 −14.87 8.34 −0.57 −15.95 −14.28

3.2. General Deceptive Scene Case

In this subsection, the TDFS-TS algorithm is applied to yield a fake scene. The jamming object
is RADARSAT-1, whose parameters are listed in Table 1, and the squint angle θ ≈ −1.58

◦
. The raw

data of the radar are obtained from the appendix in [22]. The fake scene template is another SAR
image, as shown in Figure 10, whose length in the range dimension is 12.5 km and 4.5 km in the
azimuth dimension. We divide the template according to the same block size calculated in Section 2.2.2,
as shown by the yellow line in Figure 10.

Figure 10. Deceptive jamming template with 12.5 km in the range dimension and 4.5 km in the azimuth
dimension, which is divided into blocks by the yellow line. The block size is 2.5 km × 1.5 km.
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First, the signals generated by the two algorithms are processed to get the images which are shown
in Figure 11 after being amplitude-normalized, and partially enlarged images are shown in Figure 12.
Due to the existence of the squint angle, each segment of the image generated by the RDS algorithm has
geometric distortion, which is especially obvious at the splicing of each segment. Moreover, since the
positions of adjacent scatters in the template are shifted after the imaging process, the image is blurred,
and the ghost targets generated by the Doppler center frequency shifting in the azimuth dimension will
be more obvious after the amplitude normalization. Actually, for the same reason, the brightness of
the image is weakened as well, this phenomenon can be seen in Figures 13 and 14. These problems are
solved by the TDFS-TS algorithm which corrected the geometric distortion caused by the squint angle.

 
(a) 

 
(b) 

Figure 11. Imaging results of the fake scene in Figure 10 using (a) the RDS algorithm and (b) the
TDFS-TS algorithm. Parts of the images marked by rectangular boxes are enlarged and shown in
Figure 12.
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(a) 
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(c) 
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(e) 

 
(f) 

Figure 12. Partially enlarged image of Figure 11. (a–c) are the partial enlargement of the image
generated by the RDS algorithm in the yellow, green, and red boxes, respectively; (d–f) are the partial
enlargement of the image generated by the TDFS-TS algorithm in the yellow, green, and red boxes.

 
(a) 

 
(b) 

Figure 13. Cont.
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(c) 

Figure 13. Comparison of jamming results. (a) is the image formed by the original signal, (b) is the
image formed by the superposition of the original signal and jamming signal generated by the RDS
algorithm, and (c) is the image formed by the superposition of the original signal and jamming signal
generated by the TDFS-TS algorithm. Parts of the images marked by rectangular boxes are enlarged
and shown in Figure 14.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 14. Partially enlarged image of Figure 13. (a–c) are the partial enlargement of the original
image, the jamming image of the RDS algorithm, and the TDFS-TS algorithm, respectively in the yellow
rectangular boxes; (d–f) are the partial enlargement of the original image, the jamming image of the
RDS algorithm, and the TDFS-TS algorithm, respectively in the green boxes.

The imaging results of the superposition of the jamming signal and original signal are shown
in Figure 13, and partially enlarged images are shown in Figure 14. It can be seen that the TDFS-TS
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algorithm achieves a good deception effect, generating clear false targets such as land and buildings
and changing the topographic structure of the protected area. However, the fake scene generated by
the RDS algorithm is not obvious, mainly because of the decrease in brightness caused by geometric
distortion. The jamming power has to increase in order to achieve a satisfactory jamming purpose,
but the ghost targets will be strengthened at the same time. In conclusion, the TDFS-TS algorithm has
certain advantages compared with the RDS algorithm in large-scene jamming.

3.3. Computational Complexity Analysis

The effectiveness of the TDFS-TS algorithm is verified by simulation in the previous subsection.
In this subsection, we will estimate the computational complexity of the TDFS-TS algorithm to assess its
practical value. Assume that the jamming scene template consists of m × n point scatters and is divided
into M × N blocks, each block contains U × V point scatters. Here, for ease of analysis, the addition,
multiplication and power operations are all considered to be a basic operation. The following will
analyze the number of basic operations to obtain the JSF H( fr, ta) at a specific frequency fr and azimuth
time ta.

In the preprocessing stage, calculating an element of matrix Hr1 requires 15 basic operations,
and the operation amount of all elements is 15V; however, because the elements in Hr1 are actually
a geometric series, the other elements can be generated by multiplying the first element by the common
ratio, meaning that the amount of calculation is reduced to 15 + V. According to the same analysis,
the operation amount of Hr2 is 12 + U, so the total computational complexity in the preprocessing
stage is

Cpre = 15 + V + 12 + U = U + V + 27. (43)

In the real-time calculation stage, calculating the JSF of a block center requires 20 basic operations,
and a total of 20MN operations are required for all blocks. The operation amount for calculating matrix
Haq1 is 15 + V, which needs to be repeated N times. The calculation amount of matrix Haq2 is 14 + U
and needs to be repeated N times as well. The computational complexity of matrix multiplication in
Equation (42) is 2UV + U + 2V − 1, so the operation amount of Equation (42) is 2UV + U + 2V added
to the multiplication with Hcpq( fr, ta), and the calculation of Equation (42) needs to be repeated MN
times. Finally, the operation amount of the summation—i.e., Equation (32)—is MN − 1. Based on the
analysis above, the total amount of computation in the real-time calculation stage is

Crt = 20MN + N(15 + V) + N(14 + U) + MN(2UV + U + 2V) + MN − 1
= mn

(
2 + 2

U + 1
V + 21

UV

)
+ n

(
1 + U

V + 29
V

)
− 1.

(44)

According to the same analysis method, the computational complexity of different jamming
algorithms including TDFS-TS, RDS, TDFS-TS without squint correction (TDFS-TS-WSC) and the basic
algorithm (BA) shown by Equation (3) is derived and shown in Table 4.

Table 4. Computational complexity comparison of different algorithms.

TDFS-TS RDS1 TDFS-TS-WSC BA

Preprocessing U + V + 27 mn
(
14− 1

V

)
2UV −U + V + 11 -

Real-time
calculation

mn
(
2 + 2

U + 1
V + 21

UV

)
+n
(
1 + U

V + 29
V

)
− 1

22mn
V − 1 21mn

UV + n
V (3U + 13) − 13) V 21mn− 1

1 the segment length in the range dimension of the RDS algorithm is the same as the block size of the
TDFS-TS algorithm.

The block size U and V are determined by the parameters of the jamming object, the scatter density
of the template, and the two imaging quality control factors ε and η. We fix U and V and observe the
relationship between the computational complexity and the template size m and n. According to the
simulation parameters in Section 4.1, we set U = 267 and V = 539, draw the relationship between
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the computational complexity and the total number of scatters in the template shown in Figure 15.
Here, for the convenience of analysis, we set m = n and take the logarithm of computational amount
for display.

(a) (b) 

Figure 15. The relationship between the computational complexity and the total number of scatters in
the template. (a) is the computational complexity in the preprocessing stage and (b) is the computational
complexity in the real-time calculation stage.

It can be seen that, no matter in the preprocessing stage or in the real-time calculation stage,
the computational complexity of the TDFS-TS-WSC algorithm is less than that of the RDS algorithm.
In particular, in the real-time calculation stage, the computational complexity can be reduced by
more than one order of magnitude because the TDFS algorithm in Equation (31) simplifies the
calculation procedure significantly. When the squint correction is added, the calculation amount in the
preprocessing stage is reduced, but increased in the real-time calculation stage.

4. Discussion

4.1. Imaging Quality

According to the analysis of the TDFS-TS algorithm in Sections 2.2.2 and 2.2.4, the simplification
in the range dimension leads to a distortion of the azimuth profile including the main lobe broadening
and position offset (in the squint mode), and the residual RCM introduced by the simplification in the
azimuth dimension affects both the range and the azimuth profile. In addition, the inherent limitations
of jamming signal, namely the Doppler bandwidth loss of the fake scatter far away from the jammer in
the azimuth dimension, will broaden the azimuth main lobe. In summary, we can draw the following
conclusions on the TDFS-TS algorithm:

1. The imaging quality of the jamming signal in the range dimension depends on the azimuth
position of the false scatter ;

2. The distortion of the azimuth profile depends on both the range and the azimuth position of the
false scatter;

3. These distortions become severe as the distance between the fake scatter and the block
center increases.

These phenomena can be seen clearly in Table 2: P0 and P1 are both at the azimuth center of the
block, thus they have the same imaging quality parameters in the range dimension; the imaging quality
parameters of P2 and P3 in the range dimension are the same, and worse than that of P0 and P1 because
the two points are both in the azimuth edge of the block; the situation in the azimuth dimension is
more complicated: affected by both the range and azimuth position, the four points have different
degrees of azimuth distortion, where P3 is the worse and P0 is the best; the impact of residual RCM
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in the azimuth dimension is greater than that of azimuth chirp rate error by comparing the imaging
quality parameters of P1 and P2.

From Table 2 it can be seen that, in the broadside mode, the main lobe positions of P2 and P3 in the
range dimension are slightly shifted. This is caused by the residual RCM as well. Due to the existence
of residual RCM, the curve of jamming signal after RCM correction in the range-Doppler domain is
not a straight line but a parabola which is expressed as Equation (22), thus the main lobe in the range
dimension will shift towards the negative direction besides broadening. In the squint mode, the effect
of residual RCM is more complicated, which can be seen in Table 3. Due to the nonlinear nature of the
RCM error shown in Equation (22), the offset in the range dimension expressed in Equation (34) is just
an approximation. In fact, it can hardly be eliminated completely, thus the images of P1, P2, and P3

shift to varying degrees in the range dimension. In addition, by comparing the range offset of P1 and
P2, we can consider that the range coordinate has a greater effect on the range offset in the squint mode.
Although the TDFS-TS algorithm cannot correct the range offset accurately, the maximum residual
offset shown in Table 3 is approximately equal to the range resolution, and has little impact on the
deceptive image shown in Figures 11–13.

In the squint mode, the offset in the azimuth dimension caused by the frequency modulation
rate error can be effectively corrected by the TDFS-TS algorithm; the results are shown in Table 3.
As a comparison, the RDS algorithm divides the template in the range dimension as well, thus the
problem of frequency modulation rate error still exists. Without a correction algorithm, the main lobe
position of the RDS algorithm shift severely in the azimuth dimension and the image is distorted.
In short, the imaging quality of the TDFS-TS algorithm can be guaranteed both in the broadside mode
and in the squint mode with a small squint angle.

4.2. Computational Efficiency

According to the results in Section 3.3, in the broadside mode, the TDFS-TS-WSC algorithm has
a quite high computational efficiency, and the squint correction is time-consuming. This is because the
range coordinate correction is related to the azimuth coordinate and the azimuth coordinate correction
is also related to the range coordinate. Therefore, the range and azimuth coupling terms are added,
resulting in a large number of calculations needing to be completed in the real-time calculation stage,
and the computational efficiency becomes worse. However, due to the calculation of each block being
completely independent in the TDFS-TS algorithm and the introduction of matrix operations, it is
convenient to apply parallel computing technology to greatly increase the calculation speed. Therefore
real-time jamming is feasible. In summary, compared with the RDS algorithm, the TDFS-TS algorithm is
more efficient in the broadside mode, and the application scenario can be extended to the squint mode.

5. Conclusions

In this paper, the large-scene electromagnetic deception of SAR is studied. The primary focus is to
reduce the computational burden during the jamming process. For this purpose, the TDFS algorithm
is proposed, which can improve the computational efficiency significantly. In addition, the focus
capability of the jamming signal must be considered. In order to ensure the deceptive image quality of
the TDFS algorithm in a large scene, the template is divided into several blocks according to the SAR
parameters and imaging quality control factor. The correction algorithm in squint mode is introduced
so that the TDFS-TS algorithm can be used to the SAR with a low squint angle and medium aperture
length. Finally, simulation results and computational complexity analyses show that, compared to
other jamming algorithms, the TDFS-TS algorithm has higher computational efficiency with less image
quality decline in the broadside mode. Furthermore, the application of parallel computation can
partially compensate for the computational performance decline in the squint mode.

The TDFS-TS algorithm is applicable to space-borne SAR operating at broadside mode or a low
squint angle mode. In the future, we will investigate the rapid jamming method against the SAR
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with a significant squint angle and long synthetic aperture. Additionally, other problems such as
intelligence gathering and gain control will also be studied.
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Abstract: As one of the most commonly used acoustic systems in seabed surveys, the altitude of the
side scan sonar from the seafloor is always difficult to determine, especially when raw signal levels
and gain information are unavailable. The inaccurate sonar altitudes would limit the applications
of sonar image geocoding, target detection, and sediment classification. The sonar altitude can
be obtained by using bottom tracking methods, but traditional methods often require manual
thresholds or complex post-processing procedures, which cannot ensure accurate and real-time
bottom tracking. In this paper, a real-time bottom tracking method of side scan data is proposed
based on a one-dimensional convolution neural network. First, according to the characteristics of
side scan backscatter strength sequences, positive (bottom sequences) and negative (water column
and seabed sequences) samples are extracted to establish the sample sets. Second, a one-dimensional
convolution neural network is carefully designed and trained by using the sample set to recognize the
bottom sequences. Third, a complete processing procedure of the real-time bottom tracking method is
established by traversing each side scan ping data and recognizing the bottom sequences. The auxiliary
methods for improving real-time performance and sample data augmentation are also explained in
detail. The proposed method is implemented on the measured side scan data from the marine area in
Meizhou Bay. The trained network model achieves a 100% recognition of the initial sample set as well
as 100% bottom tracking accuracy of the training survey line. The average bottom tracking accuracy
of the testing survey lines excluding missed pings reaches 99.2%. By comparison with multi-beam
bathymetric data and the statistical analysis of real-time performance, the experimental results prove
the validity and accuracy of the proposed real-time bottom tracking method.

Keywords: side scan sonar; bottom tracking; one-dimensional convolutional neural network;
signal recognition; real-time processing

1. Introduction

A side scan sonar can rapidly obtain large-area seabed images, has been widely used in seabed
investigation, and plays an important role in seabed target detection [1–4] and investigation as well as
research of the seabed ecological environment [5,6] due to its low cost and simple installation. A side scan
sonar is usually dragged by a towing line to get close to the bottom of the sea to obtain high-resolution
seabed images. Although the depth of the side scan sonar can be obtained by using depth sensors, the
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height of the sonar from the seabed cannot be accurately obtained [7]. Inaccurate sonar heights will
lead to inaccurate geocoding sonar images [8], confuse the water column information with the seabed
information, and cause serious problems in applications of target recognition and segmentation [9–11],
image interpretation [12,13], and seabed sediment classification [14–16]. The bottom tracking of side
scan data can accurately obtain the sonar height from the seabed by finding the first echo that reaches
the seabed. Meanwhile, real-time bottom tracking can quickly detect changes in sonar height and
seabed terrain, and enhance the safety of sonar equipment and ship navigation.

Side scan sonars can be installed on the vessel or towed close to the seabed from the survey ship.
These sonars acquire high-resolution images by emitting sound pulses and recording the backscatter
strengths from the water column and seabed [17]. The depth of the side scan sonar can be determined
by the depth sensor, whereas the sonar height cannot be easily determined [18]. The sound wave
transmits through the water column, and then arrives at the seabed. Given that the backscatter
strengths from the water column are much lower than those from the seabed, the backscatter strengths
recorded near the bottom positions differ from those recorded in other positions, which makes bottom
position tracking possible [7].

With best practices, i.e., the gains are logged in the recorded files (e.g., *.jsf file for EdgeTech
sonars) and the gains are kept track in the processing chain, all useable information, including the
raw signal levels and gains, are available. Then the bottom can usually be easily determined with a
very high signal-to-noise ratio (SNR), which makes the signal level of the bottom tens of dB larger
than in the water column [17]. However, when the gains are lost, detecting the bottom over the
seafloor becomes much harder. Moreover, as the development of the oceanographic survey, more
researchers are stepping into the relative fields of sonar imaging. In many cases, if the researchers are
not there to record enough useable data during the survey, valuable information will be lost and these
researchers can only study the recorded side scan data with very little information. In addition, old side
scanside scan data often need to be reprocessed to find new results or to be compared with the current
study. Given that the recorded side scan data are used for seabed imaging, the depths and gains are
usually not recorded in the data (e.g., eXtended Triton Format *.xtf files). In these situations, when the
original sound signal levels are unknown and the echoes have been compensated with unknown gains
(e.g., time varied gains), the recorded side scan data only include the converted backscatter strength
data in special fixed ranges. Thereby, the bottom tracking methods are necessary. Moreover, certain
effect factors, including sonar self-noises, ambient noises, and other object disturbances, also introduce
challenges in bottom tracking methods [19].

To process these types of side scan data, most bottom tracking works are completed by using
the threshold method assisted by expensive commercial software, such as Chesapeake SonarWiz and
EdgeTech Discover [19]. Given that the threshold is usually determined on the basis of the operator’s
experience, this method also requires extensive manual work. Moreover, given the complexity of the
seabed environment, the threshold changes during the processing. Using inappropriate threshold
parameters can lead to incorrect bottom tracking results. Accordingly, researchers are looking for
automatic algorithms to achieve enhanced efficiency. Some researchers have used the filtering method
to remove noise, studied the variation features of the backscatter strengths of the side scan sonar, and
used these feature differences for bottom tracking of the side scan data [20]. Given the continuity of
sonar heights and the symmetry of the port and starboard side scan data, other researchers have built
general models and used dynamic data filtering algorithms, such as Kalman filtering and time series,
to repair abnormal data and improve accuracy [19]. Given the existence of many types of effect factors,
the variations in backscatter strengths typically show a feature of regularity and local randomness.
Traditional methods require manual threshold parameters or time-consuming post-processes, which,
thereby, cannot guarantee accurate and real-time bottom tracking results.

Deep learning algorithms have been widely applied in image recognition and classification [21–24].
The one-dimensional convolutional neural network (1D-CNN) is a deep learning algorithm for
processing one-dimensional sequence data, and has been proven to be an effective recognition and
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classification method for one-dimensional sequence data [25,26]. After introducing the deep learning
idea, algorithms can simulate the human brain, learn the variation feature of the local backscatter
strength sequence, and fulfill the bottom tracking of side scan sonars. Therefore, on the basis of the
recognition of side scan bottom data sequences through 1D-CNN, this paper presents a new real-time
bottom tracking method for side scan sonar data. First, the operation theory of the side scan sonar and
the characteristics of the side scan backscatter strength data are briefly introduced. Second, according
to the variation features of backscatter strengths, the proposed 1D-CNN model is designed and then
trained by using the established sample sets for recognizing bottom sequences. Third, the bottom
tracking of side scan data is implemented by traversing each ping to use the trained model to detect
the bottom data sequences. Lastly, the proposed method is validated in the experiment by using the
measured side scan data.

2. Theory and Method

This chapter introduces the proposed real-time bottom tracking method using the 1D-CNN model.
The basic theories of side scan operation and data characteristics, the recognition of bottom data
sequences, and bottom tracking using the trained model will be explained successively.

2.1. Side Scan Sonar Operation and Data Characteristics

The operation of a side scan sonar is shown in Figure 1. The side scan sonar, which is usually
a towfish, is towed by the survey vessel using a tow cable to get close to the seabed. The side scan
sonar transducer projects a single wide sound beam (e.g., 50◦, as shown in Figure 1) at the port and
starboard sides. After the sound is projected from the side scan transducer, the transducer receives and
records the backscatter strengths in the time sequence at the port and starboard sides, respectively,
and these strengths are used to construct side scan sonar images. During the sound propagation,
the backscatter strengths received from the water column are usually much lower than those received
from the seabed, as shown in Figure 1. The special variations in signal levels (or backscatter strengths)
when the sound arrives at the seabed serve as the basis for the bottom tracking of side scan sonar
data. However, given the effects of sonar self-noise, suspended objects in the water column, and other
instrumental and environmental factors, the many uncertainties in the sonar data introduce difficulties
in bottom tracking.
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Figure 1. Operation of the side scan sonar and one-ping backscatter strength sequence.
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As shown in Figure 1, the acoustic backscatter strengths of a ping have the following characteristics.

• The backscatter strengths in the water column area are much lower than those in the seabed area.
The backscatter strengths in the water column area near the zero position are usually heavily
affected by the self-noise of the side scan sonar.

• When the sound hits the seabed, the transducer receives higher echo signal intensities compared
with those in the water column. Affected by the beam patterns and transmission losses [27],
the strength sequences temporarily increase after the bottom position and, subsequently,
decrease along with an increasing transmission length.

• The backscatter strength sequences of the port and starboard sides are almost symmetric at the
zero position. However, the bottom tracking position may slightly differ due to the attitude of the
side scan sonar and the seabed terrain slopes [19].

2.2. Recognition of Sonar Data Sequences Using 1D-CNN

When the sound hits the seabed, the local backscatter strength sequence shows a special variation
feature, as illustrated in Figure 1. The proposed method uses the suitable 1D CNN model to recognize
the bottom samples for bottom tracking. In this section, the positive and negative samples were first
extracted to establish the sample sets. The sample sets were normalized and a 1D-CNN model was
carefully designed and trained by using the sample sets.

2.2.1. Sampling

When using 1D-CNN to learn the variation features of the side scan data sequence, the one-ping
backscatter data sequence should be divided into regional sub-sequences as samples, as illustrated in
Figure 2. The sub-sequence/sample size should be properly selected to accurately reflect the variation
characteristics, as discussed in Section 4.1. An improper sample size would cause the network to learn
the wrong information and misjudge the results.

• A very large sample size cannot represent the special variation characteristics of backscatter
strengths and

• A very small sample size can be easily affected by local noise.

Positive sample Negative sample Negative sample Negative sample Negative sample 

Sample index 

Ba
ck

sc
at

te
r s

tr
en

gh
 

Figure 2. Data sequence sample of a ping data. The positive (bottom) and negative (noise, water
column, and seabed) samples.
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To establish the sample sets, the positive and negative samples need to be selected from raw
sonar backscatter strength data sequences. The positive samples can be detected using the traditional
method with manual intervention, whereas the negative samples should contain the samples in the
water column area, those containing noise, and those in the seabed area, as shown in Figure 2.

2.2.2. Normalization of Sonar Data Sequences

As shown in Figure 2, the samples are in various strength ranges and need to be normalized into
the same range for the network training. These samples can be normalized by using the z-score to
ensure that they are in the same range [28]. Given that the side scan data are usually recorded in a
fixed range (e.g., 0 to 216-1), the samples can be simply normalized by the equation below.

dB =
dB

MaxdB

(
e.g.

dB
32767

)
. (1)

After the normalization, the sample range should be normalized to (0~1), as shown in Figure 3.
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Figure 3. Normalization of the data sequence samples.

2.2.3. Network

The bottom tracking of the side scan sonar data aims to recognize special bottom backscatter
strength sequences, and can be fulfilled via the 1D-CNN recognition of the normalized data sequences.

1D-CNN is the one-dimensional version of common CNNs, which also contain input layers,
convolution layers, pooling layers, and the output layers. Given the characteristics of our problem,
the input layer of the 1D-CNN contains backscatter strength sequences, whereas the output layer
contains the positive (1) and negative (0) results, as shown in Figure 4.

The input layer contains the one-dimensional normalized backscatter strength samples, and the
median layers are combinations of convolution and pooling layers. The one-dimensional convolution
operation s of the data sequences in discrete form is shown below.

s(t) = (d ∗w)(t) =
∞∑

a=−∞
d(a)w(t− a) (2)

where d is the input data sequence, w is the activation function, and t is the tth value of d.
The following rectified linear unit (ReLU) h is selected as the activation function for the

convolution layers.
hw,b(X) = max(X·w + b, 0) (3)

where w and b are the trainable parameters, and X is the input data.
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Figure 4. The structure of the one-dimensional convolution neural network (1D-CNN) with the positive
and negative input samples and the corresponding output results.

After the convolution and pooling layers, the flattened layer reshapes the tensors into vectors,
whereas the fully-connected layer usually uses the ReLU to connect the output layer.

The last layer is the output layer, with the following activation sigmoid function σ:

σ(x) =
1

1 + e−x (4)

where x is the input data.
After each training loop, the loss function is used to calculate the difference between the predicted

results and the ground truth. Given that the bottom tracking problem is a binary classification problem,
the cross-entropy loss function is selected as the following loss function H.

Hyi(y) = −
∑

i

y′i log(yi) (5)

where yi is the predicted result and yi
′

is the ground truth.
The root mean square propagation optimizer is chosen to update the parameters. After several

loops, if the network learns the variation features of the samples properly, then the loss function would
reach a stable low value, whereas the training and validation accuracies would reach stable high values.
The well-trained 1D-CNN serves as the basis of the real-time bottom tracking method.

2.3. Bottom Tracking Using the Trained 1D-CNN

In this section, the trained network is used for the bottom tracking of the side scan data.
The complete procedures of real-time bottom tracking are explained in detail, along with the auxiliary
methods that can improve real-time performance and recognition accuracy.
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2.3.1. Real-Time Bottom Tracking

By finding the first echo that reaches the seabed, the purpose of bottom tracking aims to accurately
obtain the sonar height from the seabed, then geocode the sonar image, and fulfill other applications.
Given that the trained network model can effectively understand the characteristics of the input
samples, bottom tracking can be accomplished via the 1D-CNN recognition of local backscatter strength
sequences. By traversing the ping data sequence in the propagation direction, the trained 1D-CNN
recognizes the local backscatter strength sequence in each search window, and the predicted score of
each local sequence can be obtained, as shown in Figure 5. The window size should be the same as the
sample size.

Search windows (a) 

(b) 

Sample index

Figure 5. Prediction result for a one-side ping data obtained by using the trained network model with
approximately 300 samples. (a) shows the one-side ping backscatter strength sequences, and (b) shows
the corresponding prediction scores of each window.

The scores of the backscatter strength sequence in each search window are treated as the prediction
results of the trained 1D-CNN. When the sound beam arrives at the seabed, a high score can be
obtained by using the 1D-CNN prediction. Meanwhile, the scores of the data sequences in the other
positions are far lower. Therefore, the maximum score position can be used to determine the bottom
position of each ping.

Given the symmetry between the port and starboard data of each ping, a bottom tracking of the
port and starboard data is carried out. The predicted port and starboard scores are then used to check
the results and to achieve improved robustness to noise. The bottom tracking result of each ping is
obtained on the basis of the port and starboard results. The complete bottom tracking procedures for
each recorded ping is shown in Figure 6.

The bottom tracking accuracy of the survey line as obtained by 1D-CNN is calculated by using
Equation (6) below.

acc =
N1

N0
(6)

where N1 is the number of successful-bottom-tracked pings and N0 is the total number of pings.
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Figure 6. Flowchart of the real-time bottom tracking of side scan data.

2.3.2. Improving Speed: Narrow Search Range

The processing speed of the bottom tracking algorithm for each ping plays a key role in guaranteeing
the real-time performance of the proposed method. Given the stringent hardware computing power
requirements of the deep learning algorithm, the data sequences should be recognized in a limited
search range instead of the whole ping. In the current common hardware platform (AMD R5-2600X
CPU and GTX-2070 GPU), the relationship between different search scopes and corresponding times
was analyzed and shown in Figure 7. The computing speed and search range are linearly dependent on
the same hardware platform, which indicates that narrowing the search range can effectively improve
the computing speed.

According to the continuity of the seabed terrain variation, the bottom tracking position
(sonar height) of the former ping can be used as the initial search position, and the search range can be
determined by the seabed terrain variation or bottom tracking position rate. The relationship between
the bottom tracking position variation rate and search range is shown in Table 1. By combining the
initial search position provided by the previous ping and the bottom tracking position variation rate
between the previous pings, the search range of the proposed method can be adaptively controlled,
to guarantee an excellent real-time performance.
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 Search range (sample)

Figure 7. The relationship between consuming time and search range. The experiment was tested on
the platform with AMD R5-2600X and GTX-2070.

Table 1. Auto-Adapted Search Ranges Depending on the Bottom Position Variation.

Bottom Position Variation Rate r
(Number of Samples/Ping)

r ≤ 5 5 < r < 10 10 < r < 20 20 < r < 40

Bottom position variation rate r
(meter/ping) r ≤ 0.2 0.2 < r < 0.4 0.4 < r < 0.8 0.8 < r < 1.6

Search range
(number of samples) 20 40 80 160

Search range
(meter) 0.8 1.6 3.2 6.4

2.3.3. Improving Accuracy: Sample Data Augmentation

The accuracy and abundance of samples are key in ensuring an accurate bottom sequence
recognition. However, traditional sampling methods are time consuming and require manual
intervention to ensure enough accuracy. During its application, the trained network could process
other types of side scan sonar data in other seabed environments. The network needs to learn the
features of the new data by continuously increasing the number of samples to improve the recognition
accuracy. In this paper, a continuous increase of the samples was realized by using the learning ability
of the network and few manual assistances, as shown in Figure 8.

A small set of ping data
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Corresponding labelsTraditional Method
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Figure 8. Flowchart of sample set establishment and augmentation.
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As the number of samples increases, the recognition accuracy and robustness of the network can
be further improved, and an accurate bottom tracking can be guaranteed.

3. Experiment and Results

To verify the validity and real-time performance of the proposed method, the side scan and
multibeam data measured in Meizhou Bay, Fujian, China in 2012 were selected for the experiment,
as shown in Figure 9. The coverage of the survey area was approximately 13.5 × 2.5 km2, and the
water depth ranged from 10 m to 40 m. The seabed sediments were mainly gravel and silt. According
to the designed route, the measurements of the multibeam and side scan sonars were carried out
successively in the same water area. In the multibeam measurement, Kongsberg EM 3002 with an
operating frequency of 300 kHz, across-track beam aperture of 130◦ and maximum beam number of
131 was used. Meanwhile, in the side scan measurement, EdgeTech 4100P side scan sonar was towed at
approximately 2 m underwater with an operating frequency of 500 kHz, maximum recorded slant range
of 150 m (corresponding to 3751 sample numbers), vertical angular aperture of 50◦, and horizontal
angular aperture of 0.5◦. The interval time between pings was 0.15 s on average. The side scan data
were recorded in eXtended Triton Format (*.xtf) files, which only contained the backscatter strengths.
The raw signal levels were unavailable, and the echoes were compensated with unknown gains.

Figure 9. Survey track lines of both the side scan and multibeam sonars in Meizhou Bay, Fujian, China.

The experiment was divided into the following stages.

• The experiment began by sampling, training, and bottom tracking of a small side scan survey
line. Small sets of samples were initially extracted from the side scan data. Then the proposed
1D-CNN network model was trained to learn the variation features of the sample set. The training
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network was eventually used for bottom tracking, and the predicted value was compared with
the artificially selected truth value.

• The trained network was validated by using additional side scan data of other survey lines to
obtain the tracking results of other lines.

• The bottom tracking result obtained by the proposed method was compared with those
obtained by the traditional method.

• The water depth predicted by using the bottom tracking results were compared with the
ground truth (depths measured by the multibeam sonar).

• The real-time performance of the proposed method was analyzed and validated via
statistical analysis.

• Additional experiments on the side scan data with heavy noise and rich texture were conducted.

3.1. Network Model Establishment and Bottom Tracking

The experiment started with a small side scan survey line of 121 pings. The raw recorded
(*.xtf) data was decoded, and the corresponding waterfall sonar image was constructed, as shown in
Figure 10a. The bottom tracking results were processed by manual recognition, as shown in Figure 10b.
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Figure 10. (a) Side scan waterfall sonar image and (b) manual bottom tracking result of the survey line.

The positive sample sequences were selected as the bottom backscatter strength sequences from
the side scan data, according to the corresponding bottom tracking position. Meanwhile, the negative
sample sequences were uniformly selected in the water column and seabed area. The positive and
negative samples constituted the sample set for the model training. Given that the survey line had
121 pings, the sample set contained 242 positive and 2662 negative samples, respectively.

The sample set was normalized, according to Equation (1), and was imported into the network as
the input layer. The corresponding label (1: positive, 0: negative) was imported as the output layer.
During the training, the samples were randomly divided into training and validation sets in a 70–30%
proportion. The 1D-CNN (Figure 4) was trained to learn the variation features of the data samples.
The training and validation accuracies improved as the training epoch increased, as shown in Figure 11.

As shown in Figure 11, the training accuracy gradually improved as the training epoch increased,
and eventually reached a stable value of 100% after approximately 40 training epochs. The validation
accuracy fluctuated in 10 training epochs and reached a stable value after 20 epochs. The training
and validation losses gradually decreased along with an increasing training epoch, and eventually
decreased to 0. For the small sample set of the selected survey line, the network model proposed in this
paper can effectively learn the features of the positive and negative samples, and accurately recognize
them after training, which is the basis for the real-time bottom tracking of the survey line.

Based on the trained network model, each ping of the survey line was bottom tracked following
the procedure illustrated in Figure 6. The bottom tracking results of the port and starboard side scan
data were then processed (Figure 5) and compared with each other (Figure 12a). The corresponding
bottom tracking result can be displayed in the side scan waterfall image (Figure 12b).
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Figure 11. Training and validation accuracies and losses of the network in 50 epochs.
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Figure 12. Bottom tracking results obtained by using the trained network. (a) This area shows the
bottom positions (sample indexes) of the port and starboard sides, and (b) this area shows the waterfall
image with the bottom tracking lines.

The bottom tracking results of the port and starboard data were highly consistent with each other,
and all bottom position differences were less than four samples (0.16 m) because the seabed topography
of the survey water area was relatively flat. Moreover, the tracking results in the waterfall diagram
were highly intuitive to show the edges of the port and starboard seabed area, which agreed with the
visual results. The comparison between the bottom tracking results and manual ones showed that the
bottom tracking accuracy can reach 100% on the training survey line. These results prove the validity
of the proposed bottom tracking method.

3.2. Method Validation and Comparison

To validate the generalization of the trained model and the effectiveness of the proposed method
for the side scan data of other survey lines in the test area, the trained model was used to recognize
unknown data for the bottom tracking of other survey lines.
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3.2.1. Validation on a Larger Survey Line

The side scan data of a long survey line with 13,504 pings were used for the validation. The survey
line spanned the seabed of two different sediments, which appeared as the clearly lighter and darker
areas in the side scan image, as shown in Figure 13b. At the joint area of the two sediments, the seabed
topography rapidly changed, as shown in Figure 13c. Based on the 1D-CNN model that was trained
by using the sample set of a small survey line, the bottom tracking of the validation survey line was
processed, and the results are shown in Figure 13. During the processing, the search ranges of each
ping were self-adapted to improve the speed, according to Table 1.
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Figure 13. Bottom tracking of a larger survey line. (a) This area shows the port and starboard bottom
tracking results, (b) this area shows the bottom tracking results represented in the side scan waterfall
image, and (c) this part shows the seabed area where the terrain changes rapidly.

As shown in Figure 13a, the port and starboard results were consistent with each other, and
the bottom tracking lines coincided with the edges of the port and starboard seabed in the waterfall
image shown in Figure 13b. After removing the missing ping data of this survey line, the accuracy
of the bottom tracking results reached 99.5%. In the area where the seabed terrain changed rapidly,
the proposed bottom tracking method with auto-adapt search ranges still achieved good tracking
results, which proved the validity of the proposed method in both flat and rugged seabed environments.

3.2.2. Comparison with Other Bottom Tracking Methods

To compare the proposed method with traditional methods, the survey line was processed by
using the last peak method [19]. For real-time processing, the last peak method was used without
post-processing, including Kalman filtering. The tracking results obtained by both methods are shown
in Figure 14.
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Figure 14. Bottom tracking results obtained by using the last peak method and 1D-CNN.

The bottom tracking results obtained by using these two methods were consistent in most positions.
However, the results obtained by the traditional method based on the numeric features were sensitive
to noise, such as water column noise and seabed objects., so the results could possibly be inaccurate
without post-processing. As for the proposed method, by training the sample sets, the network could
properly learn the variation feature of the backscatter strength sequences, and show better robustness
to noise. As more samples were learned, the 1D-CNN could more accurately recognize the side scan
data. The comparison proved the validity and performance of the proposed method.

3.2.3. Comparison Between the Bottom Tracking Depths and Ground Truth (Manual Annotations)

The manual annotations of bottom positions were used as the ground truth for the bottom tracking
results of the side scan sonar data. Additionally, the bathymetric data measured by the multibeam
sonar can be regarded as good references for the bottom tracking results. The depth of the side scan
sonar sensor can be obtained by using its depth sensor, and the sonar height can be calculated by using
the bottom tracking results. Therefore, the depth D of the corresponding seabed can be calculated
using the equation below.

D =
n× t× v

2
+ d (7)

where n is the nth sample detected as bottom, t is the sampling interval time, v is the sound velocity,
and d is the side scan sonar depth.

The digital elevation model was constructed by using the multibeam bathymetric data in the
selected survey marine area (Figure 13c), as shown in Figure 15a. The track line of the multibeam data
was extracted, and the corresponding water depths are shown in Figure 15d. The seabed depths of the
side scan survey line that corresponded to the multibeam survey line were calculated by using the
manual annotation and the predicted data, as shown in Figure 15b,c.

In the same water area, the seabed depths measured by the multibeam sonar (Figure 15d),
those calculated by using manual annotations (Figure 15b), and the bottom tracking results (Figure 15c)
were consistent with each other. The significant terrain fluctuations in the middle of the region
coincided with the seabed variation shown in Figure 13c. Given that the multibeam and side scan data
were measured at different times and that the multibeam data were not post-processed, the depths
of the multibeam data had some errors and showed slight deviations from the depths calculated by
using the side scan data. The terrain variation trends were consistent with each other, which proves
the accuracy of the bottom tracking data.
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Figure 15. Depths comparison between the manual annotations, bottom tracking results, and multibeam
bathymetric data. (a) This area shows the local seabed terrain, (b–d) show the depth sequences tracked
by the manual annotations, predicted by the side scan data, and measured by using the multibeam
sonar, respectively, and (e) shows the histogram and normal fitting (with the mean μ as 1.21 cm and
standard deviation σ as 8.57 cm) of the depth errors between the predicted (c) and manual annotated
(b) depths in centimeters.

The depth errors between the predicted and manual annotated depths were fitted using a normal
curve with the mean μ equal to 1.21 cm and standard deviation σ equal to 8.57 cm, as shown in
Figure 15e. Given that the errors of manual annotations were within ±3 samples (corresponding
to ±12.0 cm), the depth errors were less than two times the error (i.e., 24.0 cm) can be acceptable.
By statistical analysis, the depth errors (Figure 15e) within±24.0 cm are in a 99.44% proportion. Thereby,
the accuracy of the bottom tracking results compared with manual annotations is 99.44%.

3.2.4. Real-Time Experiment

To verify the real-time performance of the proposed method, the spend times of each ping were
recorded during the bottom tracking experiment. The bottom tracking results and time sequences are
shown in Figure 16a,b, respectively, whereas the spend times were statistically analyzed to evaluate
the real-time performance, as shown in Figure 16c.

 

μ
σ

Figure 16. Real-time experimental results obtained by using AMD R5-2600X and GTX-2070.
The necessary memory to run the algorithm should not be less that 2GB and the graphic memory
should not be less than 8GB. (a) This area shows the bottom tracking results of the line, (b) this area
shows the corresponding spend times of each ping, and (c) this area shows the normal fit of times and
its 99.9% confidence bound at 150 ms.
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Given the auto-adapt search ranges used in the bottom tracking experiment, the spend times of
each ping changed along with the variation rate of the seabed terrain. The spend times of each ping
were fitted by using the normal distribution curve with a mean μ of 82.1 cm and a variance σ of 0.12 cm.
According to the statistical analysis results, the confidence bound of the side scan sampling interval
time of each ping (150 ms) was 99.9%, which suggests a 99.9% possibility for the calculation time of
each ping to be shorter than the sampling interval time. Moreover, it is guaranteed that, given the
number of predicted sample sequences being less than 60, the calculation speed is always less than
150 ms, where 150 ms is the interval time between two pings. The statistical results proved the real-time
feasibility of the proposed method.

Moreover, if the prior depth range is known, then the search range of each ping would be smaller.
Moreover, with better hardware and multi-thread computing, the calculation speed would be improved,
as discussed in Section 4.4.

3.3. Bottom Tracking of Side Scan Data with Noise and Rich Texture

To obtain the bottom tracking results of the other survey lines in the experimental area,
data augmentation was applied on the sample sets as more survey lines were processed, as shown in
Figure 8. The characteristic side scan data with large noise, rich seabed texture, and artificial targets
were carefully processed and analyzed, as shown in Figure 17. The recorded side scan data contained
missing pings, which had no backscatter strengths or very low backscatter strengths, as shown in
yellow rectangles in Figure 17.

 
Miss pings 

Figure 17. Bottom tracking of the characteristic side scan data with noise (a) and rich seabed texture (b)
and artificial targets (c). The gaps shown in yellow rectangles between the pings are the missing data.

Figure 17a shows that the noises in the water column are relatively large. In the red rectangular
area, the noises in the water column made the seabed and water column data indistinguishable,
or made the edge variation of the seabed abnormal. The bottom tracking accuracy of this survey line
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as obtained by 1D-CNN was 97.3% with a 2.0% miss-ping rate. The accuracy excluding the missing
pings was 99.3%.

Figure 17b shows that the seabed has rich textures and that some noise can be observed in the
water column. The backscatter strength variation of the complex seabed texture would result in clear
light and shade areas, which would interfere with bottom tracking. The bottom tracking accuracy of
this survey line as achieved by 1D-CNN was 93.1% with a 6.1% miss-ping rate. The accuracy excluding
the missing pings was 99.1%.

Figure 17c shows that the seabed contains artificial targets, such as submarine pipelines.
These artificial targets can also cause light and shade areas in the side scan image, which would
significantly affect bottom tracking. The bottom tracking accuracy of this survey line as achieved by
1D-CNN was 94.5% with a 4.9% miss-ping rate. The accuracy excluding the missing pings was 99.4%,
as shown in Table 2.

Table 2. Bottom Tracking Accuracies of the Survey Lines Shown in Figure 17.

Survey Line
(in Figure 17)

Tracking Accuracy
Using 1D-CNN

Miss-Ping Rate
Tracking Accuracy Excluding

the Missing Pings

a 97.3% 2.0% 99.3%
b 93.1% 6.1% 99.1%
c 94.5% 4.9% 99.4%

As shown in Table 2, by means of sample data augmentation, mutual inspection of the port
and starboard results, and auto-adapt search ranges, the proposed method can guarantee the bottom
tracking accuracy of the side scan data with large amounts of noise, a rich seabed texture, and artificial
targets as well as simultaneously realize real-time calculation performance. The average bottom
tracking accuracy of the overall testing survey lines as achieved by 1D-CNN was 94.7% with a 4.5%
miss-ping rate. The tracking accuracy excluding the missing pings was 99.2%. The experiments proved
that the proposed method has high robustness to noise, and can yield accurate results in complex
seabed conditions.

4. Discussion

4.1. Determination of the Sample Size

Sample size is an important factor in accurately recognizing the bottom data samples and further
realizing bottom tracking of the side scan data. If the sample size is too large, then the samples cannot
represent the special variation characteristics of the bottom data sequences. However, if the sample
size is too small, then the samples can be easily affected by local noise. For a better comparison,
bottom tracking experiments were conducted with sample sizes of 10, 20, 40 (chosen in this paper),
and 100, as shown in Table 3.

Table 3. Comparison of results obtained under different sample sizes after a 50-epoch training with 242
positive samples and 2662 negative samples.

Sample Size (Number of
Recorded Samples)

Sample
Size (m)

Training
Accuracy (%)

Validation
Accuracy (%)

Bottom Tracking
Accuracy (%)

10 0.4 98.1 98.6 0.0
20 0.8 99.7 100 98.3
40 1.6 99.9 100 100
100 4.0 100 100 46.3

As shown in Table 3, when the sample size was as small as 10, although the training and validation
accuracies were high enough, the bottom tracking accuracy was 0%, which suggests that the variation

117



Remote Sens. 2020, 12, 37

characteristics of the samples can be easily affected by noise. When the sample size was as large as 20,
the training and validation accuracies were improved, and the bottom tracking accuracy reached as high
as 98.3%. When the sample size was 40 (as used in this paper), the training and validation accuracies
were further improved, and the bottom tracking accuracy increased to 100%, which suggests that the
samples can accurately reflect the variation characteristics of backscatter strengths. However, when the
sample size was 100, although the training and validation accuracies were 100%, the bottom tracking
accuracy was only 46.3%, which suggests that the samples cannot properly reflect the variation
characteristics of bottom backscatter strengths. The comparison results reveal that the proper sample
size of the window should be 40 (as used in this paper) for the side scan sonar.

4.2. Net Comparison

To compare the performance of different networks, given the characteristics of the input sample
data, the networks of different layers were established, trained, and used in bottom tracking experiments.
The results are shown in Table 4.

Table 4. Comparison of Results Obtained by Using the Networks of Different Layers.

Network Layer
Training Accuracy (%) Validation

Accuracy (%)
Bottom Tracking

Accuracy (%)
Time per
Ping (s)

10 Epochs 20 Epochs

6 89.5 97.3 98.1 90.0 0.24
8 98.4 99.8 99.6 95.0 0.30

10 98.6 99.6 100 98.3 0.35

As seen from Table 4, with a sufficient number of samples, the deeper networks demonstrated
better learning rates and higher training, validation, and bottom tracking accuracies, but required a
longer calculation time. Meanwhile, each convolution operation would further reduce the data size.
Therefore, the maximum number of network convolution layers was limited due to the limitations in
the input data size. In this paper, a network of 10 layers was adopted (Figure 4).

4.3. Exceptional Situations

The validity of the proposed method was proven by conducting experiments using side scan
data collected from Meizhou Bay. However, in some special cases when the backscatter strengths of
sea bottom cannot be recognized, the proposed method may return invalid results. These possible
exceptional situations are:

1. The sonar altitude to the seabed is too low (less than 5 m). When the sonar is too close to
the seabed, the variation characteristics of the bottom sequences would be overridden by the
sonar self-noises in the water column area, which would make bottom tracking impossible.
This situation can be avoided by controlling the sonar altitude within the proper range.

2. The backscatter strengths of the seabed are too weak, and are no different from those of the
water column area. This situation may be caused by the low-energy-level sonar emission,
special sediment types, or maloperation of sonar instruments. In this situation, the backscatter
strengths of the seabed are almost in the same range as those of the water column, cannot reflect
the variation characteristics of the bottom echo sequences, and would make bottom tracking
very difficult. This situation can be avoided by increasing the sound energy level, using the
different-frequency sonars, and ensuring careful manual operation.

4.4. Other Methods for Improving Efficiency

The proposed method realizes bottom tracking of side scan data based on 1D-CNN recognition.
In addition to the methods mentioned in this paper, some other ways to improve the efficiency of the
proposed method include:
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1. Define the depth range in advance. For the pre-surveyed water area, the previous bathymetric
data can be used to define the depth range. The pre-known depth range can be used to
control the detection ranges of the side scan data and to validate the bottom tracking results.
Therefore, the pre-defined depth range can improve the calculation efficiency of the proposed
bottom tracking method.

2. Improve the computing hardware. Given the high computing ability requirements of the deep
learning algorithm, using better computing hardware can improve the calculation of the proposed
method and reduce the bottom tracking time of each side scan ping. With the development of
sonar technologies, given that sonars will have higher sample rates, a better computing hardware
can improve the calculation efficiency of the proposed bottom tracking method.

4.5. Development of Modern Scanning Sonars

With the development of modern sonar technologies including interferometry, the newest scanning
sonar could not only obtain sonar images but also bathymetric data [29] including the following.

1. Kongsberg GeoSwath sonars can simultaneously offer swath bathymetry and side scan seabed
mapping with sufficient accuracy.

2. Teledyne Blueview’s 3D multibeam scanning sonar can create high-resolution and laser-like
imagery of underwater areas, structures, and objects of interest.

Although these sonars have many advantages, they are only used by a limited number of
companies and research institutions because of their high cost.

The traditional side scan sonar remains one of the most widely used marine survey instruments
because of its very low cost. Moreover, modern data process algorithms may provide new abilities
for the traditional side scan sonar. In this paper, by using a real-time bottom tracking algorithm,
the side scan sonar can measure the seabed depth. This enhances the potential applications of the side
scan sonar.

4.6. Handling of Important Issues

The following important issues should be noted.
Low SNR. Our method processes side scan data that have been compensated and converted in

fixed ranges when most information (e.g., the original signal level and time-varied gain) is unavailable.
Under this situation, the echo intensities are almost in the same range. When the SNR is very
small, the echo intensities of the bottom can be affected by noise, but the variation features remain.
We believe that our method can process side scan data with very small SNR after training of the
corresponding samples.

Obstacles in the water column. When obstacles (e.g., the fish school) exist above the seabed,
the fishes can be easily distinguished by using the trained 1D-CNN with enough negative samples
(i.e., fishes). By training with all types of obstacle samples, the network can distinguish the bottom,
the fishes, and the other obstacle targets from one another. Moreover, when the bottom continuity
hypothesis fails, our method will automatically search for the new bottom position.

Reproducibility. Each step of our method is described in detail, including how to create the
samples from the recorded side scan data, how to design a suitable 1D-CNN, how to train the network,
and how to use the proposed bottom tracking method. In the experiment, we demonstrate our complete
processing procedure, including the sampling, training, and bottom tracking. We believe that the
reader can easily reproduce our results by using their own side scan data.

5. Conclusions

Based on the 1D-CNN recognition of bottom backscatter strength sequences, this paper develops
a high-accuracy and real-time bottom tracking method of side scan sonar data. This method was
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validated by using the measured side scan data from Meizhou Bay, and the validity of each step of this
method was proven. The side scan sonar data from the experimental area were bottom tracked by using
the proposed method, and the average bottom tracking accuracy reached 94.7% with a 4.5% miss-ping
rate, and 99.2% excluding the missing data. The experimental results showed that the proposed
method is highly robust to the effects of noise, rich seabed texture, and artificial targets and proved its
accuracy and real-time performance. Our method can process side scan data in field measurements
(i.e., when the operator has no control over the SNR, or when fishes or obstacles are present in the water
column, or in analogue simulations by using the recorded data), and in post-processing (i.e., when the
recorded data only contain compensated and converted backscatter strengths). The proposed method
also demonstrates that the real-time sound is possible by using the side scan sonar, which may further
expand the applications of side scan sonars.
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Abstract: For a conventional narrow-band radar system, the detectable information of the target
is limited, and it is difficult for the radar to accurately identify the target type. In particular, the
classification probability will further decrease when part of the echo data is missed. By extracting
the target features in time and frequency domains from multi-wave gates sparse echo data, this
paper presents a classification algorithm in conventional narrow-band radar to identify three different
types of aircraft target, i.e., helicopter, propeller and jet. Firstly, the classical sparse reconstruction
algorithm is utilized to reconstruct the target frequency spectrum with single-wave gate sparse echo
data. Then, the micro-Doppler effect caused by rotating parts of different targets is analyzed, and
the micro-Doppler based features, such as amplitude deviation coefficient, time domain waveform
entropy and frequency domain waveform entropy, are extracted from reconstructed echo data to
identify targets. Thirdly, the target features extracted from multi-wave gates reconstructed echo data
are weighted and fused to improve the accuracy of classification. Finally, the fused feature vectors are
fed into a support vector machine (SVM) model for classification. By contrast with the conventional
algorithm of aircraft target classification, the proposed algorithm can effectively process sparse echo
data and achieve higher classification probability via weighted features fusion of multi-wave gates
echo data. The experiments on synthetic data are carried out to validate the effectiveness of the
proposed algorithm.

Keywords: narrow-band radar; target classification; signal reconstruction; features extraction;
weighted features fusion

1. Introduction

Aircraft target classification is always a difficult problem for traditional narrow-band radar.
Even for the three distinct targets, i.e., helicopter, propeller and jet aircraft, the recognition rate of
traditional narrow-band radar is not high in practical applications. The main reasons for target
recognition probability deteriorating in traditional narrow-band radar include the following three
points: (1) it is limited of range resolution due to the narrow bandwidth of radar transmitting signal;
(2) a traditional mechanical scanning radar has a short dwell time, which results in limited azimuth
resolution; (3) special circumstances such as data missing increase the difficulty of target classification.

In order to overcome the aforementioned problems, many classification methods have been
proposed to improve the aircraft recognition rate. An intuitive idea is to increase the signal bandwidth
of the radar system. It is well known that the enlargement of signal bandwidth can improve the range
resolution of radar, so wide-band radar can provide more information for target classification. The
existing methods of aircraft classification in wide-band radar can be generally divided into three types:
(1) methods based on image processing [1–5]. In Reference [6], the extracted image, instead of radar
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data, was fed into a three-layered feed forward artificial neural network for aircraft classification;
(2) methods based on high-resolution range profile (HRRP) [7–11]. Liu et al. [12] proposed a multi-scale
target classification method based on the scale-space theory through extracting features from HRRP;
and (3) methods based on inverse synthetic aperture radar (ISAR) [13–17]. A shape extraction based
aircraft target classification method using ISAR images is proposed in [18]. Although image processing,
HRRP- and ISAR-based aircraft classification have achieved good simulation results in wide-band radar,
the radar system is more complex and the detectable range is shorter than that in narrow-band radar.
Therefore, it is still of great significance to study aircraft classification based on narrow-band radar.

In recent years, many micro-Doppler parameter estimation methods [19–21] were designed
to tackle the aircraft target classification problem in narrow-band radar. Two techniques of cubic
polynomial fitting and three-point models are developed to estimate the micro-Doppler parameters
from a fraction of the period in real-world scenarios [22]. In Reference [23] the minimal mean-square
error (MMSE)-based method was proposed for estimating the micro-Doppler parameter from a
fraction of the period data. Li et al. [24] proposed the parametric sparse representation and pruned
orthogonal matching pursuit to the micro-Doppler parameter estimation for target classification and
recognition. There are also many methods used in micro-Doppler parameter estimation for aircraft
classification, such as time-frequency transform [25,26], continuous wavelet transform [27], Hough
transform [25] and so on. However, these methods have the same common problem of inaccurate
parameter estimation while the micro-Doppler signal is weak and only single-wave gate echo data
is utilized in the aforementioned methods. Moreover, with echo data missing in narrow-band radar,
Wang et al. [28] proposed a complex Gaussian model [29] based and factor analysis model [30]-based
signal reconstruction methods. On the basis of the complex Gaussian model, the method of directly
reconstructing the time-frequency spectrum of the original is proposed in Reference [31]. Although
these methods mentioned above can effectively reconstruct the echo signals of aircraft, they have not
studied the problem of classification with missing samples.

In addition, for the limited information of narrow-band radar, deep learning and machine
learning [32] based methods have also been introduced to aircraft target classification in recent years.
One of the most frequently used methods is the convolutional neural network (CNN) [33,34]. A novel
landmark and CNN based aircraft recognition method was proposed [35], in which it alleviates the
work of human annotation and can be used for any type of aircraft not contained in the training data set
without retraining, thus it is highly accurate and efficient. Zuo et al. [36] proposed a deep convolutional
neural network (DCNN) [37,38] based aircraft type recognition framework. Additionally, conditional
generative adversarial networks [39], a self-organizing neural network [40] and deep belief net [41]
have been used in aircraft targets classification. The networks used in the aforementioned methods,
as an intelligent technology developed recently, have achieved good performance on aircraft targets
classification, but they should be trained with large-scale datasets, which is quite time-consuming to
acquire and mark with label, and difficult to practice in radar equipment. Also there is still a certain
gap in the actual application of equipment.

In this paper, an aircraft target classification method is proposed for conventional narrow-band
radar with multi-wave gates sparse echo data. By contrast with the previous work where there are
only extract features from single wave gate echo for aircraft classification [10], the proposed method in
this paper uses multiple wave gates echo data for weight feature fusion, and combines sparse theory
to improve the probability of target classification in the case of missing data. Firstly, smoothed l0
norm (SL0) [42] and orthogonal matching pursuit (OMP) [43,44] algorithms are used to reconstruct the
sparse echo data in order to solve the low classification probability. Then we analyse the echo data
with three kinds of aircraft targets in time domain and frequency domain. According to the difference
of micro-Doppler effects [45] of rotating parts due to the difference in structure and rotating speed,
features of the amplitude deviation coefficient, time domain waveform entropy and frequency domain
waveform entropy are extracted to classify targets. Finally, features extracted from multi-wave gates
sparse echo data are weighted and fused to train and test the support vector machine (SVM) [46–48]
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model for classification. Experimental results show that the proposed algorithm can improve the
classification probability, and four wave gates echo data in weighted features fusion used to extract
features is the optimal wave gate number for target classification.

The rest of this paper is organized as follows. The echo model and reconstruction algorithms
are reviewed in Section 2. The proposed algorithm based on multi-wave gates sparse echo data is
summarized in Section 3. Section 4 verifies the effectiveness of the proposed algorithm by simulated
experiments. Conclusions are presented in Section 5.

2. Reconstruction Algorithm of Sparse Echo Data

2.1. Echo Model

In narrow-band radar, the signal wavelength is much smaller than the target size, and the received
signal by radar is composed of echoes reflected by multiple scattering points. For targets with rotors,
such as a helicopter, propeller aircraft and jet aircraft, the echo can reflect not only the translation of
scattering points of the fuselage, but also the fretting characteristics of the scattering points of the
rotor blades.

Take a helicopter as an example; the special geometry between radar and a helicopter is shown
in Figure 1a, in which the distance between the radar and rotor target center is denoted as RC, and
the angle of pitch is denoted as β. Considering a 2-D slant-range plane, the simplified geometry is
shown in Figure 1b. A radar coordinate system XOY and target coordinate system X′O′Y′ are set up,
in which the rotor center is denoted as O′. The rotation radius of scattering point P on the rotor blade
is assumed to be r—i.e., the distance from P to O′ is r—and the distance from P to the radar is denoted
as RP. The scattering point P rotates around the target coordinate system center O′ with an angular
velocity ω, and the rotation angle at the initial time is denoted as θ0. Assume that the radial velocity of
the helicopter’s translational motion is v.
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Figure 1. Geometry between radar and rotor target: (a) space geometry; (b) 2-D plane geometry.

In the case of the far field, the instantaneous distance between the scattering point P and the radar
can be written as:

RP(tm) ≈ RC + vtm + r cos (ωtm + θ0), (1)

where tm = mTr is the slow time, m is the m-th echo pulse, and Tr is the pulse repetition period.
In this paper, we take the linear frequency modulation (LFM) as the transmitted signal, which can

be expressed as:
st(t̂, tm) = rect(t̂/Tp) exp (j2π( fct + μt̂2/2)), (2)

where rect(·) is the rectangular window, t̂ is the fast time, Tp is the pulse width, fc is the signal carrier
frequency, μ is the chirp rate, t is the total time, and t = t̂ + tm. There are two different time variables t̂
and t in the transmitted signal described in Formula (2), the reason is that the signal carrier frequency
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fc exists on the whole pulse transmission time axis, while the chirp rate μ is used to adjust the change
of Doppler frequency within a pulse. The echo signal of scattering point P can be expressed as:

sr(t̂, tm) = σrect(tm/Ta)rect((t̂− 2RP(tm)/c)/Tp) exp (j2π( fc(t− 2RP(tm)/c) + μ(t̂− 2RP(tm)/c)2/2)), (3)

where σ is the scattering coefficient of the scattering point P, Ta is the observation time, and c is the
speed of light. The target echo signal after pulse compression can be expressed as:

sP(t̂, tm) = σTp sin c[B(t̂− 2RP(tm)/c)]rect(tm/Ta) exp (−j4πRC/λ)·
exp (−j4π(vtm + r cos (ωtm + θ0))/λ) + w(t̂, tm)

(4)

where B is the signal bandwidth, λ is the wavelength, and w(t̂, tm) denotes the Gaussian white noise
signal. By taking the derivative of the phase, the micro-Doppler frequency can be obtained as:

fd−P =
1

2π
dφ
dtm

=
1

2π
d[−4π(vtm + r cos (ωtm + θ0))/λ]

dtm
= −2(v−ωr sin (ωtm + θ0))/λ, (5)

It can be seen from the above formula that the Doppler frequency of the scattering point echo
on the target rotor blade is related not only to the radial velocity v of the scattering point echo on the
target rotor blade is related not only to the radial velocity of the translational motion, but also to the
angular velocity ω of the rotating component and the blade length r. Because the rotational motion of
scattering points on the fuselage is negligible, it is equivalent to only translational motion. Therefore,
the instantaneous distance between scattering point F on fuselage and the radar can be written as:

RF(tm) ≈ RC + vtm, (6)

The echo signal of scattering point F on fuselage after pulse compression can be expressed as:

sF(t̂, tm) = σTF sin c[B(t̂− 2RF(tm)/c)]rect(tm/Ta) exp (−j4πRC/λ) exp (−j4πvtm/λ) + w(t̂, tm), (7)

Compared with the echo of blade scatterer in Formula (4), the fuselage echo lacks only the fretting
term. In addition, the Doppler frequency of echo is only related to translational radial velocity, that is
fd−F = −2v/λ.

The frequency domain echo of helicopter, propeller aircraft and jet aircraft are simulated as shown
in Figure 2. The simulation parameters of radar and transmitting signal are set as follows, the pulse
repetition frequency Fr is 5000 Hz, the pulse-repetition period Tr is 0.2 ms, the pulse width Tp is 50 μs,
the signal carrier frequency fc of LFM signal is 1 GHz, the signal bandwidth B is 2 MHz, and the
observation time Ta is 0.05 s. The parameters of three types of aircraft targets are shown in Table 1.

    
(a) (b) (c) 

Figure 2. Target frequency domain echo: (a) helicopter; (b) propeller; (c) jet.
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Table 1. Three kinds of aircraft targets simulation parameters.

Target Type
Rotor Length

(m)
Blade Number

Rotation Velocity
(rad/s)

Translational
Velocity (km/h)

Helicopter 8 4 20 250
Propeller 2 4 130 500

Jet 1 27 380 800

The rotation plane of the helicopter main rotor is parallel to the ground, so the micro-Doppler
effect produced can be observed easily by conventional ground radar. It can be seen from Figure 2a that
in addition to the fuselage echo, there are strong echo components caused by micro-Doppler motion of
rotor blades in the frequency domain echo of the helicopter, and the micro-Doppler spectrum width of
the helicopter is higher than that of the propeller in Figure 2b, which is due to the fact that the length
of the helicopter rotating parts is significantly longer than that of propeller. In addition, because the
rotating plane of the propeller’s engine blade is perpendicular to the flight direction of the aircraft, the
blade is easily obscured by the fuselage, and its micro-Doppler effect is relatively weak. Because of the
small size of jet engine blades and the particularity of its position, the micro-Doppler effect caused by
blade rotation can hardly be observed by ground radar. It can be seen from Figure 2c that the echo of
the jet aircraft only contains the fuselage component, but not the micro-Doppler component caused by
blade rotation.

2.2. Reconstruction Algorithm

The multi-wave gates echo data can be obtained from the echo reflected by the transmitted signal
after encountering the target during each resolution of the radar antenna in the continuous observation
of the aircraft target by the radar. The definition of multi-wave gates echo data is shown in Figure 3.

v

x

y

Figure 3. The definition of multi-wave gates echo data.

As we can see from Figure 3, it is a radar display that denotes the position relationship between
the radar and the aircraft target from the perspective of top view. Let us assume that the aircraft target
flies in a positive direction along the x-axis with a velocity of v, and the blue two-way arrow line in the
Figure is the signal transmission route. In the rotation of radar antenna, when the aircraft target is seen
for the first time, the aircraft target is located at position A, when the antenna comes to the aircraft
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target after a rotation cycle, the aircraft target is located at position B, the next position is C, and so on.
While the radar irradiates the aircraft target, it will receive the echo data in the area, marked by red,
green and purple square boxes in this Figure, where the aircraft target is located, and we count it as a
wave gate echo. After multiple irradiations, we can obtain multi-wave gates echo data.

It is difficult for conventional narrow-band radar to obtain continuous observation of the same
target for a long time, and it may lead to the loss of target echo pulse in one observation time which can
be called sparse echo data. The description of complete and sparse echo data are shown in Figure 4.

aT

pT

rT

M

(a) 

aT

M

(b) 

Figure 4. Description of complete and sparse echo data: (a) complete echo data; (b) sparse echo data.

As we can see from Figure 4a, there are M received echo pulses in one observation time which are
called the single-wave gate echo data, among which the pulses marked in red randomly indicate the
echo data that may be lost when the radar receives the echo. From Figure 4b, it can be seen that the
number of pulses of sparse echo data is less than that of complete echo data in one observation time,
we can also say that less echo information is available in sparse echo data, which is not conductive to
aircraft target classification. Therefore, it is feasible and necessary to reconstruct sparse echo data by
appropriate sparse signal recovery methods.

Since the emergence and development of compressed sensing (CS) [49,50] technology, sparse
signal recovery algorithms have mainly been divided into greedy algorithms, non-convex function
minimization algorithms, and Bayesian algorithms. The most typical and widely used greedy algorithm
is orthogonal matching pursuit (OMP), which finds the best matching dictionary unit by solving the
maximum inner product of the residual and the dictionary matrix, then obtains the approximate value
of the sparse vector by using the least square method, and finally obtains the reconstruction signal
by alternately updating the support set and solving the sparse vector. The smoothed l0 norm (SL0)
algorithm is one of the most famous non-convex function minimization algorithms, which transforms
the l0 norm minimization problem into an optimization problem by introducing a smooth Gaussian
function to approach the l0 norm. The reason for doing this is that we can avoid the non-deterministic
polynomial (NP) time hard problem caused by the direct solution of l0 norm minimization. Therefore,
we use the SL0 and OMP algorithms to reconstruct the sparse echo signal, respectively in this paper.

Assuming that the number of pulses of sparse echo data is M′, and the typical model of CS can be
expressed as:

Y = ΦX, (8)
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where Y is an M′ × 1 measurement vector. Actually, Y is the superposition of sparse echo data of
scattering point and fuselage, which can be expressed as:

Y = sP(tm) + sF(tm) m = 1, 2, · · · , M′, (9)

Φ is an M′ ×N dictionary matrix, and X is an N × 1 sparse vector to be determined. According to
CS theory, the sparse solution X can be obtained by:

X̂ = argmin
X

‖X‖0 s.t. ‖Y−Φ ·X‖22 ≤ ε, (10)

where ‖ · ‖0 and ‖ · ‖2 donate L0 and L2 norms respectively, ε is the error threshold in the sparse recovery
processing. The solution for (10) can be obtained by the SL0 and OMP algorithms through iteration.
The main steps of the two algorithms are summarized in Tables 2 and 3.

Table 2. Main steps of orthogonal matching pursuit (OMP) reconstruction algorithm.

Input: estimated signal Y ∈ CM′ , dictionary matrix Φ ∈ CM′×N , error threshold ε0.
Initialization: let the iterative counter k = 1, residual matrix γ0 = Y, the index set Λ0 = ∅.
Iteration: at the k-th iteration
(1) Update the index set Λk = Λk−1 ∪ λk, where λk = argmax

i=1,2,··· ,N

∣∣∣〈γk−1,ϕi
〉∣∣∣, ϕi is the i-th column of Φ.

(2) Update the support set ΦΛk =
[
ΦΛk−1 ,ϕλk

]
, and calculate the signal

X̂k = argmax‖Y−ΦΛk Xk‖2 = (ΦΛk
HΦΛk )

−1
ΦΛk

HY.
(3) Update the residual matrix γk = Y−ΦΛk X̂k.
(4) Increment k, and return to Step (1) until the stopping criterion ‖γk‖2 ≤ ε0 is met. The selection of the error
threshold ε0 is related to the precision requirement.
Output: Reconstructed signal X̂ = X̂k.

Table 3. Main steps of smoothed l0 norm (SL0) reconstruction algorithm.

Input: estimated signal Y ∈ CM′ , dictionary matrix Φ ∈ CM′×N , the search step length α.
Initialization: Choose an appropriate standard deviation parameter decrement sequence [σ1, σ2, · · · , σI], the
outer loop number is I, the inner loop number is J. The initial solution is the minimum L2 norm of Y = ΦX,

that is X0 = (ΦHΦ)
−1

ΦHY.
Iteration:

(1) The i-th outer iteration, i = 1, 2, · · · , I, at this time σ = σi, X = Xi−1.
(2) The j-th inner iteration, j = 1, 2, · · · , J

1. Update the signal with X = X + αd, where d =
[
−x1 exp (−x1

2/2σ2), · · · ,−xn exp (−xn
2/2σ2)

]
.

2. Project X onto the feasible domain, that is X← X−ΦH(ΦΦH)
−1
(ΦX−Y) .

(3) Update the reconstructed signal X̂i = X.
Output: Reconstructed signal X̂ = X̂I.

SL0 and OMP algorithms are used to reconstruct the sparse frequency domain echoes of three
types of aircraft targets. In order to simulate the sparse echo data in real radar equipment, we randomly
cut half of the pulses in the complete echo data as sparse echo data in this paper, that is the pulse
number of sparse echo data equals M′ = M/2. The reconstructed results of SL0 and OMP algorithms
are shown in Figures 5 and 6, respectively, where the dictionary matrix is the Fourier transform matrix
because the time domain echoes are reconstructed to obtain the frequency domain echoes in this paper
and the error threshold is set as ε0 = 0.05‖Y‖22, that is the iteration process is stopped when the residual
energy is equal to or smaller than 5% of the received signal energy. Comparing the complete frequency
domain echoes in Figure 2, we can see that SL0 and OMP algorithms can realize the reconstruction of
sparse echo data. Compared with the reconstructed results of SL0 and OMP algorithms in Figures 5
and 6, it can be seen that the reconstructed result of SL0 algorithm is better than the OMP algorithm in
the similarity to the complete frequency domain echo of Figure 2. The echo data reconstructed by these
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two algorithms are used to extract features, and the simulation experiment of classification probability
will be given in Section 4.

   
(a) (b) (c) 

Figure 5. Reconstructed frequency domain echoes of SL0 algorithm: (a) Helicopter; (b) Propeller; (c) Jet.

   
(a) (b) (c) 

Figure 6. Reconstructed frequency domain echoes of OMP algorithm: (a) helicopter; (b) propeller;
(c) jet.

3. Classification Algorithm Based on the Weighted Features Fusion of Multi-Wave Gates

By analyzing the characteristics of the helicopter, propeller aircraft and jet aircraft in time and
frequency domains, we can classify three kinds of aircraft targets through the micro-Doppler effect
caused by rotating parts due to the difference in structure and rotating speed.

3.1. Features Extraction

According to the difference of echoes in time domain and frequency domain, this paper classifies
three types of aircraft targets by extracting amplitude deviation coefficient, time domain waveform
entropy and frequency domain waveform entropy. Three feature extraction methods are described
as follows:

1. Amplitude deviation coefficient

The amplitude deviation coefficient gy of the discrete echo signal Y =
{
yi
}
, i = 1, 2, · · · , M′ reflects

the proportional relationship between the rotating parts of an airplane target and its fuselage, which
can be defined as:

gy = σy/
¯
Y, (11)

where gy denotes the amplitude deviation coefficient, σy =
M′∑
i=1

(yi −
¯
Y)

2
/(M′ − 1) is the variance of

echo amplitude,
¯
Y =

M′∑
i=1

yi/M′ is the mean of echo amplitude, M′ is the length of the echo signal.

Generally speaking, the higher the complexity of the target structure, such as the helicopter and
propeller aircraft, the larger the proportion of the micro-Doppler modulation component of the rotating
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parts to the radar echo, the greater the overall fluctuation of the echo amplitude and the larger the
amplitude deviation coefficient of the echo.

2. Waveform entropy

Waveform entropy is usually used to describe the waveform characteristics of radar echo signals.
From the analysis of Section 2, it can be seen that there are differences in the blade’s number, length and
rotating speed of the rotating parts in helicopter, propeller aircraft and jet aircraft, so the micro-Doppler
effect of the rotating parts is different in the echo waveform. Therefore, we can distinguish the
difference of waveform between different targets by extracting waveform entropy in time domain and
frequency domain.

Time domain waveform entropy Et and frequency domain waveform entropy E f of echo signal
are defined as follows:

Et = −
M′∑
i=1

pi log10 (pi), (12)

E f = −
M′∑
i=1

qi log10 (qi) (13)

where pi = yi/
M′∑
j=1

yj and qi = fi/
M′∑
j=1

f j are normalized signals in time domain and frequency domain

respectively, F =
{
fi
}
, i = 1, 2, · · ·M′ is the result of fast Fourier transform (FFT) of echo signal Y.

In this paper, three kinds of aircraft target echo models are established, and the time domain and
frequency domain echoes of targets are simulated according to the parameters of the rotor in Table 1.
Then, the amplitude deviation coefficient, time domain waveform entropy and frequency domain
waveform entropy are extracted. We simulate 200 sparse echo signal samples of three types of aircraft
targets respectively from different radar perspectives where one sparse echo signal sample corresponds
to one observation angle which denotes the relationship between the aircraft target’s flying direction
and the radar’s line of sight, and it changes uniformly from 0

◦
to 360

◦
at an interval of 1.8

◦
. Therefore,

the angle varies from different samples, and the dataset includes 600 samples in all. The results of
features extracted from 600 sparse echo signal samples are shown in Figure 7, where the signal to noise
ratio (SNR) of target echo before pulse compression is −13dB, which is defined as SNR = ‖Y‖22/(M′σ2),
where σ2 is the variance of noise.

(a) (b) (c) 

Figure 7. Results of extracted features: (a) amplitude deviation coefficient; (b) frequency domain
waveform entropy; (c) time domain waveform entropy.

As can be seen from the above figure, in the case of SNR it is−13 dB, because of the difference among
the rotating parts of three types of aircraft targets, the amplitude deviation coefficient, time-domain
waveform entropy and frequency-domain waveform entropy are different among targets. Taking
the amplitude deviation coefficient as an example, it can be seen from Figure 7a that the amplitude
deviation coefficients extracted from the echoes of three kinds of targets have cross-values, which will
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inevitably lead to erroneous judgment in the process of target classification and reduce the classification
probability. The reason may be the low SNR or the change of the angle of view between the aircraft and
the radar, which results in small fluctuation of the extracted features. However, we can also see from
the graph that the mean values of each feature differ greatly among the three kinds of aircraft targets
and are more stable than those extracted from each sparse echo signal sample. Therefore, we need to
adopt appropriate methods to make the features extracted from each sparse echo signal sample close
to the mean value, so as to eliminate the impact of the target echo fluctuation model and improve the
classification probability of the aircraft targets.

3.2. Weighted Features Fusion

On the basis of the above simulation analysis, we propose a target classification algorithm based
on the weighted features fusion of multi-wave gates sparse echo data. This algorithm uses multi-wave
gates echo data to extract features, which are fused by weighting to improve the correct classification
probability. The fused features can be expressed as:

F̃ =
K∑

i=1

αiFi, (14)

where F̃ is the fused feature, Fi is the feature extracted from the echo data of the i-th wave gate, K is the
number of gates for feature fusion, αi is the weight of the i-th wave gate feature.

In this paper, we consider that the features extracted from different gates have the same contribution
to aircraft target type classification. Therefore, we adopt the same weighting value for feature fusion,
that is to say, the weights αi = 1/K. In Section 3.1, we simulate 200 single-wave sparse echo signal
samples of one aircraft target where one sparse signal sample corresponds to one radar observation
angle. While in the simulation experiment of weighted features fusion, we collect four-wave gates
sparse echo data at each radar observation angle which is set the same as that in Section 3.1 during the
observation of the aircraft target. That is to say, in each observation angle, we reconstruct four-wave
gates sparse echo signal samples, then extract the features from each reconstructed sample and fuse
them as a fusion feature. Therefore, each type of feature consists of 200 fusion features for each aircraft
target. Figure 8 shows the result of the fusion features extracted and fused from four wave gates
echo data. Compared with Figure 7, the cross-value of extracted features between different targets is
significantly reduced under the same SNR, we can also say that the fused features are more clustered
near the mean of all samples.

   
(a) (b) (c) 

Figure 8. Result of fusing the features extracted from four wave gates echo data: (a) amplitude deviation
coefficient; (b) frequency domain waveform entropy; (c) time domain waveform entropy.

We know that variance is a measure of the degree of dispersion of a set of data. In this paper, we
calculate the variance of the fused features extracted from four wave gates sparse echo data with SNR
is −13 dB, which is shown in Table 4. For comparison, we also compute the variance of the features
that are not fused. We can see from Table 4 that the variance of the fused features is less than that of the
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features without fusion, no matter which kind of feature. In other words, fusion of extracted features is
more conducive to distinguishing the three types of aircraft targets mentioned in this paper.

Table 4. Comparison of variance of extracted features whether to fuse or not.

Target Type

Amplitude Deviation
Coefficient (×10−4)

Frequency Domain
Waveform Entropy

Time Domain Waveform
Entropy (×10−3)

No Fusion Fusion No Fusion Fusion No Fusion Fusion

Helicopter 8.60 2.19 0.45 0.13 8.50 1.60

Propeller 11.00 2.70 0.98 0.31 18.60 4.80

Jet 0.21 0.14 0.27 0.09 0.31 0.27

3.3. Classification Algorithm

In this paper, support vector machine (SVM) method is used to classify the extracted fusion
features of three types of aircraft targets. SVM was first proposed by Vapink for the classification of
two types of liner separable data [51]. By finding the optimal hyperplane which makes the boundary
distance between the two classes the maximum, the sample data was divided into two types. Later,
it was extended to linear separable data. To solve the problem of three types of aircraft targets
classification in this paper, we use the one-vs-one method to construct an SVM classifier between any
two types, and construct three classifiers in total, and then obtain the final classification result by voting
scheme. Three types of aircraft targets classification method based on SVM that we adopted in this
paper are shown in Figure 9.

Training 
dataset

Helicopter

Propeller

Jet

Testing dataset

SVM1

SVM2

SVM3

Voting Classification
Result

Train

Test

 

Figure 9. Three-class support vector machine (SVM) model.

In Figure 9, the flow of red dotted box marked is the training process, in which the training dataset
labeled in advance are divided into three parts belonging to different aircraft targets, and the two parts
of them are combined to train three SVM models, respectively. The flow of purple dotted box marked
is the testing process, in which the testing dataset which are completely different from the training
dataset are sent to three trained SVM models, and then vote on the results of the SVM model to get the
final classification results.

To sum up, with the sparse echo data, the classification algorithm of aircraft targets based on
the weighted features fusion of multiple wave gates is summarized in Figure 10. In the proposed
algorithm, the multi-wave gates sparse echo data are obtained as described in Figure 3: K is the number
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of wave gates in weighted feature fusion, and the SL0 and OMP methods are used to reconstruct
sparse echoes and by which three types of features are extracted: amplitude deviation coefficient, time
domain waveform entropy and frequency domain waveform entropy. In addition, in order to improve
the classification probability of three types of aircraft targets, a classification algorithm based on the
weighted features fusion of multiple wave gates is proposed. Finally, the fused features are used to
classify three aircraft targets by three class support vector machine model.

 

Figure 10. Flowchart of the proposed classification algorithm.

4. Experimental Results

4.1. Dataset Details

In experiments, the parameters of radar, transmitting signal and aircraft targets are the same as
those in Section 2.1. In this paper, several groups of comparative experiments are constructed where
the noise is all considered for classification probability. In the classification experiment of complete
echo data, we simulate 200 single-wave gate complete echo signal samples for each aircraft target as
the dataset where one complete signal sample corresponds to one radar observation angle. While the
sparse echo data of multi-wave gates continuously are simulated in one angle in the classification
experiment of sparse echo data, in other words, the dataset contains 200 multi-wave gates sparse echo
signal samples for each aircraft target. What we want to emphasize is that the testing dataset are
completely different from the training dataset with different aircraft target distance and view angle,
and the aircraft target correct classification probability can be obtained by comparing the classification
result of the SVM model with the real label of the aircraft target, which is equal to the number of
correctly classified samples divided by the total number of samples.

4.2. Validity Experiment of Reconstruction Algorithm

With the aim of verifying the validity of SL0 and OMP reconstruction algorithm for the classification
of aircraft targets, we conduct an experiment. In this experiment, in order to better simulate the
actual work of radar target classification and recognition, the training dataset of 600 single-wave gate
complete echo data samples are extracted features which are used to train the SVM model. Several
comparative testing experiments are conducted with different testing dataset, two of which take the
reconstructed echo data obtained by SL0 and OMP algorithms as the testing dataset, and the results
are shown as the blue curve and the black curve, respectively, in Figure 11. As a comparison, we take
another complete echo data samples as the testing dataset, and the result of average classification
probability is shown as the red curve. In addition, we take the sparse echo data samples as the testing
dataset to verify that the sparse echo data worsen aircraft targets classification due to the loss of several
echo information elements.
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Figure 11. Contrast experiment of reconstruction algorithm.

From Figure 11, we can see that the classification probability of sparse echo data is the lowest,
which distributes around 33%, and does not vary with the change of SNR. This shows that the sparse
echo data loses the components reflecting the micro-Doppler effect of the rotating parts. We can
also say that the helicopter, propeller aircraft and jet aircraft cannot be distinguished correctly by
extracting the three kinds of features through the sparse echo data. The correct classification probability
of the complete echo data is the highest, and with the increase of SNR, the correct classification
probability increases gradually and stabilizes at 99.33%. Although the correct classification probability
of reconstructed echo data obtained by the SL0 and OMP algorithms is lower than that of complete echo
data, it is obviously higher than that of sparse echo data, which verifies the validity of the two kinds
of reconstruction algorithms for reconstructing echo data. When the SNR is lower than −12 dB, the
classification probability of the reconstructed echo data between the two algorithms is similar. When
SNR is higher than −12 dB, the classification effect of the SL0 reconstruction algorithm is better than
that of OMP reconstruction algorithm, which is consistent with the reconstructed results of frequency
domain echoes of two kinds of algorithms in Section 2.2.

4.3. Selection of Wave Gate Number in Weighted Features Fusion

Although SL0 and OMP reconstruction algorithms can accurately reconstruct the sparse echo
data, the correct classification probability of the extracted features still lags behind that of the complete
echo data. However, as we analyzed in Section 3.2, after using the weighted features fusion method for
the features extracted from the multi-wave gates reconstructed echo data, the fused features are more
clustered near the mean of all samples. Therefore, a classification algorithm based on the weighted
features fusion of multi-wave gates reconstructed echo data is proposed in this paper in order to
improve the classification probability. In this experiment, we compare the influence of the wave gate
number on the probability of target classification in order to get the best wave gate number in weighted
features fusion. The training and testing dataset of features are all extracted from the reconstructed
multi-wave gates echo data. The experimental results are shown in Figure 12.
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Figure 12. Selection experiment of wave gate number.

We can summarize from the above figure that the classification probability among the wave gate
number from one to six in weighted features fusion increases with the raise of SNR. When only one
wave gate reconstructed echo datum is used to extract features which is selected for classification, the
probability is lower than that of multi-wave gates. When the SNR is low, the probability of choosing
two fused wave gates features to classify aircraft targets is lower than that of choosing three to six
wave gates fused features, but with increasing of the SNR, the probability of choosing two fused wave
gates features is similar to that of using more. The experimental results also show that the classification
probability curves of choosing three to six wave gates for weighted features fusion has the same change
rule and is similar with each other under the same SNR. On the one hand, the experimental result
shows that the classification effect of using multi-wave gates reconstructed echo data to classify three
types of aircraft targets is better than that of using only one gate reconstructed echo datum. On the
other hand, by fusing the features extracted from multi-wave gates reconstructed echo data, the fused
features can be close to the mean value, and the number of cross-values of features extracted from
different aircraft targets is reduced. However, if too many wave gates in weighted features fusion
are selected, during this period, there are some differences between the extracted features due to the
change of the aircraft’s motion direction and flight attitude, and the probability of target classification
does not increase with the increase of the number of wave gates. In summary, when the wave gate
number in weighted features fusion is four, the classification probability of aircraft targets is the best.

4.4. Classification Experiment Based on Weighted Features Fusion with Four Wave Gates Sparse Echo Data

In this section, based on the target classification algorithm of multi-wave gates in weighted
features fusion proposed in this paper, we conduct two comparative simulation experiments. One
is that we train the SVM model with the dataset composed of single wave gate complete echo data,
classify aircraft targets with the dataset consisting of four wave gates complete echo data and the
dataset consisting of four wave gates reconstructed echo data respectively. The simulation results are
shown in Figure 13. Another comparative simulation experiment is that we train the SVM model with
the dataset composed of four wave gates complete echo data, while the testing datasets consist of
four wave gates complete echo data and of four wave gates reconstructed echo data, respectively. The
experimental results are shown in Figure 14.
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Figure 13. Classification results of single wave gate echo data for training and four wave gates echo
data for testing.

 

Figure 14. Classification results using four wave gates echo data for both training and testing.

Compared with the experimental result of single wave gate echo data as the testing dataset in
Figure 11, we can conclude from the results of four wave gates echo data that the best way to classify
targets, as testing dataset in Figure 13 that the classification probability of the complete echo data is
obviously improved. The classification probability of features extracted from reconstructed echo data
by SL0 and OMP algorithms after weighted features fusion is also higher than that of features without
weighted features fusion. Therefore, we come to the conclusion that the echo data of multi-wave gates
to classify the aircraft targets can improve the correct classification probability.

Comparing the experimental results in Figures 13 and 14, the classification probability of using
four wave gates complete echo data for both training and testing is better than that of the single wave
gate complete echo data for training and four wave gates complete echo data for testing, and the
reason for this is that the SVM model can learn more target echo information by using four wave gates
echo data. Moreover, the classification probability of the two kinds of reconstruction algorithms can
reach 99.83% in Figure 14, which verifies the validity of both kinds of reconstruction algorithm and the
effectiveness of the classification algorithm based on weighted features fusion of multi-wave gates
reconstructed echo data. Therefore, it can be summed up that in the process of radar classification
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of three types of aircraft target, we can use four wave gates echo data as far as possible in weighted
features fusion for training the SVM model, in which the parameters of the SVM model trained in this
way are optimal. Also the classification probability of the target is highest when testing with four wave
gates echo data.

5. Conclusions

In this paper, an aircraft target classification algorithm is proposed based on weighted features
fusion of multi-wave gates sparse echo data. Not only are the SL0 and OMP algorithms utilized to
reconstruct the sparse echo data to solve the problem of low classification probability in this case,
but also the amplitude deviation coefficient, time domain waveform entropy and frequency domain
waveform entropy are extracted to classify aircraft targets according to the analysis of the micro-Doppler
effect of echo data. The proposed algorithm works on the multi-wave gates echo data in weighted
features fusion, rather than single wave gate echo data, which is helpful for reducing the number
of cross-value features of different targets. Experimental results show that the proposed algorithm
can improve the classification probability of reconstructed echo data obtained by the SL0 and OMP
methods, and four wave gates echo data in weighted features fusion used to extract and fuse features
and to both train and test the SVM model is the optimal wave gate number for target classification.

Although our method is effective in aircraft target-type classification, it can still be improved
further. In the future, we not only study the aircraft target classification algorithm within unmanned
aerial vehicle (UAV) types, but also verify the effectiveness of the algorithm in the actual radar
equipment by conducting an experiment with measured data.
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Abstract: The phenomenon of periodical gapping in Synthetic Aperture Radar (SAR), which is
induced in various ways, creates challenges in focusing raw SAR data. To handle this problem,
a novel method is proposed in this paper. Complex deconvolution is utilized to restore the azimuth
spectrum of complete data from the gapped raw data in the proposed method. In other words, a new
approach is provided by the proposed method to cope with periodically gapped raw SAR data via
complex deconvolution. The proposed method provides a robust implementation of deconvolution for
processing azimuth gapped raw data. The proposed method mainly consists of phase compensation
and recovering the azimuth spectrum of raw data with complex deconvolution. The gapped data
become sparser in the range of the Doppler domain after phase compensation. Then, it is feasible to
recover the azimuth spectrum of the complete data from gapped raw data via complex deconvolution
in the Doppler domain. Afterwards, the traditional SAR imaging algorithm is capable of focusing
the reconstructed raw data in this paper. The effectiveness of the proposed method was validated
via point target simulation and surface target simulation. Moreover, real SAR data were utilized to
further demonstrate the validity of the proposed method.

Keywords: Synthetic Aperture Radar (SAR); focusing; periodically gapped data; complex deconvolution

1. Introduction

The development and advancement of Synthetic Aperture Radar (SAR) improve humans’ abilities to
obtain more abundant information for target surveillance with high resolution images and videos [1–9].
Along with the development process of SAR, the stability of missing or gapped raw data attracts research
interest due to new mission requirements, sensor geometries, jamming, or interference that cause sparse
and irregular sampling [10]. State-of-the-art radar systems usually operate with large bandwidth and
produce huge amount of data, according to the Nyquist theorem [11]. To achieve a balance between
the requirement of large bandwidth and a huge amount data, azimuth periodically gapped sampling
is considered to contribute to this tradeoff. Azimuth periodically gapped sampling has the potential to
reduce the pressure of the big mass of data caused by large bandwidth requirement. Figure 1 shows the
sampling scheme of periodically gapped sampling in the azimuth direction, and Figure 2 demonstrates the
sampling scheme of uniform sampling in the azimuth direction. As shown in Figure 1, radar transmits MR

pulses and gaps MG pulses repeatedly in the scenario of periodically gapped sampling. In Figure 2, MP

equals the sum of MR and MG. Compared with aperiodic gapping, periodic gapping is more attractive.
Periodic gapping is more practical than aperiodic gapping for SAR system design. It is more feasible to
design a SAR system with transmitting periodically gapped pulses than a SAR system with transmitting
randomly gapped pulses. Therefore, it is valuable to develop methods for focusing azimuth periodically
gapped raw SAR data. This paper mainly presents a study on image formation from azimuth periodically
gapped raw SAR data.
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Figure 1. Sampling scheme of periodically gapped sampling in the azimuth direction.

Figure 2. Sampling scheme of uniform sampling in the azimuth direction.

Nevertheless, conventional SAR imaging algorithms usually perform unsatisfactorily in focusing
periodically gapped raw SAR data. Therefore, novel methods are expected to be developed to obtain
focused images from periodically gapped raw SAR data.

Efforts have been invested into investigating the missing or gapped SAR data. In [12], the mitigating
effects of missing data for coherent SAR images are presented. The authors of [12] showed that it is not
necessary for coherent change detection to construct the information within the missing data samples.
In [13], a novel geometric approach is proposed to reconstruct a coherent pair, which can be extended
for coherent stacks. However, the data loss is less than 2% of the synthetic aperture length in [13].
In addition, the Burg algorithm, which is an auto-regressive linear prediction method, is applied
to cope with gapped SAR raw data [14,15]. The Burg algorithm is an order recursive algorithm for
obtaining the reflection coefficients that minimize the sum of the forward and backward prediction
errors, which deduces auto-regressive parameters via the Levinson–Durbin recursion [16]. The Burg
algorithm is utilized to interpolate the missing data in the gaps in order to improve the SAR focusing
quality from the gapped data. In [14], the Burg algorithm is implemented to achieve gap-filling in
gapped SAR raw data, which accommodates interrupted SAR data collections caused by the severe
timeline requirements of the multi-mode functions of modern radars. In [15], an improved full-aperture
imaging algorithm for scanning SAR is presented, which fills the data gaps between bursts with the
Burg algorithm. The scanning SAR data can be regarded as periodically gapped data in the scenario of
full-aperture processing. The proposed method in [15] can significantly improve the image quality of
scanning SAR from periodically gapped data via aperture interpolation with the Burg algorithm.

Besides the auto-regressive linear prediction method, several spectral analysis methods are also
proposed to cope with gapped data. The Amplitude and Phase Estimation (APES) approach is a
successful filterbank-based estimator [17,18]. The Gapped-data Amplitude and Phase Estimation
(GAPES) method was developed as an extension of the APES estimator for gapped data and is
based on minimizing the least square criterion with respect to the gapped data [19]. The GAPES
is mainly used to estimate the adaptive filter, obtaining the corresponding spectrum of the
adaptive filter via APES and interpolating the gapped part of the data with a least square fit [20].
Subsequently, the Periodically-Gapped APES (PG-APES) method is devised in [21] to process
periodically gapped data. The PG-APES method exploits the structure of the gapped data and
is an interpolation-free extension of the APES method.

Additionally, as missing or gapped data can be regarded as sparse sampling data, the sparse
optimization method can also be implemented on sparse SAR and Inverse SAR (ISAR) data [22–26].
In [22], a novel ISAR imaging algorithm with a relaxation technique is proposed to focus azimuth
randomly sparse ISAR data. The proposed method in [22] is capable of obtaining high quality images
from partially available ISAR data. In [23], a new method is proposed to deal with azimuth periodically
gapped SAR raw data. The presented method in [23] mainly consists of phase compensation
and reconstructing raw data in the range of the Doppler domain with the greed method [27,28].
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The implemented greedy method in [23] is the Generalized Orthogonal Matching Pursuit (GOMP) [29]
algorithm. In [24], a novel approach for sparse aperture bistatic ISAR is proposed to acquire a focused
image of a highly mobile target with complex motion. The presented method in [24] effectively achieves
fundamental motion compensation, range, and cross-range scaling, as well as simultaneously achieving
bistatic distortion correction for bistatic ISAR. In [25], a new sparse SAR imaging method using the
multiple measurement vectors model is proposed with a reduced computation cost and enhanced
image quality. The presented method in [25] utilizes the structural information and matched filter
processing to implement imaging under sub-Nyquist sampling. In [26], a novel method is proposed to
focus the azimuth missing SAR raw data via segmented recovery. The method in [26] mainly consists
of multiplication with a designed reference function in the time domain and subsequent segmented
recovery in the two-dimensional frequency domain with Stagewise Orthogonal Matching Pursuit
(StOMP) [30].

To obtain a focused SAR image from the azimuth periodically gapped raw data, a novel method
based on complex deconvolution is proposed in this paper. The proposed method allows the robust
implementation of deconvolution to handle azimuth gapped raw data. The proposed method has the
potential to process azimuth periodically gapped data for a complicated scene with more frequent
gapping. Complex deconvolution is utilized to recover the azimuth spectrum of complete data
from the gapped raw data in the proposed method. Thus, a new approach is presented through
the proposed method for processing periodically gapped SAR raw data via complex deconvolution.
Azimuth periodically gapped raw data can be considered as the multiplication between complete raw
data and the rectangular pulse sequence in the azimuth time domain after zero padding in gapped
positions. As a result, the spectrum of the gapped signal is the convolution of the spectrum of the
original signal and the spectrum of the gapping pattern [31]. In other words, the azimuth spectrum of
the gapped data after zero padding can be expressed as the convolution between the azimuth spectrum
of the complete data and the spectrum of the rectangular pulse sequence. Consequently, it is practicable
to acquire the azimuth spectrum of the complete data by deconvoluting the azimuth spectrum of
azimuth periodically gapped data with a spectrum of rectangular pulse sequences. Inspired by the
Polar Format Algorithm (PFA) [32], a phase compensation function is designed to concentrate the
energy of the azimuth spectrum of periodically gapped data in order to obtain a sparser azimuth
spectrum. After multiplication of the phase compensation function in the range frequency domain,
the azimuth spectrum of the complete data is able to be restored via complex deconvolution in the
range of the Doppler domain. The expression of the spectrum of the rectangular pulse sequence is
derived in this paper and treated as a point spread function in complex deconvolution. The Iterative
Shrinkage-Thresholding Algorithm (ISTA) [33] is utilized to implement deconvolution in this paper.
After restoration of the azimuth spectrum of complete data, the Range Migration Algorithm (RMA) [34]
is implemented to focus the recovered SAR raw data. The RMA is a traditional SAR imaging algorithm.

In comparison with existing algorithms, the proposed method has the potential to process azimuth
periodically gapped data for a complicated scene with more frequent gapping. Moreover, the date loss
rate can achieve 50%. In [13], the proposed method performs well on real SAR data. However, the data
loss rate is less than 2% of the synthetic length, as mentioned in [13]. A method is proposed in [15]
for scanning SAR and filling gaps with the Burg algorithm. In [15], the data loss rate in the azimuth
direction is no greater than 33.3%, and gapping is not frequent. A cycle period has 600 gapped pulses
and more than 1200 available pulses in [15]. The Burg algorithm performs unsatisfactorily when a
cycle period has 16 gapped pulses and 16 available pulses. The PG-APES is proposed in [21] for
periodically gapped data. Nevertheless, the PG-APES is capable of achieving better results for the
data of a simple scene. In [23], a method is also proposed for dealing with azimuth periodically
gapped data. However, the method in [23] tends to obtain results with unexpected fake strong scatters
when a cycle period has 16 gapped pulses and 16 available pulses. In contrast, the proposed method
has the potential to accommodate azimuth periodically gapped data of a complex scene with more
frequent gapping and a 50% data loss. In experiments, point target simulation is operated to verify
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the validity of the proposed method. In experiments, 50% of the data is periodically gapped in the
azimuth direction. Real SAR data is also utilized to further validate the effectiveness of the proposed
method. Vectors and matrices are in bold italics, while variables are in italics in this paper.

The remaining part of this paper is structured as follows. The proposed method for focusing
the azimuth periodically gapped SAR raw data via complex deconvolution is derived and presented
in Section 2. In Section 3, experiments are presented that verified the effectiveness of the proposed
method. The presented experiments included point target simulations and real SAR data processing.
Analyses and discussions of the experimental results are included in Section 4. Finally, Section 5 gives
the conclusions.

2. Focusing the Azimuth Periodically Gapped SAR Raw Data via Deconvolution

The proposed method for obtaining a focused image with deconvolution is described in this
section. The phase compensation function, the restoration via deconvolution, a brief introduction of
the RMA, and the procedure of the proposed method are presented.

2.1. Phase Compensation Function

Deconvolution can be regarded as a linear inverse problem. It is beneficial to solve linear inverse
problems in a sparser domain [33]. In this case, it is significant to process the azimuth periodically
gapped raw data in a sparser domain. In Section 2.1, a phase compensation function is designed
to match the azimuth periodically gapped raw data in the range frequency domain. The phase
compensation is implemented on raw data to remove modulation in the range direction and reduce
most modulation in the azimuth direction. The data are compressed along the range direction in
the range time domain due to the removal of range modulation. Moreover, the data are coarsely
compressed along the azimuth direction in the azimuth frequency domain because of the reduction
of the azimuth modulation. The azimuth frequency domain is also known as the Doppler domain.
Therefore, the data are coarsely compressed in the range of the Doppler domain along both the range
and azimuth direction after phase compensation. In other words, the energy of the data is more
concentrated in the range of the Doppler domain after phase compensation. As a result, the gapped
data become sparser in the range of the Doppler domain. Consequently, it is proper to restore the
gapped data in the range of the Doppler domain after phase compensation. The description of the
phase compensation function is derived and presented in this part.

In this paper, SAR is assumed to emit a pulse chirp signal and move with a uniform linear motion.
After demodulation to its baseband, the echo data of a single point can be described by the range time
τ and azimuth time η as below:

s(τ, η) = wr

[
τ− 2R(η)

c

]
wa(η) exp

[− j4π f0R(η)
c

]
× exp

{
jπKr

[
τ− 2R(η)

c

]2}
, η ∈ QD

(1)

In Equation (1), the amplitude factors are neglected. wr is the range envelope, and wa is the
azimuth envelope. The velocity of light is denoted as c. The range frequency modulation rate is
denoted as Kr. R(η) is the slant range between the target and radar at η, f0 is the carrier frequency,
and j is the imaginary unit. The complete SAR raw dataset is defined as a matrix with the size of
Nr × Na. The complete SAR raw data have Nr and Na sampling points in the range and azimuth
directions, respectively. Set D is defined as a set that includes indices of the available data in the azimuth
periodically gapped raw data. The quantity of elements in set D is represented as ND. In comparison
with the complete SAR raw data, the set of available azimuth sampling time in the azimuth periodically
gapped data is denoted as QD.
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The slant range model can be regarded as a parabolic approximation of the Taylor expansion,
as below:

R(η) =
√

R2
0 + (vη)2 ≈ R0 +

v2η2

2R0
(2)

In Equation (2), v represents the velocity of the SAR platform, and R0 represents the closest slant
range. By operating Fourier transform (FT) along the range direction, the signal can be approximated
as below:

S( fτ, η) = Wr( fτ)wa(η) exp
(
− jπ f 2

τ

Kr

)
exp

[
− j4π

( f0 + fτ)R(η)

c

]
(3)

Inspired by PFA [32], the phase compensation function is designed as below:

θ( fτ, η) = exp
(

jπ f 2
τ

Kr

)
exp

[ j4π( f0 + fτ)Rre f (η)

c

]
(4)

The reference slant range at the azimuth time is presented in the following formula:

Rre f (η) =
√

R2
0,re f + (vη)2 ≈ R0,re f +

v2η2

2R0,re f
(5)

In Equation (5), R0,ref is the closest reference slant range. Afterwards, the signal after multiplication
with the phase compensation function can be expressed as below:

Sc( fτ, η) = S( fτ, η)θ( fτ, η)

= Wr( fτ)wa(η) exp
{
− j4π( f0+ fτ)[R(η)−Rre f (η)]

c

}
(6)

By implementing inverse FT to Sc(τ,fη) along the range direction, the result can be presented
as below:

sc(τ, η) = pr

⎧⎪⎪⎨⎪⎪⎩τ−
2
[
R(η) −Rre f (η)

]
c

⎫⎪⎪⎬⎪⎪⎭wa(η) exp

⎧⎪⎪⎨⎪⎪⎩− j4π f0

[
R(η) −Rre f (η)

]
c

⎫⎪⎪⎬⎪⎪⎭ (7)

In Equation (7), pr denotes the sinc function in the range direction. Substituting Equations (2) and
(5) into Equation (7), sc(τ,η) can be presented as follows:

sc(τ, η) = pr

{
τ− 2[R(η)−Rre f (η)]

c

}
wa(η) exp

{
− j4π f0

(R0−R0,re f )
c

}
exp

{− j2π f0v2

c

(
1

R0
− 1

R0,re f

)
η2
}

(8)

As illustrated in Equation (8), the second exponential term shows that the bandwidth of the
azimuth modulation is almost removed after phase compensation in the range frequency. In addition,
the signal has been compressed in the range direction, as the range modulation has been removed
by phase compensation in the range frequency. Consequently, sc(τ,η) is considered to be coarsely
compressed in the range of the Doppler domain. In other words, the Sc(τ,fη) is coarsely compressed.

The coarse compression in the range of the Doppler domain after phase compensation is presented
in Figures 3 and 4. Figures 3 and 4 demonstrate the coarse compression of point targets and real SAR
data, respectively. In the depiction of the coarse compression of point targets, nine point targets are
positioned to generate echo data. A distribution of the nine point targets is displayed in Figure 3a.
The original echo data in the time domain are shown in Figure 3b. As shown in Figure 3b, the original
echo data are dense in the time domain. Figure 3c,d illustrates the original echo data and the data with
compensation in the range of the Doppler domain, respectively. Figure 3c shows that the original echo
data are also dense in the range of the Doppler domain. Figure 3d indicates that the data become sparser
around the Doppler domain after phase compensation in the range of the frequency domain. Figure 4a
shows the original echo data for real SAR data in the time domain, and Figure 4b demonstrates the
original echo data for real SAR data in the range of the Doppler domain. Moreover, the real SAR data
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in the range of the Doppler domain after phase compensation is presented in Figure 4c. Figure 4c
illustrates the real SAR data in coarse compression in the range of the Doppler domain after phase
compensation. The s(τ,η) denotes the original echo data in the time domain. The s(τ,fη) denotes the
original echo data in the range of the Doppler domain. The Sc(τ,fη) denotes the data in the range of the
Doppler domain after phase compensation.

  

(a) Distribution of nine points 
(b) original echo data in the time 

domain, s( , ) 

  

(c) original echo data in the range of the 
Doppler domain, s( ,f ) 

(d) data in the range of the Doppler 
domain after phase compensation, 

Sc( ,f ) 

Figure 3. Coarse compression of point targets: (a) distribution of nine points; (b) original echo data in
the time domain, s(τ,η); (c) original echo data in the range of the Doppler domain, s(τ,fη); and (d) data
in the range of the Doppler domain after phase compensation, Sc(τ,fη).

To further verify the coarse compression in the range of the Doppler domain after phase
compensation, the analysis of coarse compression is listed in Table 1. Image contrast (IC) [35] and
Image Entropy (IE) [36] are chosen as the criteria to assess the sparsity of the original echo data in the
time domain, the original echo data in the range of the Doppler domain, and the data in the range of the
Doppler domain after phase compensation. The IE and IC in Table 1 are all obtained with whole images
in Figure 3b–d, Figure 4a–c. The more concentrated the energy of the SAR image is, the sparser the
SAR image is. Moreover, if the energy of the SAR image is more concentrated, the IC of the SAR image
has an increasing trend, and the IE of SAR image has a decreasing trend. As demonstrated in Table 1,
the data in the range of the Doppler Domain after phase compensation have the largest IC and smallest
IE for point targets and real SAR data, in contrast with the original echo data in the time domain and
the range of the Doppler domain. As demonstrated in Table 1, the effect of concentrating the energy of
data is more apparent in point scatters than in real SAR data. Similarly, the presented transformation
for making data sparser also has a limited effect on surface scatters. Consequently, it can be concluded
that the data in the range of the Doppler Domain after phase compensation are sparser than the original

146



Remote Sens. 2019, 11, 2698

echo data in the time domain and the Doppler domain. In summary, the SAR data become much
sparser around the Doppler domain after phase compensation in the range frequency domain.

  
(a) Original echo data in the time 

domain, s( , ) 
(b) original echo data in the range of the Doppler 

domain, s( ,f ) 

 
(c) data in the range of the Doppler domain after phase compensation, Sc( ,f ) 

Figure 4. The coarse compression of real SAR data: (a) original echo data in the time domain, s(τ,η);
(b) original echo data in the range of the Doppler domain, s(τ,fη); and (c) data in the range of the
Doppler domain after phase compensation, Sc(τ,fη).

Table 1. Analysis of coarse compression.

IE IC

Point Target Real SAR Data Point Target Real SAR Data

s(τ,η) 15.6475 13.9677 1.3344 1.1625
s(τ,fη) 15.3237 13.8575 1.8670 1.4381

Sc(τ,fη) 8.5858 13.1141 344.5768 11.6098

Although the proposed phase compensation function is effective in the described scenario in
Section 2.1, it also has limitations. The compensation occurs only for the reconstruction strategies
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because the interpolation error is data dependent. The proposed method performs satisfactorily over
point scatters while the performance of the proposed method over surface scatters may decrease. If the
platform of SAR has complicated motion rather than uniform linear motion, the approximation in
Equation (5) may become invalid. A possible solution for the inaccuracy of Equation (5) is to develop
a more accurate range model to accommodate for complicated motion. In addition, the proposed
transformation does not consider high squint. Consequently, the proposed phase compensation
requires extension in the scenario with high squint. Moreover, the proposed transformation may
perform better in a wide-swath scenario with the implementation of a proper sub-block partition.

2.2. Restoration via Deconvolution

As presented in Section 2.1, the raw data become sparser in the range of the Doppler domain
after phase compensation in the range of the frequency domain. Hence, it is feasible to recover the
azimuth periodically gapped raw data in the Doppler domain after phase compensation. In this part,
the description of restoring the azimuth periodically gapped raw data in the Doppler domain via
complex deconvolution is presented.

Figure 5 describes the sampling of SAR azimuth periodically gapped data. The shadow square
represents the received pulse and the white square represents the gapped pulse. The complete dataset
has Na sampling pulses, while the gapped data have ND sampling pulses in the azimuth direction.
The azimuth periodically gapped data has NC clusters of samples, and each cluster contains MR

available pulses and MG gapped pulses. MP denotes the periodicity of the gapping and equals the
sum of MR and MG. Therefore, Na=(MR+MG)NC=MPNC and ND=MRNC. In this paper, the proposed
method is developed to cope with the SAR data, which is periodically gapped in the azimuth direction.
As a result, the structure of the periodically gapped data is exploited to derive restoration with complex
deconvolution in the following section.

Figure 5. Sampling of the SAR azimuth periodically gapped data.

Figure 6 demonstrates filling gaps with zeros. As shown in Figure 6, the positions of gaps are filled
with zero vectors. A zero vector has the same size as the pulse in the echo data. Therefore, the size of
the data is Nr×Na after the adding zeros operation.

 

Figure 6. Demonstration of filling gaps with zeros.
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After zero padding in the gapped positions of the azimuth gapped data, the azimuth periodically
gapped raw data can be treated as the multiplication between the complete raw data and the rectangular
pulse sequence. The rectangular pulse sequence can be expressed as follows:

y(m) =

{
1, 1 ≤ mod(m, MP) ≤MR

0, MR + 1 ≤ mod(m, MP) ≤MP
m = 1, 2, 3, . . . , Na (9)

In Equation (9), the mod (m,MP) denotes modulo operation, where m is the dividend and MP is
the divisor. The modulo operation returns the remainder after the division of m by MP.

Figure 7 presents the demonstration of the rectangular pulse sequence. The rectangular pulse
sequence is acquired according to Equation (9). In Figure 7, O denotes the origin of coordinates.
The y(m) is plotted on the vertical axis against m on the horizontal axis in Figure 7. The black solid
lines in Figure 7 represent elements that equal “1” in the rectangular pulse sequence, and the red solid
lines in Figure 7 represents elements that equal “0” in the rectangular pulse sequence. The y(m) is an
Na×1 vector.

Figure 7. Demonstration of rectangular pulse sequence.

Azimuth periodically gapped raw data can be regarded as the multiplication between the
complete raw data and rectangular pulse sequence in the azimuth time domain after zero padding.
Hence, the azimuth spectrum of gapped data after zero padding can be represented as the convolution
between the azimuth spectrum of complete data and the spectrum of the rectangular pulse sequence.
Consequently, it is feasible to restore the azimuth spectrum of complete data by deconvoluting the
azimuth spectrum of the azimuth periodically gapped data with the spectrum of the rectangular pulse
sequence. In complex deconvolution, the spectrum of the rectangular pulse sequence acts as the point
spread function. Therefore, it is necessary to derive the expression for the spectrum of the rectangular
pulse sequence.

The expression for the spectrum of the rectangular pulse sequence in the discrete domain is
derived with Equation (9) and the definition of Fast Fourier Transform (FFT), as follows:

Y(k) =
Na∑

m=1
y(m)W(m−1)(k−1)

Na

= (W0·(k−1)
Na

+ W1·(k−1)
Na

+ W2·(k−1)
Na

+ · · ·+ W(MR−1)·(k−1)
Na

)(1 + q + q2 + . . .+ qNC−1)

k = 1, 2, 3, . . . , Na

(10)

The definitions of WNa and q are expressed in Equations (11) and (12), as follows:

WNa = e− j 2π
Na (11)

q = WMP(k−1)
Na

(12)

As shown in Equation (10), the spectrum of the rectangular pulse sequence can be represented as
the multiplication of two geometric sequences. According to the summation formula of the geometric
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sequence, the spectrum of the rectangular pulse sequence in the discrete domain can be expressed as
follows:

Y(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
MRNC , k = 1
1−WMR(k−1)

Na
1−Wk−1

Na

· 1−qNC

1−q , k = 2, 3, . . . , Na
(13)

Figure 8 presents the procedure for restoration via complex deconvolution. The azimuth
periodically gapped raw data are processed in the Doppler domain after phase compensation.
The g(τ,η) denotes the azimuth periodically gapped data after phase compensation in the range
frequency domain and a subsequent adding zeros operation in the time domain. The adding zeros
operation fills the positions of gaps with zero vectors. The size of the g(τ,η) is Nr×Na. The sc(τ,η)
denotes the complete echo data in the time domain after phase compensation in the range frequency
domain. The size of sc(τ,η) is Nr×Na.

 

Figure 8. Procedure of restoration via complex deconvolution.

The Na×1 vector x is defined as the transposed vector of any range time τ in the data sc(τ,η).
The Na×1 vector z is defined as the transposed vector of any range time τ in the data g(τ,η). Thus, there
exists a connection, as follows:

z = y ◦ x (14)

In Equation (14), the ◦ denotes the pointwise multiplication operation between two vectors. On the
basis of the properties of Fourier transform, the relationship between the spectrums of x, y, and z can
be expressed as follows:

Z = Y�X (15)
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In Equation (15), � denotes the circular convolution operation between two vectors. As the
lengths of X, Y, and Z are all Na, the convolution in Equation (15) is circular convolution rather than
linear convolution.

This is the key point to solving the unknown X with the known Y and Z in Equation (15). To solve
this deconvolution problem more conveniently, it is feasible to transform Equation (15) into another
discrete linear system, as follows:

Z = ΨX (16)

In Equation (16), the matrixΨ is the circular convolution operator. Multiplication between the
matrixΨ and the vector X equals the circular convolution between vector Y and vector X. The matrixΨ
is a circulant matrix, which is formed with vector Y according to the definition of circular convolution.
The matrixΨ can be expressed as follows:

Ψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Y(Na) Y(Na − 1) Y(Na − 2) Y(Na − 3) · · · Y(1)
Y(1) Y(Na) Y(Na − 1) Y(Na − 2) · · · Y(2)
Y(2) Y(1) Y(Na) Y(Na − 1) · · · Y(3)

...
...

...
...

. . .
...

Y(Na − 2) Y(Na − 3) Y(Na − 4) Y(Na − 5) · · · Y(Na − 1)
Y(Na − 1) Y(Na − 2) Y(Na − 3) Y(Na − 4) · · · Y(Na)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(17)

As shown in Equation (17), the matrixΨ has a form where each row is a cyclic shift of the row
above it. The size of the matrixΨ is Na×Na.

Consequently, the deconvolution problem is transformed by estimating the unknown X from
the known Z andΨ. This problem can be cast as a linear inverse problem, and the ISTA is capable
of dealing with this problem. The ISTA (Iterative Shrinkage-Thresholding Algorithm) [33] solves
the linear inverse problem via the method of l1 regularization. The deconvolution belongs to an
ill-conditioned problem and has a very large norm. In this case, regularization is utilized to replace the
large norm by approximants with a smaller norm, so numerically stable solutions can be defined and
used as meaningful approximations of the true solution corresponding to the exact data [33]. The l1
regularization seeks to find the solution of

min
X

{
F(X) ≡ ‖ΨX−Z‖2 + β‖X‖1

}
(18)

In Equation (18), the ||•||1 stands for the sum of the absolute values of the components of X.
The general step of ISTA is

Xp+1 = Γβt
[
Xp − 2tΨT(ΨXp −Z)

]
(19)

In Equation (19), t is the proper stepsize, p denotes the iteration number, and Γα is the shrinkage
operator defined as

Γβt(B) = max(|B| − βt, 0)sgn(B) (20)
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In Equation (20), the max(·) denotes finding the maximum value operation and the sgn(·) denotes
the sign function. As the sign function is included in Equation (20), the shrinkage operator in
Equation (20) can only be implemented in the field of real numbers. However, SAR data are complex
data. To process complex data, the shrinkage operator needs modification. The modified shrinkage
operator for dealing with complex data is given in [37], as follows:

Γβt(B) = max(|B| − βt, 0)
B
|B| (21)

With the implementation of ISTA via Equations (19) and (21), X can be restored from the known
Y and Z via complex deconvolution. Consequently, the azimuth spectrum of complete data can be
recovered by deconvoluting the azimuth spectrum of the azimuth periodically gapped data with the
spectrum of the rectangular pulse sequence in the range of the Doppler domain. The estimation of
Sc(τ,fη) is denoted as Ŝc(τ, fη), which is restored from g(τ,f η) and Y via the operation of deconvolution.
Then, the recovery of the two-dimensional (2D) spectrum of the raw data can be acquired as follows:

Ŝ2df( fτ, fη) = FTa
{
FTr
{
IFTa

[
Ŝc(τ, fη)

]}
·conj[θ( fτ, η)]

}
(22)

The IFTa[·] denotes inverse Fourier Transform (FT) along azimuth direction. FTa[·] denotes the FT
along the azimuth direction. FTr[·] denotes the FT along the range direction and conj[·] represents the
conjugate operation. After the raw data have been recovered, traditional SAR imaging algorithms are
capable of focusing the recovered SAR raw data.

2.3. Range Migration Algorithm

A brief introduction on the Range Migration Algorithm (RMA) is presented in this section.
The RMA is proposed with the condition of uniform linear motion. By operating two-dimensional (2D)
FT on Equation (1) along with the range model in Equation (2), the expression of the 2D spectrum of
the echo signal can be given as follows:

S2df( fτ, fη; T) = Wr( fτ)Wa( fη) exp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣− j
4πr

c

√
( f0 + fτ)

2 − c2 f 2
η

4v2 − jπ
f 2
τ

Kr

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (23)

In Equation (23), fτ and fη are the range frequency and azimuth frequency. In addition, Wr(•) is
the envelope of the range frequency and Wa(•) is the envelope of the azimuth frequency.

The first key step in RMA is the Reference Function Multiplication (RFM). The reference function
in the 2D frequency domain can be selected as conj[S2df(fτ,fη;Tref)], which is the conjugated 2D
spectrum of the reference target. Tref represents the reference point target, and conj[•] represents the
conjugation operation.

The step of the RFM operation can be given as follows:

SRFM( fτ, fη; T) = S2df( fτ, fη; T)conj
[
S2df( fτ, fη; Tref)

]
= Wr( fτ)Wa( fη) exp

⎡⎢⎢⎢⎢⎢⎣− j
4π(r−rre f )

c

√
( f0 + fτ)

2 − c2 f 2
η

4v2

⎤⎥⎥⎥⎥⎥⎦ (24)

The RFM operation totally removes the range migration of every target in the reference
range. However, the RFM only partly removes the range migration of each target in other ranges.
Hence, a subsequent Stolt interpolation is used to cancel the residual quadratic and higher order phase
modulation. In uniform linear motion, the Stolt interpolation is presented as follows:
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√
( f0 + fτ)

2 − c2 f 2
η

4v2 = f0 + f ′τ (25)

By performing the Stolt interpolation, the SAR data are transformed into a new 2D frequency
domain (fτ’, f η), as follows:

S′RFM( f ′τ, fη; T)

= Wr( f ′τ)Wa( fη) exp
[
− j

4π(r−rre f )

c ( f0 + f ′τ)
] (26)

By operating the 2D Inverse FT according to Equation (26), the echo data can be transformed into
the time domain. Consequently, a well-focused SAR image is obtained as follows:

I′RFM(τ, η; T) = sin c
[
τ− 2(r− rre f )

c

]
sin c(η) (27)

2.4. Procedure of Proposed Method

Figure 9 illustrates the flowchart of the proposed method. In the flowchart, IFFT denotes inverse
FFT. The proposed method is generally comprised of three parts: phase compensation, restoration via
complex deconvolution, and recovered data focusing. In phase compensation, the azimuth periodically
gapped raw data are multiplied with θ(fτ,η)|η∈QD in the range frequency domain. Θ(fτ,η)|η∈QD is the
phase compensation function for the azimuth periodically gapped data. After phase compensation
in the range frequency domain, the gapped data are transformed back to the time domain and
become sparser in the Doppler domain. The restoration via deconvolution starts with filling the
azimuth gaps with zeros. Then, the estimation of Sc(τ,fη) is recovered with g(τ,fη) and Y via the
operation of complex deconvolution. Complex deconvolution is implemented by seeking the solution
for Equation (18). After estimating Sc(τ,fη), the recovery of the 2D spectrum of the raw data can
be obtained with Equation (22). As the 2D spectrum of raw data is recovered, the focused image
can be acquired via recovered data focusing. The RMA is selected to focus the recovered data.
The RFM and a subsequent Stolt interpolation are implemented to the recovered 2D spectrum of raw
data. RFM and Stolt interpolation are two key steps in RMA. Afterwards, the focused image can be
obtained by transforming the data into the time domain by 2D IFFT. The computational complexity
of phase compensation is O(2NDNrlog2(Nr)+ NDNr). The computation complexity of restoration via
deconvolution is O((Na-ND)Nr +3NaNrlog2(Na)+5PNaNr+ NaNrlog2(Nr)+ NaNr). The computation
complexity of recovered data focusing is O(NaNr +NaNrlog2(Na)+ NaNrlog2(Nr)+ 8NaNr).
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Figure 9. Flowchart of the proposed method.

3. Experimental Results

Experiments were implemented to assess the effectiveness of the proposed method.
Firstly, the point target simulation was undertaken to demonstrate the validity of the proposed
method. Then, the effectiveness of the proposed method was further validated with surface target
simulation. Finally, real SAR data were utilized to demonstrate the performance of the proposed method.

3.1. Point Target Simulation

To appraise the performance of the proposed method, point target simulation was employed.
Point target simulation was implemented under the condition of monostatic SAR by emitting a pulse
linear frequency modulation signal. The system parameters for simulation are given in Table 2. In point
target simulation, the resolution was expected to achieve 0.5 m in the range direction and the azimuth
direction. The mode of SAR operation was chosen as the spotlight SAR in point target simulation due
to the demand of resolution.

Table 2. System parameters for point target simulation.

Parameter Name Value Units

Slant range of scene center 8 km
Transmitted pulse duration 2 μs

Signal bandwidth 300 MHz
Range sampling rate 360 MHz

Pulse repetition frequency 1536 Hz
Radar center frequency 10 GHz

Radar velocity 120 m/s
Range resolution 0.5 m

Azimuth resolution 0.5 m
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Figure 10 displays the distribution of point targets in simulation. Nine point targets were
positioned for point target simulation; these targets were labeled from T1 to T9. The size of the
complete SAR raw data in the point target simulation was 5120×3072. The complete data had 5120 and
3072 sampling points in the range and azimuth direction.

Figure 10. Distribution of point targets in simulation.

The azimuth periodically gapped SAR raw data for simulation was obtained by generating a new
matrix with extracting columns from complete SAR raw data periodically. In simulation, the gapped
SAR data were generated via gapping every 16 pulses, and the size of the gapped data was 5120×1536.
The parameter MR was selected to be 16, and the parameter MG was chosen to be 16 in the point target
simulation. The gapping rate for point target simulation was 50% in the azimuth direction. In the point
target simulation, the parameter β was set as 0.25, and the iteration number was set as 1000. Stepsize t
was set as the maximum singular value of the matrixΨ.

The focused results of the point target simulation are illustrated from Figures 11–13. The focused
results of the placed nine point targets are depicted in Figures 11a, 12c and 13c. In Figures 11–13,
the contour plots of the interpolated impulse response functions of the focused nine point targets are
illustrated. The contour lines of -3 dB, -13 dB, -20 dB, and -30 dB were chosen to present the focused
point targets. As displayed in Figures 11–13, all nine point targets were focused satisfactorily.

  
(a) Focused result of T1 (b) focused result of T2 

Figure 11. Cont.
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(c) focused result of T3 

Figure 11. Focused point target results of T1, T2, and T3: (a) focused result of T1; (b) focused result of
T2; and (c) focused result of T3.

(a) Focused result of T4 (b) focused result of T5 

 
(c) focused result of T6 

Figure 12. Focused point target results of T4, T5, and T6: (a) focused result of T4; (b) focused result of
T5; and (c) focused result of T6.

  
(a) Focused result of T7 (b) ) Focused result of T8 

Figure 13. Cont.
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(c) Focused result of T9 

Figure 13. Focused point target results of T7, T8, and T9: (a) focused result of T7; (b) focused result of
T8; and (c) focused result of T9.

Figures 14–16 demonstrate the one-dimensional (1D) azimuth profiles of the imaged nine point
targets via the adding zeros operation and the proposed method. The adding zeros operation entailed
filling the gapping positions in the azimuth direction with zeros and the subsequent implementation
of RMA. The existence of fake targets in the azimuth direction was the main problem in focusing
azimuth periodically gapped data, which was caused by periodical azimuth gapping. As shown in
Figures 14–16, the fake targets were obviously suppressed via the implementation of the proposed
method. Consequently, it can be concluded that the proposed method performed well in point target
simulations. To assess the validity of the proposed method for point target simulation, the analysis of
point target simulation is listed in Section 4.

  
(a) 1D azimuth profile obtained by the adding 

zeros operation 
(b) 1D azimuth profile obtained by the 

proposed method 

Figure 14. 1D Azimuth profiles of T1, T2, and T3: (a) 1D azimuth profile obtained by the adding zeros
operation; and (b) 1D azimuth profile obtained by the proposed method.

  
(a) 1D azimuth profile obtained by the adding 

zeros operation 
(b) 1D azimuth profile obtained by the 

proposed method 

Figure 15. 1D Azimuth profiles of T4, T5, and T6: (a) 1D azimuth profile obtained by the adding zeros
operation; and (b) 1D azimuth profile obtained by the proposed method.
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(a) 1D azimuth profile obtained by the adding 

zeros operation 
(b) 1D azimuth profile obtained by the 

proposed method 

Figure 16. 1D Azimuth profiles of T7, T8, and T9: (a) 1D azimuth profile obtained by the adding zeros
operation; and (b) 1D azimuth profile obtained by the proposed method.

3.2. Surface Target Simulation

The surface target simulation is presented in this part that verified the effectiveness of the proposed
method. Many point targets were placed to form a surface target with the shape of capital letter “T”.
The surface target simulation was carried out with the system parameters in Table 3. The complete
raw SAR data in surface target simulation were a 3256×4096 matrix, which had range sampling points
and azimuth sampling pulses. In surface target simulation, the gapped SAR data were generated by
gapping every 16 pulses, and the size of the gapped data was 3256×2048. The parameter MR was
chosen to be 16, and the parameter MG was selected to be 16 in the surface target simulation. The loss
rate in surface target simulation was 50% in the azimuth direction. In the surface target simulation,
the parameter βwas set as 0.25, and the iteration number was set as 1000. Stepsize t was selected as the
maximum singular value of the matrixΨ.

Table 3. System parameters for surface target simulation.

Parameter Name Value Units

Slant range of scene center 8 km
Transmitted pulse duration 2 μs

Signal bandwidth 600 MHz
Range sampling rate 720 MHz

Pulse repetition frequency 1024 Hz
Radar center frequency 10 GHz

Radar velocity 120 m/s
Range resolution 0.25 m

Azimuth resolution 0.25 m

Figure 17 demonstrates the results of surface target simulation with the adding zeros operation
and the proposed method. Figures 18–20 illustrate the 1D azimuth profiles of results in surface target
simulation via the adding zeros operation and the proposed method. The 1D azimuth profiles in
Figures 18–20 are selected at -150 m, 0 m and 150 m in range direction, respectively. As shown in
Figure 17a, many fake targets exist in the result obtained by the adding zeros operation. In contrast,
Figure 17b demonstrates that fake targets were obviously suppressed with the implementation of
the proposed method. Furthermore, the 1D azimuth profiles in Figures 18–20 present more detailed
comparison between results obtained by the adding zeros operation and the proposed method.
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(a) Result obtained by the adding zeros operation (b) result obtained by the proposed method 

Figure 17. Imaged results of surface target simulation: (a) result obtained by the adding zeros operation;
and (b) result obtained by the proposed method.

(a) 1D profile of the result obtained by the 
adding zeros operation 

(b) 1D profile of the result obtained by the 
proposed method 

Figure 18. 1D profiles of results at -150 m in range direction: (a) 1D profile of the result obtained by the
adding zeros operation; and (b) 1D profile of the result obtained by the proposed method.

 
(a) 1D profile of the result obtained by the 

adding zeros operation 
(b) 1D profile of the result obtained by the 

proposed method 

Figure 19. 1D profiles of results at 0 m in range direction: (a) 1D profile of the result obtained by the
adding zeros operation; and (b) 1D profile of the result obtained by the proposed method.
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(a) 1D profile of the result obtained by the 

adding zeros operation 
(b) 1D profile of the result obtained by the 

proposed method 

Figure 20. 1D profiles of results at 150 m in range direction: (a) 1D profile of the result obtained by the
adding zeros operation; and (b) 1D profile of the result obtained by the proposed method.

3.3. Real SAR Data Processing

Real SAR data were utilized to demonstrate the validity of the proposed method. The real SAR
data for this experiment were collected by Sentinel-1A. The size of the complete real SAR data was
8192×8192. In other words, the complete real SAR data had 8192 sampling points in the range direction
and 8192 sampling pulses in the azimuth direction.

The azimuth periodically gapped SAR raw data for the real SAR data processing were acquired
by constructing a new matrix via extracting columns from complete real SAR data. In real SAR data
processing, the gapped SAR data were obtained by gapping every 16 pulses, and the size of the gapped
data was 8192×4096. The parameter MR was chosen to be 16, and the parameter MG was supposed to
be 16 in real SAR data processing. The gapping rate for real data processing was 50% in the azimuth
direction. In real SAR data processing, the parameter βwas set as 0.25, and the iteration number was
set as 800. The stepsize t was set as the maximum singular value of the matrixΨ.

Figure 21 depicts the results of real SAR data processing. Figure 21a shows the imaging result
obtained from the complete raw data via RMA. Figure 21b demonstrates the imaging result acquired
via the adding zeros operation from the gapped data. The result in Figure 21b was acquired via filling
the gapping positions in the azimuth direction with zeros and the subsequent implementation of
RMA. Figure 21c illustrates the imaging result acquired with PG-APES. The PG-APES used to obtain
Figure 21c was implemented by recovering the gapped data via PG-APES in the range of the Doppler
domain and the subsequent operation of the RMA. Figure 21d is the imaging result acquired with
the Burg algorithm. The image result in Figure 21d was obtained by recovering the gapped data via
the method in [15] and a subsequent implementation of RMA. Figure 21e displays the imaging result
acquired with the method in reference [23]. Figure 21f shows the imaging result acquired with the
proposed method. In real SAR data images, the range and azimuth directions were the vertical and
horizontal directions, respectively.
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(a) Result acquired from the complete data 
(b) result acquired by the adding zeros 

operation from gapped data 

  
(c) result acquired with PG-APES from gapped 

data 
(d) result acquired with the Burg algorithm 

from gapped data 

  
(e) result acquired with the method in [23] 

from gapped data 
(f) result acquired with the proposed method 

from gapped data 

Figure 21. Results of real SAR data: (a) Result acquired from the complete data; (b) result acquired by
the adding zeros operation from gapped data; (c) result acquired with PG-APES from gapped data;
(d) result acquired with the Burg algorithm from gapped data; (e) result acquired with the method
in [23] from gapped data; and (f) result acquired with the proposed method from gapped data.
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As demonstrated in Figure 21b, the phenomenon of ghost targets exists in the azimuth direction due
to azimuth periodical gapping. With the application of different methods, the phenomenon of ghost targets
was suppressed in different degrees via the demonstration in Figure 21c–f. Figure 21c,d,f indicates that the
proposed method performed better than the PG-APES and Burg algorithm in suppressing ghost targets in
the azimuth direction. Moreover, Figure 17e illustrates that the method in [23] performed competently in
suppressing ghost targets. However, as shown in Figure 17e, unexpected fake strong scatters were induced
by the method in [23] when MR and MG were both set as 16. Consequently, it can be concluded that the
proposed method performed better than the other four methods in suppressing ghost targets. The validity
of the proposed method for real SAR data is demonstrated in Figure 21f.

To demonstrate the validity of the proposed method further, three local regions were chosen to
show more details. The three chosen regions are displayed in Figure 22 and are identified with red
boxes. The results of the enlarged local regions of real SAR data are demonstrated in Figures 23–25.
The displayed enlarged local regions were acquired in six different ways. These six methods are as
follows: obtaining the image from complete data via RMA, obtaining the image from the gapped
data by adding zeros, obtaining the image from gapped data via PG-APES, obtaining the image from
gapped data via the Burg algorithm, obtaining the image from the gapped data via the method in [23],
and obtaining the image from the gapped data via the proposed method. The validity of the proposed
method is verified further by Figures 23–25.

 

Figure 22. Chosen regions in real SAR data.

  
(a) Complete data (b) adding zeros operation 

Figure 23. Cont.
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(c) PG-APES (d) Burg algorithm 

  
(e) the method in [23] (f) the proposed method 

Figure 23. Results of Region 1: (a) complete data; (b) adding zeros operation; (c) PG-APES; (d) Burg
algorithm; (e) the method in [23]; and (f) the proposed method.

  
(a) Complete data (b) adding zeros operation 

  
(c) PG-APES (d) Burg algorithm 

  
(e) the method in [23]; (f) the proposed method 

Figure 24. Results of Region 2: (a) complete data; (b) adding zeros operation; (c) PG-APES; (d) Burg
algorithm; (e) the method in [23]; and (f) the proposed method.
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(a) Complete data (b) adding zeros operation 

  
(c) PG-APES (d) Burg algorithm 

  
(e) the method in [23]; (f) the proposed method 

Figure 25. Results of Region 3: (a) complete data; (b) adding zeros operation; (c) PG-APES; (d) Burg
algorithm; (e) the method in [23]; and (f) the proposed method.

4. Discussion

The focused results in Section 3 demonstrate the effectiveness of the proposed method. To evaluate
the validity of the proposed method further, several criteria were selected to analyze the results of
point target simulation and real SAR data processing.

To evaluate the performance of the proposed method on point target simulation, the impulse
response width (IRW), peak sidelobe ratio (PSLR), and integrated sidelobe ratio (ISLR) were chosen
as criteria for assessing the quality of focused point targets. To ensure the quality of focused point
targets, the PSLR and ISLR are supposed to be less than -13 dB and -10.15 dB, respectively. In addition,
because IRW is regarded as the image resolution in the scenario of SAR image, the IRW should not be
inferior to 0.5 m when the resolution is expected to attain 0.5 m. In this paper, the main lobe width in
ISLR is set to two times the IRW.

The analysis of the focused results in the point target simulation is illustrated in Table 4.
As demonstrated in Table 4, all the focused point targets achieved the requirements of IRW, PSLR,
and ISLR in both the range and azimuth direction. Table 5 demonstrates the analysis of fake targets
in point target simulation. Row 1 contains 1D azimuth profiles of T1, T2, and T3. Row 2 contains 1D
azimuth profiles of T4, T5, and T6. Row 3 contains 1D azimuth profiles of T7, T8, and T9. The amplitude
of the highest fake target in each row is listed in Table 5. As shown in Table 4, fake targets were
obviously suppressed with the implementation of the proposed method. Therefore, it can be concluded
that the proposed method performed satisfactorily in point target simulation.
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Table 4. Analysis of point target simulation with the proposed method.

T
Range Azimuth

IRW (m) PSLR (dB) ISLR (dB) IRW (m) PSLR (dB) ISLR (dB)

1 0.4458 -13.52 -10.89 0.4275 -13.18 -10.61

2 0.4417 -13.42 -10.87 0.4250 -13.23 -10.63

3 0.4455 -13.51 -10.88 0.4263 -13.25 -10.60

4 0.4479 -13.35 -10.57 0.4487 -13.37 -10.88

5 0.4458 -13.22 -10.34 0.4438 -13.12 -10.56

6 0.4460 -13.35 -10.56 0.4500 -13.34 -10.87

7 0.4462 -13.54 -11.08 0.4663 -13.20 -10.62

8 0.4396 -13.38 -10.08 0.4630 -13.06 -10.49

9 0.4462 -13.48 -11.05 0.4665 -13.09 -10.61

Table 5. Analysis of fake targets in the point target simulation.

Row
Method

Adding Zeros Operation The Proposed Method

1 -12.63 dB -49.16 dB

2 -12.54 dB -51.36 dB

3 -11.03 dB -35.75 dB

The analysis of fake targets in the surface target simulation is demonstrated in the Table 6.
In Table 5, Rows 1–3 represent 1D azimuth profiles at -150 m, 0 m and 150 m in the range direction,
respectively. As illustrated in Table 6, fake targets were apparently suppressed with the operation of
the proposed method. Comparing with the point target simulation, the performance of suppression on
fake targets decreased in the surface target simulation.

Table 6. Analysis of fake targets in the surface target simulation.

Row
Method

Adding Zeros Operation The Proposed Method

1 -5.18 dB -10.76 dB

2 -16.63 dB -27.21 dB

3 -16.83 dB -26.31 dB

To analyze the results of real SAR data processing, IE and IC were utilized to assess the imaging
quality of real SAR data results. In addition, the MSE (Mean Square Error) was also utilized to analyze
the results of real SAR data processing. The focused result of complete real SAR data was defined
as the ground truth image in this study. The MSE analysis of real SAR data processing was obtained
with respect to the ground truth image. IE and IC analyses of the real SAR data results are given in
Table 7. The results of the whole scene and local regions are analyzed in Table 7. Generally, better
focusing leads to a larger IC and smaller IE [35,36]. As displayed in Table 7, the proposed method
generally performed better than the adding zeros operation, PG-APES, and Burg algorithm with the
IE and IC criteria. Because of the existence of some fake strong scattering points, the method in [23]
had a larger IC in Region 3 than the proposed method, and the method in [23] had a smaller IE than
the proposed method. The differences among the results acquired via the adding zeros operation,
PG-APES, Burg algorithm, the method in [23], and the proposed method were not apparent in the
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IE criterion. The IE and IC analyses of real SAR data processing were generally consistent with the
results shown in Figures 21 and 23, Figures 24 and 25. The MSE analysis for the results of real SAR data
processing is presented in Table 8. As displayed in Table 8, the proposed method had the lowest MSE
in the whole scene and three regions. Consequently, it can be concluded that the proposed method
performed better than the other methods for MSE in real SAR data processing.

Table 7. IE and IC analysis for the results of real SAR data processing.

IE IC

Whole Region 1 Region 2 Region 3 Whole Region 1 Region 2 Region 3

Complete data 17.02 13.68 14.38 14.30 7.99 12.71 2.54 2.68

Adding zeros 17.15 14.00 14.53 14.44 4.72 7.36 1.74 1.94

PG-APES 17.22 14.25 14.57 14.49 3.55 5.85 1.53 1.67

Burg 17.05 13.79 14.47 14.37 5.89 9.07 1.92 2.10

Method in [23] 16.98 13.65 14.24 14.28 7.60 12.55 2.64 2.67

Proposed method 17.04 13.72 14.41 14.39 9.13 14.29 2.69 2.61

Table 8. MSE analysis for the results of real SAR data processing.

MSE

Whole Region 1 Region 2 Region 3

Adding zeros 1.7382 6.5166 28.2920 15.7520

PG-APES 2.7807 5.1541 15.0794 10.9907

Burg 2.1794 5.4941 30.5636 20.1540

Method in [23] 1.6967 4.0241 22.7452 16.2771

Proposed method 1.0338 3.0572 14.3736 9.2486

5. Conclusions

A novel method for focusing azimuth periodically gapped SAR raw data is proposed and described
in this paper. The proposed method introduces the complex deconvolution into solving the problem of
imaging periodically gapped SAR raw data and offers a robust implementation of deconvolution for
dealing with gapped SAR raw data. The proposed method mainly comprises phase compensation
and recovering the azimuth spectrum of raw data with complex deconvolution. The gapped data
become sparser in the range of the Doppler domain after phase compensation, and the deconvolution
for recovering the azimuth spectrum of the raw data is also implemented in the Doppler domain.
After the recovery of the azimuth spectrum, the RMA is selected to focus the recovered raw data.
The effectiveness of the proposed method was validated via point target simulation. Moreover, real
SAR data were utilized to verify the validity of the proposed method further. The proposed method is
proposed under the consideration of uniform linear motion and side-looking. Future research can be
focused on scenarios of complicated motion or extension towards situation of high squint. In addition,
improvement on the performance of the proposed method over surface scatters also remains to be
investigated in the future.
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Abstract: A market for small drones is developing very fast. They are used for leisure activities and
exploited in commercial applications. However, there is a growing concern for accidental or even
criminal misuses of these platforms. Dangerous incidents with drones are appearing more often, and
have caused many institutions to start thinking about anti-drone solutions. There are many cases
when building stationary systems seems to be aimless since the high cost does not correspond with,
for example, threat frequency. In such cases, mobile drone countermeasure systems seem to perfectly
meet demands. In modern mobile solutions, frequency modulated continuous wave (FMCW) radars
are frequently used as detectors. Proper cooperation of many radars demands their measurements
to be brought to a common coordinate system—azimuths must be measured in the same direction
(preferably the north). It requires calibration, understood as determining constant corrections to
measured angles. The article presents the author’s method of fast, simultaneous calibration of
many mobile FMCW radars operating in a network. It was validated using 95,000 numerical tests.
The results show that the proposed method significantly improves the north orientation of the
radars throughout the whole range of the initial errors. Therefore, it can be successfully used in
practical applications.

Keywords: anti-drone systems; FMCW radars; drones detection; radars calibration

1. Introduction

A market of small unmanned aerial vehicles (UAVs)—commonly called drones—is developing
very fast [1] and is stimulated by a very good quality to price ratio—for a relatively small amount a
drone can be bought that has excellent performance regarding the possibility of flight and shooting
a high-quality video from the air. Unfortunately, the drones could be used not only for commercial,
research, surveillance, fun, or any other legal activities but also as a tool of crime. Sometimes
intentionally, like in the case of drug smuggling across prison walls or dropping explosive materials [2].
Another time inappropriate and dangerous use of drones is caused by curiosity or lack of imagination.
Camera-equipped UAVs can invade people’s privacy or cause a threat to their life. For example,
the report by Bard College’s Center for the Study of the Drone [3] found that 327 incidents between
December 2013 and September 2015 (USA only) posed a "proximity danger" where an unmanned aircraft
got within 500 feet (152.4 m) of a plane, helicopter, or other manned aircraft (involved multiengine
jet aircraft). The above mentioned, as well as similar accidents, have caused many institutions to
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start thinking about anti-drone solutions. In the case of objects permanently threatened by drones,
for example, airports or buildings crucial for national security, stationary anti-drone systems can be
justified. However, there are many cases when using a permanent solution seems to be aimless due
to the high cost of the system not corresponding with threat frequency, for example, mass events or
meetings with very important persons (VIP). For protecting people and objects in such cases, mobile
systems (on vehicle or man-carried) perfectly meet the demands. As an example of such solutions,
anti-drone systems Hawk by Hertz Systems Ltd (Poland) [4] and Radar Backpack Kit by SpotterRF
(USA) [5], are presented in Figure 1.

  

Hawk by Hertz Systems Ltd 
http://thehawksystem.com/pl/ 

Radar Backpack Kit by SpotterRF 
https://spotterrf.com/products/mobile-

solutions/ 

Figure 1. Examples of mobile anti-drone systems.

Many scientists and engineers involved in the development of anti-drone systems agree that a
multi-sensor system could provide a higher probability of drone detection than a single sensor [6–12].
Experiments also suggest that one of the most efficient detectors of UAV is a frequency modulated
continuous wave (FMCW) radar [6–12]. It has a big detection range, transmits low power [13], and
is independent of electromagnetic signals and sounds emitted by drones (UAV operating in a fully
autonomous mode and gliding can be detected, too).

Active radars do measurements in a local polar system, where distance and azimuth of the
detected object are determined. Three-dimensional radars also provide information about the object
elevation. It means that the accuracy of determining the drone localization in a global coordinate
system depends not only on the radar performance but also on the accuracy of the radar coordinates
and spatial orientation relative to the local horizon and the north. Admittedly, using precise Global
Navigation Satellite System (GNSS) positioning, for example, Real Time Kinematic (RTK), can solve
the problem of accurate localization. Orientation angles can also be relatively easily determined in the
case of a stationary system. However, there would be some difficulties in mobile solutions, especially
if the system changes location during the mission. Obviously, some sophisticated techniques, like
Moving Base RTK, can provide precise orientation angles; however, using them is not always possible.
They also do not ensure expected accuracy in every condition and require additional devices and often
specialized knowledge. Although a magnetic compass could be a low-cost and convenient solution, it is
not accurate enough if we consider that accuracy better than 10 is required. Due to magnetic variation,
magnetic deviation, errors connected with radar and magnetic sensor installation on a vehicle, and
method of measurement, accuracy better than 200 is difficult to achieve in a real application.

Long-range FMCW radars used in non-military anti-drone systems have detection ranges of
micro-drones (DJI Phantom sizes) not exceeding 3 km, due to the small radar cross section (RCS) of
such objects [14–17]. However, the classification range has a practical meaning, as anti-drone radars
also detect birds and other small objects. Determining if the object is a drone allows relevant actions to
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be taken. The most common method of classification is the micro-Doppler signature (MDS) analysis.
It allows investigating micromotions of the object detected by the radar. The contributions of the
rotating turbine or propeller blades in radar backscattering in the form of micro-Doppler contents
contain information that there are rotating parts on the object. On this basis, the method distinguishes
a drone from a bird [18–23]. If the analysis of MDS is a classifier, the classification range is about 50%
of the detection range, due to the RCS of the rotating turbine or propeller blades being smaller than the
RCS of the drone body. The classification range is the range in which the classifier works accurately.
Examples of detection and classification characteristics of the DJI Phantom 4 drone for one of the
anti-drone radars are presented in Figure 2. It should be noted that it is currently one of the radars with
the longest range of the micro-drone detection and classification available on the commercial market.

 
Figure 2. DJI Phantom 4 drone detection (upper) and classification (lower) ranges for one of FMCW
radars available on a commercial market (the characteristics were obtained from the manufacturer, who
asked not to disclose the name and model of the radar for obvious reasons).

Considering the real range of non-military FMCW radars and the fact that effective protection of
the area or object requires detection and classification of the drone several hundred meters before the
forbidden zone, it is often necessary to use several mobile systems operating in the network. One of
the key conditions for their proper cooperation is the measurement of azimuths relative to the same
direction (preferably geographical north, also called the true north, or just, the north). Otherwise,
errors will occur in determining the actual location of the drone. In a single-radar system, a large
error in determining the coordinates of the detected object may result in incorrect classification as an
object “violating” or “not violating” the forbidden area (see Figure 3) and, consequently, an inadequate
response. In network systems, where several radars operate in the same area and their coverages
partly overlap, there will be additional uncertainty concerning a location of the detected drone—each
of the radars will indicate different coordinates of the same object (see Figure 4). Moreover, one will
not know how many objects are really in the area. A single drone can be classified as a swarm or vice
versa. All described cases are very undesirable, and their elimination is necessary to ensure the proper
functioning of the anti-drone system.

Due to the fact that non-military anti-drone systems are still developing and many of them are on
a low Technology Readiness Level (TRL) - similarly as some of the radar solutions in this area [3,24],
the market usually offers single radars or radar systems integrated on one platform or assembly set.
It ensures that the measurements are in the same local coordinate system (not necessarily oriented to
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the north). Then, the problem of azimuths misalignment does not exist due to all the devices making
the same constant error in azimuths measurements. However, if single radars are integrated into
a bigger system, where sensors are distributed over a wide area, bringing all the measurements to
a common coordinates system is required. It means that a misalignment reduction of azimuths is
necessary. In other cases, after the transformation of local coordinates of the detected object to the
global one, different results will be obtained, depending on the azimuth error of the particular radar
(see Figure 4).

 

Figure 3. An example of drone misclassification due to a large azimuth error. The radar indicates
“GHOST DRONE” (blue rectangle with a white background), and the system classifies it as an object
that does not violate the airport zone. In fact, “DRONE” (red rectangle with a yellow background)
violates the forbidden zone.

The co-author of the paper has participated in the research project granted by the Polish National
Center for Research and Development since 2017. One of its aims is to develop an anti-drone system
consisting of many mobile sensors (on the vehicles) spread over a wide area. Experiments already
performed in a real environment show the problem of azimuth misalignment of particular sensors.
It causes improper operation of the whole system and repeats every time the vehicles change location.
As an example, the PrintScreen from the developing system console is shown in Figure 4.

 

Figure 4. An example of improper operation of the system due to azimuths misalignment. The system
detected and was tracking three objects instead of one.
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In Figure 4, it can be seen that one object is identified as three by the system due to azimuth
misalignment. The radars one, two, and three made constant azimuths errors of +5.10, −10.30, +14.50,
respectively, relative to the north. The errors were determined using GNSS RTK on a drone and
the radars.

The azimuth misalignment of 50 produces the drone coordinate error of about 87.5 m at a distance
of 1 km (see Figure 5). It means that two radars will determine the coordinates of the same object
differing by 87.5 m. As already mentioned, in mobile systems (especially on vehicles), it is difficult
to obtain the radar azimuths alignment better than 200. Then, the coordinates error will be 364 m
(see Figure 5) at a distance of 1 km. Doubtlessly, this will disturb the proper operation of the system.
Moreover, variable errors of azimuth measurement of both radars will cause a further increase in the
drone position uncertainty. This is a quite serious issue and must be taken into account.

 
Figure 5. The additional error of drone coordinates caused by the azimuth misalignment.

As was mentioned earlier, regarding a permanent system, the azimuths misalignment can be
reduced using, for example, geodetic methods. However, radars in a mobile system can change location
during the mission. Therefore, in new places, they must be aligned to the rest of the system as quickly
as possible. To the best knowledge of the authors, this issue has not been described in publications yet
(probably due to the commercial multi-radars mobile systems are still on low TRL). This statement is
based on an unsuccessful search for a suitable method description. ‘Suitable’ means giving the desired
accuracy at an acceptable time. However, the authors are conscious that this statement may be a kind
of abuse. Research done by the authors shows that, at the moment, in practical applications, each of
the radars is only roughly set separately using magnetic sensors and more advanced devices, such as
gyrocompasses, GNSS RTK, or satellite compasses, are not applied in non-military mobile systems.
Such a method does not ensure the desired accuracy.

This work presents a proposal to solve the problem of azimuths misalignment, consisting of the
initial/coarse orientation of the radar system to the north using a magnetic compass, and then carrying
out a calibration procedure consisting of automatically calculating corrections to azimuths measured
by individual radars. The calibration process uses the "friend" drone flying in autonomous mode along
a fixed route. The position of the drone does not have to be known, and the drone does not need to
communicate with the system. The proposed method is simple, automatic, and requires no specialized
knowledge. It gives very good results and can be successfully applied in real applications.

2. Proposed Method of Reducing the Azimuths Misalignment

In an ideal situation (no measurement errors), the coordinates of the drone detected by the radar
are expressed by the following system of equations:

{
xD_ENU = xR_ENU + D2D·sin(A)

yD_ENU = yR_ENU + D2D·cos(A)
, (1)

where:
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xD_ENU, yD_ENU - true coordinates of the drone in the ENU system (East North Up),
xR_ENU, yR_ENU - true coordinates of the radar in the ENU system,
D2D - horizontal distance (2D) to the drone,
A - azimuth of the drone from the radar position.

However, in real conditions, all quantities occurring on the right side of equations in the system
(1) are affected by errors. Therefore, (1) will take the form

{
x̂D_ENU = xR_ENU + δRP_ENU + (D2D + δD_2D)·sin(A + δA_ENU)

ŷD_ENU = yR_ENU + δRP_ENU + (D2D + δD_2D)·cos(A + δA_ENU)
, (2)

where:

δRP_ENU - radar coordinates determination error,
δD_2D - horizontal distance measurement error,
δA_ENU - azimuth measurement error in the ENU system.

Taking the practical experience in using FMCW radars for drone detection into consideration, it
should be noted:

Note 1.: In practice, the radar position is fixed by GNSS before the operation and taken as a constant
until the radar is moved to a new location. In such a case, δRP_ENU is a constant error. It can be
minimized by using Differential GNSS or GNSS RTK measurement techniques and by mounting
the satellite system antenna centrally above the center of the radar measuring system. As already
mentioned, the GNSS RTK technique is not used in commercial systems. A convenient solution is a
Satellite Based Augmentation System (SBAS)—GNSS augmented by the differential system based on
satellites. This reduces the radar position error to a sub-meter level. It allows omitting it in further
considerations due to a small impact on the final performance of the proposed method.

Note 2.: δD_2D is a random variable with some small constant component resulting from the leveling of
the mobile platform or mounting system of the radar. The constant component can be reduced almost
to zero by using a leveling system and then δD_2D can be modeled as an independent random variable
with a normal standard distribution. Then, the highest probability density is concentrated around zero.
Therefore, δD_2D is also omitted in the proposed method.

Note 3.: δA_ENU is a random variable with a small variable component and a very large constant
component, resulting from magnetic declination and magnetic deviation, radar and compass assembly
on the platform, and the physical possibilities of setting the mobile platform or mounting system of
the radar in the direction indicated by the magnetic compass. In practical applications, the variable
component varies within 10 − 30 (depending on the class of anti-drone radar), while the constant
component can reach 200. Such a large error in measuring the azimuth of the detected object will
result in an error in determining its location (coordinates). According to Equation (2), it will be larger
the greater the distance between the radar and the detected object is (see Figure 5). This will entail
some complications, both in single- and multi-radar systems, which have already been mentioned in
the Introduction.

Bearing in mind Notes 1 to 3, and that

Am = A + δA_ENU → A = Am − δA_ENU, (3)

the system of Equation (1) can be written as

{
x̂D_ENU = x̂R_ENU + Dm2D·cos(Am − δA_ENU)

ŷD_ENU = ŷR_ENU + Dm2D·sin(Am − δA_ENU)
. (4)
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This system has 3 unknowns: The estimated drone position in the ENU system (x̂D_ENU, ŷD_ENU) and
the azimuth measurement error in the ENU system (δA_ENU). The radar measurement results are the
horizontal distance (Dm2D) and the azimuth (Am), where

Dm2D = Dm3D·cos(Em), (5)

and:

Dm3D - the spatial distance (3D) to the detected drone measured by the radar,
Em - the drone elevation measured by the radar or a priori assumed.

Estimated radar coordinates (fixed using DGNSS/SBAS measurement) in the ENU system
(x̂R_ENU, ŷR_ENU) are also known. On the left side of the equations, instead of true coordinates, there
are their estimators, because both the position of the radar and the measurements are burdened with
the errors. The errors were omitted in the system (4); however, they have an impact and cause some
error in determining the coordinates of the detected drone.

From (4), it follows that unambiguous determination of unknowns based on measurements from
a single radar is not possible. The next radar measurement will introduce the next 2 unknowns (new
2D coordinates of the drone), and 2 independent equations. Therefore, regardless of the number of
measurements done by a single radar, the number of independent equations will always be 1 less than
the number of unknowns.

Let us now consider a situation where a few radars in the network are tracking the same object.
Then, the following system of independent equations can be formed

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̂D_ENU1 = x̂R_ENU1 + Dm2D1·cos(Am1 − δA_ENU1)

ŷD_ENU1 = ŷR_ENU1 + Dm2D1·sin(Am1 − δA_ENU1)
...

x̂D_ENUn = x̂R_ENUn + Dm2Dn·cos(Amn − δA_ENUn)

ŷD_ENUn = ŷR_ENUn + Dm2Dn·sin(Amn − δA_ENUn)

, (6)

where:

x̂D_ENUi, ŷD_ENUi
- the estimators of the drone true coordinates calculated on the base of
measurements done by i-th radar,

x̂R_ENUi, ŷR_ENUi - the estimators of the i-th radar true coordinates,
Dm2Di, Ami - measurements results of horizontal distance and azimuth done by i-th radar,
n - number of radars in the network.

Let us mark the position of the detected drone in the ENU system as P̂D_ENUi. This is the
position estimated on the base of measurements done by i-th radar. Since both estimators of the radar
coordinates and radar measurements are affected by errors, then

P̂D_ENU1 � P̂D_ENU2 � . . . � P̂D_ENUn. (7)

In this case, system (6) also has no unambiguous solution, because the number of unknowns will
be 3n, and the number of independent equations will be 2n. However, due to all radars are observing
the same object, we can assume a simplification:

P̂D_ENU1 = P̂D_ENU2 = . . . = P̂D_ENUn = P̂D_ENU(xD_ENU, yD_ENU), (8)
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and then, system (6) will take the following form:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xD_ENU = x̂R_ENU1 + Dm2D1·cos(Am1 − δA_ENU1)

yD_ENU = ŷR_ENU1 + Dm2D1·sin(Am1 − δA_ENU1)
...

xD_ENU = x̂R_ENUn + Dm2Dn·cos(Amn − δA_ENUn)

yD_ENU = ŷR_ENUn + Dm2Dn·sin(Amn − δA_ENUn)

. (9)

In this situation, the number of unknowns will be 2+ n, and the number of independent equations
2n, and already for n = 2, all 3 unknowns can be fixed. However, for n > 2, redundant equations will

appear. In such a case, we have
(

2 + n
2n

)
numbers of possible equations combinations, which give

a solution in the form of S
(
P̂D_ENU, δ̂A_ENU1, . . . , δ̂A_ENUn

)
. Unfortunately, due to errors both in the

estimated coordinates of the radar position and in the radar measurements, each of these combinations
will give a slightly different solution. These differences will depend not only on the radar coordinates
errors and the azimuth, elevation, and distance measurement errors but also on the relative location
of the radars and the detected object (the system geometry described by the dilution of precision
coefficient). It should be noted that the geometry of the system will change during the drone’s flight.
Therefore δA_ENUi calculated for the moment t, based on observations from n radars, can be expressed
by the following equation:

δA_ENUi(t) = δconst
A_ENUi + δ

var
A_ENUi = δ

const
A_ENUi + f

(
δA_ENU1(t), . . . , δA_ENUn(t), δDOP

A (t)
)
, (10)

where:

δconst
A_ENUi - constant component of δA_ENUi(t),
δvar

A_ENUi - variable in time component of δA_ENUi(t),

δDOP
A (t)

- variable in time component of δA_ENUi(t) resulting from the changing
geometry of the radars-detected object arrangement due to drone flight.

δconst
A_ENUi is the sought difference between the radar north and the true north:

Northreal + δ
const
AENUi

= NorthRADARi → δconst
A_ENUi = NorthRADARi −Northreal. (11)

Due to δconst
A_ENUi � δvar

A_ENUi, the determination of NorthRADARi would significantly improve both
the accuracy of determining the coordinates of the detected object and minimize the likelihood of
classifying a single drone as a swarm and vice versa. Both factors are crucial for the anti-drone system.
The calculated δconst

A_ENUi value with the opposite sign would be a correction to the measured azimuth
by the radar and could be automatically taken into account by the master system responsible for the
multi-sensors data fusion. In the proposed method, determining the difference NorthRADARi −Northreal,
and hence the correction for measuring azimuths consists of eliminating the δvar

A_ENUi component
from Equation (10). According to the proposed idea, this is done by multi-radars observations of a
flying drone with unknown coordinates. Azimuth measurement error δA_ENU is estimated in every
measurement epoch (te), and then the constant component of the azimuth measurement error is
calculated as:

δconst
A_ENU =

1
m

m∑
j=1

δA_ENU
(
tej
)
, (12)

where:

m - number of measurement epochs common to all radars,
δA_ENU

(
tej
)

- azimuth measurement error at the moment
(
tej
)
.
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Therefore, the key issue is to estimate the azimuth measurement error δA_ENU in every measurement
epoch. In the proposed method, instead of the classical form of system of equations describing the
coordinates of the detected object (9), the following form is used:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dm2D1 =

√
(xD_ENU − x̂R_ENU1)

2 + (yD_ENU − ŷR_ENU1)
2

Am1 = arctan
( xD_ENU1−x̂R_ENU1

yD_ENU1−ŷR_ENU1

)
+ δA_ENU1

...

Dm2Dn =

√
(xD_ENU − x̂R_ENUn)

2 + (yD_ENU − ŷR_ENUn)
2

Amn = arctan
( xD_ENU−x̂R_ENUn

yD_ENU−ŷR_ENUn

)
+ δA_ENUn

. (13)

Let us assume the approximate drone position and mark it as P0
D_ENU

(
x0

D_ENU, y0
D_ENU

)
. Let it be a

position calculated on the basis of observations from any one radar from the network:⎧⎪⎪⎨⎪⎪⎩ x0
D_ENU = x̂R_ENUi + Dm2Di·cos(Ami)

y0
D_ENU = ŷR_ENUi + Dm2Di·sin(Ami)

. (14)

Now let us expand the right sides of the equations of the system (13) in the Taylor series relative to
P0

D_ENU, limiting to the second order components:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dm2D1 = D0
m2D1 +

∂
∂x0

D_ENU

(
D0

m2D1

)
·ΔxD_ENU + ∂

∂y0
D_ENU

(
D0

m2D1

)
·ΔyD_ENU

Am1 − δA_ENU1 = A0
m1 +

∂
∂x0

D_ENU

(
A0

m1

)
·ΔxD_ENU + ∂

∂y0
D_ENU

(
A0

m1

)
·ΔyD_ENU

...
Dm2Dn = D0

m2Dn +
∂

∂x0
D_ENU

(
D0

m2Dn

)
·ΔxD_ENU + ∂

∂y0
D_ENU

(
D0

m2Dn

)
·ΔyD_ENU

Amn − δA_ENUn = A0
mn +

∂
∂x0

D_ENU

(
A0

mn

)
·ΔxD_ENU + ∂

∂y0
D_ENU

(
A0

mn

)
·ΔyD_ENU

, (15)

wherein:

D0
m2Di =

√(
x0

D_ENU − x̂R_ENUi
)2
+
(
y0

D_ENU − ŷR_ENUi
)2

, (16)

A0
mi = arctan

⎛⎜⎜⎜⎜⎜⎝ x0
D_ENU − x̂R_ENUi

y0
D_ENU − ŷR_ENUi

⎞⎟⎟⎟⎟⎟⎠. (17)

Let’s mark the individual derivatives as follows:

∂

∂x0
D_ENU

(
D0

m2Di

)
= mDxi,

∂

∂y0
D_ENU

(
D0

m2Di

)
= mDyi,

∂

∂x0
D_ENU

(
A0

mi

)
= mAxi,

∂

∂y0
D_ENU

(
A0

mi

)
= mAyi.

Then, the system of Equation (15) will take the form

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dm2D1 −D0
m2D1 = mDx1·ΔxD_ENU + mDy1·ΔyD_ENU

Am1 −A0
m1 = mAx1·ΔxD_ENU + mAx1·ΔyD_ENU + δA_ENU1

...
Dm2Dn −D0

m2Dn = mDxn·ΔxD_ENU + mDyn·ΔyD_ENU

Amn −A0
mn = mAxn·ΔxD_ENU + mAxn·ΔyD_ENU + δA_ENUn

. (18)

The system of Equation (18) can be written in matrix form as

177



Remote Sens. 2019, 11, 2617

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Dm2D1 −D0
m2D1

Am1 −A0
m1

Dm2D2 −D0
m2D2

Am2 −A0
m2

...
Dm2Dn −D0

m2Dn
Amn −A0

mn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2n×1

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

mDx1 mDy1 0 0 · · · 0
mAx1 mAy1 1 0 · · · 0
mDx2 mDy2 0 0 · · · 0
mAx2 mAy2 0 1 · · · 0

...
mDxn mDyn 0 0 · · · 0
mAxn mAyn 0 0 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2n×(n+2)

·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔxDENU

ΔyDENU

δAENU1

δAENU2

...
δAENUn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(n+2)×1

d A X

. (19)

X is a vector of unknowns. Estimated value of X using least square estimator is:

X̂ =
(
ATA

)−1
ATd. (20)

The solution of (20) is:

X̂ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δx̂D_ENU

ΔŷD_ENU

δ̂A_ENU1

δ̂A_ENU2
...

δ̂A_ENUn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(n+2)×1

. (21)

Using Δx̂D_ENU, ΔŷD_ENU, the estimated position of the drone can be calculated as:

x̂D_ENU = x0
D_ENU + Δx̂D_ENU,ŷD_ENU = y0

D_ENU + ΔŷD_ENU. (22)

If Δx̂D_ENU > 1m or ΔŷD_ENU > 1m, the next iteration is necessary, taking the estimated drone
position calculated from (22) as the new approximate position. The final value of the azimuth
measurement error for each of the radars is the value of δ̂A_ENUi from the last iteration. Then, the
δ̂const

A_ENU value is calculated based on (12). According to the presented idea the correction to measuring
azimuths (the difference between the true north and the radar north) for a given radar is:

cAi = −δ̂const
A_ENUi. (23)

Then, the azimuth estimator of the detected object for a given radar is:

Âi = Ami + cAi. (24)

The practical implementation of the proposed method can be presented in the form of the following
algorithm:
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BEGIN //drone started a calibration flight and all radars detected a drone
j := 0; //first measurements epoch
n := number of radars;
REPEAT

FOR i := 1 TO n DO

Get the radars measurements Mi = {Ami, Dm2Di};
Bring Mi to a common moment

(
tej
)
; //explanation below the algorithm

Compute δ̂A_ENU
(
tej
)

for all radars; //using Equation (20)
j := j + 1; //next measurement epoch

UNTIL drone ended a calibration flight
m := j; //number of measurements epoch
Computation of δconst

A_ENU; //using Equation (12)
END.

Since observations of the drone by each of the radars are generally not done at the same time,
but in some time window (approximately equal to the period of scanning of a particular radar), the
values of measured azimuths and distances must be brought to a common moment (te). The proposed
method uses linear interpolation between the measurements immediately preceding and following
(te), according to the formulas:

Âm(te) = Am(t0) +
te−t0
t1−t0

(Am(t1) −Am(t0)),
D̂m2D(te) = Dm2D(t0) +

te−t0
t1−t0

(Dm2D(t1) −Dm2D(t0)),
(25)

where:
t0 - the time immediately preceding (te), when the measurement was done,
t1 - the time immediately following (te), when the measurement was done,
Âm(te), D̂m2D(te) - estimated values of azimuth and distance at moment (te),
Am(t0), Am(t1) - measured azimuths at moments (t0) i (t1),
Dm2D(t0), Dm2D(t1) - measured distances at moments (t0) i (t1).

3. Method of Verification

Intensive numerical simulations were performed to verify the correctness of the developed method.
There were simulated drone flights along a fixed route and indications of FMCW radars tracking
them—measurements of azimuth and distance. The simulation software SimWizardADS developed
by the Polish company Basic Solution was used in the research. The software was developed as part
of a project granted by the Polish National Center for Research and Development (NCRD) in 2017
under the name SimWizardSSAD. The software was accepted by NCRD experts as a reliable tool for
simulation of anti-drone systems in the scope of detection and is being further developing under the
name SimWizardADS. An example of the simulation wizard window is shown in Figure 6.
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Figure 6. Example window of the SimWizzardADS application (creator of the simulation) of the Basic
Solution company (Poland) [www.basicsolution.eu].

The numerical simulations were performed with the following assumptions:

1. Number of the simulations: 95,000
2. In each simulation, an anti-drone system consisting of 3 and 4 omnidirectional long-range radars

will be simulated. The radars will measure distances and azimuths without elevations (2D
radars):

a. In the variant with 3 radars, they will be located in the nodes of an equilateral triangle. The
side length will be 2 km (see Figure 7-left),

b. In the variant with 4 radars, they will be located in the nodes of the rectangle. The side
length will be 2 km (see Figure 7-right),

c. Detection range of the radars will be 2.5 km,
d. The beam width of the radars in the elevation will be 100. Due to the fact that the radars do

not measure the height of the detected object, it is assumed that it equals half the beam
width. As mentioned earlier, this is a common assumption in 2D radars,

e. Range measurement errors will contain only the variable component. It will be generated
randomly according to the normal distribution. In each simulation, each radar will be
assigned a standard deviation of the range measurement error (RMS range). It will be
selected randomly (for each radar independently) from a set of 0.6, 0.8, 1.0, or 1.2 m.
These are typical values of the RMS range for anti-drone FMCW radars available on the
commercial (open) market. The values will be constant for one simulation. In the next one,
the new values will be drawn on the same rules,

f. Azimuth measurement errors will contain a variable and constant component. The variable
component will be generated randomly according to the normal distribution. In each
simulation, a standard deviation of azimuth measurement error (RMS azimuth) will be
assigned to each radar. It will be selected randomly (for each radar independently) from a
set of 0.8, 1.0, 1.2, or 1.4 m. These are typical RMS azimuth values for anti-drone FMCW
radars available on the commercial (open) market. The values will be constant for one
simulation. The next one will draw new values on the same principles,
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g. The constant component of the azimuth measurement error will be randomly generated
according to a uniform distribution in the range of +/− 150. The values will be generated
independently for each radar and will be constant for one simulation. In the next one, new
values will be drawn on the same rules,

h. The radar scanning frequency will be 2, 1, 1.5, or 0.5 Hz. These are typical values for
anti-drone FMCW radars available on the commercial (open) market. The values will be
chosen randomly and will be constant for one simulation. In the next one, new values will
be drawn on the same principles.

3. The calibration flight (using "friend" drone) will take place along the routes shown in Figure 8. The
height will be 20 m above the ground. The justification for the route selection can be found below.
The drone speed will be constant and equal to 10 m/s. This is a typical value for commercial
drones. This means that the calibration flight will take 11 min 10 s for the variant with 3-radars
and 10 min 40 s for the 4-radars option.

4. The analysis of the simulation results will be carried out in the context of:

a. Calibration accuracy. The measure will be the difference between the radar north and the
true north after calibration,

b. The radar north increasing. A measure will be a value of which a difference between the
radar north and the true north has changed,

c. For each of the value listed in part 4, the following parameters will be computed:
d. Mean value,
e. Standard deviation (RMS),
f. Absolute minimum and maximum values and parameters at which they occurred (radar

configuration, actual radar north deviation from the true north, and a standard deviation
of azimuth and distance measurement.

Experiences of the authors with commercial FMCW radars used in anti-drone systems indicate
that when choosing a calibration flight route, certain factors should be considered. They result from
the characteristics of commercial FMCW radars used in anti-drone systems. The idea is to minimize
the likelihood of losing drone tracking, as this will adversely affect the effectiveness of the proposed
method. At the same time, the likelihood of various random measurement errors associated with
the mutual geometry between the drone and the radars should be maximized. Practical experiences
show that:

1. The route, if possible, should be in a common coverage area for all radars. This will have a
positive effect on the accuracy of the proposed method. In such a case, the system of observational
equations will contain more redundant equations. It will increase the accuracy of the estimator of
the azimuth measurement error for individual radars.

2. Commercial FMCW radars have difficulties with detecting and tracking low radial-speed objects
(slowly approaching or moving away from the radar). Therefore, the calibration route should not
include sections with a low radial-speed relative to any radar.

3. The accuracy of measuring horizontal distances by 2D radars decreases with increasing distance
to the object, as the difference between the assumed and actual height of the drone increases
(see Figure 5). Therefore, the flight should be at a minimum safe altitude. Then, the 3D and 2D
distances will be close to each other, which will minimize the error associated with the uncertainty
of the drone elevation. Practice shows that 20 m height is the optimal solution.

4. Measurement experiments with FMCW radars indicate that the accuracy of the determined drone
parameters also depends on the flight direction relative to the radar (among others, due to the
different position of the drone’s hull relative to the radar, and thus different RCS). Therefore, the
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calibration flight route should include sections where the drone is approaching and moving away
from the radar.

5. The route should not be too long, as this will make the calibration process time consuming, and
at the same time, should consider points 1–4 as much as possible.

Taking the above into account, several possible variants of calibration flight routes were analyzed.
It was finally found that the optimal ones (for selected locations of the radars) will be as shown in
Figure 7.

  
Figure 7. The optimal routes of the calibration flight for the selected location of 3 radars (left) and 4
radars (right).

4. Results

According to the assumptions, 95,000 simulations were performed for each of the two variants of
the radar location (the 3- and 4-radars variants). Tables 1 and 2 show the calibration accuracy obtained
due to the proposed method. The measure used is the difference between the radar north and the true
north after calibration.

Table 1. Calibration accuracy in the network system consisting of 3 radars.

Measure Radar 1 Radar 1 Radar 3

Mean Value −0.240 0.230 00

Standard Deviation 3.420 3.360 3.310

Min Value (the best) 00 00 00

Max Value (the worst) 9.490 8.990 8.750

Table 2. Calibration accuracy in the network system consisting of 4 radars.

Measure Radar 1 Radar 1 Radar 3 Radar 4

Mean Value −0.090 −0.040 0.020 −0.080

Standard Deviation 3.400 3.790 3.120 3.320

Max Value (the best) 00 00 00 00

Min Value (the worst) 9.730 10.860 8.600 9.460

As it results from the data presented in Tables 1 and 2, the average value of the constant component
of the azimuth error after calibration is close to 0 for each of the radars in the network, both in the case
of the system consisting of 3 and 4 radars. In the best cases, it has been eliminated. However, in the
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worst cases, after calibration, it was still around 9− 100. Therefore, to better analyze the effectiveness
of the proposed method, Figure 8 presents histograms of the azimuth error constant component for
radars R1, R2, and R3 in the 3-radars network (see Figure 7 (left)) before and Figure 9 after calibration.
On the horizontal axis of the charts, there are ranges of the azimuth error constant component in
degrees, and the numbers in the blue rectangles are the numbers of individual ranges.

 

Figure 8. Histogram of the azimuth error constant component for radars R1(upper), R2(middle), and
R3(lower) in the 3-radars system before calibration.

 

Figure 9. Histogram of the azimuth error constant component for radars R1(upper), R2(middle), and
R3(lower) in the 3-radars system after calibration.

Figures 8 and 9 show that for each of the radars, there was a clear improvement—a decrease in
the value of the constant component of the azimuth error. Moreover, before calibration, the errors
had a uniform distribution (according to the simulation assumptions), while after calibration, it was
similar to the Gaussian distribution, with the highest probability density centered around 0. It is worth
noting that only about 5% percent of errors after calibration exceeded the value of 60, which should be
considered a very good result, given that before calibration, such errors were about 65%. It is also
apparent from Figures 8 and 9 that the method impacts on a constant azimuth measurement error for
each of the radars in a similar way. The same is also true in the 4-radars network (shown in Figure 7
(right)). Histograms of the azimuth error constant component for radars R1, R2, R3, and R4 before
calibration are shown in Figure 10 and after calibration in Figure 11.
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Figure 10. Histogram of the azimuth error constant component for radars R1(upper), R2(upper-middle),
R3(lower-middle), and R4(lower) in the 4-radars system before calibration.

 
Figure 11. Histogram of the azimuth error constant component for radars R1(upper), R2(upper-middle),
R3(lower-middle), and R4(lower) in the 4-radars system after calibration.

It can be seen in Figures 8–11 that the azimuth error constant component before and after calibration
for both 3- and 4-radars networks have similar distributions. Therefore, the results of further analyses
are presented based on one selected radar from both tested cases. The solution was applied to limit the
volume of the paper. To maintain proper reliability, the results of the analyses are presented for the
worst case (least improvement and greatest deterioration after calibration). This was the case of R1
radar from the 4-radars network (see Figure 7 (right)).

The graphs in Figures 8–11 show that the proposed method significantly improves the accuracy of
the azimuth measurement by reducing azimuths misalignment (decreasing the constant error of the
azimuths measurements). However, the distribution of the azimuth error constant component after
calibration does not yet give a complete picture of the method’s effectiveness. There are no answers to
the following important questions:

a) Is there radar orientation improvement in each of the cases, or are there cases where the value of
the azimuth error constant component increases after calibration?

b) If there are cases of radar orientation deterioration relative to the north after calibration, how
large are they, and do they preclude the practical application of the proposed method?

c) What is the percentage of the radar orientation relative to the north improvement, in comparison
to the initial value of the azimuth error constant component?

To answer the above questions, an analysis of the radar north improvement was performed. The
measure used was the value by which the difference between the radar north and the true north changed
due to calibration. To better show the effect of the proposed method, the radar north improvement was
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expressed as a percentage of the constant azimuth error before calibration. The results of the analysis
for the selected radar (the worst case) are presented in Figures 12–14.

Figure 12 shows the percentage histogram of improvement and deterioration of the selected radar
orientation relative to the north. The horizontal axis presents the percentages, and the numbers in the
blue rectangles are the number of individual ranges. A negative percentage value (≤ 0) means that
after calibration, the radar orientation has deteriorated.

 
Figure 12. Histogram of the percentage improvement (upper) and deterioration (lower) of the R1 radar
north in the 4-radars system after calibration.

Figure 12 shows that up to 11.6% of cases, after calibration by the proposed method, the radar
orientation deteriorated relative to the true north. Most values of degradation did not exceed 100%
of the pre-calibration value, but there were also cases where they reached 200%. At first glance, this
seemed very worrying, because even a 20% deterioration may be unacceptable if it concerns large initial
values (before calibration). Therefore, it seems to be important to answer the following questions:

a) How big is the deterioration in numerical values?
b) Does it concern small or large values of initial orientation errors?
c) How this might affect the practical application of the proposed method?

To answer them, deterioration cases were thoroughly analyzed. Figure 13 shows the histogram of
the initial (before calibration) constant azimuth errors for the R1 radar in the 4-radars system, where
the orientation was deteriorated after the calibration.

 
Figure 13. Histogram of initial (before calibration) errors of the R1 radar orientation in the 4-radars
system, for which the azimuth misalignment increased after calibration: Above 0%(upper), above
50%(middle), and above 100%(lower).

Figure 13 shows that the large percentage deterioration of radar orientation relative to the north
was related to small initial values (before calibration). The deterioration by more than 50% basically
concerned angles not greater than 30, and 100 not greater than 20. This means that even in the worst
case of deterioration, the azimuth misalignment after calibration did not exceed 40, which is completely
acceptable from a practical point of view. Moreover, it should be emphasized that in all analyzed cases,
the deterioration of radar orientation relative to true north after calibration, concerned only one radar
in the network, while significantly improving the orientation of the other radars. The deterioration
effect occurred when one radar had a small initial error and the rest had large ones.
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To show the advantages of the proposed method for the same radar, the results of an analogous
analysis regarding the improvement of orientation relative to true north are presented below. Figure 14
shows the distribution of the initial (before calibration) azimuth constant errors for which the R1 radar
orientation improved.

 

Figure 14. Histogram of initial (before calibration) errors of the R1 radar orientation in the 4-radars
system, for which the azimuth misalignment decreased after calibration: Above 0% (upper), above 50%
(middle), and above 80% (lower).

The graphs shown in Figure 14 show the advantages of the proposed calibration method. It can be
seen that the method improves the initial orientation of the radar relative to the north over the entire
range of initial errors. It is the most effective for errors above 30.

5. Discussion

Based on the obtained results, one can say:

1. The method improves the orientation of radars relative to the true north over the entire range
of initial errors (before calibration). It is especially effective if they are above 30. Moreover, the
method reduces the initial value of the error, the higher it is. This is of great practical importance,
as it greatly reduces the error in determining the coordinates of the detected object by the radar.
What is more, the method only requires a very coarse orientation of the radars to the north (e.g.,
using magnetic compass indications), which is also important in real applications, as it does not
require the use of specialized equipment and significantly reduces the time needed to prepare the
system for operation. The smallest improvement in the radar orientation occurs for angles below
30, which is not a practical problem.

2. Not always does the proposed method improve the initial value of the radar orientation. In about
10% of cases, deterioration occurs. However, it concerns small initial errors (below 30). As a
result, after calibration, the azimuth misalignment did not exceed 40. This is perfectly acceptable
from a practical point of view, because in all registered cases, the deterioration concerned only
one radar in the network, while significantly improving the orientation of the others.

3. Further work will focus on improving the method’s effectiveness. It is planned to use another
method of calculating the initial position of the drone for the first iteration purposes. It was
noted that the unfavorable results might be due to the fact that the approximate position was
too far from the true one. Moreover, it should be checked whether weighing the measurements
(depending on the azimuth and distance measurement accuracy) will significantly improve the
calibration accuracy, or whether the increase will be insignificant and only the computational
complexity will increase. Further research is also planned to look for the optimal calibration
flight route. It would be desirable to achieve maximum calibration accuracy while minimizing
flight length.

6. Conclusions

The proposed method of calibration improves the initial orientation of the radars relative to
the north over the entire range of the initial errors. Moreover, it reduces the azimuth misalignment
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the bigger its initial value is. This is an undoubted advantage of the method and also has a great
practical meaning, as it leads to a significant reduction of errors in determining the coordinates of the
detected object (see Figure 5). Although there are cases when the azimuths misalignment increased
after calibration, it has no practical meaning as it only concerned small initial errors. Therefore, after
calibration, the orientation errors were still acceptable. The disadvantage of the method may be the
need to perform a drone calibration flight along a fixed route. However, this appears to be a minor
nuisance compared to other calibration methods.
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Abstract: This paper proposes a 3D ground penetrating radar (GPR) image-based underground
cavity detection network (UcNet) for preventing sinkholes in complex urban roads. UcNet is
developed based on convolutional neural network (CNN) incorporated with phase analysis of
super-resolution (SR) GPR images. CNNs have been popularly used for automated GPR data
classification, because expert-dependent data interpretation of massive GPR data obtained from
urban roads is typically cumbersome and time consuming. However, the conventional CNNs often
provide misclassification results due to similar GPR features automatically extracted from arbitrary
underground objects such as cavities, manholes, gravels, subsoil backgrounds and so on. In particular,
non-cavity features are often misclassified as real cavities, which degrades the CNNs’ performance
and reliability. UcNet improves underground cavity detectability by generating SR GPR images of
the cavities extracted from CNN and analyzing their phase information. The proposed UcNet is
experimentally validated using in-situ GPR data collected from complex urban roads in Seoul, South
Korea. The validation test results reveal that the underground cavity misclassification is remarkably
decreased compared to the conventional CNN ones.

Keywords: ground penetrating radar; underground cavity detection network; deep convolutional
neural network; automated underground object classification; phase analysis; super-resolution

1. Introduction

A series of sudden sinkhole collapses continuously occur on complex urban areas over the world.
Recently, several sinkhole activities have been reported globally, such as the United States [1–3],
China [4,5], Japan [6], and South Korea [7]. These sinkholes have resulted in a major disruption of
traffic flow and utility services causing significant economic losses as well as critical human injuries
and fatalities [8,9]. Since these sinkholes have shown up without any forewarning, there is an increasing
demand for their early detection especially in complex urban areas.

Recently, ground penetrating radar (GPR) has been widely employed for early detection of
underground cavities, which are most likely propagating to sinkholes, thanks to its fast scanning speed,
nondestructive inspection, and 3D imaging capabilities [10–12]. GPR transmitters emit electromagnetic
waves into the underground at several spatial positions along the scanning direction, and GPR
receivers measure the reflected signals to establish 2D GPR image called a radargram, also known
as a B-scan image. If the multi-channel GPR transmitters and receivers parallel to the scanning
direction are equipped, 3D GPR images including B- and C-scan images can be obtained at once.
Since the electromagnetic waves propagating along the underground medium are dominantly reflected
from the abrupt change of electromagnetic permittivity, the reflection signal features appear in
the B- and C-scan images. To enhance visibility and detectability of the reflection signal features,
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a number of data processing techniques such as time-varying gain [13], subtraction [14,15], and basis
pursuit-based background filtering [16] have been proposed. However, these techniques are highly
susceptible to measurement noises especially in complex urban roads and sometimes unreliable due
to decision making based on experts′ experiences. Moreover, expert-dependent data interpretation
becomes time consuming and cumbersome, as the amount of 3D GPR data increases.

To overcome the technical limitations, several researchers have made efforts to automate the GPR
data classification process. Simi et al. proposed a Hough transform-based automatic hyperbola
detection algorithm to reduce GPR data analysis time [17]. Li et al. utilized a randomized Hough
transform to effectively find the parabola parameters [18]. In addition, histograms of oriented gradient
features-based GPR data classification were proposed for automatically detecting underground
objects [19,20]. More recently, neural networks and convolutional neural networks (CNNs) were widely
used as a promising tool for automated GPR image recognition and classification. Mazurkiewicz et al.
tried to identify underground objects using neural networks while reducing the processing time
and human intervention [21–23]. Then, Al-Nuaimy et al. utilized both neural network and pattern
recognition methods to automatically detect the buried objects [24]. Lameri et al. also applied CNN to
detect landmines with pipeline B-scan images [25].

Although the previous studies have focused on the use of GPR B-scan images, it is often difficult to
classify a specific target underground object by using only GPR B-scan images. In particular, the GPR B-scan
images often tend to be similar among various underground objects such as cavities, manholes, pipes,
electrical lines, gravels, concrete blocks and so on in complex urban areas. To enhance the classification
performance, additional GPR C-scan images were simultaneously considered during the classification
procedure using CNN [26,27]. Although the developed CNN using the combination of B- and C-scan
images increased the classification accuracy compared to the conventional CNN using only B-scan images,
it turned out that it still has difficulty differentiating underground cavities from chunks of gravel especially
in complex urban areas due to their similar GPR reflection features. To address the misclassification issue
caused by the underground chunks of gravel, Park et al. recently proposed a phase analysis technique of
GPR data [16]. However, the temporal and spatial resolutions of the 3D GPR data are often insufficient for
the precise phase analysis. Since the phase analysis results highly depend on a few pixel differences of
the GPR images, the lack of GPR image resolution may cause false alarms during the phase analysis.

In this paper, a 3D GPR image-based underground cavity detection network (UcNet),
which consists of CNN and the phase analysis of super-resolution (SR) GPR images, is newly
proposed to enhance underground cavity detectability. By retaining the advantages of both CNN
and phase analysis, underground cavities can be automatically classified with minimized false
alarms. In particular, a deep learning-based SR network used for GPR image resolution enhancement
significantly reduces the misclassification between the underground cavity and chunk of gravel.
To examine the performance of the proposed UcNet, comparative study results on cavity detectability
between the conventional CNN and the newly proposed UcNet are presented using in-situ 3D GPR
data obtained from complex urban roads in Seoul, South Korea.

This paper is organized as follows. Section 2 explains the proposed UcNet, which is comprised of
CNN, SR image generation, and phase analysis. Then, the 3D GPR data collection procedure from
urban roads and experimental validation are described in Section 3. In particular, the comparative study
results between the conventional CNN and newly proposed UcNet are addressed. Finally, Section 4
concludes the paper with a brief discussion.

2. Development of UcNet

Once 3D GPR data are obtained from a target area with various underground objects,
the corresponding 2D GPR grid images comprised of the B- and C-scan images can be reconstructed
for network training and testing as displayed in Figure 1 [26]. Figure 1a shows the representative
2D grid image of the cavity case, which have parabola and circle features that can be observed on
the B- and C-scan images, respectively. The similar features are also revealed in the manhole case of
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Figure 1b, although they have a different pattern and amplitude. On the other hand, no significant
features appear in the subsoil background case as shown in Figure 1c, because there is no abrupt
permittivity change. Thanks to these distinguishable features, underground objects can be classified
well with the conventional CNNs. However, the underground gravel case of Figure 1d shows
the similar morphological GPR B- and C-scan features as the cavity ones, which may cause false alarms.
Thus, UcNet is newly proposed to minimize the false alarms.

  

(a) (b) 

  

(c) (d) 

Figure 1. Representative 2D ground penetrating radar (GPR) grid images reconstructed from 3D GPR
data: (a) cavity, (b) manhole, (c) subsoil background, and (d) gravel.

Figure 2 shows the overview of proposed UcNet consisted of the three phases, i.e., Phase I: CNN,
Phase II: SR image generation, and Phase III: Phase analysis. First, the reconstructed 2D GPR grid
images are fed into CNN for data classification. Subsequently, the cavity and gravel data classified in
Phase I are transmitted into Phase II to generate their SR images from original low-resolution (LR)
images. Finally, the phase analysis of the SR images is conducted in Phase III to update the classification
results obtained in Phase I. Through these sequential processes, misclassification between the cavity
and gravel cases can be minimized. The details of each phase are as follows.

191



Remote Sens. 2019, 11, 2545

 
Figure 2. Overview of underground cavity detection network (UcNet): LR and SR denote
the low-resolution and super-resolution, respectively.

Phase I: CNN is established by transfer learning from AlexNet [28], which is one of the widely
used pre-trained CNN models for image classification, in this study. The modified CNN consists of five
convolutional layers, three fully connected layers, three max pooling layers and 1000 softmax neurons,
containing 650,000 neurons and 60 million parameters. To train CNN, the 2D GPR grid images are
fed to the input layer consisted of the image size of 227 × 227 × 3 pixels, and the pixel features are
then extracted through the convolutional layers. Figure 3 shows the representative training GPR 2D
grid images. The 1st convolutional layer uses the kernel of 11 × 11 × 3 pixels with a stride of four.
Consequently, the layer creates 96 feature maps and has the output of 55 × 55 × 96 pixels. The max
pooling layer, which is one of sub sampling techniques, is then arranged after the 1st convolutional
layer to reduce the size of feature maps. Next, the 2nd convolution layer is operated with the kernel of
5 × 5 pixels and creates 27 × 27 × 256 pixels. The max pooling layer is again arranged after the 2nd
convolutional layer. The following convolutional layers are operated with the kernel of 3 × 3 pixels
and create 13× 13× 256 pixels. The max pooling layer is once again arranged after the 5th convolutional
layer. Once the features are extracted and shrunken on the convolutional layers, the feature maps
are fed to fully connected layers. To avoid an overfitting issue, dropout layers are arranged after 1st
and 2nd fully connected layers. In addition, the rectified linear unit is selected as an activation function.
Finally, the output of the last fully connected layer is fed into a softmax layer having four probabilities,
i.e., cavity, manhole, subsoil background, and gravel in this study.

    
(a) 

Figure 3. Cont.
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(b) 

    

(c) 

    

(d) 

Figure 3. Representative training 2D GPR grid images of a (a) cavity, (b) manhole, (c) subsoil
background, and (d) gravel.

Phase II: Once the underground objects are classified by Phase I, the cavity and gravel images are
automatically transferred to Phase II. The reconstructed GPR grid image is comprised of eight B-scan
and 24 C-scan images. The original sizes of B- and C-scan images are 50 × 50 and 50 × 13, respectively.
To proceed Phase II, the 5th representative B-scan image is selected from each reconstructed GPR 2D
grid image. Since the resolution of the selected B-scan image is not enough for Phase II as shown in
Figure 4, the subsequent SR image generation process is necessary.

The SR image generation network was constructed by using the residual channel attention
network [29], which is one of the deep learning networks comprised of 500 layers and 1.6 M
parameters for image resolution enhancement. This network utilizes the residual in residual structure
and the channel attention mechanism to enhance the feature learning of high frequency channels,
which is useful for reconstructing high-resolution images among the various channels that make up
image data. The residual channel attention network consists of the four main parts, i.e., the convolution
layer, residual in residual structure, upscale module, and last convolution layer. First, the convolution
layer is shallow feature extraction for the input image. Then, the residual in residual structure extracts
deep features through the high frequency information learning. The residual in residual structure is
the very deep structure comprised of 10 residual groups, and each residual group consists of 20 residual
blocks. Each residual group is connected by a long skip connection as shown in Phase II of Figure 2.
This residual in residual structure allows the residual channel attention network to learn more effective
high frequency information by skipping the low frequency through the skip connection. The shallow
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and deep feature data, which have passed through each residual block and group, are extended to
the SR size through the upscale module. The upscale module is composed of a deconvolution layer
consisting of 256 kernels with 3 × 3 size and a single stride, which increases the size of each pixel
by four times in this study. Finally, it is restored as the SR image through the last convolution layer.
The 800 training images from the DIV2K dataset, which is well known high-quality images with
2K resolution, were used as the training dataset [30]. Then, 100 images collected from Urban100
dataset were used as the validation dataset. The representative resultant GPR images between LR
(50 × 50 pixels) and SR (200 × 200 pixels) are compared in Figure 5. The SR image is successfully
generated without any information loss.

 
Figure 4. Representative LR GPR image for SR image generation input.

  
(a) (b) 

Figure 5. GPR image enhancement results: (a) LR and (b) SR images.

Phase III: Once the SR GPR images are generated in Phase II, the phase analysis is subsequently
carried out in Phase III. To automate the phase analysis of the SR images, the feature extraction,
removal of non-parabola features, and parabola boundary extraction are continuously proceeded
as shown in Phase III of Figure 2. Figure 6a shows the representative SR B-scan image obtained from
Phase II. Since the B-scan image includes a number of noise components, the feature extraction with
noise removal procedure is sequentially performed. First, a median filter is applied to the B-scan
image for removing pepper noise components, and the filtered image is then normalized with respect
to the maximum amplitude. Subsequently, the extreme value distribution with 95% confidence
interval is applied to obtain the dominant features. However, since the remaining features still contain
non-parabola boundaries, as shown in Figure 6b, it should be removed. The unwanted spotted
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and non-continuous features can be removed by eliminating non-continuous pixels less than 500,
as displayed in Figure 6c. Note that the target detectable cavity size of 30 cm is equivalent to 500 pixels in
the SR image. Next, the parabola feature can be extracted by using the gradient between the remaining
objects′ centroid and the extremum of left- and right-side pixels. Since the empirical gradient value of
typical parabolas is larger than 20◦, only the parabola feature remains, as displayed in Figure 6d.

  
(a) (b) 

  

(c) (d) 

Figure 6. Representative (a) SR B-scan image, (b) feature extracted image, (c) noise removal image,
and (d) parabola boundary extraction image.

Once the parabola boundary is automatically extracted, its phase can be analyzed as the final
procedure. The extracted boundary value is converted to phase information using Equations (1) and (2).

H(x, z) =
1
π

P
∫ ∞

−∞
I(x, z)
z− τ dτ, (1)

where P denotes the Cauchy principal value. I(x, z) is the GPR A-scan data. x and z are the spatial
coordinates along the scanning and depth directions, respectively. The instantaneous phase value at
each spatial point can be calculated by:

θ(x, z) = tan−1
(

Im[H(x, z)]
Re[H(x, z)]

)
, (2)

where Re and Im represent the real and imaginary components of a complex value, respectively.
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If the relative permittivity of the underground object is lower than that of the surroundings,
the reflected electromagnetic waves are in-phase with the radiated waves. Otherwise, the reflected
electromagnetic waves will be indicated out-of-phase [16]. The phase change ratio of the extracted
parabola boundary can be expressed by:

Δθ =
θ(x, lp) − θ(x, f p)

lp− f p
, (3)

where f p and lp denote the first and last pixels along the A-scan of the extracted phase boundary.
To numerically validate the phase analysis of Phase III, the cavity and gravel cases were modeled

using gprMax [31] as shown in Figure 7a. The target model was comprised of 1 × 0.8 m2 soil layer
and 1 × 0.2 m2 air layer. Then, the underground cavity and gravel were respectively inserted inside
the soil layer with a depth of 0.5 m as depicted in Figure 7a. Here, the relative permittivity values of
the soil, cavity and gravel were designed as 5, 1, and 6, respectively. The transmitter was 40 mm apart
from the receiver, and the finite difference time domain method was used to simulate electromagnetic
wave propagation. The used electromagnetic wave was the normalized first derivative of a Gaussian
curve with a center frequency of 1.6 GHz. Once the simulation models, i.e., the cavity and gravel
cases, are prepared, the transmitter and receiver scan along the soil layer surface with spatial intervals
of 20 mm for each model. Figure 7b,c shows the resultant images of the cavity and gravel cases,
respectively. As shown in Figure 7b, the Δθ value of the radiated waves expressed by the dashed
blue box has the positive value. Similarly, the cavity with the line red box has the positive value,
which means in-phase with respect to the Δθ value of the radiated waves. On the other hand, Figure 7c
shows the Δθ value of the gravel with the dotted green box is out-of-phase compared with the Δθ
value of the radiated waves. Through this precise phase analysis in Phase III, the classification results
obtained by considering only shape and amplitude recognition in Phase I can be updated.

 
(a) 

(b) 

Figure 7. Cont.
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(c) 

Figure 7. Numerical simulation of phase analysis: (a) 2D simulation model, (b) cavity case, and (c)
gravel case. The dashed blue box, line red box, and dotted green box in the B-scan images correspond
to the locations of the radiated wave, cavity, and gravel boundaries, respectively. (Tx: Transmitter
antenna, Rx: Receiver antenna).

3. Experimental Validation

The newly proposed UcNet was experimentally validated using 3D GPR data obtained by
a multi-channel GPR-mounted van at urban roads in Seoul, South Korea. Figure 8a shows the multi-channel
GPR (DXG 1820, 3d-Radar company) [32] has 20 channels transmitting and receiving antennas, which is
devised with 0.075 m interval of each channel that is able to cover 1.5 m scanning width at once.
The multi-channel GPR designed consists of bow-tie monopole antennas. The multi-channel GPR has
a frequency range of 200–3000 MHz with a step-frequency input wave, and the data acquisition system
of GeoScopeTM Mk IV (Figure 8b) acquires the GPR data in real time with a time resolution of 0.34 ns
and a maximum scanning rate of 13,000 Hz [32].

 
 

(a) (b) 

Figure 8. (a) Multi-channel GPR and (b) data acquisition system.

As for the training dataset, several tens of kilometers of GPR data, including cavities, manholes,
gravels and subsoil background were collected from 17 different regions in Seoul. To clearly confirm
the underground objects, the pavement core drilling machine with a portable endoscope was used.
Figure 9a shows the multi-channel GPR-mounted van used for field data collection and Figure 9b
shows the confirmation process of verifying the underground objects found by the multi-channel
GPR-mounted van. The representative confirmed underground cavities and gravels by portable
endoscope are shown in Figure 10. A total of 1056 GPR grid images of 256 cavities, 256 manholes,
256 subsoil backgrounds, and 256 gravels cases were used for network training. Here, 20 training
epochs and 0.001 initial learning rate were used in this study.

A total of 1056 GPR grid images of 256 cavities, 256 manholes, 256 subsoil backgrounds,
and 256 gravels cases, which were not used for UcNet training, were used for blind testing in this
study. Figure 11 shows the representative testing 2D GPR grid images of cavities, manholes, subsoil
backgrounds, and gravels. As shown in Figure 11b, manholes generally have a distinguishable feature,
which has double parabola shape with high intensity compared to the surrounding soil and upper
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pavement layer. On the other hand, there is no remarkable feature in B- and C-scan images of the subsoil
background case as shown in Figure 11c. However, it can be observed that the B- and C-scan images of
the cavity and gravel cases respectively show similar parabola and circular features by comparing
between Figure 11a,d.

  
(a) (b) 

Figure 9. In-situ validation tests with (a) multi-channel GPR-mounted van and (b) core drilling.

    
(a) (b) (c) (d) 

Figure 10. Representative core drilling results of (a,b) cavities and (c,d) gravels.

    
(a) (b) 

Figure 11. Cont.
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(c) (d) 

Figure 11. The representative testing images of (a) cavities, (b) manholes, (c) subsoil backgrounds,
and (d) gravels.

3.1. Conventional CNN-based Underground Object Classification

To validate the effectiveness of UcNet, the two experimental validation results of the conventional
CNN and newly developed UcNet were compared. Figure 12 shows the conventional CNN-based
underground object classification results. Since Phase I of UcNet is equivalent to the conventional CNN,
the processing results up to Phase I were considered as the conventional CNN one. As expected, manhole
and subsoil background, which have significant features of 2D GPR grid images, are correctly classified
compared with the ground truth confirmed by the portable endoscope. However, 11.74% of cavities
and 33.73% of gravels are misclassified as each other due to their similar morphological features.
The classification performance of the conventional CNN was evaluated by calculating statistical indices
called precision and recall using the following equation:

Precision =
true positive

true positive + f alse positive
Recall =

true positive
true positive + f alse negative

. (4)

 
Figure 12. The results of conventional convolutional neural network (CNN)-based underground
object classification.

Table 1 summarizes the precision and recall values obtained from the conventional CNN results.
As for the manhole and subsoil background cases, the precision and recall values are 100%, indicating
that they are properly classified by the conventional CNN. On the other hand, 88.26% and 66.27%
of the precision values in the cavity and gravel cases, physically meaning that false positive occurs.
Similarly, the relatively low recall values of the cavity and gravel cases means the false negative alarm
due to the misclassification between the cavity and gravel cases.
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Table 1. Statistical results obtained from conventional CNN.

Underground Object Precision (%) Recall (%)

Cavity 88.26 72.36
Manhole 100 100

Subsoil background 100 100
Gravel 66.27 84.95

3.2. Newly Developed UcNet

From the Phase I results described in Figure 12, Phases II and III were subsequently carried out.
Figure 13a–d shows the representative SR B-scan images which are especially misclassified in Phase I.
Figure 13a,b indicates the representative cavities cases misclassified as gravels, and Figure 13c,d
shows vice versa. The misclassification results show very similar geometric features to each other,
but the phase information at the parabola boundaries are distinctive between the cavity and gravel cases.
In particular, although the LR GPR B-scan images has ambiguous pixel-level boundary information,
the SR images show that much clearer parabola boundary information, making it possible to conduct
the precise phase analysis in the subsequent Phase II.

Figure 14a,b indicates the procedure of parabola boundary extraction results with SR and noise
removal image corresponding to Figure 13a,b. All parabola boundaries are clearly extracted from the SR
images even though unwanted noise and non-parabola features coexist. Similarly, Figure 14c,d shows
that the distinctive parabola boundaries are successfully extracted, which correspond to Figure 13c,d.

 

(a) 

 

(b) 

Figure 13. Cont.
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(c) 

 

(d) 

Figure 13. Representative LR and SR B-scan images of (a,b) cavity cases misclassified as gravels
and (c,d) gravel cases misclassified as cavities.

Figure 15 shows the phase analysis results corresponding to the extracted parabola boundary
information in Figure 14. As shown in Figure 15a, Δθ of the radiated waves has 0.062 which is
positive value. Then, the Δθ values of 0.0481 and 0.0336 shown in Figure 15b,c indicate that they can
be considered as underground cavities, not gravel. Conversely, the Δθ values of the misclassified
cases from gravels to cavities have −0.0803 and −0.1073 as shown in Figure 15d,e, respectively.
These out-of-phase information physically imply the high permittivity of the object in comparison
with the surrounding soil, meaning that they are most likely gravel in the designed category of UcNet.

 

(a) 

Figure 14. Cont.
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(b) 

 

(c) 

 

(d) 

Figure 14. The parabola boundary extraction results of (a,b) cavity cases misclassified as gravels
and (c,d) gravel cases misclassified as cavities.

Figure 15. Cont.
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(e) 

Figure 15. Phase analysis results at the extracted boundaries of (a) radiated wave, (b,c) cavities,
and (d,e) gravels, respectively.

Based on the phase analysis results of Figure 15, the object classification results of Figure 11 were
updated as shown in Figure 16. It can be easily observed that the misclassified cavities and gravels
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are properly updated without false alarms. Since all of misclassification cavity and gravel cases are
correctly classified, the statistical precision and recall are increased to 100%.

 
Figure 16. Updated underground object classification results using UcNet.

4. Conclusions and Discussion

This study newly proposes an underground cavity detection network (UcNet) for enhancing
the cavity classification capability. Although convolutional neural networks (CNNs) utilized ground
penetrating radar (GPR) triplanar images to classify underground objects, misclassification often occurs
due to similar morphological features in B- and C-scan GPR images. This misclassification may lead
to a substantial increase of maintenance cost and time. The proposed UcNet overcomes the existing
technical hurdle through precise and reliable interpretation of GPR data without expert intervention.
In particular, UcNet minimizes the misclassification between cavities and gravel chunks using
the conventional CNNs. The effectiveness of the proposed UcNet was experimentally validated using
in-situ GPR data obtained on real complex urban areas in Seoul, South Korea. Although the proposed
UcNet works well with the validation datasets considered in this study, further investigations on other
types of underground objects such as concrete dummies and underground pipes under various in-situ
road and underground conditions are warranted. In particular, the authors are now creating our own
deep classification network to directly handle 3D GPR data as well as constructing a GPR data library.
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Abstract: Autonomous navigation is an important task for unmanned vehicles operating both on
the surface and underwater. A sophisticated solution for autonomous non-global navigational
satellite system navigation is comparative (terrain reference) navigation. We present a method
for fast processing of 3D multibeam sonar data to make depth area comparable with depth areas
from bathymetric electronic navigational charts as source maps during comparative navigation.
Recording the bottom of a channel, river, or lake with a 3D multibeam sonar data produces a large
number of measuring points. A big dataset from 3D multibeam sonar is reduced in steps in almost
real time. Usually, the whole data set from the results of a multibeam echo sounder results are
processed. In this work, new methodology for processing of 3D multibeam sonar big data is proposed.
This new method is based on the stepwise processing of the dataset with 3D models and isoline maps
generation. For faster products generation we used the optimum dataset method which has been
modified for the purposes of bathymetric data processing. The approach enables detailed examination
of the bottom of bodies of water and makes it possible to capture major changes. In addition,
the method can detect objects on the bottom, which should be eliminated during the construction of
the 3D model. We create and combine partial 3D models based on reduced sets to inspect the bottom
of water reservoirs in detail. Analyses were conducted for original and reduced datasets. For both
cases, 3D models were generated in variants with and without overlays between them. Tests show,
that models generated from reduced dataset are more useful, due to the fact, that there are significant
elements of the measured area that become much more visible, and they can be used in comparative
navigation. In fragmentary processing of the data, the aspect of present or lack of the overlay between
generated models did not relevantly influence the accuracy of its height, however, the time of models
generation was shorter for variants without overlay.

Keywords: 3D sonar; bathymetry; data reduction; autonomous navigation

1. Introduction

Unmanned underwater vehicles, also known as underwater robots, have developed rapidly
over the past few years. These systems supersede previously used methods of the underwater
exploration of Earth, such as, e.g., hydrographic measuring units with human crew. The trend in
unmanned systems development is toward the execution of underwater tasks, including hydrographical
surveys, near the bottom by underwater robots, such as remotely operated vehicles remotely
controlled by an operator and autonomous underwater vehicles (AUVs) operated without operator
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input. Underwater positioning methods are not keeping pace with the fast development of AUVs
and measurement tools. The main global navigational satellite system (GNSS) positioning method for
submersible vehicles is limited to situations where the submersible vehicle can raise an antenna above
the surface of the water. However, some AUVs need the more independent method of comparative
(terrain) navigation via digital terrain models (DTMs) [1–7].

New methods of spatial data measurement using interferometric multibeam echosounders (MBES),
high-frequency side scan sonar, and integrated MBES with sonars require new data processing methods.
These new methods may also be suitable for creating autonomous navigation systems for unmanned
underwater platforms based on the development of comparative navigation, which uses redundant
positioning sources based on navigational radar and electronic navigational charts.

Comparative (terrain reference) navigation is an alternative method for position determination
where the GNNS signal is unsuitable or unavailable. This type of navigation is based on searching for
matches between a reference image prepared for a specific area (reference map) and a recorded image
of a specific, small area, recorded in real time and used to generate a fragment of an area to compare
with the reference map.

In comparative navigation, the ship’s or vehicle’s position is plotted by comparing a dynamically
registered image with a pattern image. The pattern images can be bathymetric electronic navigational
charts (bENCs), digital radar charts, sonar images, aerial images, or images from other sensors,
such as magnetometers or gravimeters, suitably prepared for comparison with radar, sonar, aerial,
or other images, respectively. The most frequently registered images at the sea are radar images,
whereas the pattern is a numeric radar chart generated from topographic and hydrometeorological data
or previous radar observations.

Many scientists globally are working on comparative (terrain reference) navigation [8–10].
Most studies have analyzed the shape of the bottom of bodies of water obtained from the depth
of the basin. For example, in [11,12] the authors presented an autonomous underwater vehicle
optimal path planning method for seabed terrain matching navigation to avoid these areas. In [13]
authors present an application for the practical use of priors and predictions for large-scale ocean
sampling. The proposed method takes advantage of the reliable, short-term predictions of an ocean
model, and the utility of priors used in terrain-based navigation over areas of significant bathymetric
relief to bound uncertainty error in dead-reckoning navigation. Another author [14,15] proposes
a comprehensive evaluation method for terrain navigation information and constructs an underwater
navigation information analysis model, which is associated with topographic features. Similar problems
are presented in [16–18]. In [17], a tightly-coupled navigation is presented to successfully estimate
critical sensor errors by incorporating raw sensor data directly into an augmented navigation system.
Furthermore, three-dimensional distance errors are calculated, providing measurement updates through
the particle filter for absolute and bounded position error. All these solutions are time consuming
because they use a big data sets. MBES big data processing [19–30] has also been investigated.
In [19], authors propose algorithm CUBE (combined uncertainty and bathymetry estimator). A model
monitoring scheme CUBE ensures that inconsistent data are maintained as separate but internally
consistent with the depth hypotheses. The other method is presented in [29]. The main purpose of
the presented reduction algorithm is that, the position of point and depth value at this point will not
be an interpolated. In the article, the author focused on the importance of neighborhood parameters
during clustering of bathymetric data using neural networks (self-organizing maps).

Big data problems are closely related to the idea of single-beam echosounders measurements [31]
and Light Detection and Ranging (LiDAR) [32–38].

The method of comparative underwater navigation presented in the work compares depth area
images registered in semi-real time with depth areas in bENCs. The construction of bENCs for
comparative navigation has been described previously [39].

A ship’s position can be plotted by comparative methods using one of three basic methods [40].
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• Determining the point of best match of the image with the pattern. The logical conjunction
algorithm is used and it finds the point of best match of images recorded as a digital matrix.
The comparison between the registered real image and the source image (in this case bENCs)
as a whole is done using a method that can determine global difference or global similarity
between the images.

• Using previously registered real images associated with the position of their registration.
This method uses an artificial neural network (ANN) trained by a sequence created from
vectors representing the compressed images and the corresponding position of the vehicle.

• Using the generated map of patterns. An ANN is trained with a representation of selected
images corresponding to the potential positions of the vehicle. The patterns are generated based
on a numerical terrain model, knowledge of the effect of the hydrometeorological conditions
and the observation specificity of the selected device.

In addition to ANN, the literature also provides other solutions that can be used in comparative
navigation. One possible solution is the application of a system based on an algorithm of multi-sensor
navigational data fusion using a Kalman filter [40]. The said solution is intended to be implemented in
a navigational decision support system on board a sea-going vessel. The other possible solution is
comprehensive testing and analysis of a particle filter framework for real-time terrain navigation on
an autonomous underwater vehicle [41].

Deterministic methods include comparative navigation, which is mainly performed using distance
and proximity functions, as well as correlation and logical conjunction methods [42].

The idea of using ANN for position plotting is particularly intriguing. The teaching sequence
of the ANN consists of registered images correlated with their positions. Teaching is performed in
advance and can take as long as necessary. During the use of the trained network, the dynamic
registered images are passed to the network input, and the network interpolates the position based
on recognized images closest to the analyzed image. A merit of this method is that the network is
trained with real images, including their disturbances and distortions, which are similar to those that
are used in practice. The main problem with this method is that it requires previous registration of
numerous real images in various hydrometeorological conditions, and the processing and compressing
of images. After compressing the analyzed image, a teaching sequence for the neural network designed
to plot the vehicle’s position is constructed. The task of the network is to construct a mapping function
associating the analyzed picture with the position.

Regardless of the method of comparative navigation, the basic problem is registration, filtering,
and reduction of measurement data.

The standard methodology of the development of MBES big data, in general, consists of following
stages: (1) Obtaining a whole 3D multibeam sonar data set, (2) pre-processing (including, among
others the filtration process, noise removal and data reduction), (3) main processing (including, among
others, DTM construction and development of bathymetric maps), (4) visualization, (5) analysis.

In this work, we present a new approach of acquiring and simultaneously processing a set
of bathymetric observations. This is a different approach than presented in the literature on
the subject [19,27,29]. The approach includes fragmentary data acquisition, and fast reduction
(the optimum dataset method—OptD [35]) within acquired measuring strips in almost real time,
and generation of DTMs. The OptD method was modified for this purpose. This modification relies on
introducing in the OptD method a loop (FOR instruction) for fragmentary data processing. All these
processes in our approach were performed in a first stage under acquisition of data, during measurement,
whole data set was not obtained, but a fragment of the data set. The approach was considered where
measuring strips were obtained without overlay and where measuring strips had overlay between
each other. The proposed approach was compared with the method that uses full sets of bathymetric
data. The results showed that our approach quickly obtained, reduced, and generated DTMs in almost
real time for comparative navigation.
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The originality of this paper was a new approach for 3D multibeam data processing. Reduction
and 3D model generation in almost real time is an important research subject in the context of
comparative navigation. The navigators need to have, in short time, the results of measurement
for opportunity to compare generated isolines map (or DTMs) with existing maps (or DTMs).
In this way, the navigators can detect differences in depth, and recognize obstacles at the bottom of
the water reservoir.

2. Materials and Methods

While preparing a master image, such as the depth area taken from a bENC, the problem of data
processing time is not critical. For recording and processing images intended for dynamic comparison
with the master image, data reduction is the key problem. A dynamically registered image should
be processed for a DTM generated in close to real time. DTM construction is an important step in
generating the depth area of the acquired image to be compared with the master image of the bottom.
A DTM of the bottom can be generated based on data obtained from GNSS measurements connected to
a single-beam echosounder or a MBES, which is currently the most popular technology. The acquired
data is used to create a DTM of the bottom of the river, lake, channel, or harbor area. The DTM not only
models bottom area processes but also detects objects under the water surface and eventually helps with
their visual inspection. Handling such a large volume of data is time-consuming and labor-intensive.
Therefore, we propose the use of the OptD method [35–37] to reduce the data set. Reducing the number
of observations allows the 3D model and depth area to be generated much faster. Moreover, the OptD
method allows the data set to be divided into points representing the bottom of the river, lake, or channel
and points representing objects that are not the bottom (items under the water surface).

2.1. Instrument Description

The 3D Sidescan 3DSS-DX-450 sonar system (Ping DSP) (Figure 1) uses a state-of-the-art acoustic
transducer array, SoftSonar electronics, and advanced signal processing to produce superior swath
bathymetry and 3D side-scan imagery. This system resolves multiple concurrent acoustic arrivals,
separating backscatter from the seabed, sea surface, water column, and multipath arrivals to produce
3D side-scan image spanning the entire water column. High-resolution swath bathymetry coverage of
up to 14 times altitude is achieved. The system operates on frequencies of 450 kHz and the maximum
power consumption is 18 W. The dimensions of the sonar head are 57 × 9.8 cm, and its weight in air is
8 kg. The device generates a beam with a width of 0.4◦ and the maximum number of soundings per
ping is 1440 across the swath [43].

 
Figure 1. Photograph of the 3D Sidescan 3DSS-DX-450 sonar system (photograph: A. Stateczny).
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2.2. Test Area Characteristics

The measurements were carried out by HydroDron-1 [44] on Klodno Lake, which is a gutter-type
lake and located in the Kashubian Lake District in Chmielno Commune, in the Kartuzy administrative
unit (Pomorskie Province), Poland. Klodno Lake is one of the three Chmielenskie Lakes and lies on
the Kolko Radunskie waterway. The Kashubian Route runs along the southern and western coastline
of the lake, and the lake itself is connected to Male Brodne Lake and Radunski Dolny Lake through
narrow waterways. Radunia river flows through the lake. The total area of the lake is 134.9 ha,
the length is 2.0 km, and the maximum depth is 38.5 m. Data presented in the article were taken during
a 9 day measurement campaign in April and May 2019.

2.3. Methodology

2.3.1. Methodology v1

In methodology v1, the test area was processed and divided into strips, and tests without and with
overlay between the strips were performed. For the tests, the following assumptions were made.

(a) The test area was divided into strips pi without overlay between them, where pi was a strip with
observations, i= 1, 2, 3 . . . , m, and m was the number of strips.

(b) The test area was divided into strips poi with 25–30% overlay between them, where poi was
a strip with observations, i = 1, 2, 3 . . . , m, and m is the number of strips.

For strips without overlay (methodology v1.1) and strips with overlay (methodology v1.2.),
DTMmv1.1 and DTMmv1.2, respectively, were generated using the kriging method, and the results of
processing all strips combined together were whole DTMv1.1 and whole DTMv1.2, respectively.

2.3.2. Methodology v2

Methodology v2 differed from methodology v1 in that the DTMs were generated based on
a reduced set. The reduction was performed by the OptD method. The tests were performed using
similar assumptions to methodology v1.

(a) The test area was divided into strips pi without overlay between them and the set was reduced
by the OptD method.

(b) The test area was divided into strips poi with 25–30% overlay between them and the set was
reduced by the OptD method.

DTMmv2.1 and DTMmv2.2 were obtained for methodologies v2.1 and v2.2, and DTMv2.1
and DTMv2.2 were obtained as a sum of partial DTMs, respectively. The scheme for the proposed
methodologies is presented in Figure 2.

Additionally, for comparison, DTMs were generated from all the data (100%) and from all the data
after reduction (2%):

(a) DTM100% =whole DTMv1.1 =whole DTMv1.2.
(b) DTM2% =whole DTMv2.1 =whole DTMv2.2.

Our approach used the OptD reduction method and the kriging interpolation method.
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Figure 2. Scheme of the methodologies.

2.3.3. OptD method

The main aim of OptD method was the reduction of the set of measurement observations.
The degree of reduction was determined by setting prior, the reduction optimization criterion (c)
(e.g., the number of observations in the dataset that the user required after reduction). Reduction itself
was based on the cartographic generalization method. The area of interest was divided on measuring
strips L. Within each L, the relative position of the points to each other was considered. The way
how the points were tested in the context of being removed or preserved in the dataset depended on
the tolerance range t related to the chosen cartographic generalization method. The width of L and t are
iteratively changed until the optimization criterion was achieved. In result, there were different levels
of reduction in the individual parts of the processing area: There were more points in the detailed part
of the scanned object and much less within uncomplicated structures or areas. Only those points that
were significant remained. This method has been described in detail in [35–37].

Previous applications of the OptD method consisted of processing the entire data set (airborne
laser scanning—ALS, terrestrial laser scanning—TLS, mobile laser scanning—MLS). In the case of
MBES, the strips with observations were reduced in almost real time and happened in stages. The OptD
method was modified for this purpose. This modification relied on introducing in the OptD method
a loop (FOR instruction) for fragmentary data processing. The methodology of processing MBES based
on the modified OptD method is presented in Figure 3.

The strip’s width can be determined or set in relation to the measuring speed. The first measurement
strip is reduced while the next strip is acquired. The second strip is attached to the previous reduced
strip, and then the second is reduced while the third is obtained and so on, until the measurement is
finished. Reduction conducted within each of the separated strips is based on the Douglas–Peucker
cartographic generalization method [45,46]. The process can be performed for strips without overlay
(methodology v2.1) or strips with overlay (methodology v2.2). Finally, we obtained a whole data set
consisting of reduced strips.

(a) For methodology v2.1, the whole dataset after reduction = p1 after OptD + p2 after OptD + . . . +
pm after OptD

(b) For methodology v2.2, the whole dataset after reduction = po1 after OptD + po2 after OptD + . . .
+ pom after OptD
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Figure 3. Processing of multibeam echosounders (MBES) data based on the Optimum Dataset
OptD method.
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In both versions, the optimization criterion, c, was adopted, which controls the reduction rate.
For simplicity, this criterion was given as a percentage of points in the set after reduction. In this work,
c = 2% was used, which is a high reduction rate. For almost real-time processing, processing time was
important. Reduction decreased the number of observations, which substantially shortened the next
process, DTM, and depth area generation. To generate DTM in almost real time, the kriging method
was used.

In methodology v2.1, DTM1v2.1 was generated based on a reduced set with observations from
the first measurement strip, p1. DTM2v2.1 was generated from p2 after the reduction, and the last
interpolated node points were in the place where the DTM2v2.1 and DTM1v2.1 nodes coincided.
The DTM3v2.1 nodes coincided with the nodes of the next DTM, DTM4v2.1, and the previous DTM,
DTM2 v2.1, and so on. Methodology v2.2 used a similar process for strips with overlay.

Finally, the method gave the following models.

(a) For v2.1, the whole DTMv2.1 = DTM1v2.1 + DTM2v2.1 + . . . + DTMmv2.1
(b) For v2.2, the whole DTMv2.2 = DTM1v2.2 + DTM2v2.2 + . . . + DTMmv2.2

In addition to the DTMs generated by methodologies v2.1 and v2.2, DTMv2.1 and DTMv2.2 were
obtained from the whole dataset after reduction. For comparison, using methodology v1, DTMmv1.1
and DTMmv1.2 and DTMv1.1 and DTMv1.2 were also generated.

2.3.4. Reduction

The methodology v1 test area was divided into strips with no overlay between them. The scheme
for this division (methodology v1.1) is shown in Figure 4a and that for methodology v1.2, in which strips
are selected with overlay, is shown in Figure 4b.

Figure 4. Scheme of test area division into strips (a) with and (b) without overlay.

After the measurement was completed, we obtained a set of observations (Figure 5).
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Figure 5. Whole test area (694,185 points).

The statistical characteristics of the datasets obtained by methodology v1 are shown in Table 1.
Each dataset represented an individual strip, pi characterized by number of points in the dataset,
and the minimum and maximum height of points. Additionally, information about range and standard
deviation of height was included. They allowed us to initially assess the fragments of measured areas.

Table 1. Statistical characteristics for datasets in methodology v1. (Where: H—height, R—range,
STD—standard deviation).

Number of Points H min. [m] H max. [m] R [m] STD [m]

Whole dataset 694185 15.08 23.65 8.57 2.44
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p1 54176 22.86 23.54 0.68 0.08
p2 35106 22.86 23.60 0.74 0.11
p3 44333 22.82 23.58 0.76 0.12
p4 53579 22.75 23.65 0.90 0.10
p5 52967 22.64 23.52 0.88 0.11
p6 55497 22.04 23.39 1.35 0.20
p7 70704 20.84 23.14 2.30 0.40
p8 84962 19.48 22.16 2.68 0.55
p9 79890 17.86 20.42 2.56 0.49
p10 53216 17.35 18.78 1.43 0.27
p11 55373 16.36 18.04 1.68 0.33
p12 54382 15.08 17.03 1.95 0.31
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po1 72718 22.86 23.54 0.68 0.09
po2 56075 22.82 23.60 0.78 0.12
po3 72478 22.75 23.65 0.90 0.11
po4 80936 22.73 23.65 0.92 0.10
po5 80642 22.40 23.52 1.12 0.14
po6 90022 21.50 23.39 1.89 0.29
po7 115584 20.18 23.16 2.98 0.62
po8 122894 18.75 22.21 3.46 0.75
po9 101810 17.71 20.42 2.71 0.56
po10 84810 16.92 18.78 1.86 0.41
po11 84551 15.82 18.04 2.22 0.44
po12 54592 15.08 17.04 1.96 0.31

In methodology v2, the original dataset was optimized using the OptD method. As in the previous
case, the test area was divided into strips with and without overlay, and the variants are shown in
Figures 6 and 7.

Figures 6 and 7 show the difference between methodology v2.1 and v2.2. In the case of v. 2.1,
there are more points where the strips contact each other than in the middle of the strips. However, in
the case of v2.2 more points are in the entire overlay area.

The appearance of the whole dataset after reduction conducted using the same optimization
criterion (c = 2%) is shown in Figure 8. The time required for the reduction of the whole set to 2% of
the original set was about 20 s, which is acceptable for comparative navigation.
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Figure 6. Scheme of the test area division into strips without overlay (methodology v2.1).

 
Figure 7. Scheme of test area division into strips with overlay (methodology v2.2).
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Figure 8. Optimized test area (13,976 points).

In the case of reducing the whole data set presented in Figure 8, we observed that the points
remained in characteristic places of the studied area.

The statistical characteristics of the datasets obtained by methodology v2 are shown in Table 2.

Table 2. Statistical characteristics for datasets in methodology v2. (Where: H—height, R—range,
STD—standard deviation).

Number of Points H min. [m] H max. [m] R [m] STD [m]

Optimized dataset 13976 15.10 23.57 8.47 2.86
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p1 1091 22.86 23.53 0.67 0.11
p2 702 22.86 23.57 0.71 0.13
p3 888 22.85 23.57 0.72 0.13
p4 1071 22.75 23.65 0.90 0.13
p5 1055 22.72 23.52 0.80 0.14
p6 1111 22.05 23.35 1.30 0.25
p7 1403 20.84 23.10 2.26 0.55
p8 1710 19.50 22.16 2.66 0.78
p9 1605 17.86 20.38 2.52 0.71
p10 1066 17.40 18.76 1.36 0.36
p11 1116 16.36 18.00 1.64 0.50
p12 1079 15.10 17.01 1.91 0.46
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po1 1446 22.86 23.54 0.68 0.13
po2 1132 22.86 23.60 0.74 0.13
po3 1444 22.81 23.65 0.84 0.14
po4 1633 22.77 23.65 0.88 0.14
po5 1619 22.42 23.52 1.10 0.21
po6 1794 21.56 23.38 1.82 0.42
po7 2321 20.26 23.11 2.85 0.86
po8 2456 18.76 22.19 3.43 1.08
po9 2018 17.71 20.42 2.71 0.80
po10 1691 16.92 18.77 1.85 0.62
po11 1689 15.91 18.01 2.10 0.65
po12 1094 15.10 16.96 1.86 0.46

The average data acquisition time in strips of 20 m at a measuring unit speed of 4 knots was about
20 s. The reduction within strips without overlay took 4–7 s, whereas for strips with overlay it took
6–9 s. The data processing time was much faster than for that of obtaining one strip.

3. Results

Each dataset representing strips pi and poi was used for DTM generation. The DTMs generated
for strips p1, p2, and p3 are shown in Figures 9–11, respectively. Next to DTMs, corresponding to them
isoline maps are attached. They show, how the fragment of measured bottom of the lake look alike,
when methodologies v1.1 and v2.1 were applied.
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Figure 9. Isolines1v1.1 and digital terrain model (DTM)1v1.1, and isolines1v2.1 and DTM1v2.1
generated for strip 1 (p1) by methodologies v1.1 and v2.1, respectively.

 
Figure 10. Isolines2v1.1 and DTM2v1.1, and isolines2v2.1 and DTM2v2.1 generated for strip 2 (p2) by
methodologies v1.1 and v2.1, respectively.

The generated DTMs and isolines maps were more readable in the case of v2.1. Fewer data
has made the isoline image easier to read. Visibility of places with great depths was definitely
better. Therefore, it was easier to assess the nature of the bottom from the DTMs generated by
methodology v2.1. The statistical characteristics of the DTMs are presented in Table 3. As can be seen,
DTMs from both methodologies v1.1 and v2.1 do not show significant statistical differences. In height,
observed differences usually were about 2–3cm. For DTM4 and DTM6 they equaled −6 cm and 5 cm,
respectively. This may indicated, on existence of some items on the bottom of the lake, that reduction
allowed us to notice. The standard deviations calculated for DTMs generated from original dataset was
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usually smaller, about 1 cm in comparison to standard deviations corresponding to DTMs obtained
from reduced datasets.

Figure 11. Isolines3v1.1 and DTM3v1.1, and isolines3v2.1 and DTM3v2.1 generated for strip 3 (p3)
by methodologies v1.1 and v2.1, respectively.

Table 3. Statistical characteristics for DTMmv1.1 and DTMmv2.1. (Where: H—height, STD—standard deviation).

DTM H min. [m] H max. [m] STD [m] Time [s] for Generated DTMs

DTM1v1.1
DTM1v2.1

22.88
22.85

23.48
23.47

0.08
0.09

14
14

DTM2v1.1
DTM2v2.1

22.87
22.87

23.57
23.53

0.12
0.12

12
10

DTM3v1.1
DTM3v2.1

22.83
22.83

23.54
23.54

0.13
0.14

11
9

DTM4v1.1
DTM4v2.1

22.80
22.79

23.54
23.60

0.13
0.12

15
12

DTM5v1.1
DTM5v2.1

22.67
22.65

23.51
23.51

0.12
0.13

13
11

DTM6v1.1
DTM6v2.1

22.70
22.67

23.38
23.33

0.22
0.24

14
10

DTM7v1.1
DTM7v2.1

20.79
20.77

23.12
23.12

0.44
0.47

13
9

DTM8v1.1
DTM8v2.1

19.43
19.45

22.09
22.09

0.58
0.59

14
10

DTM9v1.1
DTM9v2.1

17.99
17.96

20.40
20.37

0.55
0.55

16
12

DTM10v1.1
DTM10v2.1

17.35
17.37

18.76
18.74

0.31
0.32

12
10

DTM11v1.1
DTM11v2.1

16.37
16.36

18.02
17.99

0.39
0.40

12
9

DTM12v1.1
DTM12v2.1

15.16
15.15

17.01
17.01

0.29
0.29

13
10

The total generation time for DTMv1.1 was 159 s, whereas that for DTMv2.1 was 126 s.

219



Remote Sens. 2019, 11, 2245

The DTMs generated for strips p1, p2, and p3 are presented Figures 11–14.

Figure 12. Isolines1v1.2 and DTM1v1.2, and isolines1v2.2 and DTM1v2.2 generated for strip 1 (po1)
by methodologies v1.2 and v2.2, respectively.

 
Figure 13. Isolines2v1.2 and DTM2v1.2, and isolines2v2.2 and DTM2v2.2 generated for strip 2 (po2)
by methodologies v1.2 and v2.2, respectively.
Analyzing Figures 12–14, it can be stated, as in the case of v2.1, that methodology v2.2 gave better

results in terms of visibility and effectiveness of generated isolines maps and DTMs. In the figures
showing the results of processing with the new v2.2 methodology, it was easier to read shallow
and deep places. Methodology v1.2 figures were hard to read, and the isolines map were difficult
to analyze.

The statistical characteristics of the DTMs are presented in Table 4.
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Figure 14. Isolines3v1.2 and DTM3v1.2, and isolines3v2.2 and DTM3v2.2 generated for strip 3 (po3)
by methodologies v1.2 and v2.2, respectively.

Table 4. Statistical characteristics for DTMmv1.2 and DTMmv2.2. (Where: H—height, STD—standard deviation).

DTM H min. [m] H max. [m] STD [m] Time [s] for Generated DTMS

DTM1v1.2
DTM1v2.2

22.87
22.86

23.47
23.50

0.09
0.12

20
19

DTM2v1.2
DTM2v2.2

22.86
22.87

23.52
23.53

0.12
0.13

21
18

DTM3v1.2
DTM3v2.2

22.80
22.82

23.54
23.55

0.12
0.12

23
19

DTM4v1.2
DTM4v2.2

22.82
22.79

23.54
23.55

0.11
0.13

22
18

DTM5v1.2
DTM5v2.2

22.43
22.46

23.50
23.51

0.15
0.16

21
17

DTM6v1.2
DTM6v2.2

21.52
21.53

23.41
23.39

0.31
0.32

21
16

DTM7v1.2
DTM7v2.2

20.23
20.25

23.12
23.09

0.67
0.68

22
16

DTM8v1.2
DTM8v2.2

18.76
18.76

22.15
22.16

0.81
0.82

22
15

DTM9v1.2
DTM9v2.2

17.75
17.71

20.39
20.42

0.63
0.65

24
16

DTM10v1.2
DTM10v2.2

16.95
16.96

18.76
18.75

0.43
0.45

19
14

DTM11v1.2
DTM11v2.2

15.81
15.83

18.02
18.00

0.49
0.50

23
16

DTM12v1.2
DTM12v2.2

15.16
15.17

17.02
16.99

0.29
0.28

22
16

The generation time for DTMv1.2 was 260 s, whereas that for DTMv2.2 was 201 s. Analyzing
the statistical characteristics of DTMs obtained in methodologies v1.2 and v2.2, the trend can be observed.
DTMs generated on the basis of the reduced dataset were about 1 cm higher than corresponding DTMs
obtained from original measurement data.

DTM 100% and DTM 2% were also generated (Figures 15 and 16).
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Figure 15. Isolines100% and DTM100%.

Figure 16. Isolines2% and DTM2%.

In Figures 15 and 16, the conclusion about a more readable isoline map was repeated. Figure
Isolines2% (Figure 16) shows areas of depth in the test area better than Isolines100% in Figure 15.

The statistical characteristics of the isolines2%, DTM2%, isolines100% and DTM100% are presented
in Table 5.
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Table 5. Statistical characteristics for DTM100% and DTM2%. (Where: H—height, STD—standard deviation).

DTM H min. [m] H max. [m] STD [m] Time [s] for Generated DTMS

DTM100%
DTM2%

15.29
15.32

23.56
23.56

2.50
2.54

268
150

The total development time of the whole set was 508 s, consisting of 240 s acquisition time of
the whole set and 268 s DTM100% generation time. The total development time of the reduced set was
410 s, consisting of 240 s acquisition time of the whole set, 20 s reduction of the set to 2% of the original
set, and 150 s DTM2% generation time.

To assess how the DTM strips fit together, the height differences at the corresponding nodes
between adjacent strips were calculated. The results for methodologies v1 and v2 are shown in Tables 6
and 7, respectively.

Table 6. Height differences between strips in methodology v1. (Where: H—height, STD—standard deviation).

ΔH min. [m] ΔH max. [m] ΔHmean [m] STD [m]

St
ri

ps
w

it
ho

ut
ov

er
la

y

p1–p2 −0.32 0.32 0.01 0.08
p2–p3 −0.22 0.27 0.00 0.02
p3–p4 −0.37 0.30 −0.01 0.08
p4–p5 −0.49 0.28 −0.02 0.08
p5–p6 −0.36 0.30 −0.02 0.07
p6–p7 −0.40 0.32 −0.03 0.08
p7–p8 −0.60 0.29 −0.09 0.13
p8–p9 −0.58 0.27 −0.06 0.11
p9–p10 −0.80 0.23 −0.06 0.11
p10–p11 −0.52 0.19 −0.08 0.09
p11–p12 −0.43 0.22 −0.03 0.07

St
ri

ps
w

it
h

ov
er

la
y

po1–po2 −0.26 0.22 0.00 0.05
po2–po3 −0.33 0.33 0.00 0.05
po3–po4 −0.31 0.25 −0.01 0.04
po4–po5 −0.26 0.24 0.00 0.04
po5–po6 −0.28 0.24 0.00 0.04
po6–po7 −0.37 0.28 −0.03 0.07
po7–po8 −0.56 0.21 −0.04 0.10
po8–po9 −0.43 0.20 −0.03 0.07
po9–po10 −0.52 0.24 −0.03 0.07
po10–po11 −0.38 0.25 −0.02 0.05
po11–po12 −0.43 0.42 −0.01 0.06

Both methodologies gave similar results; the differences between almost all the statistical
characteristics were close to zero. However, the difference for ΔH min. was larger (from −0.25
to 0.14 m) because some points representing an object with various values of H may be near the area
where adjacent strips are coincident. Therefore, the content of the set processed by the OptD method
was different. Nonetheless, data reduction by the OptD method made the main features in the modeled
areas clearer (Figures 9–14).
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Table 7. Height differences between strips in methodology v2. (Where: H—height, STD—standard deviation).

ΔH min. [m] ΔH max. [m] ΔHmean [m] STD [m]

St
ri

ps
w

it
ho

ut
ov

er
la

y
p1–p2 −0.21 0.34 0.03 0.07
p2–p3 −0.29 0.28 0.00 0.11
p3–p4 −0.22 0.25 0.00 0.07
p4–p5 −0.34 0.21 −0.02 0.07
p5–p6 −0.31 0.23 −0.02 0.09
p6–p7 −0.24 0.24 −0.03 0.07
p7–p8 −0.44 0.26 −0.08 0.11
p8–p9 −0.55 0.28 −0.10 0.13
p9–p10 −0.49 0.27 −0.04 0.08
p10–p11 −0.40 0.18 −0.06 0.08
p11–p12 −0.44 0.17 −0.04 0.07

St
ri

ps
w

it
h

ov
er

la
y

po1–po2 −0.21 0.27 −0.01 0.08
po2–po3 −0.20 0.05 −0.06 0.07
po3–po4 −0.26 0.26 0.07 0.07
po4–po5 −0.29 0.20 −0.02 0.08
po5–po6 −0.20 0.20 0.03 0.06
po6–po7 −0.31 0.33 −0.03 0.12
po7–po8 −0.52 0.24 −0.11 0.14
po8–po9 −0.70 0.28 −0.06 0.19
po9–po10 −0.35 0.26 0.02 0.08
po10–po11 −0.39 0.47 0.03 0.16
po11–po12 −0.37 0.53 0.05 0.15

The statistical characteristics of the height differences for methodologies v1 and v2 are shown in
Tables 8 and 9, respectively.

Table 8. Statistical characteristics for height differences between strips (methodology v1). (Where:
H—height, STD—standard deviation).

Methodology v1

ΔH min. [m] ΔH max. [m] ΔHmean [m] STD [m]

St
ri

ps
w

it
ho

ut
ov

er
la

y

Min. −0.80 0.19 −0.09 0.02

Max. −0.22 0.32 0.01 0.13

Mean −0.46 0.29 −0.03 0.08

Standard deviation 0.16 0.04 0.03 0.03

St
ri

ps
w

it
h

ov
er

la
y

Min. −0.56 0.20 −0.04 0.04

Max. −0.26 0.42 0.00 0.10

Mean −0.38 0.26 −0.01 0.06

Standard deviation 0.10 0.06 0.01 0.02

Table 10 shows the differences between statistical characteristics for height differences between
methodologies v1 and v2.

The differences in statistical characteristics for height differences between using strips with
and without overlay for methodology v2 are shown in Table 11. The majority of values were
from −0.01 to 0.08 m, indicating that there were no significant differences between the approaches.
However, the processing time for strips with overlay was longer than for strips without overlay.
Therefore, the methodology based on data reduction and the variant that uses strips without overlays
are suitable for depth area calculation.
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Table 9. Statistical characteristics for height differences between strips (methodology v2). (H—height,
STD—standard deviation).

Methodology v2

ΔH min. [m] ΔH max. [m] ΔHmean [m] STD [m]

St
ri

ps
w

it
ho

ut
ov

er
la

y

Min. −0.55 0.17 −0.10 0.07

Max. −0.21 0.34 0.03 0.13

Mean −0.34 0.26 −0.03 0.09

Standard deviation 0.12 0.05 0.04 0.02

St
ri

ps
w

it
h

ov
er

la
y

Min. −0.70 0.05 −0.11 0.06

Max. −0.20 0.53 0.07 0.19

Mean −0.35 0.28 −0.01 0.11

Standard deviation 0.15 0.13 0.05 0.04

Table 10. Differences between statistical characteristics for height differences between methodologies.
(Where: H—height, STD—standard deviation).

Methodology v1—Methodology v2

ΔH min. [m] ΔH max. [m] ΔHmean [m] STD [m]

St
ri

ps
w

it
ho

ut
ov

er
la

y

Min. −0.25 0.02 0.01 −0.05

Max. −0.01 −0.02 −0.02 0.01

Mean −0.12 0.02 0.00 0.00

Standard deviation 0.04 −0.01 0.00 0.01

St
ri

ps
w

it
h

ov
er

la
y

Min. 0.14 0.15 0.07 −0.03

Max. −0.05 −0.11 −0.07 −0.09

Mean −0.03 −0.02 −0.01 −0.05

Standard deviation −0.05 −0.07 −0.04 −0.03

Table 11. Differences in statistical characteristics for height differences between strips with and without
overlay. (Methodology v2). (where: H—height, STD—standard deviation).

Strips with Overlay—Strips without Overlay

ΔH min.
[m]

ΔH max.
[m]

ΔHmean [m] STD [m]

Min. −0.15 −0.12 −0.01 0.00
Max. 0.01 0.19 0.05 0.06
Mean 0.00 0.02 0.02 0.02

Standard deviation 0.04 0.08 0.02 0.02

4. Discussion

The new approach of methodology for processing MBES big data proposed by the authors was
based on fragmentary 3D multibeam sonar data processing conducted in almost real time. All stages
of standard methodology were performed not after acquisition of the whole dataset but in time,
the fragments of data were acquired. While the one fragment of data was processed (execution of all
stages: Reduction, DTM generation, isolines generation, analysis) the next fragment was obtained.

The most important step during the processing was reduction, because a reduced number of data
allowed faster 3D bottom model generation, which can be compared with other types of data within
terrain reference navigation.
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Various tests can be found in the literature to speed up the calculation time of big data, e.g., parallel
programming can be used with compute unified device architecture (CUDA). Using CUDA in processing
of big datasets was tested, among others, by [47–49]. Within these works, tests on the possibility of using
CUDA to generate a digital elevation model were performed. To speed up calculations there was also
possibility to use artificial neural networks for modeling sea bottom shape, as these also continually
implemented a surface approximation process [50,51]. These methods processed the entire dataset upon
completion of the measurement. The use of these methods in almost real time was difficult, so in the new
development methodology, we proposed using the OptD method.

The time needed to reduce the 3D multibeam sonar dataset based on OptD method with
optimization criterion of 2% in strips was 4–7 s, whereas for strips with overlay it took 6–9 s. Such time
can be considered as insignificant compared to the entire time needed for processing the whole data
set. Moreover, the benefit of the reduction was a shorter time needed to generate the model. The times
were as follows:

1. The total generation time for DTMv1.1 was 159 s, whereas that for DTMv2.1 was 126 s.
2. The generation time for DTMv1.2 was 260 s, whereas that for DTMv2.2 was 201 s.
3. The time needed for DTM generation was 268 s for DTM100% and 150 s for DTM2%.

Thus, the longest time was needed to generate a DTM100%. In all other cases, the time was
shorter. The shortest time was needed for DTMv2.1 generation (the version with strips without overlay
and with processing based on OptD method). The processing time depended on performed computer
equipment and software. It is important, however, that the reduction algorithms, whose task is to
speed up the development time, were uncomplicated and easy to implement.

The proposed solution also enables ongoing control during measurement. Acquired data were
observed and initially analyzed in almost real time, therefore, if there was need, measurement can be
repeated, completed or omitted in the selected area. Therefore, the presented approach can save time,
labor, space on disks, etc.

5. Conclusions

For comparative navigation, data from MBES was processed by a new methodology
which consisted of the OptD method to reduce the number of observations and generate DTMs
representing measured fragments of the bottom of the area in almost real time. The data was then
used to perform depth area calculations. The methodologies were based on fragmentary processing
of observations organized in strips with or without overlay. Our analysis showed that using strips
without overlay and with reduction by the OptD method (methodology 2.1) was an efficient, fast way
to obtain data appropriate for 3D model generation that can be compared with a reference chart,
such as bENCs. A major advantage of our method is that only points containing relevant information
about depth differences are used for DTM construction and unimportant points belonging to flat areas
are omitted. The resulting depth model of the bottom forms the first layer of a multi-layered model
of the reference image bottom, which in many methods there is the only one layer. For comparative
navigation based on the depth model above the flat bottom, the system cannot determine the position
and additional information is required. For example, subsequent layers could be a bottom object layer
and a layer containing information about the type of bottom. The layer containing characteristic points
and bottom objects will use the same reduced points as the depth layer, allowing the analysis of data in
semi-real time.

The general conclusions can be formulated as follows:

1. The new methodology is dedicated for 3D multibeam sonar data.
2. The new approach consists of the following steps: Acquisition the fragment of data, reducing

data, and 3D model generation.
3. At the same time, the one fragment of data was processed with a new methodology, the next

fragment of data was measured. This approach allows fast processing.
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4. The generated DTMs or isolines maps can be simultaneously compared with existing maps
(for example bENCs).

5. The time needed for fragmentary processing of 3D multibeam sonar data is shorter than the time
needed for processing the whole data set.

6. The navigator has full control over the number of observations and the obtained DTMs are of
good quality. In the case of isolines, mapping the obtained results shows that isolines generated
by way of the OptD method are more readable and these isolines present more visible depths.
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Abstract: The synthetic aperture radar (SAR) image of moving targets will defocus due to the unknown
motion parameters. For fast-maneuvering targets, the range cell migration (RCM), Doppler frequency
migration and Doppler ambiguity are complex problems. As a result, focusing of fast-maneuvering
targets is difficult. In this work, an efficient SAR refocusing algorithm is proposed for fast-maneuvering
targets. The proposed algorithm mainly contains three steps. Firstly, the RCM is corrected using
sequence reversing, matrix complex multiplication and an improved second-order RCM correction
function. Secondly, a 1D scaled Fourier transform is introduced to estimate the remaining chirp rate.
Thirdly, a matched filter based on the estimated chirp rate is proposed to focus the maneuvering target
in the range–azimuth time domain. The proposed method is computationally efficient because it can
be implemented by the fast Fourier transform (FFT), inverse FFT and non-uniform FFT. A new deramp
function is proposed to further address the serious problem of Doppler ambiguity. A spurious peak
recognition procedure is proposed on the basis of the cross-term analysis. Simulated and real data
processing results demonstrate the validity of the proposed target focusing algorithm and spurious
peak recognition procedure.

Keywords: complex Doppler ambiguity; fast-maneuvering target refocusing; non-uniform FFT
(NUFFT); 1D scaled Fourier transform (1D SCFT); synthetic aperture radar (SAR)

1. Introduction

Synthetic aperture radar (SAR) can image the scenes of interest during the day and night regardless
of weather conditions, which attracts considerable attention worldwide [1–10]. SAR has been widely
used in numerous remote sensing applications, such as marine observation, traffic monitoring and
antiterrorism. The growing demand for surveillance of moving targets has made imaging these targets
a major task for modern SAR systems [11–15]. Nevertheless, the unknown motion parameters between
the SAR platform and the moving target result in range cell migration (RCM) and Doppler frequency
migration (DFM) [16,17]. These factors lead to the defocused image of moving targets. Thus, the
defocusing effects induced by the RCM and DFM should be effectively removed.

Several methods have been presented to remove the RCM with the SAR system. The Hough/Radon
transforms [18,19] were utilised to search the trajectory and correct the RCM. However, they suffer
from high computational complexity due to the searching of the trajectory. On this basis, the first-order
keystone transform (FOKT) [20,21], second-order keystone transform (SOKT) [22,23] and Doppler
keystone transform [24] were proposed to remove the corresponding RCM without knowing a
priori knowledge of the moving target. Although these transforms avoid searching of the target
trajectory, their performance is limited by the effects of DFM and Doppler ambiguity. Methods,
such as FOKT-based methods [25,26], stationary phase-based methods [27,28], joint time–frequency
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analysis-based methods [17,29] and modified SOKT-based methods [30], were presented to deal with
these issues. However, these methods ignore the acceleration motion and only consider the moving
target with a low-order (i.e., second-order) phase model. The acceleration motion and third-order phase
should be further considered for the fast-maneuvering target [16,31,32]. Thus, the aforementioned
methods may be inappropriate.

The components of RCM and DFM become increasingly complex due to the acceleration motion
and third-order phase. Different from the RCM and DFM for moving targets with a low-phase model,
which only includes first-order RCM (FRCM), second-order RCM (SRCM) and linear DFM (LDFM), the
third-order RCM (TRCM) and quadratic DFM (QDFM) should be included for fast-maneuvering targets.
The first-order phase of the target signal induces the Doppler centre shift; then, the Doppler centre
ambiguity emerges due to the limitation of pulse repetition frequency (PRF) for the SAR system [25,27].
The complex azimuth Doppler spectrum induced by Doppler centre shift and DFM may distribute
into one, two or multiple PRF bands. When the azimuth Doppler spectrum occupies two or multiple
PRF bands, the target spectrum split occurs, which induces the Doppler spectrum ambiguity. The
TRCM, QDFM, Doppler centre blur and spectrum ambiguity lead to the difficulty in the focusing of
fast-maneuvering targets.

The axis mapping-based coherently integrated cubic phase function (CICPF) method [31] was
introduced in consideration of the acceleration motion and third-order phase. However, this method
directly applies SOKT to remove the SRCM and ignores the complex Doppler spectrum ambiguity (i.e.,
Doppler spectrum spanning over two or multiple PRF bands). If the Doppler spectrum is not located
entirely on one PRF band, then the target trajectory will split into multiple parts after performing
this method. A SOKT-based generalised Hough-high-order ambiguity function (SOKT-GHHAF)
method [32] was proposed to focus the maneuvering targets for dealing with the aforementioned
issue. This method uses the operation of Doppler centre shifting by PRF/2 to eliminate the effect of
Doppler spectrum split. However, if the target spectrum bandwidth is larger than PRF/2, then the
operation of Doppler centre shifting by PRF/2 will be invalid, and the effect of Doppler spectrum split
will still persist [25]. The parameter searching-based methods [16,33] were introduced without the
effect of Doppler spectrum ambiguity. Although these algorithms are effective, they suffer from large
computational complexity induced by a brute-force parameter searching procedure.

We present a new computationally efficient algorithm for refocusing of ground fast-maneuvering
targets on the basis of the previous works. In this algorithm, the RCM is corrected using sequence
reversing, matrix complex multiplication and an improved SRCM correction function in the range
frequency and azimuth slow time domain. The Doppler centre shift is removed simultaneously. Then,
a 1D scaled Fourier transform (SCFT) with the constant factor ε is used to estimate the chirp rate
of the target signal. Thereafter, a matched filter based on the estimated chirp rate is presented to
focus the moving target in the range–azimuth time domain. In addition, a new deramp function with
the constant factor ϕ is proposed to further deal with the Doppler spectrum ambiguity. Then, the
operation of combining the new deramp function and SOKT is introduced to address the mismatch of
the improved SRCM correction function. The cross-term interference for multiple targets is analysed,
and a spurious peak recognition procedure is proposed. The simulated and real data processing results
verify the proposed target focusing algorithm and spurious peak recognition procedure.

The main contributions of this work are listed as follows: (1) the proposed algorithm can achieve a
well-focused result in the range–azimuth time domain because the acceleration motion and third-order
phase of the fast-maneuvering target are considered; (2) the presented algorithm has low computational
complexity given that it can be implemented by the fast Fourier transform (FFT), inverse FFT (IFFT)
and non-uniform FFT (NUFFT); (3) two constant factors, namely, ε and ϕ, are introduced to expand
the applicability of the proposed algorithm; (4) a new deramp function is introduced to further deal
with the complex Doppler ambiguity; and (5) a spurious peak recognition procedure is presented to
address the cross-term interference.
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The rest of the paper is organised as follows: Section 2 provides the signal model and characteristics.
Section 3 describes the proposed algorithm. Section 4 gives specific analysis related to the proposed
algorithm. Section 5 presents the simulated and real data processing results. Section 6 gives the
discussion of the proposed algorithm. Section 7 provides the final conclusions.

2. Signal Model and Characteristics

2.1. Signal Model

The motion geometry between the SAR platform under the side-looking strip-map mode and the
ground maneuvering target on a slant-rang plane is shown in Figure 1. During the synthetic time Ta,
the SAR platform flies with constant velocity v. The maneuvering target with cross-track velocity vc,
cross-track acceleration ac, along-track velocity va and along-track acceleration aa moves from point A
to point B. R0 and Rs(tn) denotes the nearest and instantaneous slant ranges between the SAR platform
and the maneuvering target. tn represents the azimuth slow time.

Flight/azimuth direction

2
c n c n

1v t + a t
2

2
a n a n

1v t + a t
2

nt

0R
s nR t

v

B

A

O

Range direction

Y

X

Figure 1. Motion geometry between the synthetic aperture radar platform and the ground maneuvering
target on a slant-rang plane.

In accordance with the motion geometry described in Figure 1, Rs(tn) is expressed as

Rs(tn) =

√(
vtn − vatn − 1

2
aat2

n

)2
+
(
R0 − vctn − 1

2
act2

n

)2
. (1)

The instantaneous slant range Rs(tn) can be expanded on the basis of the Taylor series expansion.
Considering the accuracy of the range model, a third-order range model is used as follows [16,31–33]:

Rs(tn) ≈ R0 − vctn +
(v− va)

2 −R0ac

2R0
t2
n +

vc(v− va)
2 + R0aa(va − v)

2R2
0

t3
n. (2)

We suppose that the radar transmits the linear frequency modulation (LFM) signal with the form
as follows [20]:

st(t) = rect(
t

Tp
) exp( j2π fct + jπγt2), (3)
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where t indicates the range time, rect(·) is the rectangle window function, Tp denotes the pulse length,
γ is the chirp rate of the transmitted signal and fc represents the carrier frequency. The received
baseband signal is written as

sbase(t, tn) = σrect
[

t− 2Rs(tn)/c
Tp

]
wa(tn) exp

⎧⎪⎪⎨⎪⎪⎩ jπγ
[
t− 2Rs(tn)

c

]2⎫⎪⎪⎬⎪⎪⎭ exp
[
− j

4π
λ

Rs(tn)
]
, (4)

where σ is the backscattering coefficient of the moving target, c denotes the speed of electromagnetic
wave, wa(·) is the azimuth window function and λ is the wavelength of the transmitted signal.

By substituting Equations (2) into (4) and performing the range compression [20,22], the received
signal omitting the envelope in the range frequency and azimuth time domain yields

s1( f , tn) = rect
(

f
B

)
wa(tn) exp

[
− j4π

c ( f + fc)

·
(
R0 − vctn +

(v−va)
2−R0ac

2R0
t2
n +

vc(v−va)
2+R0aa(va−v)
2R2

0
t3
n

)]
,

(5)

where f denotes the range frequency variable and B = γTp is the bandwidth of the transmitted signal.
After the range IFFT is applied to Equation (5), the received signal in the range and azimuth slow

time domain is expressed as

s1(t, tn) = sinc
{
B
[
t− 2

(
R0 − vctn +

(v−va)
2−R0ac

2R0
t2
n +

vc(v−va)
2+R0aa(va−v)
2R2

0
t3
n

)
/c
]}

·wa(tn) exp
[
− j4π
λ

(
R0 − vctn +

(v−va)
2−R0ac

2R0
t2
n +

vc(v−va)
2+R0aa(va−v)
2R2

0
t3
n

)]
,

(6)

where sinc(x) = sin(πx)/(πx) denotes the sinc function.

2.2. Signal Characteristics

In accordance with Equation (5), the range frequency variable f is coupled with the azimuth slow
time variable tn. Not only the coupling effects caused by the low-order terms, namely, the tn- and
t2
n-term, but also those induced by the high-order one, namely, the t3

n-term, exist. Therefore, the range
position and Doppler frequency of the moving target change with the azimuth slow time.

As described in the sinc function term of Equation (6), the tn-term induces FRCM, the t2
n-term

causes SRCM and the t3
n-term leads to TRCM in the range dimension. According to the last exponential

term of Equation (6), the tn-term, t2
n-term and t3

n-term result in Doppler centre shift, LDFM and QDFM,
respectively, in the Doppler frequency dimension. The RCM and DFM are severe for fast-maneuvering
targets. This condition makes the trajectory span over multiple ranges and Doppler frequency cells.
Thus, the complex RCM and DFM should be effectively removed to focus the moving target.

The target azimuth Doppler spectrum distribution must be further studied to obtain a well-focused
result [34]. The Doppler centre shift of the fast-maneuvering target is larger than PRF/2, and the target
shows Doppler centre blur. In the 2D spectrum dimension, the potential azimuth spectrum distributions
caused by Doppler centre shift and DFM consist of the following cases. When fB < PRF/2, where fB
denotes the azimuth spectrum bandwidth of the target signal, two azimuth spectrum distributions are
introduced: case I: the azimuth spectrum is located entirely on one PRF band, as shown in Figure 2a,
where fdc represents the Doppler centre shift in the figure; case II: the azimuth spectrum spans over two
PRF bands, as shown in Figure 2b. When PRF/2 < fB < PRF, two other azimuth spectrum distributions
are obtained: case III: the azimuth spectrum still occupies one PRF band, as displayed in Figure 2c;
case IV: the azimuth spectrum also distributes into two PRF bands, as shown in Figure 2d. When
fB > PRF, as shown in Figure 2e, the azimuth spectrum distributes into several PRF bands. When
the azimuth spectrum does not entirely occupy one PRF band, namely, cases II, IV and V, the target
spectrum split will occur; this phenomenon induces the azimuth Doppler spectrum ambiguity [34,35].
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Figure 2. Potential azimuth Doppler spectrum distributions: (a) case I: fB < PRF/2, spectrum entirely in
one pulse repetition frequency (PRF) band; (b) case II: fB < PRF/2, spectrum spanning two PRF bands;
(c) case III: PRF/2 < fB < PRF, spectrum entirely in one PRF band; (d) case IV: PRF/2 < fB < PRF,
spectrum spanning two PRF bands; (e) case V: fB > PRF, spectrum spanning several PRF bands.

In summary, the complex RCM and DFM lead to severe integration loss and defocusing of the
target image. In the existing methods, the Doppler ambiguity number searching [25,34] and Doppler
centre shifting by PRF/2 operations [26,27,32] were usually used to deal with the Doppler centre blur
and spectrum ambiguity, respectively. However, the Doppler ambiguity number searching operation
increases the computational complexity. If the spectrum distribution belongs to case IV or V, then the
Doppler centre shifting by PRF/2 operation will be invalid. Accordingly, the moving targets become
difficult to be focused in the presence of complex Doppler ambiguity by applying transitional FOKT or
SOKT-based [20–26,31,32] and stationary phase-based [27,28] methods. We present a new algorithm
for refocusing of fast-maneuvering targets to deal with aforementioned problems.

3. Proposed Algorithm Description

The RCM, DFM, Doppler centre shift and Doppler ambiguity are the key issues for refocusing of
fast-maneuvering targets according to the target signal properties described in the previous section.
Therefore, a new fast algorithm is presented in this section.

3.1. RCM, Doppler Centre Shift and QDFM Compensation

In accordance with Equation (5), the discrete form of s1( f , tn) omitting the azimuth window
function is expressed as

s1(m, n) = rect
(

mΔ f
B

)
exp

[
− j4π

c (mΔ f + fc)

·
(
R0 − vcnΔtn +

(v−va)
2−R0ac

2R0
n2Δt2

n +
vc(v−va)

2+R0aa(va−v)
2R2

0
n3Δt3

n

)]
,

(7)

where m(m = −M/2,−M/2 + 1, · · · ,−M/2− 1, M/2) denotes the discrete range frequency number
index related to continuous range frequency f , M is assumed to be an even integer, Δ f denotes the
range frequency sampling interval, n(n = −N/2,−N/2+1, · · · , N/2− 1, N/2) represents the discrete
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slow time number index related to continuous slow time tn, N is assumed to be an even integer and
Δtn indicates the pulse repetition interval.

Given the symmetrical property of the discrete slow time sequence, a new signal after reversing
the discrete slow time sequence for each range frequency yields [36,37]

s1(m,
←
n) = s1(m,−n) = rect

(
mΔ f

B

)
exp

[
− j4π

c (mΔ f + fc)

·
(
R0 + vcnΔtn +

(v−va)
2−R0ac

2R0
n2Δt2

n − vc(v−va)
2+R0aa(va−v)
2R2

0
n3Δt3

n

)]
,

(8)

where “←” denotes the sequence reversing operation. As shown in Equations (7) and (8), the effects
of tn-term and t3

n-term can be removed by multiplying Equation (7) by Equation (8). Thus, the
corresponding result yields

s2(m, n) = s1(m, n)·s1(m,
←
n)

= rect
(

mΔ f
B

)
exp

[
− j8π

c (mΔ f + fc)
(
R0 +

(v−va)
2−R0ac

2R0
n2Δt2

n

)]
.

(9)

As described in Equation (9), the FRCM, TRCM and QDFM are effectively compensated. In the
meantime, the Doppler centre blur and spectrum distributions belonging to cases II and IV are avoided
given that the Doppler centre shift is effectively removed. Nevertheless, the effect induced by t2

n-term
still exists. Thus, the SRCM and FDFM should be effectively eliminated.

As verified in [16,33,38,39], the SRCM of the common metre-level range resolution SAR system
depends on the SAR platform velocity given that the target along-track velocity and cross-track
acceleration are considerably smaller than the velocity of SAR platform. Therefore, the SRCM can be
removed by constructing the correction function on the basis of the SAR platform velocity v as long
as the residual SRCM correction error is smaller than one range resolution bin. In accordance with
Equation (9), an improved SRCM correction function is constructed as follows:

HRCM(m, n) = exp
(

j4πmΔ f v2n2Δt2
n

cR0

)
. (10)

The SRCM correction error by applying the correction function in Equation (10) is obtained as

ΔRRCM =

∣∣∣∣∣∣∣
⎡⎢⎢⎢⎢⎢⎢⎣
(
v2

a − 2vva
)
−R0ac

4R0

⎤⎥⎥⎥⎥⎥⎥⎦(Ta)
2

∣∣∣∣∣∣∣. (11)

We suppose that a maneuvering target, which is denoted by Target A, is considered. The target
parameters are va = 30 m/s, aa = −1 m/s2, vc = 32 m/s and ac = −1 m/s2. The main radar
parameters are fc = 10 GHZ, B = 80 MHZ, PRF = 1400 HZ, v = 250 m/s, R0 = 6000 m and Ta = 1.2 s.
The SRCM correction error ΔRRCM is calculated as 0.486 m, which is smaller than one range resolution
bin. Example A without noise is also presented. Figure 3a shows the target trajectory after range
compression. The target suffers from severe RCM effect. As illustrated in Figure 3b, only the SRCM
remains after FRCM and TRCM correction. Figure 3c exhibits the result of SRCM compensation by
using the correction function in Equation (10). The SRCM is effectively removed, and the trajectory
of the moving target is located on the same range bin. The residual SRCM correction error by using
the SAR platform velocity can be ignored and the correction function in Equation (10) is considered
effective for the common metre-level range resolution SAR system.
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(a) (b) (c) 

Figure 3. Results of Example A: (a) trajectory after range compression; (b) trajectory after first-order
range cell migration and third-order range cell migration correction; (c) result of second-order range
cell migration correction by using the correction function in Equation (10).

After multiplying Equation (9) by Equation (10), we have

s3(m, n) = s2(m, n)·HRCM(m, n)

≈ rect
(

mΔ f
B

)
exp

(
− j8π

c (mΔ f + fc)R0
)

exp
[
− j8π
λ

(v−va)
2−R0ac

2R0
n2Δt2

n

]
.

(12)

After the range IFFT is applied to Equation (12), the continuous time expression is obtained as

s3(t, tn) = sinc
[
B
(
t− 4R0

c

)]
exp

⎡⎢⎢⎢⎢⎣− j8π
λ

(v− va)
2 −R0ac

2R0
t2
n

⎤⎥⎥⎥⎥⎦. (13)

According to Equation (13), the moving target is focused in the same range bin, and the target
signal along azimuth slow time dimension can be modelled as a second-order phase signal (i.e., an
LFM signal). The chirp rate (i.e., second-order phase coefficient) of the target signal in Equation (13)
should be effectively estimated and compensated to focus the moving target.

3.2. Estimation of Chirp Rate by 1D SCFT

Several typical methods, such as, discrete chirp-Fourier transform (DCFT) [34,40], fractional
Fourier transform (FRFT) [29,41], Lv’s distribution (LVD) [26,42], and CICPF [17,31], have been
proposed to estimate the chirp rate of the target signal in Equation (13). As for the parameter
searching-based methods, DCFT and FRFT are computationally prohibitive due to the brute-force grid
searching operation. Subsequently, the LVD and CICPF have been proposed without the searching
process. However, these methods must transform the 1D LFM signal into a 2D parameter space to
obtain the final estimation result. These methods still have a large computational burden due to the 2D
data processing operation. Considering that the chirp rate of signal in Equation (13) has been doubled,
the constant factor ε is introduced to expand the application scope. The corresponding 1D SCFT with
constant factor ε yields

s3(
4R0

c , ft2
n
) =

∫
s3(

4R0
c , tn) exp

(
− j2π ft2

n
εt2

n

)
dt2

n

= δ
(

ft2
n
+

2(v−va)
2−2R0ac

ελR0

)
,

(14)

where s3(
4R0

c , tn) = exp
[
− j8π
λ

(v−va)
2−R0ac

2R0
t2
n

]
, ft2

n
is the azimuth scaled frequency variable corresponding

to t2
n and δ(·) denotes the Dirac delta function. The selection criterion of constant factor ε is discussed

in Appendix A.
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In accordance with Equation (14), the chirp rate is estimated as follows:

2(v− va)
2 − 2R0ac

λR0
= −ε f̂t2

n
, (15)

where f̂t2
n

denotes the peak position in the azimuth scaled frequency domain.
Example B without noise is provided to validate the constant factor ε. We consider a target that is

denoted by Target B. The parameters of Target B are as follows: va2 = −29.5 m/s and ac2 = 0.8 m/s2.
The radar parameters are the same as those of Example A. Figure 4a,b show the result using the 1D
SCFT with the constant factor ε = 1. The defocusing result is obtained in Figure 4a,b because the chirp
rate of the signal for Target B exceeds the scope of parameter estimation. Figure 4c,d depict the result
using the 1D SCFT with the constant factor ε = 2. Given that the constant factor ε = 2 expands the
parameter estimation scope, a clear peak appears in Figure 4c,d. Therefore, the results of Example B
demonstrate the validity of the constant factor ε.

 
(a) (b) 

 
(c) (d) 

Figure 4. Results of Example B: (a) result using constant factor ε = 1; (b) dB version of amplitude for
Figure 4a; (c) result using constant factor ε = 2; (d) dB version of amplitude for Figure 4c.

3.3. Azimuth Focusing by Matched Filter Based on Estimated Chirp Rate

The signal in Equation (9) is transformed into the range and azimuth frequency domain yields

s2( f , ftn) = rect
(

f
B

)
exp

[
− j8π

c
( f + fc)R0

]
exp

⎧⎪⎪⎨⎪⎪⎩ jπ
cR0

4( f + fc)
[
(v− va)

2 −R0ac
] f 2

tn

⎫⎪⎪⎬⎪⎪⎭. (16)

By substituting Equation (15) into Equation (16), we have

s2( f , ftn) = rect
(

f
B

)
exp

[
− j8π

c
( f + fc)R0

]
exp

⎧⎪⎪⎨⎪⎪⎩− jπ
c

2( f + fc)ελ f̂t2
n

f 2
tn

⎫⎪⎪⎬⎪⎪⎭. (17)
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In accordance with Equation (17), the matched filter based on the estimated chirp rate is constructed
as follows:

H1
(

f , ftn , f̂t2
n

)
= exp

⎧⎪⎪⎨⎪⎪⎩ jπ
c

2( f + fc)ελ f̂t2
n

f 2
tn

⎫⎪⎪⎬⎪⎪⎭. (18)

After Equation (17) is multiplied by Equation (18) and 2D IFFT is performed, we have

s4(t, tn) = sinc
[
B
(
t− 4R0

c

)]
sinc( fDtn), (19)

where fD denotes the bandwidth of the signal in Equation (9).
As shown in Equation (19), the RCM, Doppler centre shift and DFM of the maneuvering target

are effectively compensated. After 2D IFFT is performed, the moving target is refocused in the
range–azimuth time domain; accordingly, the subsequent moving target processing operations are
facilitated [22].

Figure 5 provides the flowchart of the presented algorithm. As shown in Figure 5, the proposed
algorithm after range compression mainly includes three steps. The steps are summarised as follows:

(1) RCM correction

(1.1) Apply the range FFT to the range compressed signal s1(t, tn), and obtain s1( f , tn).
(1.2) Perform the sequence reversing operation to s1( f , tn), and calculate Equation (9) to obtain

s2( f , tn).
(1.3) Construct the SRCM correction function HRCM( f , tn), and calculate Equation (12) to obtain

s3(t, tn).

(2) Estimate the chirp rate by using the 1D SCFT, and obtain f̂t2
n
.

(3) Azimuth focusing

(3.1) Construct the azimuth match filter H1( f , ftn , f̂t2
n
), and multiply Equation (16) by

H1( f , ftn , f̂t2
n
) to obtain s4( f , ftn).

(3.2) Perform 2D IFFT to s4( f , ftn), and obtain the final focused result s4(t, tn),

where step 1.1 is used to transform the range compressed signal into the range frequency domain,
step 1.2 is applied to correct FRCM and TRCM, step 1.3 is performed to remove SRCM, step 3.1 is
utilised to compensate LDFM and step 3.2 is used to obtain the final refocused result.

 

 Range 
compression 

Moving 
target 

refocusing 
in the range-

azimuth 
time domain  

3) Azimuth focusing 2) Chirp rate estimation  

Echo data

1) RCM correction 

( )base ns t,t ( )1 ns t,t 1.1)  Range FFT

( )

( ) exp
1 n

1 n

s f,t

= s t,t -j2πt dt

1.2)  Sequence reversing and  matrix 
complex multiplication operations

( ) ( ) ( )2 n 1 n 1 ns f,t = s f,t s f,-t

1.3) Construct the SRCM correction 
function

( )

( ) ( )  exp
n

2 n RCM n

s t,t

= s f,t H f,t j2πt df

( )1 ns f,t ( )2 ns f,t

( )3 0 ns t = 4R c ,t

( )2
n

4 t
fs f,

2
nt

f
3.1) Construct the azimuth match filter 

based the estimated chirp rate 

( )

( ) ( )  exp
n

2
nn

4 t

1 t 2 nt n n

s f, f

= H f, f , s f,t -j2πt dtf

Apply the 1D SCFT 

( exp)2 2
n n

2 2
3 0 n n nt t

f -j2πf ε= max s 4R t dc ,t t

3.2) Range IFFT and azimuth IFFT

( )

( ) exp  exp
n n

4 n

4 t n t

s t,t

= s f, f j2πt j2πt dfdf

( )4 ns t,t

Figure 5. Flowchart of the presented algorithm.
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4. Analysis Related to the Proposed Algorithm

4.1. Analysis of the SRCM Correction Function Mismatch

Considering that the SRCM correction error ΔRRCM may be larger than one range resolution cell in
some high-range resolution SAR systems, the mismatch of SRCM correction function in Equation (10)
will appear. As for this case, we can utilise the SOKT to correct the SRCM. However, the Doppler
bandwidth of Equation (9) is easily larger than one PRF band because the chirp rate has been doubled
after the previous processing steps. Then, the target trajectory will split into multiple parts after directly
using SOKT due to the Doppler spectrum ambiguity (i.e., the azimuth spectrum distribution belonging
to case V). Therefore, the Doppler bandwidth of Equation (9) should be effectively compressed.
In [25,34], the deramp functions are constructed to compress the azimuth spectrum. However, these
deramp functions ignore the effects of the target unknown motion parameters; this condition leads to
the performance degradation, especially for fast-maneuvering targets. In accordance with Equation (9),
the Doppler bandwidth is expressed as follows:

fD =

∣∣∣∣∣∣ 4λ
⎡⎢⎢⎢⎢⎣ (v− va)

2 −R0ac

R0

⎤⎥⎥⎥⎥⎦Ta

∣∣∣∣∣∣. (20)

A new deramp function with constant factor ϕ is created to compress the Doppler bandwidth
as follows:

Hderamp( f , tn,ϕ) = exp
[

jπ
c
( f + fc)

ϕPRFλ
Ta

t2
n

]
. (21)

By multiplying Equation (9) by Equation (21), we have

s5( f , tn) = s2( f , tn)·Hderamp( f , tn,ϕ)

= rect
(

f
B

)
exp

[
− j8π

c ( f + fc)R0
]

exp
[
− j8π

c ( f + fc)
(
(v−va)

2−R0ac
2R0

− ϕPRFλ
8Ta

)
t2
n

]
,

(22)

In accordance with Equation (22), the residual Doppler bandwidth is written as

fD−pre =

∣∣∣∣∣∣ 4λ
⎡⎢⎢⎢⎢⎣ (v− va)

2 −R0ac

R0
− ϕPRFλ

4Ta

⎤⎥⎥⎥⎥⎦Ta

∣∣∣∣∣∣ = ∣∣∣ fD −ϕPRF
∣∣∣. (23)

As shown in Equation (23), the main part of Doppler bandwidth is removed. The Doppler
bandwidth fD is extremely compressed. An appropriate constant factor ϕ is chosen to make the
remaining Doppler bandwidth fD−pre less than one PRF. The value of constant factor ϕ depends on
the Doppler bandwidth of signal in Equation (9). If ωPRF < fD < (ω+ 1)PRF,ω = 1, 2, 3, · · · , then the
constant factor ϕwill be chosen as ω. After the pre-processing step in Equation (23), the SOKT (i.e.,
( f + fc)t2

n = fcξ2 [22,23]) can be applied to remove the SRCM. As a result, we have

s5( f , ξ) = rect
(

f
B

)
exp

[
− j8π

c
( f + fc)R0

]
exp

⎡⎢⎢⎢⎢⎣− j8π
λ

⎛⎜⎜⎜⎜⎝ (v− va)
2 −R0ac

2R0
− ϕPRFλ

8Ta

⎞⎟⎟⎟⎟⎠ξ2

⎤⎥⎥⎥⎥⎦. (24)

As exhibited in Equation (24), the coupling influence between the t2
n-term and range frequency

variable f is eliminated. The SRCM is accurately removed after the SOKT is used, which is beneficial
to the subsequent refocusing processing of a moving target. The target trajectory split is avoided
because the Doppler bandwidth is effectively compressed. The Doppler spectrum ambiguity is further
eliminated by performing a new deramp function. In the meantime, the constant factor ϕ is introduced
to change the Doppler bandwidth of the deramp function. Thus, the new deramp function has a
wide applicability.

Some noise-free simulation results are presented to validate the above-mentioned processing step.
The range bandwidth of the simulated radar is set to 300 MHz. Other main radar parameters are the
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same as those of Example A. In Example C, a target, which is denoted by Target C, is considered. The
parameters of the target are as follows: va = −6.6 m/s, aa = 1 m/s2, vc = 24 m/s and ac = −2.5 m/s2.

Figure 6 shows the result of Example C. An evident SRCM appears in Figure 6a. Figure 6b displays
the result of SRCM compensation by using the correction function in Equation (10). The residual SRCM
correction error cannot be ignored because it is larger than one range bin. Therefore, the mismatch of
the SRCM correction function in Equation (10) appears. The Doppler spectrum distribution of Target
C after FRCM and TRCM correction is presented in Figure 6c. The Doppler spectrum bandwidth is
larger than one PRF and the Doppler spectrum occupies several PRF bands because the chirp rate has
been doubled after previous processing steps. The trajectory splits into several parts after directly
performing the SOKT, as shown in Figure 6d. Figure 6e illustrates the result of applying the new
deramp function with constant factor ϕ = 1. The target Doppler spectrum bandwidth is extremely
compressed, and the target Doppler spectrum is smaller than one PRF band. Figure 6f exhibits the
result of performing the deramp and SOKT operations. Given that the target spectrum is located on
one PRF band, the trajectory is focused in the same range bin after applying SOKT. Thus, the simulation
results verify the new deramp function and SOKT operations.

(a) (b) (c) 

(d) (e) (f) 

Figure 6. Results of Example C: (a) trajectory of Target C after FRCM and TRCM compensation;
(b) result using the correction function in (10); (c) trajectory of Target C in the range and Doppler
domain; (d) result by directly using the second-order keystone transform (SOKT); (e) result after
applying the new deramp function in Equation (21); (f) result after performing new deramp function
and SOKT.

4.2. Analysis of Multiple Target Focusing

In the previous section, the case of one moving target is considered. However, multiple targets
may be present in the observation scene. In the case of multiple targets, the effect of cross term induced
by nonlinear operation in Equation (9) should be discussed. We assume that the number of targets is D.
Then, the range compressed signal in Equation (5) is expressed as

smul,1( f , tn) =
D∑

i=1

rect
(

f
B

)
exp

[
− j

4π
c
( f + fc)

(
Ri,0 + βi,1tn + βi,2t2

n + βi,3t3
n

)]
, (25)
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where Ri,0 is the nearest slant range of the ith target. βi,1 = −vi,c, βi,2 =
(
(v− vi,a)

2 −Ri,0ai,c
)
/(2Ri,0)

and βi,3 =
(
vi,c(v− vi,a)

2 + Ri,0ai,a(vi,a − v)
)
/
(
2R2

i,0

)
represent the first-, second- and third-order phases

of the ith target, respectively.
The target signal after RCM correction (RCMC) is written as follows:

smul,2( f , tn) =
D∑

i=1

rect
(

f
B

)
exp

(
− j

8π
λ
βi,2t2

n

)
exp

[
− j

8π
c
( f + fc)Ri,0

]
+ scross,2( f , tn), (26)

where

scross,2( f , tn) =
D∑

i=1

D∑
j=1,i� j

rect
(

f
B

)
exp

[
− j 4π

c ( f + fc)
(
Ri,0 + Rj,0

)]
· exp

[
− j 4π

c ( f + fc)
(
βi,1 − β j,1

)
tn
]

exp
[
− j 4π fc

c

(
βi,2 + β j,2

)
t2
n

]
· exp

[
− j 4π

c ( f + fc)
(
βi,3 − β j,3

)
t3
n

]
,

(27)

and scross,2( f , tn) denotes the cross terms of the signal in Equation (26). Given that the proposed method
contains the nonlinear operation, the signal in Equation (26) includes auto and cross terms. According
to Equations (26) and (27), the RCMs of auto terms are effectively eliminated, and only the second-order
phase remains. Considering that the 1D SCFT is a linear transform, the second-order phases of the auto
terms can be effectively estimated by the 1D SCFT. The matched filtering operation in Equation (18) is
also a linear processing step. Thus, the auto terms can be refocused using the corresponding matched
filters. With regard to the cross terms, βi,1 � β j,1 and βi,3 � β j,3 generally hold because vi,c, ai,c, vi,a and
ai,a usually differ. Not only the second-order phases, but also the first- and third-order phases of the
cross terms remain. Therefore, the RCMs of the cross terms still exist, and the energy of cross terms
spreads along the range dimension. The cross terms are typically defocused in the 1D SCFT domain.
In summary, the cross terms may not affect the refocusing of auto terms in this case.

However, moving targets may have the same first- and third-order phases, namely, βi,1 = β j,1 and
βi,3 = β j,3, respectively, in a particular case. Therefore, the signal in Equation (26) is simplified and
transformed into range and azimuth slow time domain as follows:

smul,2(t, tn) =
D∑

i=1
sinc

[
B
(
t− 4Ri,0

c

)]
exp

(
− j 8π
λ βi,2t2

n

)
+

D∑
i=1

D∑
j=1,i� j

sinc
{

B
[
t− 2(Ri,0+Rj,0)

c

]}
exp

[
− j 4π
λ

(
βi,2 + β j,2

)
t2
n

]
.

(28)

In accordance with Equation (28), the RCMs of auto and cross terms are all removed. The auto
terms are focused at the positions of t = 4Ri,0/c, and the cross terms are focused at the positions of
t = 2

(
Ri,0 + Rj,0

)
/c. Then, the 1D SCFT is performed to the auto and cross terms. Accordingly, we have

sauto,mul,2(
4Ri,0

c
, ft2

n
) =

D∑
i=1

δ

(
ft2

n
+

4βi,2

ελ

)
, (29)

scross,mul,2

⎡⎢⎢⎢⎢⎢⎢⎣2
(
Ri,0 + Rj,0

)
c

, ft2
n

⎤⎥⎥⎥⎥⎥⎥⎦ =
D∑

i=1

D∑
j=1,i� j

δ

⎡⎢⎢⎢⎢⎢⎢⎣ ft2
n
+

2
(
βi,2 + β j,2

)
ελ

⎤⎥⎥⎥⎥⎥⎥⎦. (30)

According to Equations (29) and (30), the peak positions of the auto and cross terms in the 1D
SCFT domain are ft2

n
= −4βi,2/ελ and ft2

n
= −2

(
βi,2 + β j,2

)
/ελ, respectively.

The peaks of the cross terms may not affect the determination of the auto term peaks
according to the previous analysis, but they may lead to spurious peaks. As shown in Equations
(29) and (30), the peak positions of the auto terms, namely, t = 4Ri,0/c, ft2

n
= −4βi,2/ελ and
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t = 4Rj,0/c, ft2
n
= −4β j,2/ελ, are symmetric with respect to the peak positions of the cross terms, that

is, t = 2
(
Ri,0 + Rj,0

)
/c, ft2

n
= −2

(
βi,2 + β j,2

)
/ελ, in the range time and 1D SCFT domain.

In summary, Figure 7 shows the symmetric characteristics between the auto and the cross terms.
As shown in Figure 7a, trajectories of auto terms A and B are represented by a straight purple line, and
that of the corresponding cross term C is denoted by a straight red line. After RCMC, auto terms A
and B and cross term C are focused in the range time domain. The positions of the auto terms in the
range time domain, namely, t = 4Ri,0/c and t = 4Rj,0/c, are symmetric with respect to the position of
corresponding cross term t = 2

(
Ri,0 + Rj,0

)
/c. Figure 7b–d depict the 1D SCFT result of auto term A,

cross term C and auto term B, respectively. The positions of the auto terms in the 1D SCFT frequency
domain, namely, ft2

n
= −4βi,2/ελ and ft2

n
= −4β j,2/ελ, are symmetric with respect to the position of the

cross term, that is, ft2
n
= −2

(
βi,2 + β j,2

)
/ελ. Thus, the symmetric properties of the auto and cross terms

in the range time and 1D SCFT domain can be used to preliminarily identify the potential spurious
peak induced by the cross term.
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Figure 7. Schematic of the symmetric characteristics between the auto and cross terms: (a) result of the
auto and cross terms after range cell migration correction (RCMC); (b) 1D scaled Fourier transform
(SCFT) result of auto term A; (c) 1D SCFT result of cross term C; (d) 1D SCFT result of auto term B.

A spurious peak recognition procedure based on the 1D SCFT is presented to confirm the potential
spurious peak caused by the cross term. Firstly, a recognition function is proposed in the range
frequency and azimuth slow time domain as follows:

sre−mul( f , tn) = s1−mul( f , tn)·s∗1−mul( f , tn)

=
D∑

i=1
rect

(
f
B

)
+

D∑
i, j=1,i� j

rect
(

f
B

)
exp

[
− j 4π

c ( f + fc)
(
Ri,0 −Rj,0

)]
· exp

[
− j 4π

c ( f + fc)
(
βi,1 − β j,1

)
tn
]

exp
[
− j 4π

c ( f + fc)
(
βi,2 − β j,2

)
t2
n

]
· exp

[
− j 4π

c ( f + fc)
(
βi,3 − β j,3

)
t3
n

]
.

(31)
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After the SOKT is applied to the signal in Equation (31), we have

sre−mul( f , ξ) =
D∑

i=1

rect
(

f
B

)
+ sre−cross( f , ξ), (32)

where

sre−cross( f , ξ) =
D∑

i, j=1,i� j
rect

(
f
B

)
exp

[
− j 4π

c ( f + fc)
(
Ri,0 −Rj,0

)]
· exp

[
− j 4π

c

(
βi,1 − β j,1

)
( fc)

1
2 ( f + fc)

1
2 ξ
]

exp
[
− j 4π fc

c

(
βi,2 − β j,2

)
ξ2
]

· exp
[
− j 4π

c

(
βi,3 − β j,3

)
( f + fc)

− 1
2 ( fc)

3
2 ξ3
]
.

(33)

The signal in Equation (32) contains D auto terms and D(D− 1) cross terms. After the range IFFT
is performed, we have

sre−mul(t, ξ) =
D∑

i=1

sinc(Bt) + sre−cross(t, ξ), (34)

where sre−cross(t, ξ) represents the result of transforming the cross terms in Equation (33) into the
range and azimuth slow time domain. If the first- and third-order phases do not satisfy βi,1 = β j,1
and βi,3 = β j,3, as shown in Equation (33), then not only the second-order phases, but also the first
and third-order phases of cross terms remain for the recognition function. Therefore, the RCMs and
DFMs of the cross terms exist, and the energy of cross terms is still defocusing. The first-, second- and
third-order phases of the auto terms are removed. The auto terms are focused at the position of t = 0
in the range time domain.

As for the special case, namely, βi,1 = β j,1 and βi,3 = β j,3, Equation (32) is rewritten as follows after
the range IFFT is applied:

sre−mul(t, ξ) =
D∑

i=1

sinc(Bt) +
D∑

i, j=1,i� j

sinc

⎡⎢⎢⎢⎢⎢⎢⎣B
⎛⎜⎜⎜⎜⎜⎜⎝t− 2

(
Ri,0 −Rj,0

)
c

⎞⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎦ exp

[
− j

4π fc
c

(
βi,2 − β j,2

)
ξ2
]
. (35)

According to Equation (35), the auto terms of the recognition function in Equation (35) are focused
at t = 0 and the cross terms of the recognition function in Equation (35) are focused at t = 2

(
Ri,0 −Rj,0

)
/c

and t = −2
(
Ri,0 −Rj,0

)
/c in the range domain. Then, the 1D SCFT is applied to the cross terms of the

recognition function in Equation (35). As a result, we have

scross,re−mul

⎡⎢⎢⎢⎢⎢⎢⎣2
(
Ri,0 −Rj,0

)
c

, fξ2

⎤⎥⎥⎥⎥⎥⎥⎦ =
D∑

i=1

D∑
j=1,i� j

δ

⎡⎢⎢⎢⎢⎢⎢⎣ fξ2 +
2
(
βi,2 − β j,2

)
ελ

⎤⎥⎥⎥⎥⎥⎥⎦. (36)

As shown in Equation (36), the peak positions of cross terms are fξ2 = −2
(
βi,2 − β j,2

)
/(ελ) and

fξ2 = 2
(
βi,2 − β j,2

)
/(ελ), respectively, in the 1D SCFT domain.

Therefore, the peak positions of the cross terms of the recognition function in Equation (35), namely,
t = 2

(
Ri,0 −Rj,0

)
/c, fξ2 = −2

(
βi,2 − β j,2

)
/(ελ) and t = −2

(
Ri,0 −Rj,0

)
/c, fξ2 = 2

(
βi,2 − β j,2

)
/(ελ), are

symmetric with respect to the position of t = 0, fξ2 = 0.
In summary, Figure 8 shows that, if the peak is the spurious peak, then the recognition function

will have evident symmetrical peaks with the same amplitudes at positions of t = 2
(
Ri,0 −Rj,0

)
/c, fξ2 =

−2
(
βi,2 − β j,2

)
/(ελ) and t = −2

(
Ri,0 −Rj,0

)
/c, fξ2 = 2

(
βi,2 − β j,2

)
/(ελ), which are symmetric with

respect to the position of t = 0, fξ2 = 0. Otherwise, Figure 9 depicts that, if the peak is the target peak,
then the evident symmetrical peaks at positions of t = 2

(
Ri,0 −Rj,0

)
/c, fξ2 = −2

(
βi,2 − β j,2

)
/(ελ) and

t = −2
(
Ri,0 −Rj,0

)
/c, fξ2 = 2

(
βi,2 − β j,2

)
/(ελ) are absent in the output result of the recognition function.
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Figure 8. Result of spurious peak recognition function for spurious peak: (a) RCMC result; (b) 1D
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Figure 9. Result of spurious peak recognition function for target peak: (a) RCMC result; (b) 1D SCFT
result for signal in t = 2
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The identification procedure of the potential spurious peak is summarised as follows:
Step 1) Extract all peak positions, which are denoted by

(
tz, fz,t2

n

)
, z = 1 · · ·Z, where Z is the number

of peaks.

Step 2) Determine whether tw = tu+tx
2 and fw,t2

n
=

fu,t2n
+ fx,t2n
2 , u = 1 · · ·Z, x = 1 · · ·Z, w = 1 · · ·Z,

w � u � x is satisfied; if so, then the peak at position of
(
tw, fw,t2

n

)
may be the spurious peak of the cross

term. Apply the recognition function (i.e., Steps 3–5) to identify the potential spurious peak; if not,
then all peaks are the target peaks.

Step 3) Calculate Equation (31), and obtain sre−mul( f , tn).
Step 4) Perform the SOKT and range IFFT to sre−mul( f , tn), and obtain sre−mul(t, ξ).
Step 5) Apply azimuth 1D SCTF to sre−mul(tw − tu, ξ) and sre−mul(tw − tx, ξ). If evident symmetrical

peaks with the same amplitudes described in Figure 8 are present, then the peak at
(
tw, fw,t2

n

)
mentioned

in Step 2 will be a spurious peak. Otherwise, the peak at
(
tw, fw,t2

n

)
is the target peak.

The flowchart of potential spurious peak recognition procedure is given in Figure 10.
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Figure 10. Flowchart of the potential spurious peak identification procedure.

Two examples are provided to validate the analysis of multiple target focusing and spurious peak
recognition procedure. The radar parameters are the same as those of Example A. The signal-to-noise
(SNR) is 7 dB. In Example D, we consider three targets with different motion parameters, and that are
represented by Targets D, E and F. The phase parameters of these target signals are

βD,1 = −19.8 m/s βD,2 = 1.2 m/s2, and βD,3 = 0.5 m/s3,
βE,1 = 15.6 m/s, βE,2 = 2.4 m/s2, and βE,3 = −0.6 m/s3,
βF,1 = 30.5 m/s, βF,2 = 3.6 m/s2, and βF,3 = 1.2 m/s3.

Figure 11 displays the processing results of Example D. Figure 11a depicts the RCMC result.
The background noise is removed from the obtained result to show the target trajectories clearly. Three
straight trajectories related to Targets D, E and F appear because the RCM is effectively corrected.
However, the cross terms are still defocused due to the serious effect of the RCM, thereby helping in
suppressing the interference of the cross term. Figure 11b–d exhibit the 1D SCFT results for Targets D,
E and F in the 147th, 177th and 207th range sample bins, respectively. Evident peaks with respect to
Targets D, E and F appear in the corresponding figure. Figure 11e,f illustrate the 1D SCFT results of data
in the 157th and 187th range sample bins, respectively, to indicate the defocusing of cross terms without
loss of generality. The evident peaks are absent in the processing results. The cross terms still suffer
from the effect of defocusing induced by the residual first- and third-order phase errors. The positions
of peaks in Figure 11b–d satisfy the symmetric properties described in Figure 7. The potential spurious
peak recognition procedure is utilised to identify whether the peak in Figure 11c is a spurious peak.
Figure 12a,b depict the corresponding recognition result. Considering that clear peaks, which satisfy
the symmetric feature shown in Figure 8, do not emerge in the 30th and −30th range time sample bins
of the recognition function, the peak in Figure 11c is determined as the target peak.
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(a) (b) (c) 

  
(d) (e) (f) 

Figure 11. Results of Example D: (a) result after RCMC; (b) 1D SCFT result for Target D in the 147th
range sample bin of Figure 11a; (c) 1D SCFT result for Target E in the 177th range sample bin of
Figure 11a; (d) 1D SCFT result for Target F in the 207th range sample bin of Figure 11a; (e) 1D SCFT
result of data in the 157th range sample bin of Figure 11a; (f) 1D SCFT result of data in the 187th range
sample bin of Figure 11a.

 
(a) (b) 

Figure 12. Potential spurious peak recognition results of Example D: (a) 1D SCFT result of the −30th
range time sample bin of the recognition function; (b) 1D SCFT result of the 30th range time sample bin
of the recognition function.

In Example E, we consider two targets that are denoted by Targets G and H. The phase parameters
of these target signals are

βG,1 = 32.6 m/s, βG,2 = 1.2 m/s2, andβG,3 = 0.8 m/s3,
βH,1 = 32.6 m/s, βH,2 = 3.6 m/s2, andβH,3 = 0.8 m/s3.

Figure 13 shows the obtained results of Example E. The RCMC result without noise is exhibited in
Figure 13a to display the target trajectories clearly. Three straight trajectories are observed in Figure 13a
because the first- and third-order phases of Target G equal those of Target H. Figure 13b–d illustrate the
1D SCFT result of the data in the 147th, 177th, and 207th range sample bins, respectively. Considering
that peak positions in Figure 13b–d satisfy the symmetric characteristics described in Figure 7, the
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peak in Figure 13c may be a spurious peak. Figure 14 depicts the potential spurious peak recognition
results. Given that evident symmetric peaks with the same amplitudes appear in the 30th and −30th
range time sample bins of the recognition function, as shown in Figure 14a,b, the peak in Figure 13c is
confirmed as the spurious peak.

 
(a) (b) 

 
(c) (d) 

Figure 13. Results of Example E: (a) result after RCMC; (b) 1D SCFT result of Target G in the 147th
range sample bin of Figure 13a; (c) 1D SCFT result of cross term in the 177th range sample bin of
Figure 13a; (d) 1D-SCFT result of Target H in the 207th range sample bin of Figure 13a.

 
(a) (b) 

Figure 14. Potential spurious peak recognition results of Example E: (a) 1D SCFT result of the −30th
range time sample bin of the recognition function; (b) 1D SCFT result of the 30th range time sample bin
of the recognition function.

5. Experimental Results

In this section, several simulation experimental results in the presence of Gaussian background
and real data processing results are analysed to verify the proposed method.

5.1. Simulation Experimental Result Analysis

The simulation radar parameters are listed in Table 1. Two maneuvering targets, which are
denoted by T1 and T2, are considered. The motion parameters of the two targets are summarised
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in Table 2. The SNR after range compression is 8 dB. T1 is a Doppler spectrum ambiguity target,
and its azimuth Doppler spectrum bandwidth is larger than PRF/2. The azimuth Doppler spectrum
of T1 distributes into two PRF bands. The Doppler ambiguity number of T2 is −1, and its azimuth
Doppler spectrum is still located on one PRF band. The constant factor is set to ε = 2 following the
constant factor selection strategy in Appendix A. The FOKT-based [25], stationary phase-based [28]
and SOKT-GHHAF methods [32] are used for comparison.

Table 1. Basic simulation radar parameters.

Parameters Value

Carrier frequency 10 GHz
Range bandwidth 80 MHz

Pulse duration time 1 μs
Pulse repetition frequency 1400 Hz

Radar platform velocity 250 m/s
Nearest slant range 6000 m

Dwell time 1 s

Table 2. Simulation parameters for two targets.

Cross-Track
Velocity (m/s)

Cross-Track
Acceleration (m/s2)

Along-Track
Velocity (m/s)

Along-Track
Acceleration (m/s2)

T1 36.8 −3.6 25.2 −4.5
T2 −26.5 1.6 5.9 0.6

Figure 15a depicts the result of range compression. Two curved trajectories are observed in the
figure. Target energy also distributes into several range sample bins, thereby leading to severe RCM.
The result by directly applying azimuth FFT is illustrated in Figure 15b. Notably, the energy of targets
also spreads along the azimuth Doppler dimension, which induces serious DFM. The RCM and DFM
result in severe defocusing effects. In addition, the azimuth Doppler spectrum of T1 spans over two
PRF bands. The azimuth Doppler spectrum of T2 occupies one PRF. Figure 15c shows the result after
RCMC, and the background is removed to indicate the trajectories of two targets clearly. The RCM
is effectively eliminated, and the trajectory split is avoided. The energy of the target is focused in
the corresponding range bin. In the meantime, the RCMs of cross terms remain, and cross terms
still suffer from the effect of defocusing, thereby helping in suppressing the cross terms. Figure 15d
exhibits the 1D SCFT result of T1. An evident peak with respect to T1 appears in Figure 15d. From
the peak position, a well-focused result is obtained in the range–azimuth time domain by using the
corresponding matched filter, as shown in Figure 15e–h. For the same reason, T2 is also accumulated
as a peak in Figure 15i. With the peak position, T2 is well focused in the range–azimuth time domain
by the matched filtering, as exhibited in Figure 15j–m.

   
(a) (b) (c) 

Figure 15. Cont.
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Figure 15. Results of simulation experiment: (a) range compression result; (b) azimuth Doppler
spectrum distributions of two targets; (c) RCMC result; (d) 1D SCFT result of T1; (e) focusing result of
T1 by using the proposed method; (f) profile for focusing result of T1; (g) dB version of amplitude for
Figure 15f; (h) stereogram of Figure 15e; (i) 1D SCFT result of T2; (j) focusing result of T2 by performing
the proposed method; (k) profile for focusing result of T2; (l) dB version of amplitude for Figure 15k;
(m) stereogram of Figure 15j.

Figure 16a,b plot the SRCM correction result using the SOKT-GHHAF method before and after
Doppler centre shifting by PRF/2 operation. The background is removed from the result to illustrate
the target trajectory clearly. As presented in Figure 16a, the trajectory of T1 splits into two parts due to
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the azimuth Doppler spectrum of T1 spanning over two PRF bands. Given that the Doppler spectrum
bandwidth is larger than PRF/2, the operation of Doppler centre shifting by PRF/2 in SOKT-GHHAF
method is invalid. Figure 16b exhibits that the trajectory still splits into two parts, and this condition
affects the performance of RCMC and induces the coherent integration loss. Figure 16c–e show the
focusing result of T1 by applying the FOKT-based method. A defocused result appears in Figure 16c–e
because the along-track velocity and acceleration motions are ignored. As presented in Figure 16f–h,
the focusing performance of the stationary phase-based method deteriorates significantly given that
the third-order phase is neglected.

  
(a) (b) 

  
(c) (d) (e) 

  
(f) (g) (h) 

Figure 16. Processing results of compared methods for T1: (a) SRCM compensation result
using second-order keystone transform-based generalised Hough-high-order ambiguity function
(SOKT-GHHAF) method before Doppler centre shifting by PRF/2; (b) SRCM correction result using
SOKT-GHHAF method after Doppler centre shifting by PRF/2; (c) focusing result by performing the
first-order keystone transform-based method; (d) profile for focusing result of FOKT-based method;
(e) dB version of amplitude for Figure 16d; (f) focusing result by applying the stationary phase-based
method; (g) profile for focusing result of the stationary phase-based method; (h) dB version of amplitude
for Figure 16f.

In summary, the result of simulation experiment validates that the proposed method can
effectively compensate the RCM and DFM of the maneuvering target, and a well-focused result can
be achieved regardless of Doppler ambiguity including Doppler centre blur and spectrum ambiguity.
The performance of presented method is better than that of the FOKT-based and stationary phase-based
methods. This result is attributed to the fact that the proposed method considers the along-track velocity
and acceleration motions and can deal with the high-order RCM and DFM induced by the third-order
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phase. The proposed method is also more robust to Doppler ambiguity than the SOKT-GHHAF method
because it can effectively solve the problems of Doppler centre shift and Doppler spectrum broadening.

5.2. Real Data Processing Result Analysis

In this section, two parts of RADARSAT-1 Vancouver scene data [1,26] are utilised to validate
the presented algorithm. These real radar data are recorded by a C-band space-borne SAR system.
The main radar system parameters are summarised in Table 3. The detailed parameters of these real
data are given by [1,26]. The azimuth pulse number of selected data is 1500.

Table 3. Main radar parameters for RADARSAR-1.

Parameters Value

Carrier frequency 5.3 GHz
Range bandwidth 30.116 MHz

Pulse duration time 41.74 μs
Pulse repetition frequency 1256.98 Hz

5.2.1. Processing Result of a Single Target

Figure 17a shows the image of the selected scene, where the interested target is highlighted
in the figure. Figure 17b depicts the trajectory for the target of interest after range compression.
The trajectory distributes into multiple range sample bins due to the serious RCM, which indicates the
typical defocusing. Figure 17c illustrates the result of RCMC in the range–Doppler domain. The target
energy is focused in the same range bin after RCMC, but the effect of DFM still remains. As shown
in Figure 17d, an evident peak appears in the 1D SCFT domain. According to the peak position
in Figure 17d, the target can be focused by using the proposed method, as exhibited in Figure 17e.
Therefore, the above-mentioned real data processing results demonstrate the effectiveness of the
presented method.
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Figure 17. Real data processing results of a single target: (a) image of the selected scene; (b) trajectory
of interested target after range compression; (c) result after RCMC; (d) 1D SCFT result; (e) focusing
result for a single target of interest.
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5.2.2. Processing Result of Two Targets

Figure 18a displays the image of the selected scene, where the two targets of interest, which are
denoted by Target 1 and Target 2, are marked in the figure. Figure 18b shows the trajectories of Target 1
and Target 2 after range compression. The profile along the 420th azimuth sample bin of Figure 18b
is depicted in Figure 18c,d. Two trajectories span over several range sample bins due to the serious
RCM. Figure 18e depicts the result of RCMC in the range–Doppler domain. The profile along the
420th azimuth Doppler sample bin of Figure 18e is shown in Figure 18f,g. The RCM is effectively
removed, but the DFM still exists. The trajectory in the middle of trajectories for Target 1 and Target 2
is a potential cross term according to the analysis in Section 4.2. Figure 18h–j illustrate 1D SCFT results
of data in the 69th range sample bin (Target1), 79th range sample bin (cross term) and 89th range
sample bin (Target2), respectively. Given that the peak positions in Figure 18h–j satisfy the symmetric
features described in Figure 7, the peak shown in Figure 18i is preliminarily identified as a potential
spurious peak. The spurious peak recognition results are shown in Figure 19a,b. The peak illustrated
in Figure 18i is confirmed as the spurious peak because the symmetric peaks with the same amplitudes
appear in 10th and −10th range time sample bins of the recognition function. The cross term is removed,
and the focused results of Target 1 and Target 2 are depicted in Figure 19c,d, respectively. These real
data processing results verify that the proposed method can be used to focus multiple targets and
validate the proposed spurious peak recognition procedure.
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(j) 

Figure 18. RCMC and 1D SCFT results: (a) image of the selected scene; (b) range compression result for
two targets of interest; (c) profile along the 420th azimuth sample bin of Figure 18b; (d) dB version of
amplitude for Figure 18c; (e) result after RCMC; (f) profile along the 420th azimuth Doppler sample bin
of Figure 18e; (g) dB version of amplitude for Figure 18f; (h) 1D SCFT result of the 69th range sample
bin (Target 1); (i) 1D SCFT result of the 79th range sample bin (cross term); (j) 1D SCFT result of the
89th range sample bin (Target 2).
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Figure 19. Potential spurious peak recognition and final focusing results: (a) 1D SCFT result for the
−10th range time sample bin of the recognition function; (b) 1D SCFT result for the 10th range time
sample bin of the recognition function; (c) focusing result of Target 1; (d) focusing result of Target 2.

6. Discussion

6.1. Computational Complexity

In this section, we discuss the computational complexity of the proposed method, FOKT-based
method [25], stationary phase-based method [28] and SOKT-GHHAF method [32]. Similar to [32],
the number of complex multiplications is utilised to indicate the computational complexity. We
suppose that G represents the number of range bins and P denotes the number of pulses.
For convenience, we assume that the SRCM correction function in Equation (10) is effective.
The computational burden of the proposed algorithm includes a range FFT operation, a G × P
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point matrix complex multiplication, an SRCM correction operation, a 1D SCFT processing, an
azimuth FFT operation, a matched filtering processing and a 2D IFFT operation. Notably, the 1D
SCFT in Equation (14) can be easily implemented using the NUFFT of low computational burden.
The detailed analysis of the NUFFT has been provided in [43,44]. The computational complexity
of the NUFFT-based 1D SCFT is obtained using O(Plog2P) [43,44]. Thus, the total computational
cost of the proposed method is denoted as O(2PGlog2G) + O(2GPlog2P) + O(Plog2P) + 3GP. We
assume that the searching times of β2 and Doppler ambiguity number are represented by I2

and Id, respectively. The computational cost of the SOKT-GHHAF method is denoted as
O
[
GP2 + P(P− 1)G

]
+ O

(
GP2

)
+ O

(
P3
)
+ O

(
I2PlogP

2

)
[32]. The computational burden for stationary

phase-based method is obtained using O[IdI2(PGlog2G + GPlog2P)] [28]. The computational complexity
of the FOKT-based method is represented as O[(Id + 1)(GPlog2P + PGlog2G)] + IdGP [25].

In the case of the SRCM correction function mismatch, the SOKT operation should be added in the
proposed method. The chirp-z-based SOKT is applied to compensate the SRCM. The computational
cost of chirp-z-based SOKT is represented as O(GPlog2P) [45]. The total computational burden
is denoted as O(2PGlog2G) + O(3GPlog2P) + O(Plog2P) + 3GP. In this case, the computational
complexity of the proposed algorithm is slightly increased. However, the proposed method still has
low computational complexity.

Table 4 exhibits the detailed computational costs of the above-mentioned algorithms. The table
shows that proposed method1 denotes the computational complexity of the proposed method in the
case of SRCM correction function matching, and proposed method2 represents the computational
complexity of the proposed method in the case of SRCM correction function mismatch. In summary,
the computational complexity of the proposed algorithm is lower than that of the SOKT-GHHAF,
stationary phase-based and FOKT-based methods because it can be implemented using FFT, IFFT and
NUFFT. The parameter searching procedure is avoided.

Table 4. Comparison of computational complexities.

Methods Computational Complexity

FOKT method [25] O[(Id + 1)(GPlog2P + PGlog2G)] + IdGP
Stationary phase-based method [28] O[IdI2(PGlog2G + GPlog2P)]

SOKT-GHHAF method [32] O
[
GP2 + P(P− 1)G

]
+ O

(
GP2

)
+ O

(
P3
)
+ O

(
I2PlogP

2

)
Proposed method 1 O(2PGlog2G) + O(2GPlog2P) + O(Plog2P) + 3GP
Proposed method 2 O(2PGlog2G) + O(3GPlog2P) + O(Plog2P) + 3GP

6.2. Some Remarks

Remark 1. The different moving targets may have various scattering intensities for multiple target focusing.
If the intensities of these targets are significantly different, then the target with higher intensity may submerge
the target with a lower value; this condition affects the performance of the presented method. In this case, the
CLEAN technique in [46,47] can be provided to remove the strong target effect. The strong and weak moving
targets can be focused iteratively.

Remark 2. The proposed method has a relatively high demand on the target input SNR/signal-to-clutter and
noise ratio (SCNR) because its processing procedure contains a nonlinear operation. Therefore, the presented
algorithm is suitable for the fast realisation for refocusing of fast-maneuvering targets in the case of relatively
high SNR/SCNR. However, a slow and weak moving target may be drowned by the strong clutter background. In
this case, the performance will degrade. At this time, many excellent clutter rejection methods, such as displaced
phase centre antenna [48] and space-time adaptive processing [49,50], can be performed to reject the clutter.
After clutter suppression, the proposed method can be used to refocus the moving target given that the target
input SCNR is significantly increased. The effectiveness of clutter suppression in the moving target refocusing
application has been validated in previous studies [16,17,25,27,29,32]. Interested readers may refer to [27,29]
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for a detailed analysis about clutter rejection in the moving target refocusing applications. The fast realisation for
refocusing of moving targets with a low SNR/SCNR in strong or extremely heterogeneous background is still a
challenging work and will be investigated in the future.

7. Conclusions

The unknown motion parameters of ground fast-maneuvering targets induce high-order RCM and
DFM (i.e., CRCM and QDFM), which make the target energy seriously defocused. Fast-maneuvering
targets easily exhibit complex Doppler ambiguity due to the limitation of PRF for SAR systems. These
factors result in the difficulty in focusing of moving targets. In this work, a new computationally efficient
algorithm is proposed to focus fast-maneuvering targets. The characteristics of the presented algorithm
are summarised as follows: (1) the presented algorithm can effectively focus fast-maneuvering targets in
the range–azimuth time domain because the acceleration and third-order phase are considered; (2) the
proposed method is computationally efficient; (3) the proposed algorithm has a wide applicability
because two constant factors ε and ϕ are introduced; (4) a new deramp function is proposed to further
address the complex Doppler ambiguity including Doppler centre blur and spectrum ambiguity;
(5) the cross-term interference for multiple target focusing is analysed, and a corresponding recognition
procedure is proposed to identify the spurious peak. The effectiveness of the moving target refocusing
algorithm and spurious peak recognition procedure has been confirmed by simulated and real data
processing results. However, the proposed method introduces the nonlinear operation due to fast
implementation for refocusing of fast-maneuvering targets; this condition weakens the performance in
the case of low SNR/SCNR. This problem will be investigated in the future.
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Appendix A

In this appendix, the selection criterion of the constant factor ε for 1D SCFT in our proposed
method is discussed. In accordance with the peak in Equation (14), the equation is obtained as follows:

f̂t2
n
= −2(v− va)

2 − 2R0ac

ελR0
. (A1)

To ensure the constant factor εmatching, the following inequality should be satisfied:

ft2
nmax ≥

∣∣∣∣∣∣2(v− va)
2 − 2R0ac

ελR0

∣∣∣∣∣∣, (A2)

where ft2
nmax denotes the maximum value of

∣∣∣∣ ft2
n

∣∣∣∣.
We assume that the value scopes of target along-track velocity va and cross-track acceleration ac

are [−vamax, vamax] and [−acmax, acmax]. Accordingly, the following equation is obtained:

∣∣∣∣∣∣2(v− va)
2 − 2R0ac

ελR0

∣∣∣∣∣∣
max

=
2(v + vamin)

2 + 2R0acmax

ελR0
. (A3)
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By substituting Equation (A3) into Equation (A2), we obtain:

ft2
nmax ≥

2(v + vamin)
2 + 2R0acmax

ελR0
. (A4)

In accordance with Equation (A4), the selection scope of constant factor ε is obtained as follows:

ε ≥ 2(v + vamin)
2 + 2R0acmax

ft2
nmaxλR0

. (A5)

The constant factor should satisfy the inequality in Equation (A5). According to Equation (15), if a
large constant factor is chosen, then the estimation error will be increased. Therefore, a smaller constant
factor can be selected to improve estimation accuracy under the condition described in Equation (A5).
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Abstract: The high-resolution low frequency synthetic aperture radar (SAR) has serious range-azimuth
phase coupling due to the large bandwidth and long integration time. High-resolution SAR processing
methods are necessary for focusing the raw data of such radar. The generalized chirp scaling algorithm
(GCSA) is generally accepted as an attractive solution to focus SAR systems with low frequency, large
bandwidth and wide beam bandwidth. However, as the bandwidth and/or beamwidth increase,
the serious phase coupling limits the performance of the current GCSA and degrades the imaging
quality. The degradation is mainly caused by two reasons: the residual high-order coupling phase
and the non-negligible error introduced by the linear approximation of stationary phase point using
the principle of stationary phase (POSP). According to the characteristics of a high-resolution low
frequency SAR signal, this paper firstly presents a principle to determine the required order of range
frequency. After compensating for the range-independent coupling phase above 3rd order, an improved
GCSA based on Lagrange inversion theorem is analytically derived. The Lagrange inversion enables
the high-order range-dependent coupling phase to be accurately compensated. Imaging results of P-
and L-band SAR data demonstrate the excellent performance of the proposed algorithm compared to
the existing GCSA. The image quality and focusing depth in range dimension are greatly improved.
The improved method provides the possibility to efficiently process high-resolution low frequency SAR
data with wide swath.

Keywords: synthetic aperture radar (SAR); low frequency; high-resolution; large bandwidth;
improved generalized chirp scaling (GCS); Lagrange inversion theorem; range-dependent coupling

1. Introduction

Higher spatial resolution is an important development direction of synthetic aperture radar
(SAR). Recent SAR systems are capable of resolutions in the decimeter regime. This requires the
usage of large range bandwidth and wide azimuth beamwidth. The high-resolution, together with the
all-weather day-and-night imaging capabilities, is turning SAR into an ideal tool for regular mapping
and monitoring applications [1,2]. Moreover, microwaves can penetrate into vegetation and even
the ground up to a certain depth [3]. The penetration capabilities depend on the carrier frequencies
as well as on the complex dielectric constants, densities and conductivities of the observed targets.
The high frequencies, like the X-band (8–12 GHz), show typically a high attenuation and are mainly
backscattered on the top of the vegetation. Low frequencies, like P- and L-band (0.23∼1 GHz and
1∼2 GHz, respectively) [4], usually penetrate deep into vegetation, snow and ice. A high-resolution
low frequency SAR system refers to a SAR system which operates with a low frequency (P- or
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L-band) signal with a large fractional bandwidth (>0.2, i.e., the ultra-wideband SAR [2,5–8]) and a wide
antenna beamwidth (corresponding to high azimuth resolution in the decimeter regime). The fractional
bandwidth is defined by the ratio of the signal bandwidth to the center frequency. The combination of
low frequency with large bandwidth and wide beam allows SAR to obtain high-resolution images of
concealed targets, with the capability of penetrating the ground or foliage surface, thus it has broad
applications for both military and civil purposes in recent years [9–12]. However, the large fractional
bandwidth and long azimuth integration time used in high-resolution low frequency SAR bring new
challenges to get high-quality images by the conventional image formation.

A crucial problem is the serious coupling between the range and azimuth frequencies in the
phase of high-resolution low frequency SAR transfer function [13]. In two-dimension (2D) frequency
domain, the phase is range-dependent and can be decomposed into two parts: the range-independent
terms and the range-dependent terms. Different algorithms make different approximations of
these two parts. At low frequencies, many of the simplifying assumptions made by traditional
algorithms are not valid, such as range-Doppler algorithm [14] and chirp scaling algorithm (CSA) [15],
resulting in serious image degradations as blurring and resolution loss. The problem stems from
high-order range-azimuth phase coupling. Several approaches have been used in the processing
of this type of SAR system. The time-domain algorithms and the wavenumber-domain Omega-K
(ω − k) algorithm [16–18] are two common options. The time-domain algorithms, often referred
to as backprojection (BP) class algorithms [19], are most accurate and can easily adapt to all SAR
configurations. Due to their computational complexity and the poor ability to integrate accurate
autofocus algorithm into its imaging process, their use is restricted. The ω − k algorithm is an ideal
solution without approximation in range cell migration (RCM) correction, which can focus data up
to very high-resolution values regardless of their azimuth and range bandwidth. However, it is
only applicable to spaceborne SAR data with a straight sensor trajectory and can only perform the
range-independent motion compensation (MoCo). In addition, the Stolt interpolation makes it to be
time-consuming . The extended Omega-K algorithm (EOKA) [20,21] is proposed to integrate the high
precise range-dependent MoCo but it is still inefficient due to the Stolt interpolation.

For efficiency reasons, the chirp scaling class algorithms are still attractive. Efforts have been
made to modify the CSA to process the low frequency SAR data. Without the interpolation, the chirp
scaling class algorithms are effective and phase-preserving. The nonlinear chirp scaling algorithm
(NCSA) [13] is proposed to take into account the cubic range-independent coupling phase and the
range dependence of secondary range compression (SRC) term, which has better performance than
CSA on processing the raw data of highly squint or low frequency SAR cases. Whereas the range
dependence of cubic- and higher order terms are neglected. Some modified NCSAs are proposed
in References [22–24], which resolve the high-order range-independent coupling terms. However,
the cubic and higher order range-dependent coupling terms are still neglected. Besides, the first order
approximation of range frequency modulation (FM) rate will introduce a quadratic phase error in the
spectrum and degrades the focusing quality of image. Thus, the range focusing depth is restricted,
which shows that the NCSA may not be suitable for the high-resolution low frequency SAR processing.
A helpful comparison of the BP class algorithm, ω − k algorithm, EOKA and NCSA can be found in
References [22,25]. In References [26,27], a generalized chirp scaling algorithm (GCSA) is developed
for the SAR systems operating on wide bandwidths at low frequencies. The GCSA is an efficient
arbitrary-order CSA that processes the data using the appropriate number of the approximation terms.
Both the higher range-independent terms and range-dependent terms are considered. The GCSA
efficiently extends the utility of frequency domain processing for high-resolution low frequency SAR
systems. However, the imaging quality of GCSA also decreases as the fractional bandwidth get larger
and beamwidth gets wider. In addition, the improvement of focus quality is not significant when
the order is greater than 3rd and the edge targets of the range swath still have obvious degradation.
Two main reasons lead to this phenomenon. One is that the residual coupling terms are still significant
and the other is the error caused by the linear approximation of stationary phase point when solving
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the fast Fourier transform (FFT) expression. The linear approximation makes the range-dependent
high-order phase terms not effectively compensated, even if a higher-order model is used.

The aim of this study is to overcome these two limits of GCSA and propose a more accurate
approach than the GCSA for processing wide-swath, high-resolution low frequency SAR data. To our
knowledge, the Lagrange inversion [28–31] gives the power series representation of the inverse of
an analytic function, which is quite suitable for calculating the expression of stationary phase point.
This paper utilizes Lagrange inversion to calculate a more precise expression of stationary phase
point, while compensating for all range-independent coupling terms above 3rd order. In our approach,
the high-order chirp scaling technique is extended to achieve the effect of the range-variant filtering
required in high order phase terms. The experimental results show that the improved algorithm has a
better focusing performance than the original GCSA. The resolution, sidelobe level and range focusing
depth are significantly improved.

This paper is organized as follows. In Section 2, the signal model of high-resolution low frequency
SAR is analyzed and the limitations of existing GCSA are briefly described. Then, a principle
to determine the required order of range-dependent coupling phase is presented. In Section 3,
an improved GCSA based on the Lagrange inversion theorem is introduced to focus the high-resolution
low frequency SAR data. Focused results obtained by the conventional GCSA and the improved GCSA
are presented and analyzed to verify our analysis in Section 4. A discussion is givne in Section 5.
Finally, conclusions are drawn in Section 6.

2. Background and Problem Statement

2.1. Signal Model

The 2D spectrum is a key for the frequency domain algorithm development. In our analysis,
we only consider the phase terms of the SAR signal and ignore the initial phase. The range-dependent
SAR transfer function in the 2D frequency domain can be expressed as [14]

Φ
(

fτ , fη ; R0
)
= −4πR0 f0

c

√
D2( fη) +

2 fτ

f0
+

f 2
τ

f 2
0
− π f 2

τ

Kr
(1)

where fτ and fη represent the range frequency and the azimuth frequency, respectively. R0 is the
closest slant range from a point target to the radar trajectory, f0 is the carrier frequency, c is the speed of

light, Kr is the range chirp rate, D( fη) =

√
1 − c2 f 2

η

4V2
r f 2

0
is the migration factor, Vr is the moving velocity

of the radar platform.
The first term in Equation (1) represents the coupling relationship between the range frequency

and the azimuth frequency, which is called the range-azimuth coupling term. It varies with the slant
range. The second term is the range modulation term. The square root term can be expanded into a
Taylor series with respect to fτ and kept up to the nth order,

p
(

fτ , fη ; n
)
= D( fη) +

fτ

f0D( fη)
+

D2( fη)− 1
2 f 2

0 D3( fη)
f 2
τ +

n

∑
i=3

γi f i
τ (2)

where γi denotes the coefficient of the ith term and is given in Appendix A. The first term in Equation (2)
corresponds to the azimuth modulation. The second term corresponds to the RCM (first-order coupling
term). The third term denotes the SRC (second-order coupling term). The remainder higher order
terms donates the high-order range-azimuth coupling. Different frequency algorithms are based on
specific order approximations of this equation. For example, the CSA uses a 2nd order model and the
NCSA uses a 3rd moder model. For the low frequency SAR with a small bandwidth and narrow
beamwidth, quadratic approximation is enough, whereas for large bandwidth the high-order terms
become significant.
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Reconsider the phase in Equation (1). Actually, the coupling phase term can be decomposed into
two parts: the range-independent terms and the range-dependent terms, namely,

Φ
(

fτ , fη ; R0, n
)
= −4πRc f0

c
p
(

fτ , fη ; n
)− 4πΔR f0

c
p
(

fτ , fη ; n
)− π f 2

τ

Kr
(3)

where Rc represents the slant range of scene center, ΔR = R0 − Rc represents the difference in slant
range between the point target and the scene center point. The first term donates the range-independent
coupling phase and the second term donates the range-dependent coupling phase, which varies with
the slant range R0.

2.2. The Limitations of the Conventional GCSA

The phase error due to the Taylor approximation can be expressed as

Φerror
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fτ , fη ; R0, n
)
= −4πR0 f0

c

(√
D2( fη) +
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f0
+

f 2
τ

f 2
0
− p( fτ , fη ; n)
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(4)

Note that this error gets larger when the slant range R0 increases, the maximum range frequency fτ,max

increases, the maximum azimuth frequency fη,max increases, while the center frequency f0 decreases.
In high-resolution, low frequency and far range situations, the approximation error is large and a high
order model is required.

To illustrate the phase error of Taylor expansion, a numerical analysis is carried out. Assume
that the center frequency f0 equals to 600 MHz, bandwidth Br is 300 MHz, beamwidth is 29◦ and the
target slant range R0 is 12 km. Figure 1 shows the relationship between the phase errors and the range
frequency for different order approximations. The maximal phase error of 4th order model is 1025◦ and
the maximal phase error of 6th order approximation is about 81.48◦, which indicates that the coupling
phase terms above 6th order still have an important influence on the image quality. High-resolution
imaging methods should take these terms into account.

Figure 1. Phase errors of 2nd to 6th order Taylor series approximation. The point target at a range of
12 km with a center frequency of 600 MHz, a bandwidth of 300 MHz and a beamwidth of 29◦.

In Reference [26], Zaugg et al. gives a guideline to determine required order nth from Equation (4)
for proper focusing: If less than 30% of the support band has a phase error greater than π/10, then one
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can predict less than a 20% loss in the azimuth resolution defocusing. The conventional GCSA first
compensates the 3rd to nth order range-independent coupling terms and then uses the high-order
chirp scaling filter to compensate the range-dependent coupling phase. The coupling phase terms
above nth order are neglected.

In the case of low-frequency high-resolution SAR with large bandwidth and wide beam,
the coupling phase above 6th order still has a large proportion. Therefore, a higher order model
is needed. However, when we use a model higher than 3rd order, the linear approximation of
the stationary phase point when using the principle of stationary phase (POSP) will bring serious
errors, which severely degrades the actual performance of high-order models in conventional GCSA.
This error makes the high-order range-dependent coupling phase not to be accurately compensated,
even though a higher order model is used. This is because the nonlinear FM component of signal
cannot be neglected. Besides, the complexity of algorithm design will increase when using a higher
order model.

Using the same parameters presented in the previous analysis, Figure 2 shows the residual range
migrations of a point target at a range of 12 km after processing by the conventional GCSA. It is
assumed here that the reference slant range is 10 km. The range migration crosses several range
gates even using a 7th order model. This is because the conventional algorithm does not accurately
compensate the range-dependent coupling terms.

0 0

(a) (b)

Figure 2. Range migrations of point target at a range of 12 km after RCMC. (a) Algorithm in
Reference [26] (6th order model). (b) Algorithm in Reference [26] (7th order model).

2.3. New Principle to Determine the Required Order of Range Frequency

According to the previous analysis, the phase error of 6th order model is still significant. In fact,
the range-independent couplings can be compensated by the reference range phase. Figure 3 shows the
range-dependent coupling phase errors of different order models. If the range-independent coupling
terms are firstly compensated, the maximum range-dependent phase error of 6th order model is 13.58◦,
which has a small effect on the imaging results.

Therefore, if the range-independent coupling terms are firstly compensated, we should only
consider the range-dependent coupling terms to determine the required order. Thus, a new principle
of the proposed method to determine the required order is given here. Assume that the Mth order
range-dependent coupling term should be taken into consideration, the phase error should meet

−4πΔR f0

c

(√
D2( fη) +

2 fτ
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+

f 2
τ

f 2
0
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(
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))∣∣∣∣∣
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2 , fη=

2 f0Vr
c sin θ

≤ δπ (5)

where θ is the beamwidth, δ equals to 1/10 in this paper and it can be set to a larger value when the
imaging accuracy is not high.

265



Remote Sens. 2019, 11, 1874

Figure 3. Range-dependent coupling phase errors of 2nd to 6th order Taylor series approximation.
The point target at the slant range 12 km with a center frequency of 600 MHz, a bandwidth of 300 MHz,
a beamwidth of 29◦ and the reference slant range of 10 km.

Inequality (5) is an important basis for the proposed algorithm. It can be seen that the phase
error is positively correlated with the range bandwidth Br, the beamwidth θ and the scene size 2ΔR
and negatively correlated with the center frequency f0. If the center frequency and scene size are given,
the required order is determined by the range bandwidth and the azimuth beamwidth.

Figure 4 shows an example of a P-band SAR system. The center frequency is 800 MHz and the
scene size equals to 600 m. The required order varies with different beamwidth and fractional
bandwidth. As can be seen from Figure 4, under the given parameters, the 2nd order model can only
process data with a fractional bandwidth of less than 0.34. As the beamwidth increases, the fractional
bandwidth value that can be processed is smaller. For low frequency SAR systems with large
bandwidths and wide beams, a higher order range-dependent coupling phase should be considered.

Figure 4. An example of the required order of different beamwidth and fractional bandwidth in a
P-band synthetic aperture radar (SAR) system.

266



Remote Sens. 2019, 11, 1874

3. The Improved GCSA Based on Lagrange Inversion Theorem

3.1. Procedure of Algorithm

Based on the analysis in Section 2, we proposed an improved GCSA in this section. The flow
chart of the proposed algorithm is shown in the Figure 5. There are two main improvements to the
algorithm. The first is to perform all the high-order (≥3rd) reference phase compensation in the 2D
frequency domain. The second is to use the Lagrange inversion theorem to solve the expression of the
range FFT and inverse FFT (IFFT). The derivation of the proposed algorithm is given in Section 3.2.
The steps of the proposed algorithm are as follows:

Step 1: Select the parameter M according to the principle of Equation (5). Calculate q2 ∼ qM,
X3 ∼ XM and C2 ∼ CM according to Equations (25) and (26). Then, 2D FFT is implemented to transfer
the data into 2D frequency domain.

Step 2: Multiply the range-independent high-order phase correction (HOPC) and perturbation
equations in the 2D frequency domain. And a range IFFT is carried out to transfer the data into the
range-Doppler (RD) domain.

Step 3: Multiply the high-order chirp scaling phase function. Then, the data are transformed into
2D frequency domain by range FFT.

Step 4: Multiply the range compression function to perform the RC, SRC and bulk RCMC. Then,
the data are transferred into RD domain by IFFT along the range.

Step 5: Multiply the azimuth compression and residual phase correction function. And the images
can be obtained by azimuth IFFT.

Lagrange inversion

Lagrange inversion

raw data

High-order range-
independent phase filtering

High-order chirp scaling
phase function

RC, SRC, bulk RCMC

Azimuth compression, 
residual phase correction

SAR image

Turbulent function

Figure 5. The flow chart of the proposed algorithm.

3.2. Theoretical Formulation

As mentioned in Section 2, the high-order terms of high-resolution low frequency SAR account
for a large proportion. If it can not be eliminated, the image will be deteriorated dramatically. In order
to reduce the phase error and improve imaging accuracy, the range-independent high-order (≥3rd)
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coupling phases of Equation (3) is firstly compensated in the 2D frequency domain. The 3rd order is
chosen because of the need to preserve the chirp information of the range signals. The HOPC function
at the reference range is given by

HHOPC = exp

[
4πRc f0

c

(√
D2( fη) +

2 fτ

f0
+

f 2
τ

f 2
0
− D( fη)− fτ

f0D( fη)
− D2( fη)− 1

2 f 2
0 D3( fη)

f 2
τ

)]
(6)

Suppose that the Mth range-dependent coupling should be taken into account. The residual
signal after HOPC can be expressed as

Φ( fτ , fη ; R0) = −4πR0 f0

c
D( fη)− 4πR0

cD( fη)
fτ − π

Km
f 2
τ − 4πΔR f0

c

M

∑
i=3

γi f i
τ (7)

where Km donates the range FM rate and can be expressed as

Km =
Kr

1 − Kr
cR0 f 2

η

2V2
r f 3

0 D( fη)
3

(8)

It can be found that the residual high-order coupling becomes zero at the reference range but the
residual high-order phase at other ranges increases as the target away from the reference range.
Then we filter the data with a turbulent function

HTurb = exp

(
jπ

M

∑
i=3

Xi f i
τ

)
(9)

This filtering step provides an accurate accommodation of the range dependence of the high-order
terms. After the turbulent compensation, the phase can be expressed as

Φ1( fτ , fη ; R0) = − 4πR0 f0
c D( fη)− 4πR0

cD( fη)
fτ − π

Km
f 2
τ + π

M
∑

i=3

(
Xi − 4πΔR f0

c γi

)
f i
τ

= φ0 + φ1 fτ + φ2 f 2
τ +

M
∑

i=3
φi f i

τ

(10)

with
φ0 = − 4πR0 f0

c D( fη)

φ1 = − 4πR0
cD( fη)

= −2πτd

φ2 = − π
Km

φi = π
[
Xi − 2 f0D( fη)γiΔτ

]
(3 ≤ i ≤ M)

(11)

Then the range IFFT is performed along the range direction. Based on the POSP, the relationship
between τ and fτ can be expressed as

τ = − 1
2π

(φ1 + 2φ2 fτ + ... + MφM f M−1
τ ) (12)

In Reference [26], only the first order term of fτ is retained when solving the stationary phase
point, that is, fτ = − π

φ2

(
τ + φ1

2π

)
.This approximation is effective in most cases. However, as the

center frequency decreases, the beamwidth and bandwidth increase, this approximation introduces
severe phase errors, resulting in significant degradation throughout the image. To solve this problem,
we use the Lagrange inversion to find a more accurate solution for fτ .

In mathematical analysis, the Lagrange inversion theorem gives the Taylor series expansion of the
inverse function of an analytic function and it can be expressed as Theorem 1 [28–31].
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Theorem 1. Suppose w is defined as a function of z by an equation of the form w = h(z), where h is analytic
at a point z0 and h′(z0) �= 0. Then it is possible to invert or solve the equation for z, expressing it in the form
z = g(w) given by a power series

g(w) = z0 +
∞

∑
n=1

gn(w − h(z0))
n (13)

where

gn =
1
n!

lim
z→z0

dn−1

dzn−1

[(
z − z0

h(z)− h(z0)

)n]
(14)

g(w) represents an analytic function of w in a neighbourhood of w = h(z0).

As is shown in Equation (12), τ is a power series of fτ , that is, τ = h( fτ). Let z0 = 0 and
h(z0) = − φ1

2π . According to the Lagrange inversion theorem, the stationary phase point can be
given by

fτ = − π
φ2

(
τ + φ1

2π

)
− 3π2φ3

2φ3
2

(
τ + φ1

2π

)2
+

π3(−9φ2
3+4φ2φ4)

2φ5
2

(
τ + φ1

2π

)3

− 5π4(27φ3
3−24φ2φ3φ4+4φ2

2φ5)
8φ7

2

(
τ + φ1

2π

)4
+

3π5(−189φ4
3+252φ2φ2

3φ4−60φ2
2φ3φ5+8φ2

2(−4φ2
4+φ2φ6))

8φ9
2

(
τ + φ1

2π

)5
+ ...

(15)

The detailed derivation of Equation (15) is given in Appendix C. Therefore, the IFFT expression
of Equation (10) can be expressed as

Φ2(τ, fη ; R0) = φ0 + A2(τ − τd)
2 + A3(τ − τd)

3 + ... + AM(τ − τd)
M (16)

with (Here, only A2 ∼ A6 are given due to space restraints.)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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φ2

A3 = −π3φ3
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2
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π4(−9φ2

3+4φ2φ4)
4φ5

2

A5 = −π5(27φ3
3−24φ2φ3φ4+4φ2

2φ5)
4φ7

2

A6 =
π6(−189φ4

3+252φ2φ2
3φ4−60φ2
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4+φ2φ6))
8φ9

2

....

(17)

where τd = h(z0) = 2R0/(cD
(

fη

)
) is the time delay in RD domain. The variation of τd with fη is

called range migration, which must be removed before azimuth compression. The shape of the range
migration trajectory depends on the target slant R0.

The high-order CS function can be given by

HCS
(
τ, fη

)
= exp

[
jπq2

(
τ − τre f

)2
+ jπ

M

∑
i=3

qi

(
τ − τre f

)i
]

(18)

where τre f = 2Rc/(cD
(

fη

)
) is the reference trajectory. This step aims to compensate the range-dependent

coupling caused by the large fractional bandwidth and wide beamwidth. The phase after high-order CS
filter can be expressed as

Φ3(τ, fη ; R0) = φ0 + A2(τ − τd)
2 +

M

∑
i=3

Ai(τ − τd)
i + πq2

(
τ − τre f

)2
+ π

M

∑
i=3

qi

(
τ − τre f

)i
(19)
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According to the chirp scaling principle, the desired trajectory τs of the target located at range
R0 has the same shape as the reference trajectory and the relationship between τs, τre f and τd can be
expressed as

τre f = τs − αΔτ

τd = τs − (α − 1)Δτ
(20)

where Δτ = 2ΔR/(cD
(

fη

)
) and α = D

(
fη

)
/D
(

fηc
)
. Using the relationship in Equation (20) and

expand Equation (19) at τs, we obtain

Φ4(τ, fη ; R0) = φ0 + πC0(Δτ) + π
M

∑
i=1

Ci(τ − τs)
i (21)

The expressions for coefficients Ci are given in Appendix B. As can be seen form Equation (11),
parameters Ai and Ci imply the range FM rate Km, which is dependent on azimuth frequency
and slant range. Imaging performance is affected by approximations to Km. To model the range
range-dependence of Km, we expand it at the reference slant range with Taylor series and keep up to
the second order,

Km,app ≈ K f + KsK2
f Δτ + K2

s K3
f Δτ2 (22)

where K f represents the FM rate at the reference slant range and can be expressed as

K f =
Kr

1 − Krτre f Ks
(23)

with

Ks =
c2 f 2

η

4v2 f 3
0 D
(

fη

)2 (24)

According to Appendix B, the expressions of qi(i ≥ 2) and Xi(i ≥ 3) can be expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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And coefficients Ci becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
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After the chirp scaling operation, a range FFT is carried to transform Equation (21) into the 2D
frequency domain. Similarly, fτ is a power series of τ,

fτ =
1
2

(
2C2 (τ − τs) + 3C3(τ − τs)

2 + ...MCM(τ − τs)
M−1
)

(27)

Use the Lagrange inversion theorem again. Let z0 = τs and h(z0) = 0, the stationary phase point
is given by

τ = τs +
1
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(28)

Thus, the phase after range FFT can be expressed as

Φ5( fτ , fη) = φ0 + πC0(Δτ)− 2ατd fτ + π
M

∑
i=1

Ei f i
τ (29)

with ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(30)

The first term of Equation (29) represents the azimuth compression phase, the second term is the
residual phase, the third term is the linear phase corresponding to the target position, the remainder
are related to the range compression (RC), SRC and bulk RCM, which are range invariant. Thus,
the bulk RCM, SRC and RC can be compensated by a conjugate multiply in the 2D frequency domain.
The filtering function can be expressed as

HRC( fτ , fη) = exp(−jπ
M

∑
i=1

Ei f i
τ) (31)

After the compensation, the phase of signal can be expressed as

Φ6( fτ , fη) = φ0 + πC0(Δτ)− 2πατd fτ (32)

An IFFT is carried out along the range direction and the signal phase becomes

Φ7(τ, fη) = φ0 + πC0(Δτ) (33)

Therefore, the azimuth compression function is given by

HAC(τ, fη) = exp
[

jπ
(

4πR0 f0

c
(

D( fη)− 1
)− C0(Δτ)

)]
(34)

Finally, the echo data are transformed into 2D time domain by a azimuth IFFT and the focused
image is obtained.
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4. Experiment Results and Analysis

In this section, we provide some imaging results to demonstrate the performance of proposed
algorithm and the analysis of principle. The system parameters are listed in Table 1. The parameters of
platform velocity, pulse duration and center slant range of each SAR system are set to the same value.
The reference slant range is selected as the scene center slant range. The theoretical azimuth and range
resolutions are evaluated by ρa= 0.886c/(4 f0 sin(θ/2)) and ρr = 0.886c/(2Br). The maximum Doppler
frequency can be expressed as

fD =
2Vr

λmin
sin
(

θmax

2

)
(35)

where λmin and θmax are the minimum signal wavelength and the maximum azimuth angle. The PRF
must not be chosen less than two times of fD. The range oversampling rate is set to 1.2.

Table 1. SAR system simulation parameters.

Parameters P-band L-band

Center frequency f0 (MHz) 600 1360
Bandwidth Br (MHz) 300 272/544/816/1088

Fractional bandwidth (%) 50 20/40/60/80
Beamwidth θ (◦) 29 11

Azimuth resolution ρa (m) 0.44 0.5
PRF (Hz) 240 240

Velocity of platform Vr (m/s) 100 100
Pulse duration Tr (us) 10 10

Center slant range Rc (km) 10 10

Firstly, to investigate the effects of two improvements in the proposed algorithm, a P-band
SAR with a center frequency of 600 MHz was simulated. The fractional bandwidth is set to 50%
(corresponding to a range resolution of 0.44 m) and the beamwidth is set to 29◦ (corresponding to an
azimuth resolution of 0.44 m). Nine targets are arranged in the illuminated scene along the azimuth
center at different distances form the reference range with an interval of 200 m. The conventional
GCSA in Reference [26] is used in comparison with the proposed algorithm. According to the principle
in Section 2.3, the data is processed with a 6th order model. To highlight the effect of Lagrange
inversion, the conventional GCSA with Lagrange inversion (ignoring the range-independent coupling
terms above 6th order) is also used in comparison. The 2D focused images of targets at the ranges
Rc, Rc + 800 m and Rc + 1600 m are shown in Figure 6. In these figures, contour maps donate the
2D focusing quality. To evaluate the quality of these images quantitatively, the resolution (Res),
peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR) along the range and azimuth directions
are presented in Table 2. No wighting function or sidelobe control approach is used to obtain a fair
comparison. Note that the ideal response is not completely symmetric in the range direction due to the
significant range-azimuth coupling.

Figure 6a–c and Table 2 illustrate that the conventional GCSA causes deterioration of the images.
The images of three targets are defocused in two directions, even at the scene center targets. The Res,
PSLR and ISLR degrade considerably. This issue becomes increasingly serious as the distance increases.
This problem is caused by the residual high-order range-independent coupling terms and the phase
error introduced by approximate of stationary phase point. As the fractional bandwidth increases,
even the scene center point has a severe degradation. Especially, the asymmetric sidelobe in range
dimension is obvious. Figure 6d–f shows the imaging results obtained by the GCSA with Lagrange
inversion. It can be seen that all three targets are effectively focused, which indicates that the Lagrange
inversion can eliminate the range-dependent coupling terms. However, since the range-independent
coupling terms above 6th order are neglected, the sidelobes in range direction are severe and the
images have a certain quality degradation. The imaging results obtained by the proposed algorithm
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are shown in Figure 6g–i, with better quality than Figure 6d–f. From the quality indices presented
in Table 2, the imaging coherency is good over the entire swath. These benefits stem from the
compensation of coupling terms above 6th order and Lagrange inversion.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6. Focused results by different algorithm for P-band SAR data with a center frequency of
600 MHz. (a–c) Conventional generalized chirp scaling algorithm (GCSA). (d–f) Conventional GCSA
with Lagrange inversion. (g–i) Proposed algorithm. The three subgraphs of each row correspond to
contours of the targets located at Rc, Rc + 800 m and Rc + 1600 m, respectively. The dynamic range of
contour is −35 dB∼0 dB.

To evaluate the accuracy of proposed algorithm better, we measure the Res and differential
resolutions (DRES) [32] at different slant range. Figure 7 shows the Res and DRES of nine point
targets processed in different algorithms. The references for the DRES measurements are the range and
azimuth resolutions obtained by ω − k algorithm. It can seen that the range and azimuth resolutions
loss of GCSA is greater than 13% compared with the ω − k algorithm but the resolutions loss of the
proposed algorithm is less than 1%. We can conclude that the focusing performances of the proposed
algorithm are much better than the ones of GCSA and closed to the ones of ω − k algorithm. The image
quality and focusing depth in range dimension are greatly improved.
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Table 2. Measured parameters of the imaging results for Figure 6.

Method R0 − Rc
Azimuth Range

Res /m PSLR /dB ISLR /dB Res /m PSLR /dB ISLR /dB

Conventional GCSA
0 0.4927 −16.9620 −14.2797 0.5221 −14.8340 −9.9040

800 m 0.5344 −21.0146 −15.0018 0.5690 −17.1714 −11.5202
in Reference [26] 1600 m 0.5615 −20.7017 −14.6937 0.6341 −16.6871 −10.2194

Conventional
0 0.4385 −15.0555 −13.7173 0.4505 −12.4212 −9.7310

800 m 0.4385 −15.1025 −13.7213 0.4505 −12.4613 −9.7596
GCSA+Lagrange 1600 m 0.4427 −14.8451 −13.2582 0.4518 −12.8161 −10.1929

Proposed
0 0.4365 −15.1755 −13.9167 0.4479 −12.9714 −10.2222

800 m 0.4365 −15.1673 −13.9233 0.4479 −13.0231 −10.2356
algorithm 1600 m 0.4406 −15.0641 −13.5990 0.4492 −13.2844 −10.5722

r r

(a) (b)

r r

(c) (d)

Figure 7. Resolutions (Res) and differential resolutions (DRES) in azimuth and range given by different
algorithm, where the resolutions obtained by ω − k algorithm are references. The DRES presents the
loss in spatial resolutions. Nine targets are arranged in the illuminated scene along the azimuth center
at different distances form the reference range with an interval of 200 m. (a) Azimuth Res. (b) Range
Res. (c) Azimuth DRES. (d) Range DRES.

Secondly, in order to better validate the performance of the proposed algorithm, the point scatterer
was placed at the edge of the swath, where R0−Rc = 2 km. A typical L-band SAR system with a center
frequency of 1.36 GHz was simulated. The beamwidth is set to 11◦ (corresponding to an azimuth
resolution of 0.5 m). The fractional bandwidth is set to 20%, 40%, 60% and 80%, respectively. According
to Equation (5), four sets of data are focused by the 3rd order, 4th order, 6th order and 7th order
models, respectively.
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Figure 8 shows the Res and DRES versus fractional bandwidth for the GCSA and proposed
algorithm. The resolutions obtained by ω − k algorithm are references. When the fractional bandwidth
is 20%, both the GCSA and proposed algorithm can achieve good focusing performance. As the
fractional bandwidth increases, the performance of GCSA drops dramatically. If the resolution loss
threshold is 10%, the GCSA can only process the data where the fractional bandwidth is less than
30%. However, the proposed algorithm achieves nearly the theoretically resolutions for fractional
bandwidths up to 80% for L-band. The resolution broadening is less than 1%, which shows the
performance is greatly improved over that of the original GCSA.

(a) (b)

(c) (d)

Figure 8. Resolutions (Res) and differential resolutions (DRES) in azimuth and range given by the
generalized chirp scaling algorithm (GCSA) and proposed algorithm, where the resolutions obtained by
ω − k algorithm are references. (a) Azimuth Res. (b) Range Res. (c) Azimuth DRES. (d) Range DRES.

Next, to illustrate the worst case shape of the proposed image of the point target, Figure 9
illustrates the contour plots, range profiles and azimuth profiles of the processed images at 80%
fractional bandwidth. In both figures, the contour maps denote the 2D focusing quality and the
profiles represent the focusing quality along the azimuth and range directions. The measured
parameters are shown in Table 3. As can be seen, the results of GCSA in this case suffers form
severe distortion and broadening. The signal in both range and azimuth are almost defocused.
However, the proposed algorithm preserves the focusing performance. It is easy to recognize that the
images obtained by the proposed algorithm are well focused, as are shown in Figure 9d–f. The nearly
theoretical values of spatial resolution, PSLR and ISLR are obtained, which demonstrates the validity
of the proposed algorithm. The good performance is given by the high-order range-independent
phase filtering and the Lagrange inversion, which greatly reduces the range-dependent phase error.
By comparing the range and azimuth profiles, it is evident that the Lagrange inversion makes the
range-dependent coupling terms effectively compensated. The focusing depth in range dimension
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is greatly improved. The improved algorithm is consistent with the conventional GCSA in terms of
computational complexity but the focusing performance is significantly improved. The improved
method provides an attractive solution for processing the low frequency large bandwidth and wide
beamwidth SAR data.
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(a) (b) (c)

Azimuth  Samples  /m
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Figure 9. Focused results of point scatterers for L-band SAR data at 80% fractional bandwidth, using
the generalized chirp scaling algorithm (GCSA) and proposed algorithm. (a–c) Conventional GCSA.
(d–f) Proposed algorithm. The three subgraphs of each row correspond to the contour maps, range
profiles and azimuth profiles, respectively. The dynamic range of contour is −35 dB∼0 dB.

Table 3. Measured parameters of imaging results for Figure 9.

Method
Azimuth Range

Res /m PSLR /dB ISLR /dB Res /m PSLR /dB ISLR /dB

Conventional GCSA 0.6471 −18.3522 −12.7106 0.1915 −14.2602 −9.0208in Reference [26]
Proposed algorithm 0.4922 −18.5128 −16.9421 0.1239 −12.9655 −9.5501

Finally, to further test the analysis presented in this paper, a SAR real image (Longmen, Henan,
China) is used as the input radar cross section to generate SAR echo. The center frequency of the
transmitted signal is 400 MHz, the bandwidth is 250 MHz, the beamwidth is 25◦, the velocity is
120 m/s, the PRF is 200 Hz, the pulse duration is 10 us and the center slant range is 10 km. The scene
size is 3.0 km in range and 1.5 km in azimuth. The resolutions are 0.53 m in range and 0.76 m in
azimuth. In the simulation, the input image is a real complex image. Each cell of the complex image
is treated as a point scatterer (this actually contains the target signal and noise). No additional noise
was added during the simulation. Figure 10 shows the imaging results processed by the conventional
GCSA and the improved algorithm.

As is shown in Figure 10, at the center range region, the focusing quality of the two images is
nearly the same. However, at the near and far range region, the texture character of the image obtained
by improved GCSA is clearer than that obtained by conventional GCSA. It is obvious that better
focusing results are obtained by the proposed method. The image has very high quality. The roads,

276



Remote Sens. 2019, 11, 1874

rivers and farmland can be clearly distinguished. The edge scene along range dimension is well
focused. It is evident that the range focusing depth is greatly improved.

A

B

C

(a)

A

B

C

(b)

Figure 10. Comparison of imaging results of real data processed by different algorithms. (a) Conventional
generalized chirp scaling algorithm (GCSA). (b) Proposed algorithm.

In order to have a distinct contrast, three subregions marked by red solid rectangle are extracted
and analyzed in detail. The zooms regions are shown in Figure 11a–f. The entropy [33,34] of images
is calculated to compare the focus quality and shown in Table 4. It is generally acknowledged that
SAR images with better quality focus have smaller entropy. It is easy to find that images obtained
by proposed method have smaller entropy. Therefore, the effectiveness of proposed algorithm is
again validated.
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(a) (b) (c)

(d) (e) (f)

Figure 11. Zoom images. (a–c) Zoom images of subregions extracted from Figure 10a. (d–f) Zoom
images of subregions extracted from Figure 10b.

Table 4. Image entropy of the zoom images.

Method Region A Region B Region C

Conventional GCSA in Reference [26] 7.6037 7.1572 7.6275
Proposed algorithm 7.5957 6.9543 7.2874

5. Discussion

The performance of the proposed algorithm is mainly limited by the approximation error of
range FM rate Km (Equation (22)). This approximation will introduce a quadratic phase error (QPE)
in the spectrum and degrades the quality of the image. In the CSA, the range dependence of SRC is
neglected and the FM rate is calculated at the reference range Km,app = K f . The NCSA uses a linear
approximation of the FM rate and the GCSA uses a 2nd order approximation model.

The QPE can be expressed as

ΦQPE( fτ , fη ; R0) = π f 2
τ

(
1

Km
− 1

Km,app

)
(36)

From Equation (8), we can see that the Taylor expansion is feasible only under the following condition∣∣∣∣∣ KrcR0 f 2
η

2V2
r f 3

0 D
(

fη

)3
∣∣∣∣∣ �= 1 (37)

Let G(Kr, R0, Vr, f0, fη) =
KrcR0 f 2

η

2V2
r f 3

0 D( fη)
3 , this function is positively related to Kr, R0, fη

and negatively related to Vr, f0. And Kr = Br/Tr, where Tr is the pulse duration. The azimuth
frequency varies within the following range − PRF

2 + fηc ≤ fη ≤ fηc +
PRF

2 , where PRF is the pulse
repetition frequency. Thus, G is an even function about fη and inequality (37) actually implied
condition G < 1. This inequality is satisfied in most L- and P-band SAR systems. However, as the
center frequency decreases, the maximum azimuth frequency increases and the slant range increases,
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this inequality may not be satisfied. At this time, the Taylor approximation of range FM rate will
introduce a large error and worsen the performance of algorithm.

It should be noted that G < 1 is required for all frequency domain approximation algorithms
(such as the chirp scaling class and the range-Doppler class algorithms) [14]. This is satisfied for a
linear FM signal with a large time bandwidth product (TBP). The TBP is defined as the product of
the pulse duration Tr and bandwidth Br. For example, assuming the SAR system with a following
parameters: center frequency f0 = 400 MHz, bandwidth Br = 200 MHz, beamwidth θ = 29◦, velocity
Vr = 100 m/s, pulse duration Tr = 2 us (TBP = 400), target slant range R0 = 12 km and center slant
range Rc = 10 km. Figure 12a shows the variation of G with azimuth frequency fη . Figure 12c–e show
the QPEs in zero-order, 1st-order and 2nd-order approximations, respectively. It can be seen that G is
not less than 1 at this time. Due to the existence of breakpoints, the QPEs of 1st-order and 2nd-order
approximations are larger than zero-order approximation. The maximum QPE of 2nd-order model is
about 5000◦, which will seriously deteriorate the image quality.

(a) (b)

(c) (d) (e)

(f) (g) (h)

Figure 12. Parameters G and quadratic phase error (QPE). (a) Parameter G when Tr = 2 us (TBP = 400).
(b) Parameter G when Tr = 10 us (TBP = 2000). (c–e) QPEs of zero-order, 1st-order and 2nd-order
approximations corresponding to (a). (f–h) QPEs of zero-order, 1st-order and 2nd-order approximations
corresponding to (b).
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Change the pulse duration Tr = 10 us (TBP = 2000), the variation of G with azimuth frequency is
show in Figure 12b. The QPEs of different approximations are also shown in Figure 12f–h. G is far less
than 1, meeting the inequality (37). At this time, the maximum QPE of 1st-order model is 230◦ and the
maximum QPE of 2nd-order model is 14◦, which has a limit effect on the imaging results.

By comparison, it can be concluded that the proposed algorithm has the best performance in
frequency domain approximation algorithms when Equation (37) is satisfied. If Equation (37) is
not satisfied, the performance of the approximation algorithm is degraded and the ω − k algorithm
and time-domain algorithms are a better choice. At the same time, it should be pointed out that
most of the existing airborne SAR systems have a large TBP [35,36], which shows that the proposed
algorithm still has a broad application prospects. In particular, the proposed algorithm can be applied
to high-resolution highly squint SAR imaging, where the phase coupling is also severe.

6. Conclusions

The high-resolution low frequency SAR has the characteristics of large bandwidth and long
integration time. This trait will cause serious range-azimuth phase coupling, which limits the performance
of conventional GCSA and results in image defocusing. The longer the integration time or larger
bandwidth is, the more serious the deterioration will be. This paper proposes an improved GCSA based
on Lagrangian inversion theorem for high-resolution low frequency SAR data processing.

Through the theoretical analysis, we find two main reasons about the defocusing. Firstly,
the influence of the residual high-order phase is still significant when the fractional bandwidth
is large and/or integration time is long. Secondly, the linear approximation of stationary phase point
will make the high-order range-dependent phase coupling not effectively compensated. Aim to solve
these two problems, this paper firstly proposes a new criterion for determining the order of Taylor
expansion. The range-independent coupling phase terms above 3rd order are first compensated.
Moreover, the Lagrange inversion theorem is introduced to obtain a more accurate stationary phase
point. The performance and accuracy of the improved GCSA has been demonstrated using the
simulated data in P- and L-band. The experimental results show that for P-band SAR systems with
resolutions of 0.44 m, the proposed algorithm can focused full-swath targets with a resolution loss of
less than 1%. For L-band SAR system with an azimuth resolution of 0.5 m, the edge point scatterer can
be focused well even at 80% fractional bandwidth. The proposed algorithm has similar performance
to the ω − k algorithm and is significantly better than the GCSA.The improved method provides the
possibility to efficiently process full-swath high-resolution low frequency SAR data.
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Appendix A

Here, some expressions are given for some characteristics of the SAR signal. Using the Taylor
expansion principle, the coefficients γi in Equation (2) can be expressed as

γ3 = − D2( fη)−1
2D5( fη) f 3

0

γ4 = − (D2( fη)−1)(D2( fη)−5)
8D7( fη) f 4

0

γ5 =
(D2( fη)−1)(3D2( fη)−7)

8D9( fη) f 5
0

γ6 =
(D2( fη)−1)(D4( fη)−14D2( fη)+21)

16D11( fη) f 6
0

(A1)
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Appendix B

In this Appendix, we will derive the calculation of qi(i ≥ 2), Xi(i ≥ 3) and Ci(i ≥ 0).
Based on Equations (11), (17) and (20), we expand Equation (19) into a Taylor series with respect

to τs, the Equation (21) is obtained. The coefficient C0 is a Mth order polynomial of Δτ and it can be
given by

C0(Δτ) =
[
α2q2 + (α − 1)2Km

]
Δτ2 +

[
α3q3 + (α − 1)3K3

mX3

]
Δτ3

+ 1
8

[
8α4q4 + 2(α − 1)4K4

m
(
9KmX2

3 + 4X4
)− 16D( fη) f0(α − 1)3K3

mγ3

]
Δτ4 + ...

(A2)

In order to model the rang dependence of coefficients Ci(i > 0), they are also approximated as a
second order series in Δτ,

C1 = 2π [(α − 1)Km + αq2]Δτ + 3π
[
α2q3 + (α − 1)2K3

mX3

]
Δτ2

C2 = π (Km + q2) + 3π
[
αq3 + (α − 1)K3

mX3
]

Δτ

+ 3
2 π
[
4α2q4 + (α − 1)K3

m
(
9 (α − 1)K2

mX2
3 + 4 (α − 1)KmX4 − 4D( fη) f0γ3

)]
Δτ2

C3 = π
(
q3 + K3

mX3
)
+ π
[
4αq4 + (α − 1)K4

m
(
9KmX2

3 + 4X4
)− 2D( fη) f0K3

mγ3
]

Δτ

+ 1
8 π
[
80α2q5 + 20(α − 1)2K5

m
(
27K2

mX3
3 + 24KmX3X4 + 4X5

)
−32D( fη) f0 (α − 1)K4

m (9KmX3γ3 + 2γ4)
]

Δτ2

...

(A3)

For each Ci, the higher order terms of Δτ are very small and can be neglected. Combining
Equation (22) and (A3), the coefficients Ci(i > 0) can be rewritten as

C1 = C11Δτ + C12Δτ2

C2 = C20 + C21Δτ + C22Δτ2

C3 = C30 + C31Δτ + C32Δτ2

...
CM = CM0 + CM1Δτ + CM2Δτ2

(A4)

with

C11 = 2
[
αq2 + K f (α − 1)

]
C12 = 3α2q3 + K2

f (α − 1)
[
2Ks + 3K f (α − 1) X3

]
C20 = K f + q2

C21 = 3αq3 + K2
f

[
Ks + 3K f (α − 1) X3

]
C22 = 1

2

[
12α2q4 + K3

f (18K f Ks (α − 1) X3 + 27K2
f (α − 1)2X2

3+ 2(K2
s + 6K f (α − 1)2X4)

−12D( fη) f0 (α − 1) γ3)
]

C30 = q3 + K3
f X3

C31 = 4αq4 + 3K4
f KsX3 + K4

f (α − 1)
(

9K f X2
3 + 4X4

)
− 2D( fη) f0K3

f γ3

C32 = 1
8

[
48K5

f K2
s X3 + 20K5

f (α − 1)2
(

27K2
f X3

3 + 24K f X3X4 + 4X5

)
− 48K4

f Ks D( fη) f0γ3

+80α2q5 + 8K5
f Ks (α − 1)

(
45K f X2

3 + 16X4

)
− 32D( fη) f0K4

f (α − 1)
(

9K f X3γ3 + 2γ4

)]
...

(A5)

According to (A4), the coefficients Ci are range-dependent. The expression for these coefficients
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contains linear and quadratic terms in Δτ. To remove the range dependence of these terms, it is
required to set the coefficients of Δτ to zero. Let C11 in (A5) be zero, we can obtain

q2 = K f
1 − α

α
(A6)

Let C12 and C21 be zero, we can obtain

q3 =
K2

f Ks(1−α)

3α

X3 = Ks(α−2)
3K f (α−1)

(A7)

Similarly, CM−1,2 and CM1 be zero, the expressions of qM and XM can be obtained. And the
coefficients Ci becomes

C1 = 0
C2 = C20

C3 = C30

...
CM = CM0

(A8)

Thus, Equations (25) and (26) are obtained.

Appendix C

This Appendix is used to explain how to use the Lagrange inversion theorem to solve the
stationary phase point. According to Equations (12) and (13), τ can be expressed as a series form of fτ .
A Lagrange inversion expression for a general power series is given here. For a function expressed in
a series

ω = h (z) = a0 + a1 (z − z0) + ... + an(z − z0)
n (A9)

f (z) =
z − z0

h (z)− a0
=

1

a1 + a2(z − z0) + ... + an(z − z0)
n−1 (A10)

Thus, we can get

g1 = f (z)|z=z0
=

1
a1

(A11)

g2 =
1
2

d f 2(z)
dz

∣∣∣∣
z=z0

= − a2

a3
1

(A12)

g3 =
1
6

d2 f 3(z)
dz2

∣∣∣∣
z=z0

=
2a3

2
a5

1
− a3

a4
1

(A13)

g4 =
1
24

d3 f 4(z)
dz3

∣∣∣∣
z=z0

= −5a2
3 − 5a1a2a3 + a1

2a4

a1
7 (A14)

g5 =
1

120
d4 f 5(z)

dz4

∣∣∣∣
z=z0

=
14a4

2 − 21a1a2
2a3 + 3a2

1a2
3 + 6a2

1a2a4 − a3
1a5

a9
1

(A15)

g6 = 1
720

d5 f 6(z)
dz5

∣∣∣
z=z0

= 1
a11

1

(−42a5
2 + 84a1a3

2a3 − 28a2
1a2

2a4 + 7a2
1a2
(−4a2

3 + a1a5
)
+ a3

1 (7a3a4 − a1a6)
)

(A16)

Equations (12) and (27) are special forms of Equation (A9) and the inversion expressions can be
easily obtained according to Equation (14).
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Abstract: Research on real-time spaceborne synthetic aperture radar (SAR) imaging has emerged
as satellite computation capability has increased and applications of SAR imaging products have
expanded. The orbit determination data of a spaceborne SAR platform are essential for the SAR
imaging procedure. In real-time SAR imaging, onboard orbit determination data cannot achieve
a level of accuracy that is equivalent to the orbit ephemeris in ground-based SAR processing,
which requires a long processing time using common ground-based SAR imaging procedures. It is
important to study the influence of errors in onboard real-time orbit determination data on SAR
image quality. Instead of the widely used numerical simulation method, an analytical approximation
model of the quadratic phase error (QPE) introduced by orbit determination errors is proposed.
The proposed model can provide approximation results at two granularities: approximations with
a satellite’s true anomaly as the independent variable and approximations for all positions in the
satellite’s entire orbit. The proposed analytical approximation model reduces simulation complexity,
extent of calculations, and the processing time. In addition, the model reveals the core of the process
by which errors are transferred to QPE calculations. A detailed comparison between the proposed
method and a numerical simulation method proves the correctness and reliability of the analytical
approximation model. With the help of this analytical approximation model, the technical parameter
iteration procedure during the early-stage development of an onboard real-time SAR imaging mission
will likely be accelerated.

Keywords: quadratic phase error; SAR; approximation; spaceborne real-time SAR imaging; orbit
determination error

1. Introduction

Real-time synthetic aperture radar (SAR) imaging has always been a research focus in certain
applications. Real-time imaging enhances the effectiveness and widens the application range of
the SAR technique. In airborne SAR, real-time sensing plays an important role, and there are
many well-established systems [1–5] and techniques [6–11]. Real-time processing techniques are
also available for unmanned aerial vehicle (UAV) SAR applications [12–14]. For spaceborne SAR,
because of its unique configuration and onboard computation capabilities, real-time SAR imaging
systems and techniques are still being developed for both digital [15–17] and optical [18] methods.

For the purpose of implementing onboard real-time spaceborne SAR imaging, a set of Doppler
parameters with high precision and accuracy must be calculated, and accurate position and velocity
vectors are needed for the Doppler parameter calculation. In typical methods used to process SAR
echo data, a high-accuracy orbit ephemeris is applied in the ground-based processing system, and state
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vectors, i.e., position and velocity vectors of the SAR satellite, are determined with high accuracy.
However, this kind of high-accuracy orbit ephemeris is only generated hours, days, or even weeks after
a single SAR observation [19]. Thus, this kind of high-accuracy orbit ephemeris cannot be obtained
during real-time SAR imaging. Nevertheless, we are still able to achieve onboard orbit determination
using GNSS-based receivers and appropriate algorithms [20,21]. It is acknowledged that this approach
to orbit determination has relatively low accuracy in the state vectors of SAR satellites compared with
the high-accuracy orbit ephemeris. However, it remains the best, and possibly the only, onboard orbit
determination method that is available for real-time SAR imaging.

SAR mission designers must account for the fact that errors in such onboard orbit determination
data will adversely affect the quality of the SAR imaging product through inaccurate Doppler
parameter calculation. Although estimation algorithms have been developed to generate the Doppler
centroid and Doppler rate with high accuracy for SAR imaging, they are time-consuming in practice.
Real-time spaceborne SAR imaging certainly does not belong on a mission that is not time-sensitive.
The product of real-time SAR imaging may be the source data for other mission types, such as onboard
deformation monitoring or target recognition. Given these requirements, the estimation algorithm
should not be built into the processing workflow because of its long processing time. Thus, the concept
of quadrature phase error (QPE) is introduced to evaluate the influence of onboard orbit determination
errors on spaceborne SAR imaging products. The azimuth impulse response width of a SAR image
has a certain relationship with QPE, and it provides a more intuitive evaluation standard of the errors.

Errors of an onboard orbit determination system are often given in the form of probabilities, along
with the type of probability distributions and the corresponding parameters. The most common case
for these errors is a normal distribution with an expected value of zero and a standard deviation σ.
Therefore, the probability distribution of QPE needs to be examined. In practice, there exist two major
methods that have been applied to QPE analysis, i.e., the extreme value method and the numerical
simulation method. The extreme value method is the simplest way to investigate QPE; it includes
the maximum possible error in the calculation and ignores the probability distribution of the errors.
This method faces challenges in revealing the QPE probability distribution, which means it only reflects
the extreme situation in practice. For the numerical simulation methods, Monte Carlo simulations are
often applied [22]. However, this approach requires a huge number of generated error samples and
repeated experiments.

In this paper, an analytical approximation model of the QPE introduced by orbit determination
errors is proposed. With the a priori probability of the onboard orbit determination system and
SAR satellite orbit elements, together with the observing geometry of the spaceborne SAR and
appropriate approximations, a series of equations describing the parameters of the QPE probability
distribution are presented. This analytical approximation model can provide approximation results at
two granularities, i.e., the approximations with the satellite’s true anomaly as the independent variable
and the approximations for all positions of the satellite during its entire orbit.

Following this section, Section 2 describes the QPE analytical approximation model in general.
Section 3 derives the key variables in the analytical approximation model and reveals the appropriate
approximations in the model. This is followed by the evaluation of the analytical approximation model
by comparing it with numerical simulation results in Section 4, and a related discussion is presented in
Section 5. Finally, Section 6 provides a brief conclusion regarding the analytical approximation model.

2. Proposed Model: QPE Analytical Approximation Model

The QPE analytical approximation model requires four groups of parameters as input, i.e.,
the Earth’s physical parameters, the satellite platform orbit parameters, the SAR payload key
parameters, and the a priori probability of the onboard orbit determination system. In this section,
the coordinate systems, vector in the line-of-sight method, and QPE approximation method in the
proposed model are described.
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2.1. Coordinate Systems for Modeling

Two main coordinate systems are used in the derivation of the analytical approximation model.
These two coordinate systems can be helpful in generating a clear description of the relative movement
of the spaceborne SAR and the point of interest on the surface of the Earth.

2.1.1. Earth-Centered Inertial Coordinate System

Generally, the QPE calculation requires the position, velocity, and acceleration coordinates of the
spaceborne SAR platform and the SAR antenna aiming point on the Earth’s surface, together with other
variables. A widely used coordinate system in modeling the relative motion between the spaceborne
SAR and the point of interest is the Earth-Centered Inertial (ECI) coordinate system. This system has an
x-axis and z-axis aligned with the mean equinox and the celestial North Pole, respectively. The y-axis
forms a right-handed coordinate system that joins the x-axis and z-axis.

In common practice, the onboard GNSS-based orbit determination system of a spaceborne satellite
calculates its positions in a given coordinate system using the GNSS broadcast message [21]. Each GNSS
in service now has its own unique coordinate system, e.g., WGS 84 in GPS, CGCS2000 in BDS, and GTRF
in Galileo. For modeling the orbit determination errors in the proposed analytical approximation
model, all real-time-measured position and velocity coordinates of the spaceborne SAR platform are
transformed into the ECI system in this paper.

2.1.2. Orbital Plane Coordinate System

The movement parameters of a spaceborne SAR satellite can be described in the orbital plane
coordinate system. In this system, the Earth is located at one of the foci of the elliptical orbit, and the
satellite can be regarded as a point. Polar coordinates are used to describe the movement parameters.

There exist six orbital elements that uniquely identify a specific orbit of the satellite: the semi-major
axis a, eccentricity e, and true anomaly ν are used in the orbital plane coordinate system to determine
the satellite’s movement at a certain time. The inclination i, the longitude of the ascending node Ω,
and the argument of periapsis ω are necessary to construct the transformation matrix between the
orbital plane coordinate system and the ECI system.

The orbital plane coordinate system and the ECI system are summarized in Figure 1.

Figure 1. The orbital plane (OP) coordinate system and the ECI system. Elements related to the OP
coordinate system are in red. ω is the argument of periapsis, i is the orbit eccentricity, ν is true anomaly,
and θL is the center off-nadir angle in SAR.
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2.2. Vector in the Line-of-Sight Method

In the analytical approximation model presented in this paper, the attitude errors of the spaceborne
SAR satellite are not taken into consideration. The true value of the attitude of the platform is used in
both the analytical approach and the following numerical verification.

With this assumption, the vector in the line-of-sight (VLS) method can be used to calculate the
state vectors of the point of interest. The relative range from the SAR antenna phase center to the
point of interest can be derived from the time delay of the echo signal. For spaceborne SAR geometry,
the echo signal enters the receiver after several pulse repetition intervals (PRIs) until the moment of
transmission, and then it is demodulated and sampled by the receiver. In each range profile of the
sampled data, each sampled time delay can be determined by the index number of its range gate.
The signal transmission delay from the antenna phase center to the sampling ADCs in the receiver can
be accurately measured in the state-of-the-art spaceborne SAR system. tdelay represents the delayed
time of the echo of the point-of-interest signal from its transmission time, and c represents the velocity
of light, whose relative range is described by

ρ =
ctdelay

2
(1)

A unit line-of-sight vector ûa,ECI in the ECI system can be created; it is perpendicular to the
aperture of the SAR antenna and points to the surface of the Earth. The position vector Ptar,ECI and
velocity vector Vtar,ECI of the point on the surface of the Earth at which the antenna points can be
shown in stripmap SAR geometry as

Ptar,ECI = Psat,ECI + ρ · ûa,ECI =

⎡⎢⎣Ptar,ECI,x
Ptar,ECI,y
Ptar,ECI,z

⎤⎥⎦ (2)

Vtar,ECI =

⎡⎢⎣−ωe · Ptar,ECI,y
ωe · Ptar,ECI,x

0

⎤⎥⎦ (3)

in which ωe is the angular speed of the Earth’s rotation.
Because there are errors in the satellite’s position and velocity measurements from the onboard

GNSS-based orbit determination system, the calculated Ptar,ECI and Vtar,ECI will also contain errors
at the same time. The relative range ρ remains unaffected because errors exist in measurements
while the real geometry remains unchanged, which means that the time delay remains equal to the
accuracy value.

2.3. QPE Approximation

QPE can be expressed in radians as [23]

QPE = πΔ fr

(
Tint

2

)2
(4)

in which fr is the Doppler rate of the echo signal, and Tint represents the integration time, also known
as the synthetic-aperture time. In stripmap SAR geometry, the integration time is the time it takes the
point of interest to enter and exit the entire 3 dB edge of the SAR antenna’s beam illumination.
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The variables Rst, Vst, and Ast represent the relative position, velocity, and acceleration of the
spaceborne SAR satellite, respectively. In the ECI system, for the antenna aiming point on the ground,
the commonly used fr expression in stripmap mode when the squint angle equals zero is

fr =
2
λ

[
Vst · Vst

|Rst| +
Ast · Rst

|Rst| − (Vst · Rst)
2

|Rst|3
]

(5)

The fr expression in Equation (5) is an approximation expression, and it can achieve high precision
if more terms remain. In the analytical approximation model, only the first two terms in Equation (5)
are analyzed. This simplifies the model while retaining a relatively high precision.

The orbit determination system measurements contain errors, which will lead to errors in Rst, Vst,
and Ast. The terms that define the differences between the state vectors derived from measurements
and the true state vectors are

ΔRst = Rst,e − Rst (6)

ΔVst = Vst,e − Vst (7)

ΔAst = Ast,e − Ast (8)

where the subscript e indicates that the vectors contain measurement errors. Thus, the difference
between the measured fr and true fr value is

Δ fr = fr,e − fr (9)

The parameter fr in Equation (5) is often used to determine the precise value for SAR raw data
simulation or imaging algorithms. For the approximate expression of QPE, considering the magnitude
of each term in fr, some terms can be omitted while still achieving an acceptable approximation
of QPE. The VLS method in Section 2.2 maintains the real value of the relative range ρ = |Rst|.
Thus, Equation (4) combined with Equation (9) gives the QPE approximation expression

QPE = π ( fr,e − fr)

(
Tint

2

)2

≈ 2π

λρ
(2ΔVst · Vst + ΔAst · Rst)

(
Tint

2

)2
(10)

For convenience, the terms ΔVst · Vst and ΔAst · Rst are named velocity and acceleration vector term
in the following sections.

The approximation of QPE in Equation (10) is the basis of the QPE analytical approximation
function and maximum QPE derivation.

3. Key Variables in the Analytical Approximation Model

For a given true anomaly ν, the distance between the satellite and the Earth’s center is

r =
a
(
1 − e2)

1 + e cos ν
=

p
1 + e cos ν

(11)

where p = a
(
1 − e2) in Equation (11) is the semi-latus rectum of the elliptic orbit. The position,

velocity, and acceleration vectors of the satellite in the orbital plane (OP) are
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Psat,OP = r

⎡⎢⎣cos ν

sin ν

0

⎤⎥⎦ (12)

Vsat,OP =

√
μ

p

⎡⎢⎣ − sin ν

e + cos ν

0

⎤⎥⎦ (13)

Asat,OP = −μ (1 + e cos ν)2

p2

⎡⎢⎣cos ν

sin ν

0

⎤⎥⎦ (14)

where μ is the standard gravitational parameter of the Earth.
The transformation matrix AO2E is used to convert the vector in the orbital plane to the ECI system:

AO2E =

⎡⎢⎣cos ω − sin ω 0
sin ω cos ω 0

0 0 1

⎤⎥⎦
⎡⎢⎣1 0 0

0 cos i − sin i
0 sin i cos i

⎤⎥⎦
⎡⎢⎣cos Ω − sin Ω 0

sin Ω cos Ω 0
0 0 1

⎤⎥⎦ (15)

The parameter Ω in AO2E results in rotation with the z-axis in the ECI system. Considering the
geometry and the Earth’s ellipsoid reference, in the following discussion, we set Ω = 0 for convenience,
and this will not result in an error value in the QPE approximation.

The onboard orbit determination system measurements are given in ECI terms, which can be
regarded as the true state vector plus an error vector. With the assumption that the measurement
errors of the satellite’s position and velocity follow a normal distribution with an expected value of 0,
the error vectors can be described as

ΔP =

⎡⎢⎣Δpx

Δpy

Δpz

⎤⎥⎦ ∼

⎡⎢⎢⎢⎣
N
(

0, σ2
p,x

)
N
(

0, σ2
p,y

)
N
(

0, σ2
p,z

)
⎤⎥⎥⎥⎦ (16)

ΔV =

⎡⎢⎣Δvx

Δvy

Δvz

⎤⎥⎦ ∼

⎡⎢⎣N
(
0, σ2

v,x
)

N
(

0, σ2
v,y

)
N
(
0, σ2

v,z
)
⎤⎥⎦ (17)

Then, the state vector measurements of the satellite are

Psat,ECI,e = AO2EPsat,OP + ΔP (18)

Vsat,ECI,e = AO2EVsat,OP + ΔV (19)

From Equations (2), (3), (18) and (19), the position vectors of the antenna aiming point are

Ptar,ECI,e = Psat,ECI,e + ρ · ûa,ECI (20)
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With the help of Equations (3), (19) and (20), the difference in the relative velocity from the satellite
to the antenna aiming point can be given as

ΔVst = (Vsat,ECI,e − Vtar,ECI,e)− (Vsat,ECI − Vtar,ECI) =

⎡⎢⎣Δvx + ωeΔpy

Δvy − ωeΔpx

Δvz

⎤⎥⎦ (21)

3.1. The Velocity Vector Term in the Approximate Doppler Rate

With Equation (21), we have ΔVst. However, we still need the expression of Vst to calculate
the velocity vector term ΔVst · Vst. It is worth recalling that we need the approximate Doppler rate
expression. To calculate the velocity vector term in Equation (10), we propose using the velocity vector
of a satellite traveling in a circular orbit Vs in our analytical approximation model rather than using
Vst. Thus, we have

Vst = AO2EVsat,OP|e=0

=

√
μ

p

⎡⎢⎣ − sin (ν + ω)

cos (ν + ω) cos i
cos (ν + ω) sin i

⎤⎥⎦ (22)

The velocity vector term results in a Doppler rate difference by

Δ fr,v =
2

λρ
· 2ΔVst · Vst

=
4

λρ

√
μ

p
[− (Δvx + ωeΔpy

)
sin (ν + ω)

+
(
Δvy − ωeΔpx

)
cos (ν + ω) cos i + Δvz cos (ν + ω) sin i

]
(23)

Assuming that the variances of the position and velocity errors are the same standard deviation
in the x-, y-, and z-direction in the ECI system, i.e., σp,x = σp,y = σp,z = σp and σv,x = σv,y = σv,z = σv,
we can find the expected value and standard deviation of Δ fr,v by

E [Δ fr,v] = 0 (24)

σ [Δ fr,v] =
4

λρ

√
μ

p

√
σ2

v + ω2
e
[
sin2 (ν + ω) + cos2 (ν + ω) cos2 i

]
σ2

p (25)

We also need an approximate maximum value of the standard deviation of Δ fr,v to calculate the
approximate maximum value of QPE. We suppose that cos i has a maximum value of cos i = 1, and

σ [Δ fr,v]max =
4

λρ

√
μ

p
·
√

ω2
e σ2

p + σ2
v (26)

3.2. True Anomaly

Equation (21) gives the expression of difference vectors in the velocity vector term in Equation (10).
However, the difference vector in the acceleration vector term, i.e., ΔAst, is given its expression with
the help of true anomaly calculation.
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The accurate acceleration vector term in the orbital plane is given in Equation (14). True anomaly ν

should be calculated using the onboard-measured satellite’s position and velocity vectors. A common
way to solve ν is given in [24]

ν = atan2
(√

p
μ
(Vsat,ECI · Rsat,ECI) , p − |Rsat,ECI |

)
(27)

where the atan2 (Y, X) function returns an unambiguous result of arctan (Y/X) with a range of (−π, π].
Obviously, the measured state vectors of the satellite Psat,ECI,e and Vsat,ECI,e will result in a value of
νe that is not accurate. The probably distribution parameters of νe should be determined in order to
analyze the term ΔAst and its influence on QPE.

The detailed derivation is in Appendix A. Here, the standard deviation and its maximum value
of the difference between the calculated νe and its accurate value Δν = νe − ν are given.

σ [Δν] = |cos ν| · 1 + e cos ν√
μae2 (1 − e2)

·
√

μ

p
(1 + e2 + 2e cos ν) σ2

p +
p2

(1 + e cos ν)2 σ2
v (28)

σ [Δν]max =
1
e

√
1
a2 σ2

p +
a
μ

σ2
v (29)

We assume that the variances of the position and velocity errors are the same standard deviation
in the x-, y-, and z-direction in the ECI system, i.e., σp,x = σp,y = σp,z = σp and σv,x = σv,y = σv,z = σv.
Equation (29) can provide a good approximation when orbit eccentricity e is rather small.

It is important to point out that σ [ν]max is not equal to the exact maximum value of σ [ν] for
ν ∈ [0, 2π]. This approximate maximum value is subsequently used to calculate the maximum value
of QPE. With this assumption, it would be clearer to identify the core error terms of each variable.
A more general expression without the assumption can be found in Appendix A.

3.3. The Acceleration Vector Term in the Approximate Doppler Rate

With the expression σ [Δν], the standard deviation of the difference between ν calculated from
state vector measurements and its true value is addressed, and the acceleration vector term can now
can be dealt with. As Rst needs to be analyzed, the traditional yaw steering method [25] is applied here.

θyaw = arctan
[

sin i
N − cos i

cos (ν + ω)

]
(30)

where N is the number of revolutions per day.
In this approximation model, we replace ΔAst with ΔAs only and ignore the errors in the target

acceleration vector while keeping the satellite’s part. In the meantime, ν is replaced by ν + Δν in the
row vector of Equation (14). We can combine Equations (14), (18) and (20) with

ûa,ECI =

⎡⎢⎣− sin ν − cos ν 0
cos ν − sin ν 0

0 0 1

⎤⎥⎦
⎡⎢⎣cos θyaw 0 − sin θyaw

0 1 0
sin θyaw 0 cos θyaw

⎤⎥⎦
⎡⎢⎣1 0 0

0 cos θL sin θL
0 − sin θL cos θL

⎤⎥⎦
⎡⎢⎣0

1
0

⎤⎥⎦ (31)

where θL is the center off-nadir angle in stripmap SAR. The acceleration vector term results in a
Doppler rate difference of
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Δ fr,a =
2

λρ
ΔAst · Rst

= ka

[
cos θL +

√
sin2 θL sin2 θyaw + cos2 θL sin

(
Δν − arctan

cos θL
sin θL sin θyaw

)]
(32)

in which

ka =
2μ (1 + e cos ν)2

λp2 (33)

In common SAR operations, θyaw is usually small. Then, we have the following expansion without
cubic and higher-order terms.

arctan
cos θL

sin θL sin θyaw
=

π

2
− arctan

sin θL sin θyaw

cos θL

≈ π

2
− tan θL sin θyaw (34)

With the result from Appendix B and Equations (32)–(34), the expected value and standard
deviation of Δ fr,a are

E [Δ fr,a] = ka cos θL + ka

√
sin2 θL sin2 θyaw + cos2 θL

(
1 − Var [Δν]

2

)(
1
2

tan2 θL sin2 θyaw − 1
)

(35)

σ [Δ fr,a] = ka

√
sin2 θL sin2 θyaw + cos2 θL

√
Var [Δν]

(
tan2 θL sin2 θyaw +

Var [Δν]

2

)
(36)

Equation (35) shows an interesting result. Instead of the expected zero value, we have E [Δ fr,a],
which means there will be bias in the expected value of the Doppler rate fr due to the calculated true
anomaly. This bias can be and should be removed when calculating the Doppler parameters for the
imaging algorithm.

However, we need the approximate maximum value of σ [Δ fr,a]. If we put aside the quadratic
term of Var [Δν] in Equation (36), the leftover part is modulated by Var [Δν] and sin2 θyaw at each
ν point. When x is relatively small, arctan x ∝ x. Combined with Equation (30), we can ascertain
that sin2 θyaw ∝ sin2 [cos (ν + ω)] ∝ cos2 (ν + ω). It can also be found that, from Equation (28),
if we take the appropriate approximation, then σ [Δν] ∝ cos ν. From these approximations, ν in
f (ν) = cos (ν + ω) cos ν when it reaches its maximum value f (ν)max, and the very same ν will also
make σ [Δ fr,a] reach its maximum. Obviously, at this moment,

ν = kπ − ω

2
, for k ∈ Z>0 (37)

If k = 1, then

Var [Δν]max
∣∣
ν=π−ω/2 ≈

(∣∣∣cos
ω

2

∣∣∣ σ [Δν]max

)2

=
cos2 ω

2
e2

(
1
a2 σ2

p +
a
μ

σ2
v

)
(38)

together with

ka,max =
2μ (1 + e)2

λp2 (39)
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and θyaw = θyaw,max in Equation (36). Thus, we have

σ [Δ fr,a]max = ka,max

√
sin2 θL sin2 θyaw,max + cos2 θL

·
√

Var [Δν]max

(
tan2 θL sin2 θyaw,max +

Var [Δν]max
2

)
(40)

3.4. Integration Time, Slant Range, and Approximate QPE

For a given SAR configuration and true anomaly, the integration time is used to calculate QPE,
while the slant range contributes both to the integration time and QPE. In our proposed analytical
approximation model for QPE, both the accurate and approximate integration time and slant range are
considered. The former ones are applied to generate the approximate QPE with true anomaly as the
independent variable, and the latter ones are merged into the maximum of the QPE calculation.

In the accurate calculation, the slant ranges are obtained by solving a quadratic equation:

(ρûa,ECI,x + Rsat,ECI,x)
2 +
(
ρûa,ECI,y + Rsat,ECI,y

)2
E2

a
+

(ρûa,ECI,z + Rsat,ECI,z)
2

E2
b

= 1 (41)

where Ea = 6,378,137.000 m and Eb = 6,356,752.314 m are the semi-major axis and semi-minor axis of
the ellipsoid reference in WGS 84, respectively. Then, the integration time is

Tint =
λ

La

|Rst|
|Vst|

|Rs|
|Rt| (42)

In the approximate maximum QPE calculation, we use a slant range that is based on the circular
Earth with a radius of Emean = (2Ea + Eb) /3 and

ρmean = Emean
sin [θL + π − arcsin (a sin θL/Emean)]

sin θL
(43)

With the satellite’s velocity at apogee only instead of |Vst|, together with a instead of |Rs|, we get
the mean integration time.

Tint,mean =
aλρmean

EmeanLa

√
a (1 + e)
μ (1 − e)

(44)

Thus, we have the approximate expected value and standard deviation of QPE and its
maximum expression:

E [QPE] = π E [Δ fr,a]

(
Tint

2

)2
(45)

σ [QPE] = π
√

σ2 [Δ fr,v] + σ2 [Δ fr,a]

(
Tint

2

)2

=
√

σ2 [QPEv] + σ2 [QPEa] (46)

σ [QPE]max = π
√

σ2 [Δ fr,v]max + σ2 [Δ fr,a]max

(
Tint,mean

2

)2
(47)

where σ [QPEv] and σ [QPEa] are the standard deviations of QPE introduced by the velocity vector
term and acceleration vector term, respectively.
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4. Evaluation and Results

In this section, the analytical approximation model is evaluated by comparing it with the Monte
Carlo simulation approach.

4.1. Evaluation Model

For the purpose of validating the proposed analytical approximation model for QPE, a Monte
Carlo-based numerical simulation is introduced as a reference for validating the proposed method.
In the simulation approach, large samples of error data are generated first according to the specified
probability distribution parameters. Then, these error samples are input to a simulation program.
For each sample of error data in the orbit determination data, the simulation program calculates the
Doppler parameters of the SAR imaging procedure with and without the given error sample set and
records the difference between these two situations. The probability distribution of the difference from
the Doppler parameter simulation is analyzed to provide a reference for the validation of the analytical
approximation model.

In this simulation program, there are no approximations such as those in the analytical
approximation model. For beam steering, the simulation uses the total zero Doppler steering (TZDS)
method [26] of TerraSAR-X, which has a joint yaw and pitch steering to minimize the Doppler centroid
residence. The ellipsoid reference in WGS 84 is chosen to be the Earth’s surface mode in the simulation.

The QPE approximation has the same slant range and integration time data as the Monte Carlo
simulation in order to get a more precise approximation result for ν ∈ [0, 2π]. The QPE maximum value
calculation works with the mean slant range and integration time for a much simpler computation.

The Monte Carlo method generates 30,000 error samples of the position and velocity vectors per
true anomaly, and there are 1000 true anomaly calculation points in ν ∈ [0, 2π].

The inputs of the simulation are provided in Table 1. These parameters can be divided into
four groups. The first group includes the Earth’s physical parameters Ea and Eb, which represent
the semi-major and semi-minor axes of the Earth ellipsoid, respectively. The second group includes
the satellite platform orbit parameters, namely, the semi-major axes of the orbit a, the argument of
periapsis ω, the orbital inclination i, and the eccentricity e. The third group contains the SAR payload
parameters, i.e., the center frequency of the transmitting signal, the center off-nadir angle, and the
azimuth length of the antenna. The last group represents the probability distribution of the errors in
the real-time orbit determination data. The errors have a normal distribution with an expected value
of zero, thus only the standard deviations are listed in the table. σp and σv represent the standard
deviations of the errors in the position and velocity data from the real-time orbit determination system.
A comparison of the 3D positioning residuals (RMS) using broadcast ephemerides results in around
1.5 m in the reference [21]. We selected a 3 m standard deviation in the real-time positioning errors.
The standard deviation in the real-time velocity error is approximated by the results in [20].

Table 1. Simulation Parameters.

Parameter Value Parameter Value

Ea 6,378,137.000 m Eb 6,356,752.314 m

a 6,778,140.000 m ω 90.00◦

i 97.42◦ e 0.0011

SAR Center Frequency 9.60 GHz σp 3 m

Center off-nadir angle 33.8◦ σv 0.1 m/s

Antenna Azimuth Length 1.92 m

295



Remote Sens. 2019, 11, 1663

4.2. Approximation of the Velocity Vector Term

Figure 2 shows the result of comparing the statistical parameters of Δ fr,v and QPEv between
the Monte Carlo simulation and the analytical approximation model. E [QPEv] shows oscillations
around zero, and these are due to the Monte Carlo simulation method. With more error samples
processed in the numerical simulation, the oscillation would be much smaller, which confirms the
effectiveness of the analytical approximation model. The mean differences in the results between the
numerical simulation and analytical approximation model in Figure 2c,d are 1.64 × 10−3 Hz/s and
0.093◦. The difference of σ [Δ fr,v] may be high for the algorithm method, but it is a satisfactory result
for the approximate QPE calculation. The integration time is not a consistent value, which leads to the
differently shaped curves in Figure 2c,d.

(a) E [Δ fr,v] (b) E [QPEv] (c) σ [Δ fr,v] (d) σ [QPEv]

Figure 2. Velocity vector term: numerical simulation results (blue) and analytical approximation
results (red). The figures show that the results from the analytical approximation model are consistent
with the numerical simulation results. (a,b) The expected values have no significant relationship
with the variation in the true anomaly and are positioned at a relatively low level, i.e., around
zero. The differences between the two sets of results in (c,d) are due to the ignored terms in the
approximation derivations.

4.3. True Anomaly Calculation

σ [Δν] plays an important role in the analytical approximation model of QPE, and Figure 3 presents
the results from both the numerical simulation and the analytical approximation model. Figure 3a
indicates that the results of the analytical approximation model are almost identical to those of the
numerical simulation. However, in the analytical approximation model, at 90◦ and 270◦, σ [Δν] reaches
zero according to Equation (28), while the numerical simulation result is not zero at that position.
In the proposed model, we assume that there are no errors in the term p − |Rsat,ECI | in Equation (27),
which leads to a value of zero for σ [Δν] when the satellite is positioned at true anomalies 90◦ and
270◦. In fact, at those positions, the errors in the measurements start playing a major role in the σ [Δν]

calculation. However, at those two specific positions, σ [Δν] reaches its minimum, thus it does not
introduce much error to the analytical approximation model.
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(a) σ [Δν] (b) Difference of σ [Δν]

Figure 3. The true anomaly result from measurements between numerical simulation and the analytical
approximation model. (a) The analytical approximation model (red) fits the numerical simulation (blue)
in most areas of true anomaly. However, at certain true anomalies, which are the unique positions of
the satellite in its orbit, the difference between the two sets of results increases. (b) At around 90◦ and
270◦, significant peaks arise for approximately 0.023◦ in the standard deviation of Δν.

4.4. Approximation of the Acceleration Vector Term

The expected value of the Doppler rate by the acceleration vector term E [Δ fr,a] shows different
characteristics from those of the velocity vector terms. Figure 4a no longer has an expected value of
zero compared with Figure 2a. This non-zero E [Δ fr,a] value is due to the calculation of true anomaly
from onboard state vector measurements, which also result in a non-zero E [QPEa]. In addition, the
analytical approximation model fits the numerical simulation result for all ν ∈ [0, 2π].

(a) E [Δ fr,a] (b) E [QPEa] (c) σ [Δ fr,a] (d) σ [QPEa]

Figure 4. Acceleration vector term: numerical simulation results (blue) and analytical approximation
results (red). The analytical approximation results are consistent with the numerical simulation
results. The expected values in (a,b) no longer have an expected value of zero, indicating different
characteristics from those of the velocity vector terms. The differences around 90◦ and 270◦ of true
anomaly between the two sets of results in (c,d) are due to the ignored terms in the calculated true
anomaly approximation derivations.

For the comparison between σ [Δ fr,a] and σ [QPEa], at most positions, the analytical approximation
model fits the numerical simulation point by point. Apart from some simulation points, it maintains
accuracy. From the comparison of Figure 4c,d, the influence of the integration time may not seem
significant in contrast to the comparison of Figure 2c,d. In fact, both σ [QPEa] and σ [QPEv] are
calculated with the same integration time series. This major difference in the curve appearance is
caused by the relatively narrow fluctuation interval of σ [QPEv].
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4.5. QPE Approximation

The Monte Carlo simulation and analytical approximation model are illustrated in Figure 5.
Figure 5a shows exactly the same result as that in Figure 4b, which confirms Equation (45) in the
analytical approximation model. The results of σ [QPE] in Figure 5b, however, are presented in a
slightly complex form. This is because of the combination of the properties of σ [QPEv] and σ [QPEa].

(a) E [QPE] (b) σ [QPE]

Figure 5. QPE result from numerical simulation (blue) compared with that from the analytical
approximation model (red). The expected value and standard deviation of QPE are shown in (a)
and (b), respectively. The dashed magenta line in (b) is the value of σ [QPE]max from Equation (47).

The dashed magenta line in Figure 5b is σ [QPE]max. This maximum value does not equal the
exact maximum of σ [QPE]; instead, it has a 1.80% relative error with the given simulation parameters.
The most important advantage of σ [QPE]max is that researchers can calculate this value easily with
the aid of only a calculator and the appropriate parameters, combined with Equation (47) and related
equations, and an acceptable approximation maximum value can still be determined.

5. Discussion

We designed an analytical approximation model of the QPE introduced by orbit determination
errors. Our aim is to reduce the calculations and the processing time while revealing the core of the
process by which error is transferred to QPE calculations. The technical parameter iteration period
during early-stage development for an onboard real-time SAR imaging mission will benefit from the
proposed methods.

SAR imaging requires the relative position, velocity, and acceleration vectors between the radar
antenna and the targets to estimate the Doppler centroid and Doppler rate. Currently, in many
ground-based processing systems for existing SAR missions, high-accuracy orbit determination data
are applied to estimate the Doppler parameters. Such data have a time delay from the SAR raw data
acquisition period, which is usually in the range of several hours or more. For real-time onboard SAR
imaging missions, it is not realistic to wait for such high-accuracy orbit determination data to meet
the “real-time” requirement. Real-time onboard orbit determination data have to be applied in the
real-time onboard SAR imaging procedure. Current spaceborne SAR missions are usually based on
a professional remote sensing satellite platform, and they are not as sensitive to perturbation. For a
spaceborne SAR payload mounted on a small satellite platform to perform a constellation mission,
such as MirrorSAR proposed by the DLR [27], there will be some differences (i.e., it is not as steady
as a large remote sensing satellite platform) in the movement of the actual target satellite. In these
situations, the errors in the real-time onboard orbit determination data should be evaluated in order to
examine whether they will jeopardize the new real-time SAR imaging mission concept.

There exist other terms of phase error in the context of SAR data processing [28]. Besides QPE,
there are linear, higher-order (more than cubic), sinusoidal, and random phase errors, among others.
We selected QPE as the error of interest because it has defocus and loss-of-resolution effects on the
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image. An acceptable QPE should be seen as a tool that is used out of necessity but is not adequate for
new SAR missions.

Research on the prediction of SAR imaging quality from the precision of the orbit ephemeris has
been carried out [29]: the upper limit expressions of multiple phase errors and their sensitivity to the
orbit ephemeris covariance have been previously established. However, this method has two major
limitations when applied to spaceborne real-time SAR imaging missions. Firstly, those upper limits
only reflect the extreme situation, which will not always occur during a mission. We need to examine
the whole situation of the phase error, as well as its probability form. Currently, the numerical
simulation method can produce the probability of the phase error, but it is time-consuming.
Secondly, in spaceborne real-time SAR imaging missions, it is impossible to get the orbit ephemeris
directly, and it is calculated from onboard orbit determination data. The direct link between the
precision of the onboard orbit determination data and the phase error in SAR imaging is still unclear.
The proposed analytical approximation model is a potential solution to the two limitations above.
With the precision of the onboard orbit determination system, which can be measured on the ground,
the proposed analytical approximation model gives the direct QPE probability distribution result,
which can simplify the analysis.

Compared with existing methods, the proposed analytical approximation model reduces the
total calculations and processing time while revealing the core of the process by which errors are
transferred to QPE calculations. This proposed analytical approximation model can reveal the QPE
distribution, compared with the extreme value method mentioned in Section 1. For the numerical
simulation method, with M error samples for each true anomaly calculation point and a total of N true
anomaly calculation points, the calculation complexity reaches O (MN). It is important to point out
that M is usually a large number for better statistical results. No error sample set is generated in the
analytical approximation model; thus, the calculation complexity is reduced. The QPE distribution
result for N true anomaly calculation points is O (N), and for the distribution parameters, the validated
true anomaly ν ∈ [0, 2π] is O (1), which can significantly reduce the total calculation and processing
time. Spaceborne real-time SAR imaging mission designers can quickly determine the maximum
QPE with the help of only a calculator and the appropriate parameters. Therefore, this model will
accelerate the technical parameter iteration procedure during the early-stage development of an
onboard real-time SAR imaging mission and provide strong proof for the feasibility of such spaceborne
real-time SAR missions.

There will always be some processing blocks in the design of a spaceborne SAR system. For each
processing block, the errors introduced by processing must be limited for optimal performance of the
whole system. From the design practice of the existing system, an azimuth impulse response width of
1.02 can be an acceptable limitation for a single processing block, which equals a QPE of no more than
0.27π [23]. The results in Section 4 are used here as an example. With the analytical approximation
model, the result, and the three-sigma rule, it is clear that, with the simulation parameters given,
if E [Δ fr,a] is removed during the Doppler rate calculation, then the QPE introduced by the onboard
orbit determination system will be less than 40.02◦, with a probability of 99.73%. This result equals an
azimuth impulse response width of less than 2%, with a probability of 99.73%.

In its current form, the proposed analytical approximation model is given when the attitude error
is ignored; i.e., the orbit determination error and the attitude error of the platform are decoupled.
The next generation of the analytical approximation model will take the attitude error into consideration
in order to examine the coupled relationship. In addition, for spaceborne bistatic real-time SAR
imaging missions, a bistatic form of the model will be needed. These two directions will be our future
research topics.

6. Conclusions

As the errors in the state vectors from an onboard orbit determination system for a spaceborne
SAR affect real-time SAR imaging quality, this paper proposes an analytical approximation model
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to identify the introduction of QPE by state vector errors. This analytical approximation model can
provide approximation results at two granularities, i.e., the approximation with the satellite’s true
anomaly as the independent variable and the approximation for ν ∈ [0, 2π]. Compared with numerical
simulation methods such as Monte Carlo, the proposed analytical approximation model reduces the
total calculations and processing time. Another benefit of the proposed analytical approximation
model is that it reveals the core of the error transfer, so each parameter’s role in the introduced QPE is
clear. Spaceborne real-time SAR imaging mission designers can quickly determine QPE with the help
of only a calculator and the appropriate parameters. In some ways, this will accelerate the technical
parameter iteration period during early-stage development of an onboard real-time SAR imaging
mission and provide convincing evidence of the feasibility of spaceborne real-time SAR missions.
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Appendix A. Errors in Calculating True Anomaly

Let us have

Y =

√
p
μ

Vsat,ECI · Rsat,ECI (A1)

X = p − |Rsat,ECI | (A2)

with the assumption that the position error has no influence on term X in Equation (A2). Thus, we have

Δ
Y
X

=

√
p
μ
· 1

p − r
ΔV · R (A3)

The term ΔV · R is the difference in the term Vsat,ECI · Rsat,ECI in Equation (A1) between the
measured data and the accurate value.

ΔV · R =Vsat,ECI,e · Rsat,ECI,e − Vsat,ECI · Rsat,ECI

= (AO2EVsat,OP + ΔV) · (AO2EPsat,OP + ΔP)− AO2EVsat,OP · AO2EPsat,OP

≈cp

√
μ

p
+ cv

a
(
1 − e2)

1 + e cos ν
(A4)

where the position error times the velocity error are ignored and

cp = −Δpx [sin (ν + ω) + e sin ω] + Δpy [cos (ν + ω) + e cos ω] cos i + Δpz [cos (ν + ω) + e cos ω] sin i (A5)

cv = Δvx cos (ν + ω) + Δvy sin (ν + ω) cos i + Δvz sin (ν + ω) sin i (A6)

The cp and cv parameters in Equations (A5) and (A6) can be regarded as the core function of the
error introduced by position and velocity errors when calculating true anomaly. The calculated true
anomaly’s variance depends directly on the variance of the terms cp and cv, which link directly to the
variance of the measurement errors of position and velocity in each axis of the ECI system.
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Considering the derivative of Equation (27), with Y/X = tan ν, we have the difference in
calculated ν and its real value.

Δν =

(
atan2

Y
X

)′
· Δ

Y
X

=
1

1 + (Y/X)2 ·
√

p
μ
· 1

p − r
· ΔV · R

=
cos ν (1 + e cos ν)

e
√

μa (1 − e2)

[
cp

√
μ

p
+ cv

a
(
1 − e2)

1 + e cos ν

]
(A7)

The variance of Δν is

Var [Δν] = cos2 ν · (1 + e cos ν)2

μae2 (1 − e2)
·
⎡⎣μ

p
Var
[
cp
]
+

(
a
(
1 − e2)

1 + e cos ν

)2

Var [cv]

⎤⎦ (A8)

A general expression of the variance of cp and cv is

Var
[
cp
]
= Var [Δpx] [sin (ν + ω) + e sin ω]2 + Var

[
Δpy
]
[cos (ν + ω) + e cos ω]2 cos2 i

+Var [Δpz] [cos (ν + ω) + e cos ω]2 sin2 i (A9)

Var [cv] = Var [Δvx] cos2 (ν + ω) + Var
[
Δvy
]

sin2 (ν + ω) cos2 i + Var [Δvz] sin2 (ν + ω) sin2 i (A10)

If all the variances of position and velocity errors are the same standard deviation in the x-, y-,
and z-directions in the ECI system, i.e., σp,x = σp,y = σp,z = σp and σv,x = σv,y = σv,z = σv, simpler
expressions for cp and cv can be given by

Var
[
cp
]
= σ2

p

(
1 + e2 + 2e cos ν

)
(A11)

Var [cv] = σ2
v (A12)

With Equations (A8), (A11) and (A12), we can derive Equation (28) in Section 3.2. This expression
can be used to determine the dependent variable σ [Δν] with the independent variable ν. In addition,
we need a simpler expression of the maximum σ [Δν] in order to support the quick calculation method
for QPE. Beginning with Equation (28), we can ignore some terms in the equation related to orbit
eccentricity e when its value is rather small (less than 0.01). Thus, we have

σ [Δν]max =
1
e

√
σ2

p

a2 +
aσ2

v
μ

(A13)

which is Equation (29) in Section 3.2.

Appendix B. Expected Value and Variance of the Trigonometric Function of a Variable with a
Normal Distribution

Suppose θ ∼ N
(
0, σ2). Then, consider another variable,

ejθ = cos θ + j sin θ (A14)

where j is the imaginary unit. In the meantime, the moment-generating function of θ with a normal
distribution is
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E

[
ejθ
]
= e0+(jσ)2/2 = e−σ2/2 (A15)

which means

E [cos θ] = e−σ2/2 (A16)

E [sin θ] = 0 (A17)

The variance of cos θ and sin θ is

Var [cos θ] = E

[
cos2 θ

]
−E [cos θ]2

=
1
2
(1 +E [cos 2θ])−

(
e−σ2/2

)2

=
1
2

(
1 − e−σ2

)2
(A18)

Var [sin θ] = E

[
sin2 θ

]
−E [sin θ]2

=
1
2 E [1 − cos 2θ]

=
1
2

(
1 − e−2σ2

)
(A19)

For a new variable z ∼ N
(
μ, σ2), θ = z − μ,

E [cos z] = E [cos (θ + μ)]

= E [cos θ cos μ − sin θ sin μ]

= cos μE [cos θ]− sin μE [sin θ]

= e−σ2/2 cos μ (A20)

E [sin z] = E [sin (θ + μ)]

= E [sin θ cos μ + cos θ sin μ]

= cos μE [sin θ] + sin μE [cos θ]

= e−σ2/2 sin μ (A21)

The variance of cos z and sin z is

Var [cos z] = E

[
cos2 z

]
−E [cos z]2

=
1
2
+

1
2 E [cos (2θ + 2μ)]−E [cos z]2

=
1
2
+

1
2

e−2σ2
cos 2μ − e−σ2

cos2 μ (A22)

Var [sin z] = E

[
sin2 z

]
−E [sin z]2

=
1
2
− 1

2 E [cos (2θ + 2μ)]−E [sin z]2

=
1
2
− 1

2
e−2σ2

cos 2μ − e−σ2
sin2 μ (A23)
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14. Malanowski, M.; Krawczyk, G.; Samczyński, P.; Kulpa, K.; Borowiec, K.; Gromek, D. Real-time
high-resolution SAR processor using CUDA technology. In Proceedings of the 2013 14th International Radar
Symposium (IRS), Dresden, Germany, 19–21 June 2013; Volume 2, pp. 673–678.

15. Tang, H.; Li, G.; Zhang, F.; Hu, W.; Li, W. A spaceborne SAR on-board processing simulator using mobile
GPU. In Proceedings of the 2016 IEEE International Geoscience and Remote Sensing Symposium (IGARSS),
Beijing, China, 10–15 July 2016; pp. 1198–1201.

16. Ding, Z.; Xiao, F.; Xie, Y.; Yu, W.; Yang, Z.; Chen, L.; Long, T. A Modified Fixed-Point Chirp Scaling Algorithm
Based on Updating Phase Factors Regionally for Spaceborne SAR Real-Time Imaging. IEEE Trans. Geosci.
Remote Sens. 2018, 56, 7436–7451. [CrossRef]

17. Sugimoto, Y.; Ozawa, S.; Inaba, N. Near Real-Time SAR Image Focusing Onboard Spacecraft. In Proceedings
of the IGARSS 2018—2018 IEEE International Geoscience and Remote Sensing Symposium, Valencia, Spain,
22–27 July 2018; pp. 8038–8041.

18. Bergeron, A.; Doucet, M.; Harnisch, B.; Suess, M.; Marchese, L.; Bourqui, P.; Desnoyers, N.; Legros, M.;
Guillot, L.; Mercier, L.; et al. Satellite on-board real-time SAR processor prototype. In Proceedings of
the International Conference on Space Optics—ICSO 2010, International Society for Optics and Photonics,
Rhodes Island, Greece, 4–8 October 2010; Volume 10565, p. 105652W.

19. Montenbruck, O.; Yoon, Y.; Gill, E.; Garcia-Fernandez, M. Precise orbit determination for the TerraSAR-X
mission. In Proceedings of the International Symposium on Space Technology and Science, Kanazawa,
Japan, 4–11 June 2006; Volume 25, p. 613.

20. Yu, Z.; You, Z. Real-time onboard orbit determination using GPS navigation solutions. In Proceedings of
the 2011 First International Conference on Instrumentation, Measurement, Computer, Communication and
Control, Beijing, China, 21–23 October 2011; pp. 949–952.

303



Remote Sens. 2019, 11, 1663

21. Yang, Y.; Yue, X.; Dempster, A.G. GPS-based onboard real-time orbit determination for LEO satellites using
consider Kalman filter. IEEE Trans. Aerosp. Electron. Syst. 2016, 52, 769–777. [CrossRef]

22. Yan, X.; Chen, J.; Yang, W. Monte Carlo Analysis of Orbital Station Motion Parameter Errors Influence
on SAR Azimuth Resolution Degradation. In Proceedings of the IGARSS 2018—2018 IEEE International
Geoscience and Remote Sensing Symposium, Valencia, Spain, 22–27 July 2018; pp. 7805–7808.

23. Cumming, I.; Wong, F. Digital Processing of Synthetic Aperture Radar Data: Algorithms and Implementation;
Artech House Remote Sensing Library; Artech House: Norwood, MA, USA, 2005.

24. Crassidis, J.; Junkins, J. Optimal Estimation of Dynamic Systems; Chapman & Hall/CRC Applied Mathematics
& Nonlinear Science; CRC Press: Boca Raton, FL, USA, 2004.

25. Raney, R. Doppler properties of radars in circular orbits. Int. J. Remote Sens. 1986, 7, 1153–1162. [CrossRef]
26. Fiedler, H.; Boerner, E.; Mittermayer, J.; Krieger, G. Total zero Doppler steering-a new method for minimizing

the Doppler centroid. IEEE Geosci. Remote Sens. Lett. 2005, 2, 141–145. [CrossRef]
27. Krieger, G.; Zonno, M.; Mittermayer, J.; Moreira, A.; Huber, S.; Rodriguez-Cassola, M. MirrorSAR:

A Fractionated Space Transponder Concept for the Implementation of Low-Cost Multistatic SAR Missions.
In Proceedings of the EUSAR 2018 12th European Conference on Synthetic Aperture Radar, Aachen, Germany,
4–7 June 2018; pp. 1–6.

28. Carrara, W.; Goodman, R.; Majewski, R. Spotlight Synthetic Aperture Radar: Signal Processing Algorithms;
Artech House Remote Sensing Library; Artech House: Norwood, MA, USA, 1995.

29. Jin, M.Y. Prediction of SAR focus performance using ephemeris covariance. IEEE Trans. Geosci. Remote Sens.
1993, 31, 914–920. [CrossRef]

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

304



remote sensing 

Article

Obtaining High-Resolution Seabed Topography and
Surface Details by Co-Registration of Side-Scan Sonar
and Multibeam Echo Sounder Images

Xiaodong Shang 1, Jianhu Zhao 1,2,* and Hongmei Zhang 3

1 School of Geodesy and Geomatics, Wuhan University, 129 Luoyu Road, Wuhan 430079, China
2 Institute of Marine Science and Technology, Wuhan University, 129 Luoyu Road, Wuhan 430079, China
3 School of Power and Mechanical Engineering, Wuhan University, 8 South Donghu Road,

Wuhan 430072, China
* Correspondence: jhzhao@sgg.whu.edu.cn; Tel.: +86-1379-708-8531

Received: 20 May 2019; Accepted: 21 June 2019; Published: 26 June 2019

Abstract: Side-scan sonar (SSS) is used for obtaining high-resolution seabed images, but with low
position accuracy without using the Ultra Short Base Line (USBL) or Short Base Line (SBL). Multibeam
echo sounder (MBES), which can simultaneously obtain high-accuracy seabed topography as well as
seabed images with low resolution in deep water. Based on the complementarity of SSS and MBES
data, this paper proposes a new method for acquiring high-resolution seabed topography and surface
details that are difficult to obtain using MBES or SSS alone. Firstly, according to the common seabed
features presented in both images, the Speeded-Up Robust Features (SURF) algorithm, with the
constraint of image geographic coordinates, is adopted for initial image matching. Secondly, to further
improve the matching performance, a template matching strategy using the dense local self-similarity
(DLSS) descriptor is adopted according to the self-similarities within these two images. Next, the
random sample consensus (RANSAC) algorithm is used for removing the mismatches and the SSS
backscatter image geographic coordinates are rectified by the transformation model established based
on the correct matched points. Finally, the superimposition of this rectified SSS backscatter image on
MBES seabed topography is performed and the high-resolution and high-accuracy seabed topography
and surface details can be obtained.

Keywords: side-scan sonar; multibeam echo sounder; initial image matching with constraint; dense
local self-similarity; superimposition

1. Introduction

Seabed topography and morphology provide fundamental information for marine scientific
research and ocean engineering [1–4]. Currently, the most widely used sensors in conducting ocean
surveying and mapping are side-scan sonar (SSS) and multibeam echo sounder (MBES) [5,6].

As for the SSS, there are two types of operations: towing operation and hull-mounted [5]. The
first type is more popular given that the second type of operation may degrade the SSS backscatter
image quality because of the platform movements caused in the surveying process [5,7]. When towing,
the SSS is usually installed in a towfish and towed by a cable behind a surveying vessel (Figure 1a).
It emits a wide-angle beam and receives thousands of seabed echoes at fixed time intervals to form
a high-resolution seabed image [5,8]. This kind of operation can minimize the effects of platform
movements on the SSS backscatter images. More importantly, as the towfish is near the seabed, it can
be used for deep seafloor observation [5]. Thus, the SSS backscatter image geographic coordinates are
not accurate because of towing, potential currents dragging and flat bottom assumption [9–12]. By
using the Ultra Short Base Line (USBL) or Short Base Line (SBL) in the surveying process, the accuracy
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of towfish positions can be improved. However, these two devices are not used in most cases because
of high cost. Moreover, three-dimensional (3D) topography is not available by adopting SSS [5,13].
Although the emergence of interferometric SSS (ISSS) can acquire bathymetry, the measurement quality
is very sensitive to underwater noise and seriously degrades for echoes close to nadir [14]. In addition
to the ISSS, there also exist some other kinds of sonar systems that can acquire bathymetry data, such
as Ping DSP 3DSS, Edgetech 6205 and Klein HydroChart 3500 [15], but they can only be used for
hydrographic surveys in restricted areas, such as roadsteads or lakes [15]. The output from 3DSS is in
the form of an intensity point cloud, which can be post-processed either as bathymetry, backscatter
seabed image or a combination of both. However, this kind of data has been found less capable in the
detection of seabed targets [16]. As for the Edgetech 6205 or Klein HydroChart 3500, they are mainly
used in shallow waters, less than 35 m or 50 m respectively [17,18]. These new sonar systems have
restrictions and their performances in the field of bathymetry measurement are usually inferior to
those obtained by MBES [6].

Figure 1. SSS (a) and MBES (b) surveying mechanism. (xtowfish, ytowfish) and (xvessel, yvessel) are
respectively the coordinates of the towfish and vessel tow point, L is the cable length, α is the angle
between the cable and horizontal direction, A is the vessel heading.

MBES is designed for high-accuracy bathymetric work and modern MBES can receive hundreds
of echoes from the seabed for one ping and provide a highly detailed backscatter image simultaneously.
The MBES is usually installed on a surveying vessel (Figure 1b). Although it can be used for
large-scale bathymetric measurement, the interval of footprints in a ping will be enlarged and the
bathymetric resolution will be decreased as the water depth and beam incident angle grow. When
producing a MBES image, backscatter data are extracted from the time series traces contained within
a beam are recorded [19,20]. The central point of a beam is optimally positioned with minimal
geometric distortions and the image pixels are distributed around it. With seabed topography, vessel
attitudes and the refraction of acoustic waves considered, the positions of MBES image pixels can
be accurately computed [19]. By superimposing the MBES image on the seabed topography, the
comprehensive seabed topography and surface features can be presented together [21–23]. However,
the resolution, signal to noise ratio (SNR) and intensity contrast of MBES images are lower than those
of SSS backscatter images [6]. The complementarity of SSS and MBES data provides a way to obtain
detailed seabed features by superposing a two-dimensional (2D) SSS backscatter image onto 3D MBES
bathymetric terrain.

However, because SSS backscatter image geographic coordinates are inaccurate, it is a challenge
to conduct the superimposition of these two categories of data directly. Much research has been
carried out in this field. LeBas et al. [24] created synthetic image from the seabed topography and
adopted the hierarchical chamfer matching method to match the SSS backscatter and synthetic images.
According to the matched result, the SSS backscatter image geographic coordinates were rectified
and the obtained SSS backscatter image was superposed on the seabed topography. Yang et al. [25]
used the similarity between MBES topography isobaths and SSS backscatter image contours to carry
out image matching and the following superimposition operation. The two methods need sufficient
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topological variations on the seafloor for creating distinct edges or feature points in sonar images
and may fail when dealing with a flat seabed with various sediments. According to similar seabed
topography characteristics, textures, targets and sediment distributions being reflected on both SSS and
MBES images, Zhao et al. [26] adopted the improved Speeded-Up Robust Features (SURF) algorithm
to extract common feature points and conducted image registration, then rectified the SSS backscatter
image geographic coordinates, referring to the MBES image based on the matched results. To obtain
more correct matches, they conducted seabed classification for SSS and MBES images and used the
classification images for image matching followed by a superimposition operation [27]. This method
can improve matching performance but its results depend heavily on the seabed classification accuracy.
The above methods ignore the imaging mechanism differences between SSS and MBES images, which
often lead to inaccurate descriptions of the feature points and result in inaccurate image matching.
Considering the limitations of the existing methods, this paper proposes a new SSS and MBES image
matching method for acquiring high-resolution and high-accuracy seabed topography and surface
details, which can overcome the limitations of adopting a single MBES or SSS for seabed mapping.
The remainder of this paper is organized as follows: Section 2 describes the superimposition method
in detail; Section 3 designs the experiments to verify the proposed method; Section 4 analyzes the
results; Section 5 discusses the proposed method; and Section 6 presents the conclusions according to
the experiments and discussions.

2. Method

To get high-resolution seabed topography and surface backscatter data, the proposed method is
shown in Figure 2.

Firstly, both SSS and MBES data are processed to form the geocoded images.
Secondly, the SSS and MBES image matching based on common features is conducted, which

includes the initial matching with the SURF algorithm with image geographic coordinate constraint
and finer matching by using dense local self-similarity (DLSS) descriptors.

Thirdly, the random sample consensus (RANSAC) algorithm is used for removing mismatches
and then the SSS backscatter image geographic coordinates are rectified according to the relationship
model established by the correct matched points.

Finally, according to the consistent geographic coordinates, the rectified SSS backscatter image is
superposed on the MBES bathymetric terrain.

The proposed method is described in detail in the following paragraphs and the image matching
program was written using Matlab in a computer with the i7, 3.40GHz Intel Core and 8.00 GB RAM.
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Figure 2. The acquisition of high-resolution seabed topography and surface details.

2.1. SSS and MBES Data Processing

The original SSS data were first decoded to form waterfall images ping by ping. In a complete
process of SSS data, bottom tracking, radiometric correction, geometric correction and geocoding,and so
forth, are included [5,28–32]. This SSS data processing was conducted by self-developed software and
the processing procedure is shown in Figure 3a. Because thousands of echoes exist in a ping scanning
line, a high-resolution SSS backscatter image could be obtained after the above data processing. By
referring to Figure 1a, the positions of SSS towfish were reckoned by combining vessel-mounted GPS
positioning results, cable length and the towfish heading, and thus became inaccurate due to the
towing operation, the flat bottom assumption, towing distance and bearing controlled by the towing
speed and the currents. Therefore, the geographic coordinates of high-resolution SSS backscatter image
needed to be rectified.
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Figure 3. The flow charts of SSS (a) and MBES (b) data processing.

The original MBES data were first decoded to get the bathymetric data, backscatter data, GPS
data, attitude data, sound velocity, and so forth. Quality control for these raw data was done first.
Then, calculation of bathymetric point was conducted which includes attitude correction, sound ray
tracing, absolute coordinates obtaining of bathymetric point, and so forth. After getting the locations
of beam footprints, the authors conducted the radiometric correction, angular response correction
and geocoding for the MBES backscatter data, and could then obtain the seabed image. Finally, after
tidal correction for the sound ray tracing results, the absolute 3D coordinates of each bathymetric
point were obtained and thus the seabed topography could be achieved. The procedure of MBES
backscatter and bathymetric data processing was displayed in Figure 3b. To avoid gaps on the MBES
image, the survey vessel velocity should be determined appropriately. According to the MBES data
processing procedure and MBES measurement principle (Figure 1b), the geographic coordinates of
bathymetric and backscatter data were accurate. However, the seabed topography and image obtained
by using MBES were of low resolution, as only hundreds of echoes exist in one ping. As for the
MBES backscatter, there were three types of acquired data: single beam intensity, individual beam
time series and integrated time series. Although there exist a few to dozens of snippets in each beam
footprint, the resolution of MBES image was still far lower than that of the SSS backscatter image.
Thus, the MBES image is usually used for reflecting the large-scale seabed surface features instead of
high-resolution visualization.

2.2. SSS and MBES Image Matching

Though with different characteristics (e. g. resolution, position accuracy and intensity contrast),
both SSS and MBES images can reflect seabed features of the same area. Thus, the SSS and MBES
image matching can be conducted by searching for common features in both images. To get accurate
matched points, the matching method is proposed, which includes initial matching using the SURF
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algorithm with image geographic coordinate constraint, and the finer matching by using dense local
self-similarity (DLSS) descriptors. The initial image matching step is to detect image feature points in
the first place and use the SURF descriptors for feature-based image matching with the constraint of
image coordinates. Since the SURF algorithm is not robust to nonlinear intensity differences between
SSS and MBES images, some mismatches may arise in the initial matching step. To obtain more
accurate matched points, the DLSS descriptor was used in the finer matching step and a template
matching strategy was adopted. This two-step image matching process is described in detail in the
following paragraphs.

2.2.1. Initial Image Matching Using SURF Algorithm with Image Geographic Coordinate Constraint

The SURF algorithm, which is invariant to rotation, scale, brightness and contrast [33], was adopted
for detecting candidate feature points in SSS and MBES images to produce the SURF descriptors. By
concatenating a 4D descriptor vector V of each sub-region, which underlies intensity structure for the
square region of 4 × 4, the SURF descriptor of length 64 can be obtained [33].

V = (
∑

dx,
∑

dy,
∑
|dx

∣∣∣∣,∑∣∣∣dy
∣∣∣) (1)

where, dx and dy are respectively the Haar wavelet responses in horizontal and vertical directions. Since
using the SURF descriptors for multi-model image matching directly may lead to many mismatches,
some valid constraints can be added for specific applications [34,35].

For geocoded SSS and MBES images, the accuracies of their geographic coordinates are different
and the geographic coordinates of the MBES image are more accurate than those of SSS because the
SSS surveying is easily affected by the towing operation and many other factors. This inconsistency
of image positional accuracy leads to the fact that the geographic coordinates of the same features
presented in both images will be different. This kind of difference is within a range and can be
determined by SSS location error, which is discussed in detail in Section 5.1. Thus, when the distances
of the detected feature points in both images are too large, they will certainly not be the correct matches.
Accordingly, the SURF algorithm for SSS and MBES image matching can be conducted when the
distances of detected feature points in both images are within a threshold Dis, which can reduce
the mismatches compared with using the SURF algorithm directly. With this constraint, the initial
feature-based image matching was conducted as shown in Equation (2).

i f
Di ≤ Dis
otherwise

then
SURF matching

Re f used
(2)

where, Di is the distance between the candidate matched points. The determination of threshold Dis is
also described in detail in Section 5.1.

2.2.2. Finer Image Matching Using DLSS Descriptors

Because the SSS backscatter reflects relative backscatter levels and the MBES images are usually
normalized to dB scale, there is no linear relationship between their backscatter intensity levels.
Meanwhile, as the resolution, SNR and intensity contrast of SSS backscatter image are higher than
those of the MBES image, the same feature points of the seabed may be presented more clearly in SSS
backscatter image than in the MBES image. As a result, some feature points can be detected in the SSS
backscatter image but not in the MBES image. The SURF algorithm may detect incorrect matches when
dealing with the non-linear intensity differences because it mainly focuses on the intensity variations of
feature points and spatial distributions of their gradient information [33–36]. Moreover, as the number
of detected feature points in the two images were different, the finally obtained number of matched
points was limited. To get better matched points, the shape properties of distinct targets, topography
changes or sediment distributions in these images can be used.
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The DLSS descriptor can represent these shape properties and is robust against significant
nonlinear intensity differences by integrating the local self-similarity (LSS) descriptors of multiple
local image regions in a dense sampling grid [37]. LSS was calculated by correlating the image patch
centered at a point q with a larger surrounding image region, resulting in a correction surface Sq(x,y) as
below [38].

Sq(x, y) = exp(− SSDq(x, y)
max(varnoise, varauto(q)

) (3)

where, SSDq(x,y) is the sum of square differences between image patch intensities, varnoise is a constant
corresponding to intensity variations and varauto is the maximal SSD of all patches within a very small
neighborhood of q. Then, the Sq(x,y) was transformed into a log-polar representation and partitioned
into bins. The maximal correction value of each bin was selected to generate the LSS descriptor
associated with the pixel q. In order to be invariant to the intensity variations of the image, the
LSS was linearly stretched into the range [0, 1] [38]. An example of the LSS descriptor is shown in
Figure 4, which indicates that the LSS descriptors of feature points are similar when the points share a
common layout.

Figure 4. An example of local self-similarity (LSS) descriptor. The (a) and (c) are SSS and MBES image;
red rectangles in (a) and (c) are the locations of the feature points; (b) and (d) are LSS descriptors of the
two points.

By collecting the LSS descriptors from spatial regions within a dense overlapping grid covering a
defined square area, the DLSS was produced as a combined feature descriptor [37]. Using the DLSS
descriptors, a template matching strategy was conducted based on the initial image matching results.

First, the DLSS descriptors of initial matched points in the SSS backscatter image were produced
and a searching area centered at the initial matched points in the MBES image with the radius r was
defined. Meanwhile, the DLSS descriptors of every pixel in this defined area were calculated.

Secondly, calculating the similarity between the DLSS descriptors of the SSS backscatter image
feature points and those of the points still unprocessed in the above defined searching area in the MBES
image. The normalized cross correlation (NCC) of DLSS descriptors as shown in Equation (4) was
adopted as the similarity metric.

NCC =

n∑
i=1

(DLSS1i −mean(DLSS1))(DLSS2i −mean(DLSS2))√
n∑

i=1
(DLSS1i −mean(DLSS1))2 n∑

i=1
(DLSS2i −mean(DLSS2))2

(4)

where, DLSS1 and DLSS2 are the DLSS descriptors of points in SSS and MBES images, N is the
dimension of DLSS descriptor.

Finally, by choosing maximum NCCs and selecting the corresponding points in the defined area
of the MBES image, the finer matches could be obtained. After conducting the above process for
all the initial matched points in the SSS backscatter and MBES images, more correct matched points
were obtained.
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2.3. SSS Backscatter Image Geographic Coordinates Rectification Based on the Matched Points

Even after the finer matching step, mismatches still existed. The reason is that, affected by the
measurement environment (e.g., the currents, the surveying vessel velocity and attitude changes),
the seabed features presented in the SSS and MEBS images may not be identical. To eliminate these
mismatches, the random sample consensus (RANSAC) algorithm was adopted. Since the RANSAC
algorithm was conducted by selecting some existing matched points to build a geometric model [39]
and the local geometric distortions in different parts of the SSS backscatter image were different, the
SSS backscatter image could be segmented into different blocks according to feature distributions and
towfish attitudes and the RANSAC algorithm could be conducted separately in each block [40–42].
When segmenting the SSS backscatter image, enough matched points should be contained in each
block and the split lines are supposed to lie on the edge of the targets [41,42]. Meanwhile, to ensure
the continuity between adjacent blocks, an overlapping ratio (e.g., one seventh of the block) can be
set between them. To further ensure the remaining matches were correct, a geometric transformation
model was established by using the matched points after application of the RANSAC algorithm and the
coordinates of feature points in the SSS backscatter image were rectified. By referring to the matched
feature points in the MBES image, the corresponding feature points in the rectified SSS backscatter
image were considered as correct matches when their coordinate errors were less than double standard
deviations. After this process, the correct matched points were obtained.

Based on the correct matched points between SSS and MBES images in each block, a geometric
transformation model could be built to rectify the geographic coordinates of the SSS backscatter image
by referring to those of the MBES image. Since the geographic distortions in local regions of the SSS
backscatter image can be modeled by the affine function [43], the affine transformation model as shown
in Equation (5) can be built within each block.

xm = a0 + a1xs + a2ys

ym = b0 + b1xs + b2ys
(5)

where, (xs,ys) and (xm,ym) are geographic coordinates of matched feature points in SSS and MBES
images, a0, a1, a2 and b0,b1,b2 are the model parameters to be calculated. After obtaining the geometric
transformation models within each segmented block, the SSS backscatter image geographic coordinates
could be rectified.

2.4. Superimposition of Rectified SSS Backscatter Image on MBES Terrain

After the rectification, the geographic coordinates of the SSS backscatter image were inconsistent
with those of MBES image. Thus, the rectified SSS backscatter image could be superposed on the MBES
terrain. This process was conducted by following steps:

(1) Based on the matched points, the geographic coordinates of the SSS backscatter image were
rectified by referring to those of the MBES image.

(2) The 3D seabed topography was obtained by using the regular square grid method, which has
the same resolution as the SSS backscatter image.

(3) According to the geographic coordinates, each grid point of the 3D topography was attributed
with the corresponding grey value of SSS backscatter image.

After this process, the high-resolution 3D seabed topography and surface details can be
presented together.

3. Experiments and Results

3.1. Experimental Data

To validate the proposed method, an experiment was carried out in Meizhou Bay, China with the
area of 1.4 × 0.3 km. In this water area, the depth ranges from 10 to 14 m; seabed sampling showed
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sediments mainly contain silt and sand. In this experiment, EdgeTech 4100P with the slant range of
112 m and 7502 sampling points for each ping was adopted for the SSS measurement. For the MBES
measurement, EM 3002 with a maximum angular sector of 130◦ and 131 beams was adopted. The MBES
data were collected using the Seabed Information System (SIS) and restored in “*.all” files. The SSS
data were collected using the EdgeTech Discover Software and restored in “*.xtf” files. After collecting
these data, both SSS and MBES data were processed by self-developed software. The processing of SSS
and MBES data is shown in Figure 3. After data processing, the geocoded SSS backscatter image, MBES
image and seabed topography were created, as shown in Figure 5a–c. The coordinates are in WGS84.
Considering the sensitivity of geographical data, the coordinates have been subtracted by a constant.
Meanwhile, the MBES and SSS backscatter images and the MBES topography were resampled in the
same ground sample distance (GSD) of 1m. Even with the same GSD, the SSS backscatter image could
reflect clearer contours of seabed surface features because there exist many more sampling points for
one ping of the SSS measurement than that of the MBES measurement. For example, the pipeline
is presented more clearly in the SSS backscatter image than in the MBES image. Meanwhile, the
topography shown in Figure 5c mainly reflects the 3D seabed undulations but with less detail.

Thus, the superimposition of the high-resolution SSS backscatter image on high-accuracy seabed
terrain can take advantage of both datasets, which can capture both the 3D seabed topography and the
detailed surface features together.

Figure 5. The SSS backscatter image (a), MBES image (b) and seabed topography (c) of the
experimental area.

313



Remote Sens. 2019, 11, 1496

3.2. Experimental Procedure and Results

According to the proposed method depicted in Section 2, the SURF algorithm was first used for
detecting feature points in SSS and MBES images. In a unified geographical framework, the image
geographic coordinates can serve as the constraint in the initial image matching step as described
in Section 2.2.1. This matching result is shown in Figure 6b. Compared with the matching results
shown in Figure 6a, which were obtained by the classical SURF algorithm without constraint, the
initial matching result with constraint seems better. The reason is that the SURF algorithm is not robust
when dealing with the nonlinear intensity difference between SSS and MBES images. Meanwhile, the
features existed on the seabed are relatively simple and the detected edge and point features can be
represented by similar SURF descriptors, which may decrease the distinctiveness of SURF descriptors.
Because of the two factors, even when two feature points in the SSS and MBES images are distant, they
may be regarded as matches when they are represented by similar SURF descriptors. When using the
image geographic coordinates as constraint in the initial matching step, the initial image matching is
only conducted within a valid distance, which avoids mismatches when the geographic coordinates of
two feature points are too far away.

Moreover, since there are many more sampling points for SSS measurement than for MBES
measurement, the seabed features in the MBES image may not be as clear as those in the SSS backscatter
image. As a result, some feature points may be detected in the SSS backscatter image but cannot be
presented in the MBES image. Consequently, it was found that several detected feature points in the
SSS backscatter image are matched to one feature point in the MBES image, particularly in zoomed
area (b1) of Figure 6b. This several-to-one matching problem is obviously incorrect, which will be
settled in the finer image matching step.

As image geographic coordinates are used as a constraint in the initial image matching step, the
correct matched points in the MBES image are supposed to be located within an area centered at the
initial matched ones. Thus, the optimization search operation described in Section 2.2.2 was conducted
and the better matched points are shown in Figure 6c. In this process, a template matching strategy
using DLSS descriptors was conducted. Compared with the SURF descriptor, the DLSS descriptor
is robust to the nonlinear intensity difference between SSS and MBES images because it reflects the
shape properties of feature points and their surrounding areas. Meanwhile, this finer image matching
using a template matching strategy can also help find the same number of feature points in the MBES
image as these in the SSS backscatter image. As a result, more correct matched points can be obtained
by adopting the finer image matching step. Compared with Figure 6b, obtained from the initial
image matching step, the several-to-one matching phenomena was removed after the finer matching
step, which is clearly shown in the zoomed area (c1) of Figure 6c. This improvement of matching
performance is also shown in Table 1. Table 1 lists the numbers of all the matches obtained by using
SURF, initial matching and finer matching and that of the correct matches after the application of the
RANSAC algorithm.

Even if the finer image matching step is followed, there still exist mismatches in Figure 6c. To
eliminate theses mismatches, the SSS backscatter image was segmented into blocks and the RANSAC
algorithm was adopted in each block. In the segment process, it can be seen that there exist three main
independent areas with abundant seabed features. Thus, the SSS backscatter image was segmented into
three blocks according to the feature distributions and towfish attitudes. Meanwhile, the overlapping
ratio of one seventh between adjacent blocks was set and the split lines lay on the edge of isolated
targets, which can be seen in the red rectangles in Figures 6 and 7. The image matching results after this
process are shown in Figure 7 and Table 1. It can be seen that even after using the RANSAC algorithm,
some mismatches still exist in Figure 7a, because too many mismatches occurred due to the use of the
SURF algorithm directly and the RANSAC algorithm is sensitive to the high outlier rate. As a result,
these mismatches cannot be effectively eliminated by using the RANSAC algorithm. This phenomenon
also proves that adding the constraint of image geographic coordinates in the initial matching step
was necessary, which improved the matching ratio from 8% to 55% as shown in Table 1. Even so,
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mismatches still exist after the initial step, which can be seen in the zoomed area (b1) of Figure 7b.
After the finer image matching step, the matching ratio rose to 86%. More importantly, these matches
are correct, as shown in the zoomed area (c1) of Figure 7c. This is because the combination of both
the initial and finer image matching not only makes full use of the intensity variations and gradient
information of feature points, but also considers their geographic coordinates and the shape properties
of the area around them.

Using the correct matched points that were finally obtained in each block, the transformation
model shown in Equation (5) could be established. According to the obtained transformation model,
the SSS backscatter image geographic coordinates could be rectified following the method in Section 2.3.
The accuracy of the rectified SSS backscatter image geographic coordinates is discussed in Section 4.

Figure 6. Image matching results by the Speeded-Up Robust Features (SURF) algorithm (a), initial
matching with constraint (b) and finer matching (c). The colored full lines in (a) (b) (c) (b1) and (c1) are
used to connect matched points. The red dotted rectangles in (a) (b) (c) are the segmented blocks. The
black rectangles in (b) and (c) are the zoomed areas (b1) and (c1). The red rectangle in (b1) shows the
several-to-one matching phenomena.
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Table 1. The matched results of SURF algorithm, initial matching with constraint and finer matching
before and after using the RANSAC.

Matches Correct Matches Percentage

SURF 341 28 8%
Initial matching 231 128 55%
Fine matching 231 198 86%

Figure 7. Image matching results by SURF algorithm (a), initial matching with constraint (b) and finer
matching (c) after the application of random sample consensus (RANSAC) algorithm. The colored full
lines in (a) (b) (c) (b1) and (c1) are used to connect matched points. The red rectangles in (a) (b) (c) are
the segmented blocks. The black rectangles in (b) and (c) are the zoomed areas (b1) and (c1).

Superimposing the rectified SSS backscatter image on seabed topography, the comprehensive
presentation of 3D topography and surface details is shown in Figure 8. Compared with
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Figure 5c, Figure 8 can reflect the topography undulations in combination with highly detailed
SSS backscatter imagery.

Figure 8. Representation of seabed topography and surface details.

4. Evaluation and Analysis

To assess the accuracy of the rectified SSS backscatter image geographic coordinates, the interior
checking and exterior checking were conducted. The interior checking involves calculating the
geographic coordinate biases of matched feature points used to build the transformation model before
and after the rectification, while the exterior checking involves calculating the matches not used to
build the transformation model. Meanwhile, the statistical results of these biases were also calculated.
In this experiment, two-thirds of matched points were used for establishing the transformation model
and the interior checking; the remaining one-third of matched points were consequently used for the
exterior checking. The statistical results and probability distribution function (PDF) curves of each
checking are shown in Table 2, Table 3, Figures 9 and 10. In Tables 2 and 3, “Raw” means the coordinate
biases of matched feature points in the raw SSS and MBES images; “Rectified” means those in the
rectified SSS and MBES images; “dy” means those of the east direction, and “dx” means those of the
north direction.

Table 2. The statistical results of interior checking (Unit: m).

Bias Max Min Mean Std.

Raw dy 7.79 −19.88 −4.32 3.67
dx 8.57 −17.87 −5.98 4.45

Rectified dy 9.61 −7.69 0.01 2.95
dx 9.43 −7.35 0.00 3.17

Table 3. The statistical results of exterior checking (Unit: m).

Bias Max Min Mean Std.

Raw dy 1.68 −19.93 −5.06 3.41
dx 8.47 −15.79 −6.17 4.83

Rectified dy 7.97 −7.12 −0.48 2.58
dx 9.88 −7.28 −0.27 3.53
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Figure 9. The probability distribution function (PDF) curves of interior checking. (a) and (c) are
PDF curves of coordinate biases in y direction before and after rectification; (b) and (d) are those of
coordinate biases in x direction.

Figure 10. The PDF curves of exterior checking. (a) and (c) are PDF curves of coordinate biases in y
direction before and after rectification; (b) and (d) are those of coordinate biases in x direction.
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From Table 2, Table 3, Figures 9 and 10, it can be seen that obvious systemic errors and large
standard deviations exist between the raw geographic coordinates of matched points. Tables 2 and 3
show the systemic errors in the two directions are 4.32 m and 5.98 m for interior checking and 5.06 m and
6.17 m for exterior checking. After using the transformation model, these systemic errors were removed.
Meanwhile, the standard deviations became smaller, which can be seen in Table 2, Table 3, Figures 9
and 10. These results prove that the accuracy of the SSS backscatter image geographic coordinates
improved after the rectification. Moreover, the accuracy of both checkings were consistent with each
other, which indicates that the proposed method is robust in building the transformation model.

5. Discussions

5.1. Determination of the Threshold Dis and Searching Radius

In the initial image matching process, the image geographic coordinates served as the constraint
and the threshold Dis were determined by SSS location error. Usually, SSS is installed in a towfish and
towed by a cable behind a surveying vessel for seabed surveying, which is shown in Figure 1a. During
this process, the towfish positions can be estimated by Equation (6).

(
xtow f ish
ytow f ish

)
=

(
xvessel
yvessel

)
+

(
L· cosα· cos(A + π)
L· cosα· sin(A + π)

)
(6)

where, (xtowfish, ytowfish) and (xvessel, yvessel) are respectively the coordinates of the towfish and vessel tow
point, L is the cable length, α is the angle between the cable and horizontal direction, A is the vessel
heading. Affected by the vessel velocity variation, the accuracies of vessel positions and heading data,
the towfish position error dtowfish can be determined by Equation (7).

dtow f ish =
√

dxtow f ish
2 + dytow f ish

2 =

√
dxvessel

2 + dyvessel
2 + L2· sin2 α·dα2 + L2· cos2 α·dA2 (7)

where, (dxtowfish, dytowfish) and (dxvessel, dyvessel) are respectively the towfish and tow point position errors
in x and y directions, dα is the variation range of the angle α, dA is the heading difference between
the vessel and towfish. For most SSS measurements in offshore waters, the vessel position error is
about 1~3m; the length of the cable is about 10~20m; the angle α is about 30◦ and its variation range is
about 10◦; the heading difference between the vessel and towfish is about 1◦–5◦ [44]. After substituting
these values into Equation (7), the dtowfish ranges roughly from 10 to 100 m. The above parameters will
become bigger with the increase of surveying vessel size in open sea. In this experiment, the sea was
calm and the vessel’s course was steady. Thus, the dtowfish was about 18 m, which served as a referenced
threshold in the initial image matching. To determine the optimal threshold, different thresholds in
Equation (2) were used by referring to dtowfish and the matched results are shown in Table 4, which
shows that the detected matched points increased as the threshold became larger but the number of
correct ones peaked when the threshold was 20. Thus, the initial matched result was obtained with
this threshold and followed by the finer matching.

Table 4. The matching results of different thresholds.

Threshold (m) Detected Matches Correct matches Percentage

10 109 92 84%
20 231 128 55%
30 285 120 42%
40 317 102 32%
50 327 100 30%

In the finer matching process, the template matching strategy was used and the searching radius
for better matches was determined. A small searching radius is not enough for finding better matches
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while a large one will cost more time and the matched results may also not be the optimal. During the
finer matching process, different searching radiuses were used and the matched results are shown in
Table 5. This indicated that 20 m could be adopted as a suitable searching radius in the finer matching
step as most correct matches were obtained when using this value.

Table 5. The matching results of different searching radiuses.

Searching Radius (m) Detected Matches Correct Matches Percentage

10 231 167 72%
20 231 198 86%
30 231 174 75%
40 231 162 70%
50 231 146 63%

5.2. Method Repeatability: Applicability of the Proposed Method in another Situation

To further verify the performance of the proposed method in other waters when adopting different
kinds of sonars, another experiment was conducted in BeiBu Gulf. In this area, the depth ranges from
40 to 50 m; seabed sampling shows that sediments mainly consist of sand, which has two forms of
existence: sand waves and ripples. Klein 3000 and EM710 were separately adopted for SSS and MBES
measurement. After processing the obtained measurement data—the seabed topography is shown
in Figure 11—the SSS and MBES images were presented in Figure 12. It can be seen that the seabed
topography and the MBES image can only reflect the sand waves but the SSS backscatter image can
also capture the small scale sand ripples clearly. This difference can be seen in areas (a1) and (b1) of
Figure 11. This difference can also be seen in zoomed areas (a1) and (b1) of Figure 12.

Based on the common sand wave features reflected by both images, the proposed image matching
method described in Section 2.2 was performed and the matched result shown in Figure 12 proved that
the method can also be effective when using other kinds of measurement instruments in a different
water area. An area with sharper edges is zoomed in for better visualization, as shown in Figure 12c.
Using the correct matches that were finally obtained to rectify the SSS backscatter image geographic
coordinates, the obtained SSS backscatter image was superposed on the seabed topography. The
comprehensive presentation of 3D topography and surface details is shown in Figure 13. Compared
with Figure 11, it can reflect both the obvious sand waves and detailed sand ripples.

Figure 11. Seabed topography of the new water area.
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Figure 12. The matched result of SSS backscatter image (a) and MBES image (b) of the new water area.
The (a1) and (b1) are the zoomed areas; (c) is the example with sharper edges; the colored full lines in
(a) (b) and (c) are used to connect matched points.

Figure 13. Comprehensive seabed topography and surface details of the new water area.

5.3. Sonar Frequencies

The acoustic waves emitted by a sonar propagate through sea water to seabed and the backscattered
echoes are received by the transducer to form seabed backscatter images. When using different
frequencies of acoustic wave, the impacts of surface and volume scatter are different [45–47]. Taking
the sandy sediments as an example, penetration depth is limited to 12mm for 500 kHz, while 100 kHz
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may penetrate 90mm into the subsurface [48]. In addition, the acoustic frequency affects sonar
backscatter image texture presentations due to changing surveying parameters, such as footprint sizes
and different sensitivity to seafloor features [23,45]. As a result, the presentation of seabed features may
be different when using different SSS and MBES frequencies [23,45,47]. As a result, finding matches
might become difficult.

At specific frequencies, the sonar backscatter images can always reflect seabed features and the
relative positions of these features are stable. Therefore, based on the geometrical structure formed
by the association of three detected features, image matching can still be conducted [43]. Meanwhile,
deep learning has also been applied in the sonar image processing field [49,50] and some related image
matching methods [51] can be used for sonar image matching.

Recently, multi-frequency SSS and MBES have been applied, such as EM2040 and Edgetech
4200SP. As for multi-frequency sonar backscatter data, they can be rendered as acoustically colorful
images [23,46]. The formed colorful image can reflect more seabed features compared with those
obtained from monochromatic sonar with a single center frequency. Consequently, more features can
be detected from the colorful image and can be used for image matching.

6. Conclusions

Despite some new sonar systems appearing that can provide co-registered seabed images and
topography, they can only be used in restricted waters. The SSS and MBES are still the most effective
sonars for obtaining seabed images and topography, especially for deep seafloor observation. Based
on the complementarity of SSS and MBES data, this paper proposes a new method for acquiring
high-resolution seabed topography and surface details by combining SSS and MBES data. Through
taking the image geographic coordinates as the constraint when using the SURF algorithm for initial
image matching, the authors have obtained more correct initial matched points compared to that
without constraint. Then, the finer matching step is conducted by adopting a template matching
strategy, which uses the DLSS descriptor to reflect the shape properties of the area centered feature
points. The combination of the initial and finer matching steps can help improve the matching
performance and the percentage of correct matched points rose to 86%. Based on the obtained matched
points and considering the difference of geographic distortions in different parts of the SSS backscatter
image, the SSS backscatter image was segmented into several blocks and the geometric transformation
model within each block can be established to rectify its geographic coordinates. Subsequently, the
rectified SSS backscatter image can be superposed on the topography, which can reflect both the 3D
seabed undulations in combination with a high detailed SSS backscatter imagery.

Experiments have verified this method. By this method, the high-resolution and high-accuracy
seabed topography and surface details can be represented together, which is meaningful for
understanding and interpreting seabed topography. Meanwhile, this paper discusses the accuracy
of the reckoned SSS positions and uses it as a reference threshold in the image matching process.
In addition, this paper discusses the impact of sonar frequency on the sonar backscatter image and
provides some useful suggestions when dealing with multi-frequency sonar image matching.

Author Contributions: Conceptualization, X.S. and J.Z.; Data curation, X.S. and J.Z.; Formal analysis, X.S., J.Z.
and H.Z.; Funding acquisition, J.Z. and H.Z.; Methodology, X.S. and J.Z.; Supervision, J.Z. and H.Z.; Visualization,
X.S., J.Z. and H.Z.; Writing—original draft, X.S.; Writing—review & editing, X.S., J.Z. and H.Z.

Funding: This research was funded by the National Natural Science Foundation of China, grant numbers 41576107,
41376109 and 41606114.

Acknowledgments: The authors would like to thank the editors and anonymous reviewers for their comments
and suggestions. The data used in this study were provided by the Guangzhou Marine Geological Survey Bureau.
The authors are grateful for their support.

Conflicts of Interest: The authors declare no conflict of interest.

322



Remote Sens. 2019, 11, 1496

References

1. Mayer, L.; Jakobsson, M.; Allen, G.; Dorschel, B.; Falconer, R.; Ferrini, V.; Lamarche, G.; Snaith, H.;
Weatherall, P. The Nippon Foundation—GEBCO Seabed 2030 Project: The Quest to See the World’s Oceans
Completely Mapped by 2030. Geosciences 2018, 8, 63. [CrossRef]

2. DeSanto, J.B.; Sandwell, D.T.; Chadwell, C.D. Seafloor geodesy from repeated sidescan sonar surveys.
J. Geophys. Res. Solid Earth 2016, 121, 4800–4813. [CrossRef]

3. Powers, J.; Brewer, S.K.; Long, J.M.; Campbell, T. Evaluating the use of side-scan sonar for detecting
freshwater mussel beds in turbid river environments. Hydrobiologia 2015, 743, 127–137. [CrossRef]

4. Lurton, X. Forty years of progress in multibeam echosounder technology for ocean investigation. J. Acoust.
Soc. Am. 2017, 141, 3948. [CrossRef]

5. Blondel, P. The Handbook of Sidescan Sonar; Springer: Berlin/Heidelberg, Germany; New York, NY, USA, 2009;
ISBN 978-3-540-42641-7.

6. Lurton, X.; Jackson, D. An Introduction to Underwater Acoustics, 2nd ed.; Springer-Praxis: New York, NY, USA,
2008; ISBN 3540429670.

7. Tamsett, D.; Hogarth, P. Sidescan sonar beam function and seabed backscatter functions from trace amplitude
and vehicle roll data. IEEE J. Ocean. Eng. 2015, 411, 155–163. [CrossRef]

8. Bell, J.M.; Linnett, L.M. Simulation and analysis of synthetic sidescan sonar images. IEE Proc. Radar Sonar
Navig. 1997, 144, 219–226. [CrossRef]

9. Cobra, D.T.; Oppenheim, A.V.; Jaffe, J.S. Geometric distortions in side-scan sonar images: A procedure for
their estimation and correction. IEEE J. Ocean. Eng. 1992, 17, 252–268. [CrossRef]

10. Clarke, J. Dynamic Motion Residuals in Swath Sonar Data: Ironing out the Creases. Int. Hydrogr. Rev. 2003,
4, 6–23.

11. Cervenka, P.; Moustier, C.D.; Lonsdale, P.F. Geometric corrections on sidescan sonar images based on
bathymetry: Application with SeaMARC II and Sea Beam data. Mar. Geophys. Res. 1995, 17, 217–219.
[CrossRef]

12. Cervenka, P.; de Moustier, C. Postprocessing and corrections of bathymetry derived from sidescan sonar
systems: Application with SeaMARC II. IEEE J. Ocean. Eng. 1994, 19, 619–629. [CrossRef]

13. Coiras, E.; Petillot, Y.; Lane, D.M. Multiresolution 3-D reconstruction from side-scan sonar images. IEEE Trans.
Image Process. 2007, 16, 382–390. [CrossRef] [PubMed]

14. Fezzani, R.; Zerr, B.; Mansour, A.; Legris, M.; Vrignaud, C. Fusion of Swath Bathymetric Data: Application to
AUV Rapid Environment Assessment. IEEE J. Ocean. Eng. 2019, 44, 111–120. [CrossRef]

15. Stateczny, A.; Gronska, D.; Motyl, W. HydroDron—New step for professional hydrography for restricted
waters. BGC Geomat. 2018, 226–230. [CrossRef]

16. Crawford, A.; Connors, W. Performance Evaluation of a 3-D Sidescan Sonar for Mine Countermeasures. In
Proceedings of the OCEANS 2018 MTS, Charleston, SC, USA, 22–25 October 2018.

17. Ai, Y.; Armstrong, S.; Fleury, D. Evaluation of the Klein Hydrochart 3500 Interferometric Bathymetry Sonar
for Noaa Sea Floor Mapping. In Proceedings of the OCEANS 2015 MTS, Washington, DC, USA, 18–21 May
2015.

18. Brisson, L.; Wolfe, D.; Staley, M. Interferometric swath bathymetry for large scale shallow water hydrographic
surveys. In Proceedings of the Canadian Hydrographic Conference, St. John’s, NL, Canada, 14–17 April
2014.

19. Schimel, A.C.; Beaudoin, J.; Parnum, I.; LeBas, T.P.; Schmidt, V.; Keith, G.; Ierodiaconou, D. Multibeam sonar
backscatter data processing. Mar. Geophys. Res. 2018, 39, 121–137. [CrossRef]

20. Lucieer, V.; Roche, M.; Degrendele, K.; Malik, M.; Dolan, M.; Lamarche, G. User expectations for multibeam
echo sounders backscatter strength data-looking back into the future. Mar. Geophys. Res. 2018, 39, 23–40.
[CrossRef]

21. LeBas, T.P.; Huvenne, V. Acquisition and processing of backscatter data for habitat mapping–comparison of
multibeam and sidescan systems. Appl. Acoust. 2009, 70, 1248–1257. [CrossRef]

22. Mitchell, G.A.; Orange, D.L.; Gharib, J.J.; Kennedy, P. Improved detection and mapping of deepwater
hydrocarbon seeps: Optimizing multibeam echosounder seafloor backscatter acquisition and processing
techniques. Mar. Geophys. Res. 2018, 39, 323–347. [CrossRef]

323



Remote Sens. 2019, 11, 1496

23. Fakiris, E.; Blondel, P.; Papatheodorou, G.; Christodoulou, D.; Dimas, X.; Georgiou, N.; Kordella, S.;
Dimitriadis, C.; Rzhanov, Y.; Geraga, M.; et al. Multi-Frequency, Multi-Sonar Mapping of Shallow
Habitats—Efficacy and Management Implications in the National Marine Park of Zakynthos, Greece.
Remote Sens. 2019, 11, 461. [CrossRef]

24. LeBas, T.P.; Mason, D.C. Automatic registration of TOBI side-scan sonar and multi-beam bathymetry images
for improved data fusion. Mar. Geophys. Res. 1997, 19, 163–176. [CrossRef]

25. Yang, F.; Wu, Z.; Du, Z.; Jin, X. Co-registering and fusion of digital information of multibeam sonar and
side-scan sonar. Geomat. Inf. Sci. Wuhan Univ. 2006, 31, 740–743. [CrossRef]

26. Zhao, J.; Wang, A.; Guo, J. Study on fusion method of the block image of MBS and SSS. Geomat. Inf. Sci.
Wuhan Univ. 2013, 38, 287–290. [CrossRef]

27. Yan, J. Acquisition and superposition of the high-quality measurement information of multibeam echo sonar.
Acta Geod. Et Cartogr. Sin. 2019, 48, 400. [CrossRef]

28. Fakiris, E.; Papatheodorou, G. Quantification of regions of interest in swath sonar backscatter images using
grey-level and shape geometry descriptors: The TargAn software. Mar. Geophys. Res. 2012, 33, 169–183.
[CrossRef]

29. Wang, A.; Zhang, H.; Wang, X.; Shang, X. Processing Principles of Side-scan Sonar Data for Seamless Mosaic
Image. J. Geomat. 2017, 42, 26–29. [CrossRef]

30. Cervenka, P.; de Moustier, C. Sidescan sonar image processing techniques. IEEE J. Ocean. Eng. 1993, 18,
108–122. [CrossRef]

31. Ye, X.; Yang, H.; Li, C.; Jia, Y.; Li, P. A Gray Scale Correction Method for Side-Scan Sonar Images Based on
Retinex. Remote Sens. 2019, 11, 1281. [CrossRef]

32. Capus, C.G.; Banks, A.C.; Coiras, E.; Ruiz, I.T.; Smith, C.J.; Petillot, Y.R. Data correction for visualisation and
classification of sidescan SONAR imagery. IET Radar Sonar Navig. 2008, 2, 155–169. [CrossRef]

33. Bay, H.; Ess, A.; Tuytelaars, T.; Gool, L. Speeded-Up Robust Features (SURF). Comput. Vis. Image Underst.
2008, 110, 346–359. [CrossRef]

34. Sedaghat, A.; Mohammadi, N. High-resolution image registration based on improved SURF detector and
localized GTM. Int. J. Remote Sens. 2019, 40, 2576–2601. [CrossRef]

35. Tola, E.; Lepetit, V.; Fua, P. Daisy: An efficient dense descriptor applied to wide-baseline stereo. IEEE Trans.
Pattern Anal. Mach. Intell. 2009, 32, 815–830. [CrossRef]

36. Li, J.; Hu, Q.; Ai, M.; Zhong, R. Robust feature matching via support-line voting and affine-invariant ratios.
ISPRS J. Photogramm. Remote Sens. 2017, 132, 61–76. [CrossRef]

37. Ye, Y.; Shen, L.; Hao, M.; Wang, J.; Xu, Z. Robust optical-to-SAR image matching based on shape properties.
IEEE Geosci. Remote Sens. Lett. 2017, 14, 564–568. [CrossRef]

38. Shechtman, E.; Irani, M. Matching local self-similarities across images and videos. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, Minneapolis, MN, USA, 17–22 June 2007; pp. 1–8.

39. Fischler, M.A.; Bolles, R.C. Random sample consensus: A paradigm for model fitting with applications to
image analysis and automated cartography. Commun. ACM 1981, 24, 381–395. [CrossRef]

40. Chailloux, C.; Caillec, J.; Gueriot, D.; Zerr, B. Intensity-Based Block Matching Algorithm for Mosaicing Sonar
Images. IEEE J. Ocean. Eng. 2011, 36, 627–645. [CrossRef]

41. Zhao, J.; Wang, A.; Zhang, H.; Wang, X. Mosaic method of side-scan sonar strip images using corresponding
features. IET Image Process. 2013, 7, 616–623. [CrossRef]

42. Wang, A.; Zhao, J.; Guo, J.; Wang, X. Elastic Mosaic Method in Block for Side Scan Sonar Image Based on
Speeded-Up Robust Features. Geomat. Inf. Sci. Wuhan Univ. 2018, 43, 697–703. [CrossRef]

43. Daniel, S.; Leannec, F.L.; Roux, C.; Solaiman, B.; Maillard, E.P. Side-Scan Sonar Image Matching. IEEE J.
Ocean. Eng. 1998, 23, 245–259. [CrossRef]

44. Yang, L.; Jiao, Y.; Xu, J. Underwater target positioning technology of side scan sonar based on ultra short
baseline. China Harb. Eng. 2017, 37, 6–9. [CrossRef]

45. Feldens, P.; Schulze, I.; Papenmeier, S.; Schönke, M.; Schneider von Deimling, J. Improved Interpretation of
Marine Sedimentary Environments Using Multi-Frequency Multibeam Backscatter Data. Geosciences 2018,
8, 214. [CrossRef]

46. Tamsett, D.; McIlvenny, J.; Watts, A. Colour Sonar: Multi-Frequency Sidescan Sonar Images of the Seabed in
the Inner Sound of the Pentland Firth, Scotland. J. Mar. Sci. Eng. 2016, 4, 26. [CrossRef]

324



Remote Sens. 2019, 11, 1496

47. Hughes Clarke, J.E. Multispectral Acoustic Backscatter from Multibeam, Improved Classification Potential.
In Proceedings of the US Hydrographic Conference, National Harbor, MD, USA, 16–19 March 2015; pp. 1–18.

48. Huff, L.C. Acoustic Remote Sensing as a Tool for Habitat Mapping in Alaska Waters. In Marine Habitat
Mapping Technology for Alaska; Reynolds, J.R., Greene, H.G., Eds.; Alaska Sea Grant, University of Alaska
Fairbanks: Fairbanks, AK, USA, 2008; pp. 29–46.

49. Chen, J.L.; Summers, J.E. Deep neural networks for learning classification features and generative models
from synthetic aperture sonar big data. Acoust. Soc. Am. J. 2016, 140, 3423. [CrossRef]

50. Song, Y.; He, B.; Liu, P.; Yan, T. Side scan sonar image segmentation and synthesis based on extreme learning
machine. Appl. Acoust. 2019, 146, 56–65. [CrossRef]

51. Chen, Z.; Liu, L.; Sa, I.; Ge, Z.; Chli, M. Learning context flexible attention model for long-term visual place
recognition. IEEE Robot. Autom. Lett. 2018, 3, 4015–4022. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

325





remote sensing 

Article

A Gray Scale Correction Method for Side-Scan Sonar
Images Based on Retinex

Xiufen Ye 1,*, Haibo Yang 1, Chuanlong Li 1, Yunpeng Jia 1 and Peng Li 2

1 College of Automation, Harbin Engineering University, Harbin 150001, China;
1902599290@hrbeu.edu.cn (H.Y.); lcl@hrbeu.edu.cn (C.L.); jiayunpeng@hrbeu.edu.cn (Y.J.)

2 School of Management, Harbin University of Commerce, Harbin 150028, China; lipeng@hrbcu.edu.cn
* Correspondence: yexiufen@hrbeu.edu.cn; Tel.: +86-451-82518891

Received: 24 April 2019; Accepted: 25 May 2019; Published: 29 May 2019

Abstract: When side-scan sonars collect data, sonar energy attenuation, the residual of time varying
gain, beam patterns, angular responses, and sonar altitude variations occur, which lead to an uneven
gray level in side-scan sonar images. Therefore, gray scale correction is needed before further
processing of side-scan sonar images. In this paper, we introduce the causes of gray distortion in
side-scan sonar images and the commonly used optical and side-scan sonar gray scale correction
methods. As existing methods cannot effectively correct distortion, we propose a simple, yet effective
gray scale correction method for side-scan sonar images based on Retinex given the characteristics of
side-scan sonar images. Firstly, we smooth the original image and add a constant as an illumination
map. Then, we divide the original image by the illumination map to produce the reflection map.
Finally, we perform element-wise multiplication between the reflection map and a constant coefficient
to produce the final enhanced image. Two different schemes are used to implement our algorithm.
For gray scale correction of side-scan sonar images, the proposed method is more effective than the
latest similar methods based on the Retinex theory, and the proposed method is faster. Experiments
prove the validity of the proposed method.

Keywords: side-scan sonar image; gray scale correction; Retinex; image enhancement

1. Introduction

With the continuous development of side-scan sonar technology, aspects of side-scan sonars, such
as data acquisition stability, sonar image resolution, and image clarity have been improved, providing
better technical support for hydrographic surveying and charting. Given the development of marine
resource, it is necessary to scan the seabed with side-scan sonars to grasp the general information
of the seabed scene and topography for many applications, such as offshore oil drilling, channel
dredging, submarine pipeline detection, seabed structure detection, marine environment detection,
marine archaeology, and detection and location of large-scale seabed targets [1–4].

In Figure 1, a side-scan sonar is scanning the seabed scene. The side-scan sonar transducer installed
on both sides of the Autonomous Underwater Vehicle (AUV) emits spherical acoustic signals. After
reflection from the seabed, the reflected signals are collected and received by the receiver according
to the transmission time of the sonar signal. A side-scan sonar image is formed by converting the
reflected signal intensity into the gray level. However, the energy of the sonar acoustic wave can
attenuate in water. There are three main types of attenuation. The first category is physical attenuation,
the second is the absorption of seawater and the third is echo attenuation [5–7]. In addition to the
causes of sonar energy attenuation, side-scan sonar image is also affected by beam patterns, angular
responses of different sediments, and changes in seabed topography [7–9]. Based on the above reasons,
the gray-scale of side-scan sonar images is uneven.
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Figure 1. Working schematic diagram of a side-scan sonar.

As shown in Figure 2, the original side-scan sonar image has uneven gray distribution, which
affects the interpretation of the side-scan sonar image and the subsequent image processing. Therefore,
gray scale correction should be conducted before processing the side-scan sonar image, such as image
matching, stitching, and target recognition [10–12].

 

Figure 2. Original side-scan sonar image.

2. Current Gray Scale Correction Methods for Side-Scan Sonar Images

At present, many kinds of gray scale correction methods are available for side-scan sonar images,
which can be categorized into six kinds of methods.

2.1. Time Variant Gain (TVG)

The TVG method is a commonly used method for gray scale correction of side-scan sonar images.
The time variant gain method, adopted by Johnson et al., is based on the distance between each point
of the seabed and the sonar array in the side-scan sonar image [9,13]. The side-scan sonar images are
compensated using Equation (1):

EL = 2TL− TS = 30lgR + 2αR/103 − S f (1)

where EL is the compensation amount, TL is the energy loss caused by the propagation process, TS
is the target strength, R is the propagation distance, α is the absorption coefficient, Sf is the seabed
backscattering intensity. Since α and R cannot be easily obtained, their empirical values are required in
the compensation. The TVG method is usually implemented using hardware. While the intensity can
be compensated for, to a certain extent, it is impossible to mimic the same sonar energy attenuation
process. Sometimes unrealistic gain parameters cause secondary gray distortion. Two problems arise
if we use the algorithm in Equation (1) to gray correct side-scan sonar images. (1) It is difficult to
determine the specific values of the parameters in Equation (1) only using side-scan sonar images,
so imbalanced correction may occur. (2) Different side-scan sonar images require different parameters
in the TVG equation to achieve better image enhancement, so the algorithm is not universal.

2.2. Histogram Equalization (HE)

Histogram equalization is used to improve the uniformity of the gray distribution of the side-scan
sonar image by adjusting the gray distribution of the entire image. The essence of histogram equalization
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involves enlarging the gray level difference of the image, and the overall contrast of the image is
improved after equalization. HE has been widely used because of its simplicity and directness [14].
However, HE often increases image noise, and because some gray scale merging results in blurring the
weak edges of the image, it leads to over-enhancement in the regions with large histogram peaks, which
is extremely disadvantageous to side-scan sonar image processing. Therefore, histogram equalization
is not the best method to address gray distortion in side-scan sonar images.

2.3. Nonlinear Compensation

Nonlinear compensation involves dividing the range of 0 to 255 gray levels into many parts,
and then to compensate the gray value of different parts with a piecewise function. However, this leads
to excessive gray correction in side-scan sonar images, which may distort the original information of
the side-scan sonar image [15].

2.4. Function Fitting

Function fitting method involves using N Ping side-scan sonar data as the selected image. Then,
according to the average value of pixels in the column of the selected sonar image, the gray change
curve is obtained in the row direction and it is fit with a function. Next, the image is compensated
and corrected according to the function obtained by fitting. The representative methods are mixed
exponential regression analysis (MIRA) [16] and the method was proposed by Al-Rawi et al. [17].
The MIRA method uses an exponential function, such as Equation (2), to fit the gray level change of
the side-scan sonar image, and then compensates the image by normalization.

f (z) = aebz + cedz (2)

where, a, b, c, and d are the four weights representing the echo decay for each ping signal, and z is the
spatial location (or index) of each sample within the ping. Shippey et al. [14] stated that the gray level
distribution of side-scan sonar image per ping is closer to a Rayleigh distribution than exponential
distribution. Therefore, the cubic spline model was used to compensate and correct the side-scan sonar
image by the fitting polynomial function.

2.5. Sonar Propagation Attenuation Model

Burguera et al. [18] analyzed the side-scan sonar propagation model, which can be expressed by

I(p) = K ·Φ(p) ·R(p) · cos(β(p)) (3)

where I(p) is the echo intensity, which is the received side-scan sonar data intensity; K is the normalized
coefficient; Φ(p) is the acoustic penetration intensity; R(p) is the reflection intensity of the acoustic
wave on the seabed; and β(p) is the incidence angle of the sonar. As the seabed reflection intensity is
needed, I(p) can be obtained from the propagation model formula. The acoustic penetration intensity
model can be derived from the sensitivity model proposed by Kleeman and Kuc [19], but the influence
of the incident angle of the sonar on the intensity of side-scan sonar is excluded in Burguera et al. [18].
Thus, the correction effect is not good, and the parameter information in the calculation equation
needs the parameter information and propagation information of side-scan sonar, so this method is
not suitable for gray scale correction of a single side-scan sonar image.

2.6. Beam Pattern

The beam pattern is determined by the working characteristics and physical design of the sonar
sensor array [7], but it is also one of the reasons for the uneven gray level of side-scan sonar images.
Chang and colleagues [6,7,9] determined the energy distribution function relative to the angle by
summing up the energy levels for each angle over the whole data series. Then, according to the
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statistical results, the average energy of each angle can be obtained. Finally, the inverse of this average
can be applied as a correcting factor to individual datum in the time series. However, this method
needs to consider the change in seabed topography and seabed sediments; otherwise, the correction
image will be poor.

3. Gray Scale Correction Method Based on Retinex

The image processing algorithm based on Retinex theory is a commonly used optical image
defogging and low illumination image enhancement algorithm, which was proposed by Land in
1963 [20]. It decomposes an image into an illumination map and a reflectance map, expressed as

S(x, y) = R(x, y) ∗ L(x, y) (4)

where, S(x,y) is the original image, R(x,y) is the reflectance map, L(x,y) is the illumination map, and the
operator * means element-wise multiplication. The reflectance map reflects the essential information of
the scene in the image, and the illuminated map reflects the brightness information of the environment
in the image. The change in brightness information results in the change in the gray value of the image.
Therefore, to ensure that the image can normally reflect the scene information, we need to reduce the
influence of illumination change on the original image.

The commonly used image enhancement methods based on Retinex include Single Scale Retinex
(SSR), Multi-Scale Retinex (MSR), Multi-Scale Retinex with Color Restoration (MSRCR), and Multiscale
Retinex with Chromaticity Preservation (MSRCP) [21–24].

The SSR method uses Retinex to deform Equation (4) by calculating the logarithm to produce the
reflection map:

r(x, y) = log R(x, y) = log(
S(x, y)
L(x, y)

) (5)

Firstly, we get the low-pass function that is calculated with Equation (6), then use the low-pass
function to estimate the illumination map that corresponds to the low frequency part of the original
image. Thus, the reflection map represented by the high frequency component of the original image
can be obtained with Equation (7). Finally, the obtained logarithmic reflectance map is restored to the
corrected image.

F(x, y) = λe−
(x2+y2)

c2 (6)

r(x, y) = log S(x, y) − log[F(x, y) ⊗ S(x, y)] (7)

where c is the Gaussian circumference scale, λ is a scale, and ⊗ represents convolution operation.
The image corrected by the SSR algorithm may cause blurring and excessive correction, so the

original image is processed by multi-scale low-pass function in the MSR algorithm. The multi-scale
low-pass function is the weighted sum of multi-scale low-pass function in SSR algorithm. Thus, we can
implement the algorithm with Equation (8).

r(x, y) =
∑K

k
Wk
{
log S(x, y) − log[Fk(x, y) ⊗ S(x, y)]

}
(8)

where, K is the number of F(x,y), when K = 1, MSR is SSR. Wk is the weight. The value of K is usually 3
and W1 =W2 =W3 = 1/3.

As images processed with the MSR algorithm have a color imbalance, MSRCR and MSRCCP
algorithms were developed on the basis of MSR. The MSRCR algorithm uses a color restoration factor
to avoid the color imbalances caused by image local contrast enhancement. MSRCP uses the MSR
algorithm and intensity information of each channel of image to enhance image.

At present, some new algorithms are based on Retinex. Guo et al. [25] proposed a simplified
enhancement model called low-light image enhancement (LIME). They used max-RGB technology to
estimate the illumination map, which takes the maximum value of the three channels of color image R,
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G, and B, then uses structure to refine the illumination map, uses gamma correction to re-estimate the
non-linearity of the fine illumination map as the illumination map, and finally uses Retinex to obtain
the enhanced image. The naturalness preserved enhancement (NPE) [26] algorithm is a non-linear
uniform illumination map enhancement method. The image is decomposed into an illumination map
and a reflection map by a filter, then the illumination map is transformed, and finally the illumination
map and reflection map are merged again as the final enhancement image. Simultaneous reflection
and illumination estimation (SRIE) [27] is a weighted variable model for simultaneous estimation of
reflected and illuminated images. The estimated illuminated map is processed to enhance the image.
Fu et al. [28] proposed a multi-deviation fusion method (MF) to adjust the illumination by fusing
multiple derivations of the initially estimated illumination map.

4. Our Method

The key to the image enhancement algorithm based on Retinex lies in the acquisition of illumination
map and the restoration of the reflection map and image color. Firstly, we obtain the smoothed image by
smoothing the original image, and adding a constant value to the smoothed image as the illumination
map L(x,y). The constant value is added to avoid noise in the enhanced image. Then, the reflection
map R(x,y) is acquired based on an element-wise division according to Retinex with Equation (4).

As the gray value of the reflected map pixels obtained is low, we need to restore the illumination
and color of the reflected map. We multiply the reflected map R(x,y) directly by a constant coefficient.
The bigger the constant coefficient, the bigger the gray value of the corrected image, and the brighter
the enhanced image. Experiments were conducted afterward.

Side-scan sonar images are different from natural images, so we considered the following when
designing the image enhancement algorithm for side-scan sonar images: (1) Since the side-scan sonar
image is originally a gray-scale image and the color side-scan sonar image is the result of pseudo-color
processing, we did not use max-RGB technology to obtain illumination map, but directly converted
the pseudo-color sonar image into gray-scale. (2) As there is no large change in the gray gradient in
side-scan sonar images, we used the mean filter or bilateral filter to directly smooth the gray image of
the side-scan sonar image, which not only meets the requirements of gray scale correction of side-scan
sonar images, but also improves the speed of the algorithm. (3) In side-scan sonar images, there may
be a large area of black area nearby because of a hilltop or raised terrain. Therefore, we added a
constant to the smoothed image as the illumination image L that avoids much of the noise or “cartoon”
phenomena in the black area of the enhanced image. In summary, considering the characteristics of the
side-scan sonar image, we propose a side-scan sonar image enhancement algorithm based on Retinex.

According to our proposed algorithm, we use Equation (9) to correct the gray scale of side-scan
sonar images:

S′(x, y) = A
S(x, y)

(S(x, y) ⊗ F(x, y) + a)
(9)

where S(x,y) represents the original image, S(x, y) ⊗ F(x, y) + a is the illumination map L, F(x,y) is a
smoothing filter function, and a is a constant. The constant is mainly used to suppress noise. A is a
constant coefficient through which the gray value of the corrected image can be adjusted to change the
brightness of the corrected image.

The filtering function F(x,y) can be used in many filtering methods. Due to the characteristics of
side-scan sonar images and considering the time complexity of the algorithm, we choose two methods:
Mean filter and bilateral filter. Mean filter is the simplest linear filtering operation. Each pixel of the
output image is the average value of the corresponding pixel of the input image in the core window.
Mean filtering is the simplest linear filtering operation. Each pixel of the output image is the average
value of the corresponding pixel of the input image in the core window. The mean filtering is fast, but
does not protect image details well. Bilateral filtering is a non-linear filtering method that combines the
spatial proximity and the pixel value similarity of the image. It also considers the spatial information
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and gray level similarity. Its advantage is that the algorithm is simple and can protect the image edge,
but its disadvantage is that it is slower than mean filtering.

In our algorithm, the parameters A and α are constant. We will provide experiments to analyze
the influence of the changes of A and α on the enhancement of side-scan sonar image, and how to
select and adjust their respective values.

Our method and SSR method have similarities and differences. The similarities are that both
methods are based on Retinex and use smoothing to obtain illumination map. The differences are as
follows: (1) Firstly, the SSR method calculates the logarithm of the original image, and then smooths
the image with a Gaussian low-pass function to obtain the illumination map. However, our method is
to directly smooth the original image with mean filtering or bilateral filtering to obtain the illumination
map. (2) The SSR method takes the anti-logarithm operations to restore the illumination of the image.
However, the enhanced image often looks unnatural and frequently appears to be over-enhanced.
Our method is to multiply the reflectance map directly by a constant to restore the illumination of
the image. (3) Our method adds a constant to the smoothed image as the illumination map, which
avoids a lot of noise in the enhanced image, while the SSR method fails to avoid the problem of
noise generation. Therefore, our method is more suitable for side-scan sonar image enhancement.
The following experiments support our conclusion.

Considering the time complexity of the algorithm and the characteristics of side-scan sonar images,
we implemented our method by means of mean filtering and bilateral filtering, then analyzed and
evaluated the two smoothing schemes through experiments.

5. Experiments and Analysis

In this section, we provide the overall framework of the proposed algorithm, as shown in Figure 3.
First, we obtain the gray image from the original side-scan sonar data, or gray the pseudo-color
side-scan sonar image to obtain the gray image of side-scan sonar image. Then, the gray image of the
side-scan-sonar image is filtered to obtain the smooth image. The constant coefficient a is added to
the smoothed image as the illumination map L in the Retinex model, and then the reflected map R is
obtained based on an element-wise division using Equation (4). The reflected map R is multiplied
by a constant coefficient A as the enhanced image. Finally, the enhanced gray image is pseudo-color
processed to obtain the final gray scale corrected side-scan sonar image.

Figure 3. The overall framework of the algorithm in this paper.

332



Remote Sens. 2019, 11, 1281

5.1. Experiments and Analysis of Parameter A

The constant coefficient A can be adjusted using this method. If a brighter gray scale correction
image is needed, the value of A can be set higher, and vice versa. We analyzed it through experiments.
In the experiment, the size of the original sonar image was 800 × 525 pixels. We set the constant a to 15.
Then, we smoothed the image using the mean filter. The size of the filter template was set to 1/17 of the
size of original image, and A was set to 80, 140, and 200.

The experimental results are shown in Figure 4. The results show that the side-scan sonar image
corrected using this method can correct the original gray distortion image, so that the image scene
information scanned by sonar can be displayed normally. The size of A only affects the overall
brightness of the enhanced image and does not cause secondary distortion of the enhanced image.
The enlarged detail image shown in Figure 5 shows that the gray distortion of the original image
is serious. After gray scale correction, the gray distortion of the image disappears, and the texture
information of the image is displayed normally. In the experiment, the bigger the value of A, the higher
the gray value of the corrected image, and the clearer the image. The adjustment of A does not affect the
overall gray distribution of the enhanced image, but only the overall brightness of the enhanced image.
However, when the value of A is set too large, the image is too bright, and the enhanced brightness is not
suitable for human perception. We did not fix A to a size. If different brightness enhancement images
are required, adjust the value of A. If A must have a fixed value, we recommend A = 140, because we
do a lot of experiments in Appendices A and B, A = 140 meets the experimental requirements.

    
(a) (b) (c) (d) 

Figure 4. Experimental comparison using mean filter. (a) Original image and corrected image with (b)
A = 80, (c) A = 140, and (d) A = 200.

    
(a) (b) (c) (d) 

Figure 5. Local enlargement of Figure 4. (a) Original image and corrected image with (b) A = 80, (c) A
= 140, and (d) A = 200.

5.2. Experiments and Analysis of Parameter a

In our algorithm, constant a is used to suppress the noise. We experimentally analyzed the
selection of the a value. In the experiment, we set the constant A to 140. Then, we smoothed the image
using the mean filter. The size of the filter template was set to 1/17 of the size of original image, and a
was set to 0, 5, 10, 15, 30, 40, and 60.

As shown in Figure 6, when we changed the value of a while the other parameters remained
unchanged, the noise in the dark area of the enhanced image was amplified with the decrease in the
value of a, and vice versa. However, since we add a to the smoothed original image as the illumination
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estimation of the original image, when a increases excessively, the estimated illumination cannot
accurately represent the illumination map of the original image. If the a value is too large, the effect of
image correction worsens, as supported by our experimental results. The parameters setting of the
side-scan sonar may be different in different batches of sonar data, which leads to differences in the
image characteristics of side-scan sonars. Thus, the value of a is an empirical value. According to
our experiment and as shown in the experimental results in Appendix B, the value of a is about 15.
The value of a does not need to be adjusted for the same batch of side-scan sonar images, and different
batches may require fine-tuning.

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 6. Experimental comparison using mean filter. (a) Original image and corrected image with and
(b) a = 0, (c) a = 5, (d) a = 10, (e) a = 15, (f) a = 30, (g) a = 40, and (h) a = 60.

5.3. Experiments and Analysis of Smoothing Function

In this algorithm, the gray image from a side-scan sonar can be smoothed using many methods.
Bilateral filtering was used to smooth side-scan sonar images, which was compared with the
experimental results of mean filtering. In the contrast experiment, A was set to 140 and a to 15.
Figure 7 compares the experimental results produced when using the mean filter and bilateral filter.

    
(a) (b) (c) (d) 

Figure 7. Experimental comparison of images. (a) Smoothed image using mean filter, (b) mean method
results, (c) smoothed image using bilateral filter, and (d) bilateral method image.

As shown in Figure 7, the enhanced images produced by these two methods are similar overall,
but in terms of image details, the experimental results show that the illumination map L produced
by bilateral filtering is clearer than the illumination map L obtained by mean filtering in the water
column area, and the mean filtering is blurred. The smoothed image obtained by bilateral filtering
reflects the illumination distribution of the original image better, and the corrected image obtained in
the experiment is more stable and clear. To see more clearly, we enlarged part of Figure 7. As shown in
Figure 8, because the gray image is smoothed with only the mean filter, the gray image after smoothing
has an unclear gray boundary in the region with a large gray gradient. The illumination map smoothed
by mean filter cannot accurately express the illumination distribution of the original image, especially
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around the region with a large gray gradient. Therefore, the corrected image obtained using the mean
filter will show some over-enhancement and the halo phenomena in the areas where the gray level of
the original image changes too much. The corrected image produced using the bilateral filter is more
normal, and there is no halo phenomenon because the map produced with bilateral filtering is more in
line with the actual gray distribution of the original image.

Figure 8. Comparison of experimental details: (a) smoothed image using mean filter, (b) mean method
results, (c) smoothed image using bilateral filter, and (d) bilateral method results.

5.4. Comparative Experiments and Analysis of Other Methods Based on Retinex

Considering several commonly used image enhancement methods based on Retinex, we used
different original side-scan sonar images to verify the stability and advantages of our proposed image
enhancement algorithm, and used SSR, MSR, MSRCR, and MSRCP of four commonly used image
enhancement methods based on Retinex for comparison with our methods. The parameters of bilateral
filter were set as follows: diameter range of each pixel neighborhood was set to 35, sigma-color is set to
one-seventh of the height of the original image, and sigma-color represented the sigma value of the
color space filter. The larger the value of this parameter, the wider the colors in the neighborhood of
the pixel are mixed together. Sigma-space was set to one-seventh of the width of the original image
and sigma-spaces represent the sigma values of filters in coordinate space. The larger the sigma values,
the more distant the pixels interact with each other. Our other experimental parameters were as
follows: A was set to 140 and a was set to 15. The results are shown in Figure 9. For better illustration
and display, we enlarged a local area of Figure 9, as shown in Figure 10.

Figure 9. Comparative experiment of common methods based on Retinex. Images enhanced with (a)
SSR, (b) MSR, (c) MSRCR, (d) MSRCP, and (e) using our bilateral filtering method.

Figure 10. Comparison of experimental details. Images enhanced with (a) SSR, (b) MSR, (c) MSRCR,
(d) MSRCP, and (e) using our bilateral filtering method.
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The experimental results show that SSR, MSR, MSRCR, and MSRCP produce considerable noise
and the image sharpness of the enhancement is very poor and the image corrected by the SSR method
cause blurred and excessive corrections. Therefore, these four methods are not suitable for gray
correction of side-scan sonar images. The enhanced image color produced using the MSRCR algorithm
is more consistent with the original side-scan sonar image color than using the MSR algorithm.
The enhancement effect of our method is better than that of the other four methods. The enlarged
detail map shows that the detail map of our method is more clear and stable.

To fairly evaluate the image enhancement algorithm, we used the peak signal-to-noise ratio
(PSNR), information entropy, standard deviation, and average gradient as the evaluation indexes.
PSNR represents the ability of an image enhancement algorithm to suppress noise. The larger the
value, the better the ability to noise suppression and the smaller the image distortion. PNSR can be
calculated with Equations (10) and (11).

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(X(i, j) −Y(i, j))2 (10)

PSNR = 10 log10(
(2n − 1)2

MSE
) (11)

where MSE represents the mean square error of the current image X and the reference image Y; H
and W are the height and width of the image, respectively; n is the number of bits per pixel, which is
generally 8, meaning the gray scale of the pixel is 256; and the unit of PSNR is dB.

Information entropy is a measure of image information richness and is calculated as

H(X) = −
L=1∑
k=0

PklgPk (12)

where L is the maximum gray level of image X, and Pk is the number of pixels whose gray value of
image X is K.

The standard deviation reflects the dispersion of all image pixel values to the mean value; the
smaller its value, the more balanced the gray distribution of the image. We can calculate standard
deviation using Equation (13), where v(xi) is the gray value of the pixels in the image, v(x) is the
average gray level of the image, and n is the number of pixel points in the image:

Istd =

√√
1
n

n∑
1

(v(xi) − v(x))
2

(13)

The average gradient represents the ability to express the details of the image, the image sharpness,
and texture changes. The bigger the average gradient, the sharper the edge of the image, and the
clearer the image. Average gradient can be calculated with

G =
1

M×N

M∑
i=1

N∑
j=1

√
ΔI2

x + ΔI2
y

2
(14)

where ΔI2
x is the gradient in the horizontal direction, ΔI2

y is the gradient in the vertical direction, and M
and N are the height and width of the image, respectively.

According to the experimental results provided in Table 1, the proposed algorithm is superior
to the other four algorithms in PNSR, information entropy, image standard deviation, and average
gradient. So, we proved that the enhanced image produced using our algorithm is clearer, the ability
to suppress noise is stronger, the gray distribution is more balanced, the image information is richer,

336



Remote Sens. 2019, 11, 1281

and the details of the image are enhanced. Therefore, the image enhancement algorithm in this paper
is better than the other three algorithms.

Table 1. Objective Evaluation Index of Image Enhancement Algorithms.

Method PSNR
Information

Entropy
Standard
Deviation

Average Gradient

Original image 6.81746 42.1187 5.89745
SSR 7.50039 6.80343 74.8485 6.4373
MSR 8.42826 5.8048 54.2663 9.2899

MSRCR 6.48304 6.54661 54.3578 6.29672
MSRCP 7.22485 5.66164 43.4622 5.42281

Ours 14.5954 7.58250 43.8442 9.48556

We compared the latest image enhancement algorithms based on Retinex theory. The experimental
parameters of the algorithms were obtained from the parameters set by the respective authors. We did
not change the parameters of the algorithm. We used the smoothing filter and bilateral filter to
implement our method, and the experimental parameters were the same as those used above.
The experimental code was realized using MATLAB (MathWorks, Natick, US). All the experiments
were conducted on a PC running Windows 10 (Microsoft, Redmond, US) OS with 4 G RAM and
a 2.4 GHz CPU. In this paper, three different side-scan sonar images were used for experiments,
representing three types of side-scan sonar images: (a) An image with a large area of black due to the
occlusion of seabed hills (Figure 11a), (b) an image with no black area and more texture (Figure 11b,c)
an image with black areas, textures, and hills (Figure 11c).

   

(a) (b) (c) 

Figure 11. Original side-scan sonar images: (a) a large area of black area, (b) an image with no black
area and more texture, and (c) image with black areas, textures, and hills.

Three different types of side-scan sonar images were compared using low-light image enhancement
(LIME), naturalness preserved enhancement (NPE), simultaneous reflection and illumination estimation
(SRIE), multi-deviation fusion method (MF), and our two methods with mean filtering and bilateral
filtering methods. The experimental results are shown in Figure 12. In terms of enhancement effect,
LIME, NPE, SRIE, MF, and the two methods in this paper obviously enhance side-scan sonar images,
but the image enhanced by NPS method produces a lot of noise in the dark area of the image. As
shown in Figure 13, we enlarged the images of different methods for the second side-scan sonar image.
The local enlarged image shows that there are some inadequate corrections at the left and right ends of
the image enhanced with the LIME, NPE, SRIE, and MF methods, but no such situation was observed
using the two methods in this paper.

337



Remote Sens. 2019, 11, 1281

Figure 12. Side-scan sonar images enhanced using (a) LIME, (b) NPE, (c) SRIE, (d) MF, and our method
with (e) mean filtering, and (f) bilateral filtering.

Figure 13. Local enlargement of the second kind of enhanced image (a) LIME, (b) NPE, (c) SRIE, (d) MF,
and our method with (e) mean filtering, and (f) bilateral filtering.

As shown in Figure 14, the histogram gray value of the enlarged image of the four methods,
LIME, NPE, SRIE, and MF, has obvious peaks in the low gray part. However, the two methods in this
paper have no obvious peaks in the low gray part of the histogram. LIME, NPE, SRIE, and MF do
not effectively enhance the image at both ends and the enhancement effect is not as good as the two
methods in this paper.
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(a) (b) (c) 

(d) (e) (f) 

Figure 14. The histograms corresponding to Figure 13: (a) LIME, (b) NPE, (c) SRIE, (d) MF, and our
method with (e) mean filtering, and (f) is bilateral filtering.

To better evaluate the performance of the algorithm, we used PSNR, information entropy, standard
deviation, average gradient, and algorithm running time to evaluate the image enhancement algorithm
as a whole. We calculated the index using the whole enhanced image instead of the local enlarged
image. The evaluation index table is shown in Table 2.

Table 2. Objective evaluation index of image enhancement algorithms.

Original
Image

Algorithm PNSR
Information

Entropy
Standard
Deviation

Average
Gradient

Algorithm Time-
Consuming(s)

Image1

LIME 12.8283 7.59424 54.9971 11.3484 2.15712
NPE 16.9553 7.21194 45.2014 8.33524 20.9530
SRIE 19.1414 7.28538 46.8345 7.37814 35.7950
MF 19.3875 7.23853 46.1300 8.39727 3.0470

our method of mean filter 14.8291 7.50084 45.5599 9.76665 0.5430
our method of bilateral filter 15.0356 7.50243 44.6718 9.06058 1.7860

Image2

LIME 12.5039 7.55372 53.4062 11.6171 2.0779
NPE 17.4068 7.17702 14.9912 8.01561 20.6560
SRIE 18.9174 7.26646 43.9448 7.51642 33.6090
MF 18.6418 7.25066 42.7528 8.66020 1.5150

our method of mean filter 14.3681 7.56064 44.7653 10.3218 0.5440
our method of bilateral filter 14.5954 7.58250 43.8442 9.48556 1.6880

Image3

LIME 12.9156 7.52301 56.4356 11.98260 2.40157
NPE 18.0214 7.36287 45.1654 8.42337 20.5220
SRIE 19.3221 7.37251 47.1540 7.91938 35.2410
MF 19.0227 7.33752 46.9760 8.49770 1.4690

our method of mean filter 14.9149 7.57515 46.7814 10.30420 0.6860
our method of bilateral filter 15.1388 7.61042 45.8554 9.41506 1.5670

Among the PSNR, information entropy, standard deviation and average gradient of the evaluation
indexes, our algorithm in this paper is similar to the other four latest algorithms. The information
entropy of image enhancement based on bilateral smoothing is the highest, and the information
entropy of image enhancement based on mean filtering method is the second. Our algorithm is faster.
Our mean filter is the fastest, followed by our bilateral filter, then the MF algorithm, in which our mean
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filter method is at least twice as fast as the other methods. The speed of our bilateral filtering method
is equal to MF, which is faster than LIME, NPE, and SRIE. We can use the mean filter and bilateral filter
to smooth the gray image of side-scan sonar image separately and use the two schemes to enhance
side-scan sonar images. The evaluation index shows that the enhancement effect of the bilateral
filtering method in this paper is slightly better than that of the mean filtering method, but the mean
filtering method takes less time than that of the bilateral filtering method. Therefore, the mean filtering
enhancement algorithm is more suitable for online processing situations when the image processing
speed is more important, and the bilateral filtering method is more suitable for side-scan sonar image
enhancement that requires better image enhancement during offline processing. The side-scan sonar
image enhancement algorithm in this paper is simple but not inferior to other high-quality algorithms.
The reasons for this situation are as follows: (1) The original side-scan sonar image is a gray-scale
image, and there are no R, G, and B channels. The color side-scan sonar image is pretreated by
pseudo-color application, so we do not need to use max-RGB technology to obtain the illumination
map of the original side-scan sonar image. (2) The key to using the Retinex image enhancement
algorithm is to obtain an accurate illumination map. The illumination map needs to smooth the details
of the original image as much as possible while maintaining the boundaries of the gray distribution of
the original image. So, the other four methods use more complex algorithms to obtain an accurate
illumination map, which results in an increase in the running time. However, side-scan sonar images
are different from natural illumination images. The gray gradient of the side-scan sonar image changes
little, and there is no case of too large a gray gradient. Therefore, it is not necessary to use a complex
algorithm to obtain a fine illumination image to ensure that the enhanced image does not display a
halo phenomenon. To suppress halo generation, we can achieve the desired effect by increasing the
value of A. (3) The illumination map produced by the other four methods is not smooth enough, which
leads to poor gray level correction and enhancement effect on the left and right ends of the side-scan
sonar waterfall image.

5.5. Comparative Experiments and Analysis of Gray Scale Correction Methods for Side-Scan Sonar Images

The existing gray level correction methods for side-scan sonar images are realized by experiments.
As the TVG method and sonar propagation attenuation model needs to know some side-scan sonar
parameters, we only compared the histogram method, the non-linear gray level compensation method,
and the function fitting method with our mean filtering method. Figure 15 shows that various methods
improve the gray distortion of the original side-scan sonar image after gray correction. The corrected
images obtained by the histogram and non-linear compensation methods show that some areas of
the image are too strong, then the left and right ends of the image are too weak, which leads to an
unsatisfactory enhancement effect of the whole corrected image. The function fitting method and the
method proposed in this paper are better than the other two methods.

Figure 15. Comparison experiments of common methods used to correct side-scan sonar images: (a)
The original side-scan sonar image, (b) histogram, (c) non-linear compensation, (d) function fitting,
and (e) our method.

Figure 16 depicts a histogram comparison of the enhanced images. The histogram correction
method results in overweight correction, which produces a particularly high gray value in some areas
of the image. The non-linear compensation and function fitting methods have too many parts with low
gray values, which proves that the image correction is inadequate. The histogram of the side-scan
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sonar image enhancement method proposed in this paper shows that the gray value distribution
of the side-scan sonar image after correction is uniform, and the correction result of the algorithm
is satisfactory.

(a) (b) (c) (d) (e) 

Figure 16. Histograms corresponding to the images in Figure 15: (a) the original side-scan sonar image
(b) histogram, (c) non-linear compensation, (d) function fitting, and (e) our method.

To better analyze the contrast effect of the different enhancement methods, we enlarged the
enhanced image locally. The enlarged image is shown in Figure 17. We found that the texture of the
side-scan sonar image is destroyed by the function fitting method. The enhanced side-scan sonar
images obtained by function fitting, histogram, and non-linear compensation methods have low gray
values at the left and right ends of the image, and the effect of gray correction is not obvious. However,
our method still enhances the local enlargement image very clearly.

(a) (b) (c) (d) (e)

Figure 17. Local enlargement of Figure 15: (a) the original side-scan sonar image, and the images
produced using the (b) histogram, (c) non-linear compensation, (d) function fitting, and (e) our methods.

Only visually observing the corrected image may not be sufficient to differentiate the methods.
We also contrasted the image enhancement indexes for the local enlarged image, as shown in
Table 3. The enhanced image in this paper is superior to other methods in information entropy and
average gradient.

Table 3. Indicators comparison of local magnification maps.

Method PSNR
Information

Entropy
Standard
Deviation

Average Gradient

Original image 6.1333 11.0744 2.55545
HE 9.82301 7.26025 45.695 9.87564

Non-linear compensation 11.4153 7.17749 45.9537 8.71157
Function fitting 9.91988 6.67453 48.7124 8.34709

Our method 8.41441 7.41057 38.7549 13.6594

Our method was compared with the commonly used gray level correction method for side-scan
sonar images. According to the experimental results, our method is superior to the other methods.
Compared with other common methods and the latest optical image methods based on Retinex,
the gray scale correction effect of side-scan sonar images using our method is better than those of these
methods, as shown by the experimental results and data indicators.
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6. Expansion of Our Method

The proposed method is not only suitable for gray level correction of side-scan sonar images,
but can also be used to enhance low illumination optical color images. The steps for low illumination
color image enhancement are shown in Figure 18. Firstly, we separate the three channels of the color
image into R, G, and B channels. Then, we use the above-mentioned method (gray image smoothing
filtering), and add a constant a as the illumination image L. Using Equation (15), the three channels are
separately removed from the illumination image L and multiplied by constant coefficient A to obtain
the enhanced images of the three channels. Finally, the three channels are merged into the final color
enhanced image.

S′rgb = A ∗ Srgb

L
(15)

To verify the speed of our proposed algorithm for low illumination color image enhancement,
we conducted an experiment. The smoothing method used in the experiment was mean filtering.
The size of the filter template was one-seventh of the original image. A was set to 160 and a was set to
17. All the experiments were conducted on a PC running Windows 10 (Microsoft, Redmond, US) OS
with 8 G RAM and a 3.7 GHz CPU. Our code was implemented using C++ and OpenCV, which is an
image processing library.

As shown in Figure 19, we selected four low illumination color images of different sizes for
enhancement. Table 4 shows the time required for low illumination color image enhancement with
different-sized images. Because of its speed, this algorithm can meet the real-time video processing
requirements. If GPU is used to accelerate the processing, the algorithm will be faster.

Figure 18. Low illumination color image enhancement process.
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(a) (b) (c) (d) 

Figure 19. Enhancement effect of four low illumination color scene images: (a) scene 1, (b) scene 2,
(c) scene 3, and (d) scene 4.

Table 4. Time required to enhance different-sized low illumination color images.

Scene Image Size Image Occupied Storage Time-Consuming (s)

1 370 × 415 450 KB 0.035
2 560 × 420 689 KB 0.061
3 720 × 610 1.4 MB 0.104
4 1024 × 683 963 KB 0.206

As shown in Figure 19, the first three low-illumination color images are better enhanced by our
image enhancement method, but the fourth image is enhanced with an obvious halo phenomenon.
The halo phenomenon occurs after the image is enhanced in areas where the gray gradient changes
greatly. This mainly occurs because the smoothing method adopted in this paper is too simple,
which results in the obtained illumination map being too rough and the illumination distribution of
the original image is not well expressed. Thus, our enhancement method is more suitable for side-scan
sonar images that where the gray gradients changes are not so abrupt.

7. Conclusions

Side-scan sonars are widely used in ocean exploration. As the original side-scan sonar images
are affected by gray distortion, gray scale correction is needed before any further image processing.
Considering the difference between side-scan sonar images and visible images, we proposed a gray
correction method for side-scan sonar images based on Retinex, which is simple and easy to implement.
Compared with the commonly used gray scale correction methods for side-scan sonar images, this
method avoids the limitations of the current gray scale correction methods, such as the need to know
the side-scan sonar parameters, the need to recalculate or reset the parameters for different side-scan
sonar image processing, and the poor image enhancement effect. Compared with the latest image
enhancement algorithms based on Retinex, our proposed methods have similar image enhancement
indexes, and our method is the fastest. When it is necessary to adjust the brightness of the corrected
image, only the magnitude of constant coefficient A in the algorithm needs to be adjusted. Our method
can also be used to enhance low illumination color images, and the experimental results show that the
algorithm is fast.
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Appendix A

To verify the generality of our method, we used our method (bilateral filtering) to enhance several
original side-scan sonar images and fixed A to 140 and a to 15. The results are shown in the following.

Appendix B

To verify that our method is also suitable for correction of side-scan sonar images in other
batches, we used our algorithm (bilateral filtering) to enhance them. Because we lacked other batches
of side-scan sonar images, we were only able to obtain images by clipping them from previous
studies [7–9] and the quality of the side-scan sonar images was poor. However, the effects of the
enhanced images verified the adaptivity of our algorithm.
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(a) (b) 

Figure A1. Side-scan sonar image enhancement from Zhao, J et al. [9]: (a) original image with changes
in sediments and (b) enhanced image (bilateral filtering, A = 140, a = 17).

(a) (b) (c) (d) 

Figure A2. Side-scan sonar image enhancement from previous studies [7,8]: (a) original and (b)
enhanced image from Capus, C et al. [7]; (c) original image and (d) enhanced image from Capus,
C et al. [8] (bilateral filtering, A = 140, a = 15).
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Abstract: Translational motion of a target will lead to image misregistration in interferometric
inverse synthetic aperture radar (InISAR) imaging. In this paper, a strong scattering centers fusion
(SSCF) technique is proposed to estimate translational motion parameters of a maneuvering target.
Compared to past InISAR image registration methods, the SSCF technique is advantageous in its high
computing efficiency, excellent antinoise performance, high registration precision, and simple system
structure. With a one-input three-output terahertz InISAR system, translational motion parameters
in both the azimuth and height direction are precisely estimated. Firstly, the motion measurement
curves are extracted from the spatial spectrums of mutually independent strong scattering centers,
which avoids the unfavorable influences of noise and the “angle scintillation” phenomenon. Then,
the translational motion parameters are obtained by fitting the motion measurement curves with
phase unwrapping and intensity-weighted fusion processing. Finally, ISAR images are registered
precisely by compensating the estimated translational motion parameters, and high-quality InISAR
imaging results are achieved. Both simulation and experimental results are used to verify the validity
of the proposed method.

Keywords: interferometric inverse synthetic aperture radar (InISAR); image registration; translational
motion parameters estimation; strong scattering centers fusion; terahertz radar imaging

1. Introduction

Historically, the application of inverse synthetic aperture radar (ISAR) imaging in target recognition
is limited, owing to the fact that the technique only captures the projected two-dimensional (2-D)
characteristics of the target. To overcome this drawback, interferometric ISAR (InISAR) that provides
three-dimensional (3-D) information of the target has been developed [1–11]. InISAR systems are
generally composed of several fixed channels, with one as both a transmitter and receiver and the
rest as full-time receivers. The 3-D geometry of the target can be reconstructed based on the phase
difference of different ISAR images. Until now, nearly all researches regarding InISAR imaging have
been carried out in the microwave band, while limited research about InISAR imaging with terahertz
(THz) radars is available in the current literature. Compared to InISAR imaging with microwave
radars, THz radars can more easily achieve a higher carrier frequency and wider absolute bandwidth,
which provide higher spatial resolution and more detailed information of the target. Furthermore,
THz InISAR imaging holds large potential in maneuvering target surveillance and recognition in space
and near space, and it is of great significance to study and advance this technique.
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With the noticeable progress of THz sources and detectors over the past few decades, it has become
possible to achieve imaging and recognition with a THz radar system. For now, we can summarize
the imaging radar system in the THz band into three main categories: raster-scanning radar system,
mixed-scanning radar system, and an SAR/ISAR system. The raster-scanning radar system focuses the
beam to a fixed area using several lenses, and the 3-D imaging result is obtained by recording the data
of each scanning area. Representatives of such systems include Jet Propulsion Laboratory [12–17] and
Pacific Northwest National Laboratory [18,19]. The imaging frame rate is determined by the number of
scanning pixels and oscillation frequency of the scanning mirrors, which makes it time-consuming to
obtain a target image. Besides, the system structure is complex and can be easily damaged. Compared
to the raster-scanning radar system, the mixed-scanning radar system substitutes one-dimensional
(1-D) raster scanning with 1-D electrical scanning or 1-D mechanical scanning, and the imaging speed
can be greatly improved. Representatives of mixed-scanning radar systems include Chinese Academy
of Sciences [20–22] and China Academy of Engineering Physics [23,24]. The mixed-scanning radar
system can achieve 3-D imaging near real time, but some defects still exist (e.g., the imaging field
of view is limited, and the target needs to be stationary). The SAR/ISAR system acquires the target
image through relative motion between radar and target. The resolution depends on the bandwidth of
the sweep signal and the length or relative rotation angle of the synthetic aperture. Representatives
include FGAN-FHR [25–27], the US Defense Advanced Research Projects Agency (DARPA) [28], and
so on [29–33]. Compared to the former two THz radar systems, the SAR/ISAR system has a relatively
simple system structure and low hardware cost, and it has no limitation of target distance. However, the
SAR/ISAR system can only achieve 2-D imaging. The THz InSAR/InISAR system has the advantages
of the SAR/ISAR system and also has the ability to achieve 3-D imaging. Thus, it is meaningful to
establish an InSAR/InISAR system in the THz band.

As we know, the translational motion of a target will lead to image misregistration in InISAR
imaging, and an image registration process is necessary to be carried out first. In recent years, some
research regarding image registration in InISAR systems have been presented. These image registration
methods can be summarized into three categories. The first is based on the correlation coefficient
of ISAR images such as the time domain correlation method and the frequency domain searching
method [4]. However, in order to guarantee registration precision, the searching step of motion
parameters should be controlled within a very limited range in the THz band, which significantly
increases the computational complexity. The second is based on the selection of a reference distance,
such as the respective reference distance compensation method and the reference distance deviation
compensation method [5,6]. In these methods, the reference distance is chosen as the total distance from
the transmitter to reference center and the reference center to corresponding receiver. There is no need
to estimate the motion parameters, and the method is suitable for both three-antenna and multiantenna
configurations. However, in a real InISAR imaging scene, it is highly challenging to acquire the
accurate distances from the reference center to the other receivers (except the one as both a transmitter
and receiver). The third is based on estimation of the motion parameters of target. Reference [7]
presents a procedure based on a multiple antenna-pair InISAR imaging system with nine antennas
to estimate angular motion parameters. The angular motion parameters measurement is based on
the spatial spectrums of the whole target, and the phase wrapping of motion measurement curves is
avoided by using a pair of antennas with a short baseline. However, there are some shortcomings
in this method. Firstly, the multiple antenna-pair configuration increases the system complexity and
hardware cost, especially in high-frequency applications. Secondly, the spatial spectrums in a fixed
range cell usually contain information of several scattering centers, which would introduce the “angle
glint” phenomenon to the motion measurement curves. Thirdly, the method does not consider the
influence of noise, but the motion parameter measurement precision of the weak scattering centers is
sensitive to noise. In addition to the limitations of the above methods, most research just gives the
simulation results and are short on experimental validation.
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Unlike SAR images, high-frequency ISAR images of moving targets usually consist of several
dominating reflectors such as corner reflectors formed by the tail, fuselage, and wings of the aircraft.
Taking the computing efficiency, practicability, robustness, and precision into consideration, a strong
scattering centers fusion (SSCF) technique is proposed in this paper to estimate translational motion
parameters using these dominating reflectors, which overcomes the defects in the aforementioned
image registration methods. With a one-input three-output THz InISAR system, translational motion
parameters both in the azimuth and height directions are accurately estimated. Strong scattering
centers (SSCs) are extracted in the image domain with a rectangular filter operation, which eliminates
most of the noise. Motion measurement curves are derived from the spatial spectrums of mutually
independent SSCs so that the “angle scintillation” phenomenon can be effectively suppressed. Then,
the translational motion parameters are obtained by fitting the motion measurement curves with phase
unwrapping and intensity-weighted fusion processing. Finally, image registration is achieved by
compensating the estimated motion parameters to the radar echoes, and the InISAR imaging results
are obtained with a simple interference operation.

This paper is organized as follows: in Section 2, the signal model is established. The SSCF
technique is described in detail in Section 3. In Section 4, the simulations of the point targets model
under different signal-to-noise ratio (SNR) and equivalent verification experiments with a multichannel
THz radar system are carried out. A discussion is given in Section 5. Conclusions are presented in in
Section 6.

2. Signal Model of Interferometric Inverse Synthetic Aperture Radar (InISAR) Imaging

The configuration of the InISAR system is demonstrated in Figure 1. Antenna O acts as both the
transmitter and receiver, while antennas A and B operate in the receiving mode only. L1 and L2 denote
the lengths of the baselines OA and OB, respectively. A target coordinate system xoz is built referencing
the right-angle layout of the three antennas. P(xp, yp, zp) is an arbitrary scattering center located on
the target whose projections on planes xoy and yoz are P1 and P2, respectively. y0 denotes the initial
distance from antenna O to the reference center o, and RAP, RBP, and ROP denote the initial distances
from P to three antennas, respectively. Suppose the transmitting linear frequency modulated (LFM)
signal from antenna O is

s(t̂, tm) = rect(
t̂

Tp
) exp[ j2π( fct + γt̂2/2)], (1)

where

rect (u) =
{

1 |u| ≤ 0.5
0 |u| > 0.5

, (2)

then, Tp is the pulse width, fc is the carrier frequency, γ is the chirp rate, tm is the slow time, t̂ is the fast
time, and t = tm + t̂ is the full time.
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Figure 1. Schematic of the three-receiver interferometric inverse synthetic aperture radar (InISAR)
imaging configuration.
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Ignoring the signal envelope, the received signal at receiver i (i = O, A, B) from P is

si(t̂, tm) = σP exp{ j2π[ fc(t− ROP(t̂, tm) + RiP(t̂, tm)

c
) +
γ

2
(t̂− ROP(t̂, tm) + RiP(t̂, tm)

c
)2]}, (3)

where c is the wave propagation velocity, σP is the reflection coefficient of P, and RiP(t̂, tm) represents
the distance from receiver i to P at time t. These distances are:

ROP(t) =
√
(xP + ΔRx(t))

2 + (yP + y0 + ΔRy(t))
2 + (zP + ΔRz(t))

2, (4)

RAP(t) ≈ ROP(t) +
L2

1 − 2L1(xP + ΔRx(t))

2y0
, (5)

RBP(t) ≈ ROP(t) +
L2

2 − 2L2(zP + ΔRz(t))

2y0
, (6)

where ΔRx(t), ΔRy(t), and ΔRz(t) represent the displacement of P from time instant 0 to time t in the x,
y, and z directions, respectively. The approximations of RAP(t) and RBP(t) are based on the assumption
that the imaging scene satisfies the far-field condition.

Based on the ‘stop–go’ model approximation and de-chirping processing, the received signal after
range compression is

si(y, tm) = σPsin c{ 2γTp
c [y− (ROP(tm)+RiP(tm)−2ROo(tm))

2 ]}
× exp{− j 2π

λ [ROP(tm) + RiP(tm) − 2ROo(tm)]} , (7)

where ROo(tm) is the reference distance

ROo(tm) =

√
ΔRx2(tm) + (y0 + ΔRy(tm))

2 + ΔRz2(tm). (8)

Within the short time of data acquisition, the translational velocities of the aircraft are assumed as
constant (i.e., ΔRx(tm) = Vxtm, ΔRy(tm) = Vytm, ΔRz(tm) = Vztm). After migration through range cell
(MTRC) correction and azimuth compression, the ISAR images of three channels can be obtained as

sO(y, fa) = APsin c{2γTp

c
(y− yP)}sin c{Ta[ fa +

2PV
λ

]} exp( jϕ0), (9)

sA(y, fa) = APsin c{2γTp

c
(y− yP)}sin c{Ta[ fa +

2PV
λy0

− L1Vx

λy0
]} exp[ j(ϕ0 + ϕ1)], (10)

sB(y, fa) = APsin c{2γTp

c
(y− yP)}sin c{Ta[ fa +

2PV
λy0

− L2Vz

λy0
]} exp[ j(ϕ0 + ϕ2)], (11)

where AP is the scattering intensity of P in the ISAR images, Ta is the total data acquisition time,
P = (xP, yP, zP) is the coordinate vector, and V = (Vx, Vy, Vz) is the translational motion vector. ϕ0 and
ϕi (i = 1, 2) denote the constant phase and interferometric phases, respectively, and they are expressed
as

ϕ0 = −2π
λ
(yP +

x2
P + y2

P + z2
P

y0
), (12)

ϕ1 =
2π
λ

2L1xP − L2
1

2y0
, (13)

ϕ2 =
2π
λ

2L2zP − L2
2

2y0
. (14)
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From Equations (9) to (11), it can be seen that the Doppler shifts of ISAR images are L1VxTa/λy0

and L2VzTa/λy0, respectively. Obviously, the Doppler shifts will lead to pixels misregistration between
ISAR images. Therefore, image registration must be accomplished before interferometric imaging. It is
clear that image registration is essentially the compensation of the translational motion parameters
Vx and Vz. Once these motion parameters are achieved, the Doppler shifts can be eliminated by
compensating the radar echoes of antenna A and antenna B with them.

3. The Strong Scattering Centers Fusion (SSCF) Technique

In this subsection, the proposed SSCF technique is described in detail. This method can
settle problems such as the “angle glint”, sensitivity to noise, and phase wrapping in motion
parameter estimation.

The details of the proposed SSCF technique are described as follows.
Step 1) After data preprocessing (i.e., range alignment, autofocus [34,35], and MTRC correction),

the spatial spectrums of radar echoes are obtained as sO(m, k), sA(m, k), and sB(m, k), 1 ≤ m ≤M and
1 ≤ k ≤ N, where M and N denote the number of samples and the number of pulses, respectively. Then,
the ISAR images can be obtained as sO(m, n), sA(m, n), and sB(m, n) after azimuth compression, where
1 ≤ n ≤ N.

Step 2) Based on a fixed threshold, strong scattering areas on the object can be extracted from the
three ISAR images. Firstly, the strongest scattering center in the first strong scattering area of antenna
O can be easily found. Subsequently, the corresponding scattering centers in ISAR images of antenna
A and antenna B can be confirmed, since they are distributed in the same range cell. This scattering
center is then extracted in the image domain with a rectangular filter, whose length is determined by
the main lobe width (3 dB) of the extracted scattering center. The noise is filtered in this step. This
process is iterated to search for the localized strongest scattering center in all the strong scattering areas
until the strongest scattering center in the last strong scattering area has been extracted.

Step 3) The extracted data of all SSCs in the image domain are rearranged to form new image
matrices sO(m′, n), sA(m′, n), and sB(m′, n), where 1 ≤ m′ ≤ M′, and M′ denotes the number of
SSCs. By performing an inverse Fourier transformation on variable n, the new spatial spectrums are
obtained as sO(m′, k), sA(m′, k), and sB(m′, k), respectively. Here, each row of the spatial spectrums
contains information of only one scattering center. The phase difference curves s∗O(m

′, k)sA(m′, k) and
s∗O(m

′, k)sB(m′, k) can be calculated as

ϕxm′(k) = −2π
λ

L2
1 − 2L1(xm′ + Vxm′kΔt)

2y0
, (15)

ϕzm′(k) = −2π
λ

L2
2 − 2L2(zm′ + Vzm′kΔt)

2y0
,

where Δt is the pulse repetition interval, and Vxm′ and Vzm′ are the estimated translation velocity of
the m′th strong scattering center.

Step 4) In the THz band, the wavelength is very short. On the other hand, in order to guarantee
the precision of altitude measurement, a relative long baseline is required [7]. Therefore, the values of
ϕxm′(k) and ϕzm′(k) usually exceed the range [−π,π], and the phase unwrapping operation is necessary.
Here, the one-dimensional path integral method is adapted to achieve phase unwrapping of the motion
measurement curves, and the theory is

Δϕ(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϕ(k + 1) −ϕ(k)

∣∣∣ϕ(k + 1) −ϕ(k)
∣∣∣ ≤ π

ϕ(k + 1) −ϕ(k) + 2π ϕ(k + 1) −ϕ(k) < −π
ϕ(k + 1) −ϕ(k) − 2π ϕ(k + 1) −ϕ(k) > π
ϕnew(k + 1) = ϕnew(k) + Δϕ(k)

, (17)
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where ϕ(k) and ϕnew(k) are phases before and after phase unwrapping, respectively.
Step 5) The motion measurement curves along the x axis and z axis are calculated as

Rxm′(k) = ϕxm′new(k) · λy0

2πL1
+

L1

2
= xm′ + Vxm′kΔt, (18)

Rzm′(k) = ϕzm′new(k) · λy0

2πL2
+

L2

2
= zm′ + Vzm′kΔt. (19)

The estimated velocities of each SSC can be obtained by fitting these time-dependent curves.
Finally, the estimation values of translational motion parameters are acquired by intensity-weighted
fusion of all SSCs:

Vx =

M∑
m′=1

Vxm′Am′

M∑
m′=1

Am′

, Vz =

M∑
m′=1

Vzm′Am′

M∑
m′=1

Am′

; (20)

where Am′ is the mean scattering intensity of the m′th SSC in the ISAR images.
By compensating the radar echoes of antenna A and antenna B with the estimated motion

parameters, the coordinates of the target are finally obtained from s∗O(y, fa) sA(y, fa) and
s∗O(y, fa)sB(y, fa),

xP =
λy0

2πL1
ϕ1 +

L1

2
, zP =

λy0

2πL2
ϕ2 +

L2

2
. (21)

The derivation of the value of yP is omitted here, as it can be directly obtained from the range
scale in the ISAR images. To summarize the above analysis, a block scheme of the InISAR imaging
procedure based on the SSCF technique is presented in Figure 2.

 
Figure 2. The flowchart of InISAR imaging based on the strong scattering centers fusion
(SSCF) technique.

Regarding the InISAR imaging theory, the Doppler shift between ISAR images should be less than
one-eighth of the Doppler cell after image registration to guarantee a relatively high InISAR imaging
precision. Thus, the velocity estimation error ΔV should satisfy

|ΔV| < y0λ

8LTa
. (22)

Equation (22) is applied as the criteria to evaluate the performance of the SSCF technique in
this paper.
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4. Results and Analysis

4.1. The Point Target Simulation Results

In order to verify the effectiveness of the proposed SSCF technique, an InISAR imaging simulation
of a moving airplane model is presented. The parameters in the simulation are shown in Table 1. The
airplane model contained 64 scattering centers, and the size of the airplane model was 21, 24, and 7.5
m in length, width, and height, respectively. For a vivid visualization, the model was depicted in four
different views from four visual angles in Figure 3, with (a), (b), (c), and (d) corresponding to the 3-D
view and projections on the xoy, xoz, and yoz planes, respectively. Three SSCs were assigned at the tail,
wing, and fuselage, respectively, as highlighted with red circles in Figure 3. The ratio of scattering
intensity between these SSCs and the others was 3:1. As a result, several ordinary scattering centers
were distributed in the same range cell with the SSCs. The target was assigned to move at a constant
velocity along the x direction, which led to image misregistration between ISAR images of antenna O
and antenna A.

Table 1. Parameter settings of the radar system and target.

Parameter Setting Value

Carrier frequency 220 GHz
Bandwidth 5 GHz
Pulse width 50 us

Pulse repetition frequency 1000 Hz
Pulse number 1000

Sampling frequency 20 MHz
Target speed (300, 0, and 0 m/s)

Antenna O location (0, 20,000, and 0 m)
Antenna A location (0.5, 20,000, and 0 m)
Antenna B location (0, 20,000, and 0.5 m)

(a)                                  (b) 

(c)                                 (d) 

Figure 3. Four different views of the airplane model. (a) 3-D view; (b) xoy view projection; (c) xoz view
projection; and (d) yoz view projection.
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After range alignment, autofocus, and MTRC correction processing, three ISAR images were
obtained. Based on the system parameters in Table 1, we calculated the Doppler shift between ISAR
images of antenna A and antenna O at 5.5 cells. The range profiles of ISAR images at y = 0 of antenna
A and antenna O are shown in Figure 4. It was obvious that there was a Doppler shift of six cells on the
peak positions. To compare performances between the conventional method in [7] and our method,
we added a pair of antennas with 0.04 m length of baseline to the conventional method because it used
short baselines to achieve phase unwrapping of motion measurement curves.

Figure 4. ISAR images at y = 0 of antenna O and antenna A before image registration.

Figure 5 shows the spatial spectrums of radar echoes, and Figure 6 shows the phase difference
curves of the spatial spectrums, both with (a) corresponding to the conventional method and (b)
corresponding to our method. The SNR was 0 dB in this simulation. It can be seen from Figure 5a that
the multiple scattering centers in a fixed range cell introduced a serious “angle glint” phenomenon. The
“angle glint” phenomenon was eliminated by extracting the SSCs, as shown in Figure 5b. The influence
of the multiscattering centers in motion parameter estimations is visualized in Figure 6a. Firstly, the
“angle glint” phenomenon and noise introduced serious nonlinearity to the phase difference curves,
which destroyed the real phase difference relationship and deteriorated the estimation precision of
motion parameters. Secondly, without the short baseline, different scattering centers had different
phase wrapping positions, and the one-dimensional path integral method was not applicable in this
condition. In contrast, the curves in Figure 6b were linear, and the phase wrapping positions of each
curve were constant. Noise was effectively filtered with the filter operation in the image domain, which
ensured an excellent linearity of the motion trajectory even under a low SNR.

  
(a)                                             (b) 

Figure 5. The spatial spectrums of radar echoes. (a) Conventional method. (b) Our method.
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(a)                                             (b) 

Figure 6. Phase difference curves of spatial spectrums. (a) Conventional method. (b) Our method.

Based on the one-dimensional path integral method, the phase difference curves of the three SSCs
after phase unwrapping were acquired, as shown in Figure 7. All curves were absolutely linear with no
fluctuation. Subsequently, translational motion parameters were easily estimated based on polynomial
curve fitting and intensity-weighted fusion operation. In this simulation, the estimated velocities of
the conventional method and our method were 68.678 and 300.057 m/s, respectively, which meant the
conventional method was invalid under this low-SNR simulation environment. The estimated velocity
of our method was nearly the same as the real velocity, which verified the effectiveness of the proposed
SSCF technique. By compensating the estimated velocity of our method to the echo signals of antenna
A, the final imaging results are shown in Figure 8, with (a) corresponding to the range profiles at y =
0 of antenna A and antenna O and (b) corresponding to the final InISAR imaging results. It can be
seen from Figure 8a that the Doppler shift was eliminated, and image registration was achieved. In
Figure 8b, the red circles are the real positions of the target, and the blue dots are the InISAR imaging
results. It was clear that the InISAR image and the target model were precisely overlapped.

Figure 7. Phase difference curves after phase unwrapping based on the SSCF technique.
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(a)                                             (b) 

Figure 8. Imaging results after image registration. (a) ISAR images at y = 0 of antenna O and antenna
A. (b) InISAR imaging results.

At the end of this simulation, the antinoise abilities of the two methods were evaluated. With our
simulation parameters, the maximum allowed mean absolute error (MAE) of the estimated velocity in
this simulation was derived as 6.8 m/s on the basis of Equation (22). The MAE of the estimated velocity
is defined as

MAE =
N∑

i=1

|Vi −V|/N, (23)

where Vi is the ith estimated velocity, V is the real velocity, and N is the number of simulation
times. Here, the MAE of the estimated velocity was provided based on 100 Monte Carlo simulations
under different SNR environments, as shown in Figure 9. The MAE of the conventional method
was larger than 6.8 m/s when the SNR was under 30 dB, which meant the antinoise performance
of the conventional method was very poor. This method was only suitable for extremely high SNR
environments. The MAE of our method was under 6.8 m/s when the SNR was larger than −30 dB. The
low MEA in estimated velocity proved the excellent antinoise ability of the proposed SSCF technique.

Figure 9. The mean absolute error (MAE) under different signal-to-noise ratio.

In order to show the superiority of the proposed SSCF technique over the past methods,
performance comparisons of the frequency domain searching (FDS) method in [4], respective reference
distance compensation (RRDC) method in [5] and [6], angular motion parameters estimation (AMPE)
method in [7], and proposed SSCF technique in this paper are listed in Table 2. The algorithm
reconstruction times (excluding the echo generation process) were obtained on a desktop computer
with Intel core i7-7820X 3.60GHz CPU and 32GB RAM using Matlab codes. The reconstruction time
of the FDS method depended on the initial value and searching step of motion parameters. In this
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experiment, the initial value and searching step were set as 200 and 3 m/s, respectively, and a typical
single-parameter optimization algorithm was adapted. From Table 2, it was seen that the FDS method
was too time-consuming to fulfill the requirement of real time imaging. The RRDC method had
the fastest imaging speed, but the radar needed to have ranging function. Besides, it was highly
challenging to acquire accurate distances from the reference center to the other receivers (except the
one as both a transmitter and receiver). The AMPE method needed a complex system structure, and
the antinoise ability was poor. The SSCF technique proposed in this paper was advantageous in its
high computing efficiency, excellent antinoise performance, and simple system structure. Therefore,
the SSCF technique was more suitable for image registration in InISAR imaging.

Table 2. Comparison of algorithm performances.

Method
Reconstruction

Time
Number of
Channels

Anti-Noise
Ability

Need Ranging
Function

Frequency domain Searching (FDS) 23.145 s 3 Strong No
Respective Reference Distance

Compensation (RRDC) 0.699 s 3 Strong Yes

Angular Motion Parameters
Estimation (AMPE) 0.744 s 9 Weak No

Strong Scattering Centers Fusion
(SSCF) 1.657 s 3 Strong No

4.2. Experimental Results

In order to further verify the effectiveness of the proposed SSCF technique, equivalent verification
experiments in the laboratory environment were carried out. The schematic diagram of the THz
radar system and the photograph of the front-end setup is shown in Figure 10. The five antennas
were arranged in two rows, with three receiving antennas in the upper row and one transmitting
antenna and one receiving antenna in the other row. R1 and R2 formed the vertical interferometric
baseline, and R2 and R3 formed the horizontal interferometric baseline. Both the vertical and horizontal
baseline lengths were 2.1 cm. R4 was ignored in the InISAR experiment. Besides InISAR imaging,
this system also had many other potential applications such as InSAR imaging, ViSAR imaging, and
micromotion target 3-D imaging. The THz radar system was based on the linear frequency modulated
pulse principle. A chirped signal ranging from 217.1 to 222.1 GHz was transmitted, and the echo
signals were received by the four receiving antennas.

   
(a)                                          (b) 

Figure 10. The terahertz radar system. (a) Schematic diagram. (b) Photograph of the front-end setup.

The experimental configuration is shown in Figure 11. In the experiment, the THz radar was put
on a one-dimensional horizontal guide platform, and the velocity of radar was 1 m/s. The vertical
distance between the radar and the target was 10 m, and the initial connection from the target to the
radar platform was perpendicular to the motion direction. This was a typical SAR imaging scenario,
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but it was equivalent in that the radar was static, and the target moved along the horizontal direction,
which matched the InISAR scenario described in this paper. To decrease the SNR of the radar echoes,
the power transmitted from the radar was reduced to 10 mW. The pulse width was 163.8 μs, the pulse
repetition frequency was 2500 Hz, the sampling frequency was 12.5 MHz, and the data acquisition
time was 1 s. The target was an Airbus A380 model. The length, wingspan, and height of the model
were 45, 52, and 17 cm, respectively.

 
Figure 11. The experimental configuration.

The reflected signals received by R1, R2, and R3 were used to form the InISAR images, and
the reference signal was the reflected signal of a corn reflector located at the same position of the
airplane model received by R2. Thus, the imaging geometry is the same as the discussed L-shaped
three-antenna configuration. During the imaging process, nonlinearity of the signal frequency and
the inconsistencies of the amplitudes and phases among channels were compensated together with
the reference signal, and a phase gradient autofocus algorithm [36] was adopted to compensate the
influence of guide platform vibration. The ISAR images of channels R2 and R3 were interpolated three
times and shown in Figure 12. Taking the strong scattering center at the right wing as an example,
there are five Doppler cells that deviated along the azimuth direction.

(a)                                            (b) 

Figure 12. The ISAR images of A380 model. (a) Channel R2. (b) Channel R3.

Based on a threshold of 3 dB, the ISAR image of six SSCs were extracted, as indicated in Figure 12.
The spatial spectrums of these SSCs were then acquired. The phase difference curves of spatial
spectrums between channel R2 and R3 are shown in Figure 13, with (a) and (b) corresponding to the
conditions before and after phase unwrapping processing, respectively. As illustrated in Figure 13a, all
curves were linear, and the phase wrapping position of each curve was constant. With our experimental
parameters, the maximum allowed error in velocity estimation for precise image registration was
0.0812 m/s on the basis of Equation (22). Based on the motion measurement curves in Figure 13b,
velocity along the horizontal direction was estimated as 0.9737 m/s, which satisfied the estimated
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precision of parameters for image registration. After compensating the velocity to the echo signal of
channel R3, image registration was achieved. Finally, the InISAR imaging results were obtained, as
shown in Figure 14, with (a), (b), (c), and (d) corresponding to the 3-D view and projections on the xoy,
xoz, and yoz planes, respectively. From the InISAR imaging results, we saw that the key parts in the
A380 model such as the engine, wing, and vertical fin could be clearly identified, and the imaging
results were clear and close to the real airplane model. These results further verified the effectiveness of
the proposed SSCF method. In this chapter, we did not compare the performance between our method
and the conventional method because the baseline length in this equivalent verification experiment
could not be any shorter. Phase wrapping in the motion measurement curves was inevitable. In this
condition, the conventional method was not applicable.

  
(a)                                             (b) 

Figure 13. Phase difference curves of the spatial spectrum. (a) Before phase unwrapping. (b) After
phase unwrapping.

  
(a)                                         (b) 

 
(c)                                         (d) 

Figure 14. InISAR imaging results of the airplane model. (a) 3-D view; (b) xoy view projection; (c) xoz
view projection; and (d) yoz view projection.

359



Remote Sens. 2019, 11, 1221

5. Discussion

Taking the algorithm’s efficiency, practicability, robustness, and precision into consideration, the
simulation and experimental results have verified that the SSCF technique proposed in this paper is the
most suitable method for image registration in THz InISAR imaging. Until now, there has been limited
research on InISAR imaging with terahertz radars. This paper takes the lead in putting forward a THz
InISAR imaging system, and it has carried out InISAR experiments in the laboratory environment. In
the next stage, long-distance experiments that connect a traveling-wave tube amplifier will be carried
out to verify the SSCF technique proposed in this paper.

6. Conclusions

In this paper, a translational motion parameter estimation method based on SSCF technique
was proposed to achieve image registration in InISAR imaging under a low-SNR environment. The
“angle glint” phenomenon and phase wrapping in motion measurement curves were solved, and the
interference of noise was also removed with the rectangular filter operation in image domain. Based on
this method, the estimation accuracy of translational motion parameters can fulfill image registration
requirements when the SNR was larger than −30 dB. Both simulation and experimental results are
presented to verify the validity of the proposed method. The method also can be extended to target
with a more complicated motion feature. Until now, the experiments were carried out in a laboratory
environment, but the work in this paper can provide support to the remote application of THz InISAR
imaging systems in the future.
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Abstract: Avoiding collisions with other objects is one of the most basic safety tasks undertaken in
the operation of floating vehicles. Addressing this challenge is essential, especially during unmanned
vehicle navigation processes in autonomous missions. This paper provides an empirical analysis
of the surface target detection possibilities in a water environment, which can be used for the
future development of tracking and anti-collision systems for autonomous surface vehicles (ASV).
The research focuses on identifying the detection ranges and the field of view for various surface
targets. Typical objects that could be met in the water environment were analyzed, including a boat
and floating objects. This study describes the challenges of implementing automotive radar sensors
for anti-collision tasks in a water environment from the perspective of target detection with the
application for small ASV performing tasks on the lake.

Keywords: autonomous surface vehicles; anti-collision; automotive radar; target detection

1. Introduction

Unmanned vehicle technology and surface robots have been rapidly developed over the past few
years. These systems supersede previously used methods for exploring the underwater parts of the
Earth. Trends in the development of unmanned systems point clearly towards the future execution
of underwater tasks, including hydrographical surveys, using the direct nearness to the bottom by
autonomous surface vehicles (ASVs). The use of ASVs can supplement or replace many hours of
measurements conducted by teams of hydrographers, especially in remote areas. Nowadays ASVs
are used in many scientific and commercial implementations. They can be met for example in the
army for reconnaissance and combat purposes, they serve as research units providing information on
various aspects of the aquatic environment, and as carriers of measuring equipment for the inventory
of watercourses and reservoirs.

The main tasks and challenges for ASVs depend on the kind of mission performed. However,
some of them are common for all approaches and can be treated as a basis for specialized tasks.
Among these for sure is the navigation itself and mission control with the use of telemetry, as the most
basic priority for ship navigation is its safety. The navigation process can be however understood
variably in different applications. In some approaches and applications, like simultaneous localization
and mapping (SLAM), the term navigation also means getting information about the surrounding area.
Various sensors for this purpose can be employed like 3D laser scanners [1]. These aspects, generally
referred to as navigation, can also be found for example in [2,3], where lidar is also used for navigation
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purposes. Some authors also include the path planning process into navigation itself, while the others
threat dynamic path planning as more collision avoidance tasks. A fine survey on this can be found for
example in [4,5].

One of the most important safety tasks during the operation of USV is avoiding collisions. It might
be treated more as a situation awareness task and not navigation itself. Nevertheless the process of
automating collision avoidance is always a key issue for unmanned vehicles, as it directly influences
its safety and ability to perform a mission. Maneuvering for anti-collision purposes consists of
several steps, including target detection, movement vector estimation, identifying the correct collision
avoidance maneuver based on navigation obstacles and other moving ships, and finally implementation.
The first step is always to get information about the surrounding environment, which is done by
on-board sensors, processing the information for the anti-collision module. The most obvious sensors
for this case of robotic application are range finders or in more advanced applications laser scanners [6].
The use of other sensors require implementation of advanced fusion algorithms, like in [7], where it is
proposed to enhance the laser system with cameras. The information gathered from sensors is then
processed by the anti-collision system to find the most suitable track. A fine survey on this, together
with the review of sensors used for anti-collision in USV can be found for example in [8]. There are also
some examples in literature for using radar sensor as a core for anti-collision, mostly in maritime ASV.
Such approach can be found for example in [9] or [10] in which typical pulse X-band radar is used
or in [11] in which frequency-modulated continuous-wave radar (FMCW) X-band radar is proposed
(it might also be an option in [9]). These approaches are suitable for maritime application, however
typical marine sensors may be too big for the smaller USV in inland waters. The new contribution
of this research is to indicate a new approach, which is the implementation of autonomous radar for
water vehicles.

In this paper, we propose a new idea, to implement an automotive 3D radar sensor in the
autonomous navigation system of an ASV. The proposed approach is a combination of the traditional
approach met in the waters, namely the use of radar sensors, and the approach known from roads
in which radars are used for car collision systems. This sensor works with a fixed antenna, unlike
the traditional rotated radar antennas. The first step in target tracking by radar is target detection,
especially small targets in close range observation, which is essential in restricted waters.

In this study, experiments were conducted in real inland waterway conditions with an automotive
3D radar sensor mounted on an ASV owned by Marine Technology Ltd., named HydroDron. The goal
was to use the collected data to address the autonomous collision avoidance problem for future
intelligent ASV systems. This will be the basis for the implementation of such an innovative system for
real-time ASV missions.

It should be pointed out here, that the sensor and system proposed in this study is suitable for
small ASVs performing their duties in inland water or in restricted harbor areas. The detection range
of this sensor is too small to be useful for marine vessels and therefore marine applications are beyond
the scope of this paper. The use cases covered by this research assume that the ASV is performing
her autonomic mission (likely hydrographic, but can be any other), navigating in a lake, river or
near-coast waters. Hydrographic surveys are often performed in the areas near recreational or fishing
sites. The goal of the research was to present detection possibilities for typical objects that could also
be met in these areas, which includes not only boats, but also other floating objects.

The paper is organized as follows—in Section 2 the idea and theory of the radar used is presented;
Section 3 gives the details of the anti-collision system concept together with the review of related works
and papers; Section 4 provides a description of the research; and Section 5 includes the conclusions.

2. Automotive Radar Sensors

Automotive radar is used to detect objects in the vicinity of a vehicle. The sensor consists of
a transmitter and receiver. The transmitter emits radio waves that return to the receiver after bouncing
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from the target. By controlling the direction in which radio waves are sent and received, it is possible
to determine the distance, speed, and direction of the objects.

There are two basic methods for measuring distances using radar. The first is known as the
direct propagation method, which measures the delay associated with receiving the reflected signal.
The delay is correlated with the distance of the reflecting object depending on the speed of light and
period and the transmission and reception of waves. The second method is known as the indirect
propagation method. In the case of indirect propagation, a modulated frequency is sent and received,
and the frequency difference can be used to directly determine the distance and relative velocity of
the object. This requires controllable antennas that can be automatically routed or receive signals
simultaneously from several different directions.

2.1. FMCW Radars

There are two types of automotive radars, pulse radar or radar with continuous wave. The latter
is termed the frequency-modulated continuous-wave radar (FMCW). The pulse radar sends short
pulses and determines the distance by measuring the delay time between the transmitted and feedback
signal [12]. The FMCW radar continuously sends a linearly modulated signal and determines the
distance based on the difference in the transmitted and received frequencies, as shown in Figure 1.

 
Figure 1. Ranging with an FMCW system [13].

Measuring very short time periods in electronics is difficult, which means that building a good
resolution pulse radar is very expensive. However, the resulting resolution is relatively precise,
e.g., the FMCW radar can easily have a resolution of 0.5 m [14].

Impulse radars are blind at short distances—for example, the 50–100 m in front of the radar
is usually a blind spot. FMCW radars do not have this problem. However, for long-range targets,
the pulse radar is better due to the narrower bandwidth and less noise.

In both methods, if the target is moving, the motion creates a Doppler shift in the frequency of
the transmitted radar waves. This is an additional advantage for the impulse radar because it can
also measure the relative target speed. In the FMCW radar, this is a problem because the distance is
measured by measuring the frequency difference between the transmitted and received radar waves,
and each additional frequency offset caused by the Doppler effect of the moving target "shifts" the
measured distance of the object. To remedy this problem, FMCW radar systems use several different
modulation schemes, including modulation with increasing frequency and frequency reduction. If these
offsets are not alleviated by algorithms or have very fast frequency changes, this effect may cause the
appearance of ghost targets on the FMCW radar [15].

Automotive radars are divided into three categories—long-range radar (LRR), medium range
radar (MRR), and short-range radar (SRR). LRR is used to measure the distance and speed of other

365



Remote Sens. 2019, 11, 1156

vehicles, MRR is used in the wider field of view, and SRR is used to detect objects near the vehicle.
Two main frequency bands are used in the automotive radar systems—24 GHz and 77 GHz [16,17].

SRR for vehicles uses 24 GHz frequency because the band can detect objects at short and medium
distances. A 24 GHz radar is also used to detect an object that can be obstructed or is located very
close. Radar systems with the same repeatability can also be used to detect dead spots, which directly
involves avoiding collisions. SRR sensors are not used to measure the angle of the detected objects
and have a very wide side coverage. Usually, they are operated in pulse mode or in continuous wave
mode. Small range radars require a controllable antenna with a large scan angle, creating a wide field
of view [18].

While difficult to implement, LRR uses the higher permitted transmission power (77 GHz) to
obtain better performance. It is easier to develop 24 GHz bands, but more difficult to integrate such
radars systems into the vehicle due to their larger size. In addition, these sensors work with the same
performance as the 77 GHz radars but with three times larger antennas. Therefore, the 77 GHz radar
is smaller and, in contrast to the 24 GHz radar, is easier to integrate with a vehicle at a lesser cost.
An additional and undeniable advantage of the wider 77 GHz band is that it provides drivers with
a better resolution of objects by providing greater accuracy. The detection and reaction to the presence
of both large and small objects are possible due to the clever signal processing. In the case of LRR,
a higher resolution is also provided for a more limited scanning range, which requires a larger number
of directional antennas [16,17].

In the 77–81 GHz range, bandwidths up to 4 GHz are available, while the bandwidth available
in the 24 GHz band is 200 MHz. The difference between the frequency of the signal emitted by the
transmitter and the frequency of the received reflected signal is linearly dependent on the distance
from the transmitter to the object. The accuracy of measuring this distance and resolution are
important. The resolution is understood as the minimum distance between the objects so that they
can be distinguished as different. The transition from 24 GHz to 77 GHz results in a 20 times better
performance in terms of resolution and accuracy. The resolution of the 77 GHz radar range can reach
4 cm. For comparison, the 24 GHz radar achieves a resolution of 75 cm. Therefore, the advantage
of the 77 GHz system is that it can detect objects that are at a short distance away from each other.
Finally, the wavelength of 77 GHz signals is a third the frequency of the 24 GHz system, which enables
significantly smaller modules in the spatially limited areas of the vehicle. The relative antenna sizes
are shown in Figure 2.

Figure 2. Antenna sizes for 24 GHz (left) and 77 GHz (right) radar systems [19].

Figure 3 shows the range and width of coverage of SRR, MRR, and LRR. LRR can detect objects in
a wide area and can cover a range from 10 to 150 m at a beam width of 10◦. MRR can cover a range up
to 50 m with a beam width of 30◦. In contrast, SRR can be used to track objects within a distance of
20 m from the vehicle with a beam width of 60◦ [20–22].

366



Remote Sens. 2019, 11, 1156

Figure 3. The range and width of coverage of short-range radar, medium-range radar and long-
range radar [19].

2.2. Radar Used in this Study

The specifications of the radar used in this study are presented in Table 1. It is a 3D UMRR 42HD
automotive radar with a 24 GHz microwave sensor. The type 42 antenna has a wide field of view.
The sensor is a 24 GHz 3D/UHD radar for motion management and is able to operate under adverse
conditions, measuring in parallel parameters such as angle, radial speed, range, and reflectivity. It is
usually used as a standalone radar for detecting approaching and receding motion. More details on
the sensor used can be found in [23].

Table 1. Specifications of the UMRR 0C Type 42 anti-collision radar.

Parameter Characteristics

Sensor Performance
Maximum range on passenger car 250 m (@20 dBm)/170 m (@12.7 dBm)

Maximum range on truck 340 m (@20 dBm)/280 m (@12.7 dBm)
Instrumented range 340 m

Minimum range 1.5 m
Range accuracy Typically < ±2.5% or < ±0.25 m, whichever is greater

Radial speed interval −88.8 to +88.8 m/s
Minimum absolute radial speed 0.1 m/s

Speed accuracy Typically < ±0.28 m/s or ±1%, whichever is greater
Angle interval (total field of view) −8◦ to +8◦ (elevation); −50 to +50 (azimuth)

Angle accuracy (horizontal) <1◦
Update time 57 ms

Environmental
Ambient temperature −40 to +74 ◦C

Shock 100 G
Vibration 14 G

IP 67
Pressure/transport altitude 0–10,000 m

Mechanical
Weight 1290 g

Dimensions 21.3 cm × 15.5 cm × 4.0 cm
General

Power supply 13–32 V DC
Frequency band 24.0–24.25 GHz

Bandwidth <250 MHz
Maximum transmit power (EIRP) <12.7 (<20 possible) dBm

Interfaces
CAN V2.0b (passive)

RS485 full duplex
10/100 Ethernet
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3. Sensors for ASV Autonomous Anti-collision

As it was said, the anti-collision systems in ASVs are part of the wider concept which aims to
provide tools for the safe and reliable navigation of vessels. One of the key elements of such a systems
are the sensors, which provide data about the environment for further processing.

3.1. Situation Awarness Systems for ASV

Previous research has addressed the various aspects of navigation of unmanned vehicles. Video
data and LiDAR fusion are described in [24]. In [25], an algorithm using LiDAR and a camera for
detecting and tracking surface obstacles using the Kalman filter is presented. The legal aspects of ASV
navigation, including anti-collision, are described in [26]. An approach using artificial neural networks
(ANN) to solve the ASV anti-collision problem is presented in [27–29], where ANN was used to control
the autonomous robot. The 3D mobile (3D LiDAR) and GNSS applied to autonomous car navigation
was presented in [30].

One of a few attempts to use both radar and LiDAR in the navigation of mobile robots was
described in [31–33], which also highlighted new development directions for land mapping based on
radar and LiDAR. An approach using radar and LiDAR fusion to detect obstacles was taken in [34],
an attempt to replace the radar with LiDAR was shown in [35] and the aspects of obstacle sensing
by synthetic aperture radar interferometry was presented in [36]. An interesting approach of the
anti-collision system for ASV is described in [37] in which the gathering of situational awareness relies
on GPS and AIS.

Target detection in close range observation is very important to provide the next step in ASV
navigation, which can be achieved by developing an advanced fast filter to track targets at a close
range using automotive 3D radar. Neural solutions for radar target tracking by maritime navigation
radar have been previously described by the authors of this study [38,39].

3.2. Anticollision Based on Radar Systems

As it was mentioned in the introduction, there are also several examples in literature of using
radar target detection and tracking for the anti-collision of ASV. These examples can be found for
example in [9–11], but also in [40] in which the anti-collision system based on the sensors traditionally
used on maritime ships is presented.

A radar sensor is a commonly used device for anti-collision at sea. Two kinds of solutions
are used for the marine environment—X-band radars and S-band radars. Both of them have their
advantages and disadvantages, however from the ASV point of view none of them are suitable.
The reason for this is that they both require relatively large antennas to achieve reasonable resolution.
Such antennas (of a few meters wide) cannot be mounted on the ASV, which are usually floating
platforms of a few meters in length. On the other hand, the advantages of the radar technology and its
usefulness for anti-collision purposes are hard to be overestimated. Radar waves are relatively resistant
to environmental clutters and thus can be used in fog or even rainy conditions in which cameras
and lidars are useless. Taking all this into account, as well as experience in radar data processing,
we were looking for the possibilities of providing radar technology for anti-collision purposes in ASVs.
Thus, an idea arose to use radars used in automotive applications for tracking and anti-collision in
HydroDron. The main advantages of this proposed, novel solution are:

• Small antenna size (in comparison to marine and inland radars)
• Good detection ranges (up to 300 m for big targets) in comparison to rangefinders
• Better detection possibilities (in theory—to be checked empirically) in comparison to rangefinders
• Wider antenna angle in comparison to rangefinders.

The innovative approach is however as always burdened with some risk. The important questions
are—how will the 77 GHz radar deal with a water environment, how will surface targets be detected
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in this type of radar, what will the detection ranges be in this implementation, and what particular
processing techniques will be useful for this radar in this particular implementation. The answers
for these questions have to be found and for this reason suitable research is needed. In this study,
the goal was to empirically verify the detection possibilities using automotive 3D radar in the water
environment, as most previous research using these types of radar systems have been conducted in
onshore conditions. The radar observations of various targets on the water were collected using a radar
mounted on an ASV.

4. Methodology and Research

The research presented in this paper aimed at providing empirical verification of the automotive
anti-collision radar for target detection in a water environment. For fulfilling this aim a set of research
was designed with the use of empirical measurements and statistical data evaluation. The radar
device was mounted on an ASV and it was used in real time in pre-planned scenarios (stationary
and including movement of the platform). The data was recorded and in a later processing stage,
statistically analyzed. This section provides a description of the research concept, scenarios, research
equipment, and statistical data evaluation, while the results are given in the next section.

4.1. Research Concept and Scenarios

To collect robust measurements, useful for evaluation, the study first identified the detection
possibilities and range for the objects that were typically in inland waters and then determined the
empirical field of detection, which was verified with a declarative beam pattern.

The data was collected in two scenarios, as stationary research and on a moving platform. In both
scenarios, the radar was mounted on the HydroDron ASV, which is described in more detail in the
next section. The research was conducted on Klodno Lake in northern Poland. In the first part,
the HydroDron was moored at the end of the wooden jetty and the targets were moved to provide
observational data for various targets and to characterize their detection parameters (see Figure 4).

 

Figure 4. Configuration for stationary research. Targets were moved along the “moving lane” in front
of the stationary HydroDron.

The targets used in the first scenario are presented in Figure 5, including an airtoy (dragon),
lifebuoy, small boat fender, swans, and a radar reflector. These targets were selected as typical objects
that could act as obstacles on the water surface. The initial research undertaken for the moving ASV has
shown that the detection ranges were small for most of these targets. Therefore, better characterizing
their detection in the stationary scenario was deemed important. Additionally, detection of the floating
radar reflector was tested to determine if the shape of the target had an influence on detection. It has to

369



Remote Sens. 2019, 11, 1156

be pointed out that even such small objects can damage or impair valuable devices carried on board
the ASV or the vehicle itself.

The second scenario was performed with a moving ASV and one target, a moving inflatable boat
(Figure 6), as an example of a typical collision target on inland waters.

The goal of the second scenario was to analyze and characterize the detection while the target
was moving in a typical way. The scenario was divided into three stages, corresponding to IMO
Collision Regulations—head-on, crossing, and overtaking. During crossing and overtaking, different
ranges were tested to obtain complex information regarding the angle of view. In general, more than
40,000 single radar measurements were collected and analyzed, representing 5 head-on, 11 crossing,
and 10 overtaking situations.

Figure 5. Objects used in the first scenario as targets, (a) airtoy, (b) lifebuoy, (c) fender, (d) swans,
(e) radar reflector.

 

Figure 6. Inflatable boat used in the second scenario as the target.
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4.2. Research Equipment and Configuration

In this study, the autonomous anti-collision system for the HydroDron was an automotive radar
sensor, a type 42 UMRR automotive 3DHD radar with a 24 GHz microwave sensor. The radar sensor
was mounted on the unmanned surface vehicle HydroDron.

The HydroDron is an autonomous catamaran, 4 m long and 2 m wide, which is being developed
as a prototype intelligent autonomous multipurpose surface vehicle dedicated to hydrographic
measurements. The HydroDron can perform tasks in water areas that are inaccessible or difficult
to access by larger vessels. The popularity of this type of vehicle is continually increasing because
of its potential to install more sensors and perform surveys in the absence of an onboard operator.
The weight and maneuverability of the vehicle have been reduced to meet the objectives of its
deployment. The platform has a wide range of measuring equipment—an integrated bathymetric
and sonar system, an external inertial navigation system, a sound velocity profiler and sound velocity
sensor, a GPS receiver, a high-frequency single-beam echosounder, a single-beam dual-frequency
echosounder, two cameras, LiDAR, and a UMRR 0C Type 42 radar.

One individual sensor (3D/UHD 24 GHz radar) is employed for traffic management, simultaneously
measuring many parameters, such as angle, radial velocity, range, reflection coefficient, and the entire
series of motionless and motion reflector parameters. It is possible to detect many reflectors that are
simultaneously in the field of view; as many as 256 targets can be detected at once. This number can be
halved depending on the selected communication interface. Sorting of these reflectors is based on the
range; if more than 128 targets are detected, then short-range targets are reported first. The radar is
suitable for determining the speed and lighting in red light, and the sensor can be used in approaching
or in receding traffic mode [19]. Figure 7 shows the radar mounted on the HydroDron platform with
sensors, including the rotating and stationary camera, mounted to increase visual data collection.

Figure 7. Experimental system (a) ASV HydroDron and (b) radar 3D/UHD 24 GHz sensor mounted on
the HydroDron platform.

4.3. Data Evaluation

Several parameters were measured in both sets of scenario experiments. The most important were
the ranges and relative bearings, i.e., relative azimuth angles. In general, the range of the first detection
and last detection for each target was recorded. These were direct relative measurements of the sensor in
the local coordinate system, related to sensor position. Measurements from several iterations (up to 11)
were collected for each scenario to obtain good statistical evaluations. The Student’s t-distribution
was assumed because of the small sample size. The results showed that in this particular case it was
a reasonable approach. Based on this statistical analysis, the average (Equation (1)), standard deviation
(Equation (2)), and standard error (Equation (3)) were calculated for each scenario.

x =

∑n
i=1 xi

n
(1)
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σx = tn−1,α

√∑n
i=1(xi − x)

n− 1
(2)

Sx =
σx√

n
(3)

where:

x represents the measured value,
xi represents measurement in i-th iteration,
n represents the number of iterations (number of measurements),
x is the mean value of x for n measurements,
σx is the standard deviation for n measurements of x,
tn−1,α is the critical value in Student’s t-distribution for n degrees of freedom and confidence, level α
(68.3% in this study), and
Sx is the standard error of x (the standard deviation of the mean value).

Using this method, the minimum and maximum detection range can be obtained for various
bearings, which provides an empirical field of view.

5. Results and Discussion

5.1. Stationary Scenario

In this scenario, measurements were performed individually for the five targets presented in
Figure 5. The object travelled along the moving lane; this target was observed on the screen and
the detection data were recorded. The measurement numbers varied from four to six, depending
on the detection observation and results achieved; the results are compiled in Table 2. At least four
in/out iterations were made for each artificial target. If the results were coherent, performing more
measurements was pointless. The results achieved were very cohesive and as such, the number of
observations performed was reduced. The data achieved were enough to determine if the particular
object was well or poorly detected. The exemption to this rule were the swans, which are live animals
and could not be steered. They approached the vehicle twice and moved away. Thus, two measurements
for the minimum detection range and two for the maximum detection range were measured.

Table 2. Minimum and maximum detection distance results from the Stationary Scenario.

Target Swans Airtoy Lifebuoy Radar Reflector

Number of Measurements 2 4 6 4

detection range [m] min max min max min max min max

Mean 3.96 15.42 4.65 16.43 4.50 13.72 2.99 17.04
St. Dev. 0.11 0.93 0.88 1.02 0.59 1.41 0.34 0.18
St. Error 0.15 1.21 0.53 0.61 0.27 0.64 0.21 0.11

Table 2 presents the minimum and maximum distances of detection along the moving lane.
The mean values as well as standard deviations and standard errors are provided for the minimum
detection and the maximum detection range. The fender was not detected at all and thus it is
not included in the table. The swans were observed for a few minutes and during this time two
measurement lines were chosen. The best detection results were achieved for the radar reflector,
wherein the maximum distance was determined at the end of measurement line although the real
maximum distance was larger. The measured minimum distance was the best for all the analyzed
targets. Despite the complicated direct target observations on the screen and the target being mixed
with others, the post-processing of data allowed the airtoy detection to be extracted and good data
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were obtained. The lifebuoy target visibility was very good and the target was easily distinguishable.
The swans were visibly distorted but observable.

The results indicate that most objects were visible at a distance of approximately 13–17 m.
The minimum distance was generally 3–4 m based on a geometrical distribution. In summary, this stage
of research shows that the radar can detect even small targets for anti-collision. However, small floating
targets, such as fenders and small buoys, are not detected.

5.2. Moving Platform Scenario

In this scenario, three cases were analyzed when head-on, crossing, and overtaking motion.
During the experiment, the ASV moved with a stable course and speed, while the inflatable boat
moved according to the desired trajectory. Both boats were simulating typical collision situations that
could reasonably occur while the ASV was deployed to collect measurements. In each of the three
parts, the target was approaching its own ship from various relative bearings. In Figure 8, the situation
is explained graphically, presenting the ranges of the relative bearing for each situation. It should be
pointed out, that the terms head-on, corssing, and overtaking was slightly modified compared to the
traditional understanding of IMO COLREG (Collision Regulations) requirements. For the purpose
of this research, we proposed that head-on means the situation in which the target is approaching
from the relative bearings in the range (−10◦;10◦); crossing means the situation in which the target is
approaching from the relative bearings in the ranges (−90◦; −8◦) and (8◦; 90◦); and overtaking means
the situation in which the target is approaching from the relative bearings in the ranges (80◦; −80◦).
As it can be seen in Figure 8, the areas slightly overlap each other and the relative course of the object
decides the type of movement. Such definition of the areas in the scenario ensures the analysis of the
maximum detection range in the entire filed of view of the radar antenna.

 
Figure 8. Situation areas in dynamic scenario.

For head-on motion, the boats were moving toward each other from a large distance. The goal
was to determine the maximum detection distance for such a boat. According to the declarative field of
view, the head-on course should provide the maximum detection distance. The tracks analyzed in this
scenario (after entering the field of view) are presented in Figure 9. The own ship was located in the
beginning of the coordinate system and the x-axis is oriented with a relative bearing of 0◦. The relative
tracks of the targets after entering the field of view are given.
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Figure 9. Moving Platform Scenario tracks for head-on motion experiments.

The results for the head-on situation are compiled in Table 3. Because of the good convergence of
measurements, it was decided that five iterations were good enough in this situation.

Table 3. Moving Platform Scenario results for head-on motion.

Measurement Number Range [m] Relative Bearing [◦] Relative Radial Speed [m/s]

1 169.32 −8.00 −2.28
2 169.16 −1.44 −2.60
3 168.68 −1.44 −2.36
4 168.72 −6.40 −2.84
5 169.32 −7.84 −2.36

Mean 169.04 −5.02 −2.49
St. Dev. 0.38 4 0.28
St. Error 0.17 1.79 0.12

As shown in Table 3, the mean detection range for this type of boat is 169.04 m. This measurement
was reproducible, such that according to the 3-sigma rule, the real detection range should vary from
168.5 to 169.5 m. This result generally confirms the declarative detection range for small cars onshore.
The relative bearings confirmed the scenario assumptions (head-on situation) and the relative speed
shows that the target approached at a nearly constant speed of 2.5 m/s.

In the crossing and overtaking motion, the main goal was to find the angles at which the target
appeared in the field of view and then left it. Eleven tracks were recorded for both the crossing and
overtaking motion experiments. The relative tracks are presented in Figure 8. The graphs show
a plan view, in which the HydroDron is in the middle of the body frame coordinate system and the
x-axis points toward the heading. The observed platform presented in Figure 6 (an inflatable boat) was
moving according to the established patterns. The HydroDron was moving with a steady course and
speed, while the target was maneuvering. As it can be seen in Figure 10a, the tracks were recorded in
various distances, from a few meters up to 170 m (detection maximum for this type of target). In the
case of overtaking movement (Figure 10b), only the moment of the first target detection is important
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and thus only the incoming target was taken into account. Notably, the tracks were selected to verify
the angles over various distances, both smaller and bigger. The measurement results for crossing the
tracks are provided in Table 4.

Table 4. Moving Platform Scenario results for the crossing motion experiments.

Relative Bearing [◦] Relative Bearing [◦]
Port Side Starboard Side

Incoming Target Outcoming Target Incoming Target Outcoming Target

Mean −40.93 −45.38 44.13 43.26
St. Dev. 18.89 7.93 11.31 8.40
St. Error 8.45 3.55 5.06 3.76
Minimum −12.00 −37.6 29.92 35.68
Maximum −53.44 −50.56 52.16 53.76

Figure 10. Moving Platform Scenario tracks for (a) crossing and (b) overtaking motion experiments.

As shown in Table 4, the statistics for the crossing motion experiments are divided into the port
side and the starboard side of the ASV (and radar). Additionally, the results are presented separately
for the target coming into the field of view and then leaving it. The sample size was small due to the
complexity of the study, so the T-distribution was used. In each case presented in Table 3, the mean
value is within (40◦–45◦), which can be treated as the typical angular restriction of the field of view.
However, the maximum values are more than 50◦ and the distribution is more or less symmetrical.
Furthermore, the standard deviation and standard error achieved in these experiments are relatively
big because the crossing motion occurred at various ranges. Based on evaluation of the detailed data,
we found that at larger ranges, the angular field of view was smaller and the crossing target entered
the view later; for example, when the target appeared at 169.2 m, the angle was −12◦.

The observations made in the crossing motion experiments were confirmed in the measurements
for the overtaking situation, as shown in Table 5. Seven measurements are presented, together with
statistics based on the T-distribution assumption. In these experiments, only incoming targets were
analyzed, and the absolute value of the bearing was calculated without dividing it into portside and
starboard side.
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Table 5. Moving Platform Scenario results for the overtaking motion experiments.

Measurement Number Range [m] Absolute Value of Relative Bearing [◦]
1 62.64 39.84
2 18.24 51.2
3 7.52 49.92
4 2.92 50.72
5 4.24 50.72
6 6.44 51.52
7 30.32 51.36

Mean 18.90 49.33

St. Dev. 23.98 4.68
St. Error 10.72 2.09

Overtaking usually occurs at relatively small distances, a situation that was reproduced in this
research. This results in a better and more accurate mean value of nearly 50◦. In the first measurement,
where the distance was more than 60 m, the bearing was smaller. Summarizing these observations,
the angular field of view should be determined as a function of range; for small ranges it is nearly
linear (approximately 45–50◦), but for bigger ranges the field of view falls exponentially. To verify
this hypothesis, the relative bearing graphs are presented in Figures 11 and 12. Figure 11 presents the
relationship between the range and relative bearings, wherein the minimum- and maximum-recorded
bearings for each distance are plotted. The envelope for more than 40,000 measurements collected in
the Moving Platform Scenario is presented.

 
Figure 11. Relative bearing as a function of x-coordinate in the Moving Platform Scenario.

As shown in Figure 11, larger x-coordinates correspond to smaller bearings to detect the target.
Although the maximum detection range is still approximately 170 m, the geometry of the sensor and
experimental configuration suggests that targets at smaller distances will not be detected. For example,
a target at a distance of 150 m at a relative bearing of 40◦will not be detected by radar. This consideration
leads directly to the detection area pattern presented in Figure 12. The graph shows the measurement
points positions in the Cartesian coordinate body system. The vertical axis indicates the direction of
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ASV movement with an envelope of detectable targets. The field of view appears as a quarter circle
with a radius of almost 170 m. Up to approximately 120 m, the angular width of the field of view is
almost identical (90–100◦); at further distances, the effective width is smaller. Notably, no lobes are
observed, which could be expected, based on the declarative beam pattern. The envelope presented in
the graph is generally a smooth line that was created based on the minimum and maximum range
values for each bearing with a resolution of 1◦. A comparison with the measurement points indicates
that this envelope is rather optimistic and the effective field of view is narrower. Some disturbances to
the envelope can be observed at distances of about 100 m (x-axis), which are larger on the starboard
side, where the graphed line is less smooth. One reason for this might be the mounting on the boat left
of the echosounder pole. This hypothesis should be verified in the future.

 
Figure 12. Empirical detection pattern based on measurements collected in the Moving Platform;
measured points are in green and the envelope is shown with a red line.

6. Conclusions

The research in this study provides an empirical analysis of surface target detection in a water
environment with automotive radar, which can be used for the future development of tracking and
anti-collision systems for ASVs. The research focused on identifying the detection ranges and field of
view for various targets. Typical objects that could be met in the water environment were analyzed,
including a boat and floating objects.

The overarching goal of the research was to verify a novel approach for object detection in
a water environment. The novelty was based on using radar sensor for this approach, which is
usually implemented in cars for road situations. This approach may in the future overcome the
disadvantages of other systems used for anti-collision in ASV, namely laser rangefinders, lidars,
and cameras. The proposed system was verified in real conditions with the online recordings.

The research showed that the system was capable of detecting many small targets but some
objects, such as a fender, were not detected. Therefore, detection depends both on the size of the
target and the material. In general, objects that are air inflated, such as fenders or airtoys, show worse
detectability than solid targets, such as lifebuoys. Detection can be significantly improved using a radar
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reflector, however these reflectors are not usually deployed in practice. In general it can be said that
the maximum detection range of small targets is about 15 m, while in very short distance (less than 3 m
in research configuration) they are in the shadow due to antenna mounting. It can be assumed that
15 m is a reasonable distance to perform hard anti-collision maneuvers (like full stop) for such a small
target with good maneuverability, however this judgment has to be verified in future research.

The second part of the study was conducted using an inflatable boat as the model object in
motion. A complex analysis of the field of view for this target was performed, including the radial
distances at different angles for various movement parameters. In general, the empirical research
confirmed the product limitations and performance declared by the producers, under the assumption
that an inflatable boat could be treated as a small car based on their size similarities. The maximum
detecting range, confirmed with statistical post-processing, was about 170 m, while the field of view
was about 100◦ (50◦ for each side). These values seem to be reasonable for planning anti-collision
maneuvers with moving targets.

In summary, for larger targets that represent the greatest risk, the radar system provides good
detection for anti-collision purposes. For smaller targets, the detection ranges are smaller, although for
most targets, it would be small enough for the ASV to maneuver around. Additionally, some small
targets were not detected. Generally, the automotive radar system may be a good basis for an ASV
anti-collision system; however it should be supplemented with the integration of additional sensors,
such as laser rangefinders. In the future, the detection stability and additional small targets should be
investigated. It would be also interesting to see how this kind of radar would react in a sea environment.
ASVs used at sea might be also a possible target of implementation.
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Abstract: Real-time quality-controlled surface current data derived from X-Band marine radar (MR)
measurements were evaluated to estimate their operational reliability. The presented data were
acquired by the standard commercial off-the-shelf MR-based sigma s6 WaMoS® II (WaMoS® II)
deployed onboard the German Research vessel Polarstern. The measurement reliability is specified
by an IQ value obtained by the WaMoS® II real-time quality control (rtQC). Data which pass the
rtQC without objection are assumed to be reliable. For these data sets accuracy and correlation
with corresponding vessel-mounted acoustic Doppler current profiler (ADCP) measurements are
determined. To reduce potential misinterpretation due to short-term oceanic variability/turbulences,
the evaluation of the WaMoS® II accuracy was carried out based on sliding means over 20 min of
the reliable data only. The associated standard deviation σWaMoS = 0.02 m/s of the mean WaMoS® II
measurements reflect a high precision of the measurement and the successful rtQC during different
wave, current and weather conditions. The direct comparison of 7272 WaMoS® II/ADCP northward
and eastward velocity data pairs yield a correlation of r ≥ 0.94, with |biasΔ| ≤ 0.06 m/s and
σS = 0.05 m/s. This confirms that the MR-based surface current measurements are accurate
and reliable.

Keywords: X-Band radar; marine radar current measurement; quality control; measurement reliability;
accuracies; precision; WaMoS® II; vessel mounted acoustic Doppler current profiler

1. Introduction

Marine radars (MR) are designed for navigation and vessel traffic control. Depending on the
physical environmental conditions given by precipitation, wind and waves, signatures of the sea
surface commonly referred to as sea clutter become visible in the near range (<5 km) of the MR radar
images. Regarded as a disruptive noise for navigational purposes, sea clutter is normally suppressed.
Even though sea clutter signatures are well known, they are still not completely resolved, and are still
under investigation both experimentally and theoretically. Nevertheless, it turns out that sea clutter
includes valuable information on surface waves [1]. Following Bragg theory, sea clutter is caused by the
backscatter of the transmitted electromagnetic waves from the short sea surface ripples in the range
of half the electromagnetic wavelength (i.e., ~1.5 cm). Longer waves, such as wind sea (~10 m) and
swell (~100 m), become visible as they modulate the sea clutter signal. Both surface currents and water
depth affect the wave propagation [2,3]. As MRs image sea clutter simultaneously in time and space,
this allows the derivation of multi-directional unambiguous wave information, surface currents, and
(in shallow water) also water depth.

Driven by the growing need for precise information about waves and surface currents,
commercially available MR-based wave and current monitoring devices, such as WaMoS® II, have
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been developed [4–6]. Their capability and performance in a wide range of different applications,
ranging from coastal applications [7–9] to vessel-mounted applications [10–12], have been proven.

The sea clutter observations of MRs typically range up to 3–5 km, with spatial and temporal
resolutions on the order of 7.5 m and 2 s, respectively. This allows MRs to monitor waves longer than
15 m and current conditions over an area of several km2 in real time. As sea clutter is caused by the Bragg
backscatter of the transmitted electromagnetic waves from the short sea surface ripple waves (~2 cm),
a minimum wind speed of 2–3 m/s is required for its presence [13]. In calm periods in the absence
of ripples, no sea clutter can be observed, thereby preventing MR sea state and current observations.
Also, signatures of rain or snow (weather clutter), or other features in the radar image not related to sea
clutter, can disturb MR wave and current observations. These environmental limitations reduce the
confidence and acceptance of the MR-based measurements, and therefore need to be treated carefully.

The aim of this paper is to assess the present status of the MR-based WaMoS® II system, focusing
on its data usability with respect to reliability and accuracy. For this purpose, current measurements
obtained onboard the German research vessel Polarstern during the Atlantic transit cruise PS113 [14]
between Punta Arenas, Chile, and Bremerhaven, Germany, in May 2018 are used. The outline of the
paper is as follows: In Section 2, we give a brief introduction on the methods used to estimate the
accuracy and precision of fluctuating measurements. Section 3 describes the sensors used, with a
focus on WaMoS® II. In Section 4, we present the WaMoS® II real-lime quality control (rtQC) used to
specify data reliability. Observations made during the Atlantic transit cruise PS113 are presented in
Section 5. Results of the accuracy estimation and comparison with acoustic Doppler current profiler
(ACDP) measurements are presented in Section 6. Finally, in Section 7, we give a summary and
draw conclusions.

2. Methods: Accuracy and Precision

A common method to evaluate the accuracy and precision of measurements is to perform a
direct comparison of data sets from different sensors. In the case of MR-based current measurements,
corresponding reference measurements from in situ sensors like ADCPs are used [15]. The underlying
assumption of this approach is that both sensors observe the same property (P), and it is assumed
that spatial and temporal homogeneity and deviations between the data sets can be related directly to
inaccuracies in the measurements. However, this method of comparison is limited in that observed
deviations do not automatically relate to inaccuracies of the measurement technique [16]. The biggest
contribution to independent sensor deviations can be attributed to the different measurement locations
of the sensors. For example, an ADCP delivers subsurface current measurements in a limited local
volume, while MR-based observation represents current measurements at the sea surface over a spatial
domain of several hundreds of square meters. Due to different current structures (e.g., wind-forced
surface Ekman flow and geostrophic current shear extending deeply over a large part of the water
column), vertical homogeneity is not given at all times. Ref. [17] found that 80%, or more, of the
observed deviations between ADCP and HF radar current measurements on the West Florida shelf
were associated with horizontal and vertical separation between the measurements.

In addition, the informative value of the direct comparison of two independent data sets might
be misleading, as it completely neglects the natural variability of the current as a vector, consisting
of mean, oscillatory and chaotic contributions. This makes the results more difficult to compare and
properly interpret [18]. Therefore, we use a combination of methods to evaluate the quality, reliability,
precision, and accuracy of MR surface current measurements.

For practical handling of a fluctuating quantity, P, its temporal averages P over a suitable period
(averaging time τ) are used. This allows to describe P as P = P + P′, where P′ is the fluctuation with
P′ = 0. Based on this assumption, the resulting measurement is represented by the average P, which
depends, among other things, also on the used sampling and averaging intervals.

In this paper, we aim to evaluate the general performance of WaMoS® II data by directly
comparing both the mean current, U, and the corresponding standard deviation, σU, representing the
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short-term oceanic fluctuating component of the current. To evaluate the accuracy of the WaMoS® II
measurements, a direct comparison of U, with the corresponding ADCP measurements is carried out,
where the accuracy is described by correlation coefficient (r), bias (Δ) and standard deviation (σΔ) of
the difference:

r =

∑N
i = 1

(
Xi −X

)(
Yi −Y

)
√∑N

i = 1

(
Xi −X

)
·∑N

i = 1

(
Yi −Y

) (1)

Δ =
1
N

∑N

i = 1
Δi, with Δi = Xi −Yi (2)

σΔ =

√√√
1

N − 1

⎛⎜⎜⎜⎜⎜⎝
N∑

i = 1

(Δi − Δ)2

⎞⎟⎟⎟⎟⎟⎠ (3)

where X = 1
N
∑N

i = 1 Xi and Y = 1
N
∑N

i = 1 Yi represent the mean measurement of the data sets X

and Y, respectively. The resulting combined standard deviation is defined as σΔ =
√
σ2

X + σ2
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Assuming that the measurement errors of the two sensors are uncorrelated and of equal magnitude,
the individual (single) standard deviation σs = σX = σY, and can hence be estimated by:

σS =
1
2

√
2 σΔ. (4)

Note that r, Δ, and σS include deviations related to horizontal (σΔh) and vertical (σΔv) gradients,
as well as temporal variation (σt) of P, which are not related to inaccuracies of the measurement device.
Using the mean instead of the instantaneous measurements leads to statistically more stable and
reliable results as the effect of uncorrelated natural variability is minimized.

To evaluate the precision of an individual sensor itself, we use a more general approach. This
approach is based on statistical analysis of a property P, represented by a statistical population {P1, P2,
. . . , PN}. The precision of the measurement of P can be estimated by the standard deviation σ

(
P
)

of the

mean P, which is given by:
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where i = 1, N denotes individual values over the averaging interval τ.
Following this strategy, the precision of a measurement is estimated by the standard deviation

σP of the mean P. Using an averaging interval of τ = 20–30 min in combination with typical update
rates of WaMoS® II measurements ranging between 1–3 min allows us to obtain a sufficient number of
independent measurements, and hence gives statistically significant results for our investigation.

3. Data

The data used for the WaMoS® II-ADCP comparison were acquired on board Polarstern during
the Atlantic transit cruise PS 113 (May 2018) [14].

3.1. Sigma S6 WaMoS® II

The MR-based measurements were carried out by the sigma S6 WaMoS® II system. This standard
commercial, off-the-shelf system consists of a high-speed video digitizing and storage device, which
can be interfaced to most conventional analog and digital navigational X-Band radars. The sigma S6
system technology can be supplied with different software packages for various real-time applications
like small target detection, oil spill detection and ice navigation and monitoring, as well as real-time
sea state and current measurements (WaMoS® II).
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The WaMoS® II system can be operated from fixed platforms and coastal sites, as well as from
moving vessels. For the latter application, the horizontal vessel motion needs to be compensated.
The large vertical beam width of MRs, the range of which is normally between 20◦ and 25◦, depending
on the used radar type, ensures the ability to scan the sea surface even when the ship is pitching and
rolling [19]. Hence, we assume that vessel motions like pitch, roll and heave have no critical influence
on the WaMoS measurements.

The horizontal vessel movement can be removed during data processing, either in the space-time
or in the wave number-frequency domain. The compensation in the wave number-frequency domain
requires that the vessel movement over ground is constant (no variation in speed or course) during
radar data acquisition given by number of individual radar images times radar repetition rate. In this

case, the vessel movement is related to a fixed Doppler shift (
→
k
→
Vship), and can be separated from the

Doppler shift related to the surface current (
→
k
→
Ucurrent), where

→
k is the wave number vector. The motion

compensation in the space-time domain is performed by georeferencing [15,20]. Using GPS ship
position and heading (gyro), orientation and position are estimated for every radar pulse. When
transforming the sea clutter information from polar coordinates to Cartesian image sequences, each
point of the resulting analysis area corresponds to a fixed position relative to the earth, independent of
how the vessel is moving during the acquisition time. This method requires more computing time
and limits the area available for analysis, but is independent of the ship movement. However, in
cases when the vessel is moving very fast (>20 kn), this method might fail, and this occurs when the
analysis area moves out of the radar view field. In both cases, very precise vessel heading is required
as the error due to misalignment is amplified by the vessel speed [10]. For this application, WaMoS®

II processing was set to georeferencing mode, as the vessel speed of Polarstern was <12 kn, in general.
With the sampling strategy of 64 images per individual WaMoS® II measurement and a radar rotation
time of 2.5 s, the maximum expected offset during data acquisition is about 1 km, and this is acceptably
small compared to the WaMoS® II radar view range of 3 km.

The WaMoS® II system onboard Polarstern is connected to an analog SAM Radarpilot 1100
(9.4 GHz), with a rotation rate of RPT = 2.5 s. This radar is dedicated to the WaMoS® II application
(in the following, this is referred to as the WaMoS® II radar). The mounted 5 ft antenna provides
1.5◦ angular resolution. Running in short pulse mode, with a pulse length of 80 nsec, the transceiver
delivers data with 12 m range resolution. By oversampling of the radar raw data in direction and
range, the sigma S6 digitizer delivers radar information with an angular resolution of 0.35◦ and 5.62 m
in range (26.7 MHz). The WaMoS® II radar view field covers a range for 0.303–2.356 km from the
antenna, with the second quadrant sector blanked due to the mast construction (Figure 1).

For one individual WaMoS® II measurement on board Polarstern, 64 consecutive radar images
were analyzed, so that the WaMoS® II results represent temporal means of 2.67 min (64 × 2.5 s).
To overcome the effects of the directional dependency of the wave imaging in radar images from
radar look direction relative to wave and wind direction [10], the WaMoS® II analysis areas were
placed all around the vessel. Figure 1 shows a vessel-oriented radar image, which was obtained by
sigma S6 WaMoS® II on 12 May 2018, 12:00 UTC. At that time Polarstern was sailing northeastwards
(42◦) at 12 kn (6.2 m/s), while the wind was blowing from 271◦, at about 14.4 m/s. The color refers to
the measured radar return: black meaning no return level, and white indicating the maximum level.
The radar return is digitized to 12 bits, which allows a signal strength ranging from 0–4095. To ensure
no information is lost due to clipping at the lower limits, the digitizer is set below the noise level of the
system. For the Polarstern system, a mean noise level of 500 was determined during system installation.
To avoid reflections from the vessel superstructure in the near range, the system starts sampling after
a dead range of 300 m. The analysis areas are the three grey rectangles indicating size (128×256
pixels) and alignment (35◦, 255◦, 325◦ relative to vessel heading) of the sigma S6 WaMoS® II (Figure 1).
To overcome the directional dependency of the wave imaging in the radar images, the individual wave
spectra of each analysis area are averaged. From the resulting spatially averaged spectrum, statistical
wave parameters such as significant wave height (Hs), peak wave period (Tp), peak wave direction
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(θp), etc., are derived. The WaMoS® II update rate onboard Polarstern is approximately 3 min, given by
the time taken for 64 images to be acquired, multiplied by the radar repetition rate of 2.5 s.

 

Figure 1. Vessel head-oriented WaMoS® II radar image acquired onboard the Polarstern on 12 May
2018, 12:00 UTC. The color scale refers to strength of the received radar return. The highlighted boxes
indicate size and alignment of the three WaMoS® II wave analysis areas relative to the radar view field.
The arrow in the center indicates the orientation of the Polarstern, which was moving at 12 kn and a
course of 43◦ during data acquisition, and north is indicated by the arrow in the top right.

From the measurements of the phase speed (c) of the captured surface waves, the underlying

ocean surface currents (
→
Us) are derived by identifying deviations from the known dispersion relations

of surface waves. Assuming that
→
Us is small compared to c, the depth-weighted effective surface

current is given by:
→
Us(k) = 2k

∫ H

0

→
U(z) exp(−2kz)dz (6)

where
→
U(z) is the vertical current profile, with z being positive downwards and H being the water

depth. As the influence decays exponentially with depth, the resulting current
→
Us represents a vertical

average of the ocean currents within the wave-influenced surface layer DW [21]. DW varies depending
on the wavelength (λ = 2π/k) and height of the captured waves. On average, DW is assumed to
range between 3 and 10 m depending on the predominant wave length, and this will be shallower for
short wind sea waves than for long swell waves [15].

3.2. ADCP

As a reference, data from a vessel-mounted acoustic Doppler current profiler (ADCP) type Ocean
Surveyor from Teledyne RD instruments [22] were used. Its transducers/receivers, operating at a
nominal frequency of 150 kHz, are mounted in the hull of Polarstern, about 11 m below the water
line. It was working in long-range mode with a vertical cell size of 4 m, a blanking distance of
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4 m, and a maximum range of ~320 m. Heading, pitch, and roll from the ship’s inertial navigation
system (GPS and magnetically constrained “gyro”) were used to convert the ADCP velocities to earth
coordinates. The accuracy of the ADCP velocities mainly depends on the quality of the position
fixes and the ship’s heading data. Further errors stem from a misalignment of the transducer with
the ship’s centerline. The ADCP data were processed using the Ocean Surveyor Sputum Interpreter
(OSSI) developed by GEOMAR, Helmholtz Centre for Ocean Research, Kiel ([22]), which corrects for a
possible misalignment between the ADCP transducer orientation and the ship’s forward direction.

To avoid interference with vessel-induced currents, the ADCP measurements are averaged over
the 20–50 m depth range. For the data comparison, quality controlled ADCP current data with
averages over 2 min were used. The quality filter is based on the statistical analysis, where data
outliers exceeding the range of mean value and standard deviation of surface velocity are neglected.
The ideal-theoretical precision σADCP(ideal) of the ADCP measurements can be estimated from the single
ping/bin standard deviation of σADCP(SP) = 0.3 m/s, given by the ADCP manufacturer. Neglecting
natural variability and assuming vertical and temporal homogeneity and independence over 20–50 m
(7 depth bins) and 2 min (100 pings), results in σADCP(ideal) = σADCP(SP)/

√
N = 0.0113 m/s.

4. WaMoS® II Quality Control

The detection of surface waves in radar images is sensitive to data acquisition and environmental
conditions. To create sea clutter, a minimum wind speed is required [13]. Furthermore, a minimum
wave height is required to significantly modulate the sea clutter information. In case of insufficient
wave signatures in the radar images, the system cannot deliver reliable information. To indicate the
reliability of a sigma S6 WaMoS® II measurement, real-time quality control (rtQC) is implemented.
During processing, the rtQC is carried out in different steps, which are also summarized in Figure 2:

• Data acquisition check: This check verifies if all mandatory information is available.
• Sea clutter checks: In this step, the radar raw input is controlled. In cases of insufficient sea clutter

information due to no sea state, rain, very low wind conditions (<3 m/s) or missing data sections,
the data set is marked with a quality identifier IQ of 0 < IQ < 9.

• SNR-checks: Here, the quality of the separation of signal and noise within the image spectrum is
used to evaluate the quality of the current estimate and wave filtering. Data sets which do not
pass these checks have potentially unreliable current estimates and are marked with 10 < IQ < 400.

• Wave system checks: When deriving the standard sea state parameters from the frequency
direction spectrum E( f ,θ), the number of individual wave systems is determined. In cases of
more than 5 wave systems, E( f ,θ) can be regarded as too noisy to give reliable results. In these
cases, the resulting data sets are marked with 400 < IQ < 1000.

• Data basis check: For spatial and temporal averages, a minimum of individual measurements is
required to obtain a statistically stable result and hence trustful data. All mean data sets with less
measurements are marked with 0 < IQ < 10.

The results of the different rtQC tests are accumulated and summarized in an individual IQi value,
which is assigned to the measurement areas (i) (Figure 2). The IQ values are binary numbers where
each digit (0 or 1) corresponds to whether the individual measurement has passed or failed a particular
test. These binary numbers are then converted to decimals, which is what is given as output and
discussed here. Based on the individual IQ value, it is possible to separate reliable data which pass the
tests from unreliable data which do not pass all of the tests. Furthermore, the binary structure of the
IQ makes it possible to backtrack the individual results of the different tests, and therefore enables
validation of the significance of an individual test and the adjustment/optimization, if necessary, of
thresholds for particular installations. For example, if the sea clutter test yields parts of the analysis
area that contain rain signatures (see Figure 1), this leads to IQ = 4. If in the SNR check the data does not
pass the significance test so that IQ = 20, this is added to give IQ = 24. Furthermore, if the wave system
check failed as the resulting spectrum is too noisy to identify significant individual wave systems,
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IQ = 100 is added. The accumulated result is then IQ = 124, indicating unreliable measurements due to
insufficient radar data because of rain. For the presented data set, it turned out that the sea clutter
checks do not indicate unreliable data on their own. This means that partly missing or disturbed sea
clutter information alone does not automatically lead to identification as unreliable data. Only in
combination with the subsequent quality checks can the results be regarded as unreliable. Even when
the results of the sea clutter checks do not explicitly indicate insufficient data, it reveals the potential
cause of measurement failures. This will be discussed in more detail with respect to rain signatures
later on. For practical use a decimal IQ valid limit of 10 is set.

 

≥

Figure 2. Flow chart of the WaMoS II real-time quality control (rtQC) The different quality checks
(diamonds) are carried out with in the levels of the WaMoS processing chain. Boxes indicate key steps
in the processing from the radar images in polar coordinates to the resulting wave spectra, peak wave
and current parameter.
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Figure 3a shows a radar image acquired during a calm period with wind speed <3 m/s. Due to
the absence of ripple waves (~3 cm) no sea clutter is visible. Figure 3b shows a radar image acquired
during heavy rain. The potential sea clutter is covered by the rain signatures visible as patches of high
backscatter intensity generated by the rain drops in the air. In both cases, no sufficient sea clutter is
visible, and the corresponding rtQC results in IQ > 400.

 

Figure 3. Radar images showing insufficient sea clutter information for wave and current retrieval.
(a) Calm wind condition showing no sea clutter. (b) Heavy rain condition, where rain signatures covers
sea clutter information. The color code refers to strength of the received radar return. The highlighted
boxes indicate size and alignment of the three WaMoS® II analysis areas.

Figure 4 shows radar images under limited conditions due to moderate rain. The rain signatures
are spatially localized (Figure 4a) or are weak (Figure 4b) and allow the detection of wave signatures
and therefore also the wave and current analysis. The evaluation of the resulting data suggested that
some of the wave parameters are more robust than others with respect to limited sea clutter information.
The analysis shows that the directly measured parameters like wave period (Tp), wave direction (θp),

and surface current (
→
U) are more robust than the indirect measurement of significant wave height

(Hs). As long as no other rtQC check has been failed, these direct wave parameters can be assumed
to be reliable when IQ < 10. This does not apply to the indirect estimates of Hs, which are based on
the accurate determination of the signal to noise ratio (SNR). Missing sea clutter information leads
immediately to missing signal intensity and hence to a lower SNR, which results in a decrease in Hs.

It needs to be stressed that the rtQC is performed in real time during data processing, and does not
require post processing. Furthermore, the identification of insufficient radar information is carried out
independently of external information on rain and wind. In cases where the internal WaMoS® II rtQC
identifies insufficient sea clutter (IQ> 10), this information is aligned with wind information (if available)
to give the combined information, to indicate that currently MR measurements are not possible due
to the lack of sufficient wind. This keeps the WaMoS® II rtQC independent of additional external
information and their reliability. The relation between IQ and wind information is an additional piece
of information for the user and makes it possible to evaluate the actual threshold of the wind speed for
the particular WaMoS® II set up (used radar, installation geometry, etc.).
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Figure 4. Radar images showing limited sea clutter information for wave and current retrieval. (a) Rain
signature partly obscures sea clutter. (b) Weak rain signatures blur the sea clutter.

5. Observations During the Cruise

Figure 5 shows the cruise track of Polarstern during PS113 for May, 2018 outside of exclusive
economic zones (EEZ, 200 miles). The WaMoS® II recording started when Polarstern left the EEZ of
Argentina, 11 May 2018. During the cruise different current regimes from wind-forced to density-driven
currents up to more than 2 m/s were encountered. Besides different current regimes, various
environmental conditions were experienced. These ranged from a storm event at the beginning of
the cruise (May 12/13), with wind speeds up to 20–25 m/s and sea states up to 6–7 m significant wave
height (Hs), to calm (wind speed <3 m/s) and rainy periods. The latter give the possibility of validating
the proper rtQC. Even though no reference data for the WaMoS® II sea state measurements were
available, unreliable data can be identified in the data set, as during insufficient sea clutter conditions,
the peak wave direction and current shows an unrealistically high variance.

During the cruise, it turned out that the other X-Band radar onboard Polarstern, which is used for
navigation, interfered strongly with the WaMoS® II radar. This led to partly corrupted radar image
acquisition and gaps in the time series. These corrupted radar data were identified by WaMoS® II
rtQC. To minimize and evaluate the impact of the radar interferences on the WaMoS® II measurements,
corrupted images or sectors were replaced by blanked data, and such data sets are marked with IQ = [1
or 2], depending on the amount of missing data in the analysis sequence. This allowed us to evaluate
the impact of missing sectors on the general performance of the system. It turned out that, when
sufficient sea clutter was visible in the other parts of the image and no other rtQC test failed (IQ > 10),
the direct measurement was undisturbed and reliable. The missing signal leads to an underestimation
of the indirect measurement of Hs, which is indicated by IQ > 0.
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Figure 5. Cruise track (grey) of Polarstern. Stick plot (red) indicating the surface currents observed
by WaMoS® II during PS113 (May data only). The length of the sticks is related to current speed,
orientation represents current direction (going to).

The resulting data (Figure 6) analysis proved the performance of the rtQC. It successfully identified
data sets with insufficient sea clutter during rain or no sufficient wind (>3 m/s) conditions, which
are marked grey. Cases with insufficient wind speed were confirmed by independent direct wind
speed measurements (German Weather Service, DWD) onboard. Rain cases were confirmed by visual
observations and visual inspections of the corresponding radar image. Figure 6 shows the time series
of wind speed (top panel in turquoise) and WaMoS® II current speed and direction (middle and lower
panel). WaMoS® II data with IQ < 10 are marked in red, while data with IQ > 10 are marked in grey.
The data sets, which were acquired during very low wind speeds (<3 m/s), show unrealistic scatter in
the current speed and direction. These data sets were successfully identified (IQ > 10) by the WaMoS®

II rtQC, and hence are displayed in grey. This evaluation confirms that a minimum wind speed of 3 m/s
is required for reliable WaMoS® II measurements. In cases of too low wind speed, the radar images
contain only random noise rather than wave information. Without the stringent quality control, the
WaMoS algorithm outputs current solutions based on random noise which are completely unrelated to
the real current conditions (e.g., May 18th). Please note that the WaMoS® II rtQC is independent of the
wind measurements; hence, it is independent from their availability, accuracy and reliability.
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θ

≥

Figure 6. Time series of wind speed (a) and WaMoS® II surface current speed (b) and direction (c).
Data which passed the WaMoS® II rtQC with IQ < 10 are in red, data with IQ ≥ 10 are assumed to be
unreliable and are shown in grey.

For the May 2018 period shown, WaMoS® II carried out 9727 individual instantaneous measurements.
From this data set, about 80% pass the rtQC with IQ < 10 and can be accepted as reliable for direct wave
and surface current measurements. The rest of the data is identified as unreliable because of insufficient
sea clutter due to interferences with the navigation radar and/or environmental conditions (no sufficient
wind, rain, very low sea state). About 10% of the WaMoS® II data had reduced quality, with 10 < IQ<
400, characterized by noisy wave spectra. These data sets may include valuable information, but no
statistically reliable estimates of integrated wave parameters can be derived. Especially rain induced noise

interferes with Hs estimates, while more robust direct measurements like Tp or current
→
U might contain

valuable information. The final 10% of the data set with IQ > 400 does not contain any sufficient radar
signals for WaMoS® II processing.

The results of the WaMoS® II surface current measurements were compared with the ADCP
measurements (Figure 7). The visual comparisons of the measurements demonstrate the general
agreement of the WaMoS® II surface and ADCP subsurface measurements, with exception of the
equatorial region, where a significant vertical current shear does not allow a direct comparison.
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θ

Figure 7. Time series of the current speed (a) and current direction (b) as derived by WaMoS® II
(red/grey) and ADCP (blue) on board Polarstern during PS113 cruise. The grey values indicate WaMoS®

II marked as unreliable (IQ ≥ 10). The vertical line at May 25th marks the time when the equator
was crossed.

The best agreements in current speeds and directions between WaMoS® II and ADCP were
observed at the beginning of the cruise (May 12th–14th) in mid-latitudes (~40◦ S). Oceanographically,
this region is characterized by the opposing northward oriented Falkland-Malvinas Current and the
southward flowing Brazil Current. The area where both currents meet, the Brazil Falkland-Malvinas
Confluence, is recognized as one of the most energetic in the world’s ocean, with large-amplitude
meanders and mesoscale eddies [23]. WaMoS® II as well as the ADCP, observed almost identical
currents with maximum speeds up to 2 m/s, strongly varying in speed and direction. Leaving this
zone, a region with current speed <0.5 m/s was passed. Here small deviations between surface
WaMoS® II and sub-surface ADCP measurements can be observed. This is most likely due to vertically
inhomogeneous current conditions. In the region of the equator (±2◦, ~May 25th), the surface current
measured by WaMoS® II and the subsurface current recorded by ADCP deviate. This deviation is
primarily caused by the Equatorial Under Current (EUC) that occupies the depth range of 30–250 m
with its strong eastward-directed velocities [14], opposing the north-westward-directed wind drift of
the surface layer.

6. Results

In this section, we present the comparison of the quality-controlled WaMoS® II surface current
data (IQ < 10) with the quality-controlled ADCP subsurface current data. The agreement of both
data sets is estimated from the following statistical parameters: Bias, correlation coefficient (r) and
standard deviation (σΔ, σs). For both data sets (WaMoS® II and ADCP), standard deviation of the
mean (σWaMoS, σADCP) for the individual measurements was determined over an averaging interval
of 20 min. For the comparison, the data obtained near the equator was excluded, because vertical
homogeneity was not given there [14]. Finally, 7272 individual data sets pass the rtQC and are used for
this evaluation.

Figure 8 shows the direct comparison of the quality controlled WaMoS® II surface and ADCP
subsurface current measurements for the eastward (UE) and northward (UN) components. For both
components (UE and UN), the statistical results (Figure 8a,c) are in the same range (r: 0.94, 0.97;
bias = −0.02 m/s, −0.06 m/s and σs: 0.05 m/s, 0.05 m/s, respectively). For the UN component, the
correlation r as well as biasΔ and σs are slightly higher. This is most likely related to the fact that
higher absolute values of UN with speeds up to 1.5 m/s were observed, while UE speeds remained
below 0.7 m/s during the entire cruise. The corresponding histograms of the signed differences (ΔUE
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and ΔUN) between the WaMoS and ADCP current components are shown in Figures 8b and 8d.
Both distributions can be fairly well approximated by a Gaussian distribution (ae−(x−b)2/c2

, with a the
height, b the center, c the width (the standard deviation) of the Gaussian distribution). Given the fact
that WaMoS and ADCP measure in different depths, and that ocean currents tend to be vertically
sheared and to veer with depth geostrophically, following the Ekman spiral of the wind driven flow
or the Stokes drift associated with surface waves, some differences between the two measurements
are expected. Hence, a bias of the found magnitude and the slight deviations of the histograms from
Gaussian shape do not necessarily signify a measurement error.

Figure 8. Comparison of the Eastward (UE) and Northward current components (UN) of WaMoS® II
surface and ADCP subsurface (mean of the 20–50 m depth range) currents. (a,c) Scatter plot of WaMoS
versus ADCP. (b,d) Histograms (black) and PDF (blue) of the differences between WaMoS and ADCP.
N gives the number of data pairs, r the correlation coefficient, σs = 1

2

√
2 σΔ the standard deviation.

The bin width is 0.1 m/s in the scatter plots and 0.02 m/s in the histograms.

The comparison of the absolute current speed (US =
√

UE2 + UN2) (Figure 9a,b), reveals
the same agreement (r: 0.96 and σs: 0.05 m/s) with an almost perfect Gaussian distribution and
no significant bias (−0.0004 m/s) of the differences. For the current direction (Uθ, Figure 9c,d) the
correlation is slightly lower (r: 0.87). The bias of −6.88◦ suggests that the disagreement between the
two systems is mostly due to differences in the orientation of the determined currents. However, we
cannot completely rule out at present that one of the two measurement systems or both are subject to
some small systematic errors. A bias in the same range as in our observations is reported from most
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studies comparing MR-derived surface current estimates with estimates from other devices (e.g., [10]).
It is also possible that effects from a possible misalignment of the ADCP transducer are not completely
removed during the ADCP data processing.
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Figure 9. Comparison of the current speed (US) and current direction (Uθ) of WaMoS® II surface
and ADCP subsurface (mean of the 20–50 m depth range) currents. Uθ = 0 refers to northward
current. Please note that due to the angle discontinuity at North (360◦/0◦), Uθ covers the range of
[−90:450◦]. (a,c): Scatter plot of WaMoS versus ADCP. (b,d): Histograms (black) and PDF (blue) of the
differences between WaMoS and ADCP. N gives the number of data pairs, r the correlation coefficient,
σs = 1

2

√
2 σΔ the standard deviation. The bin width for US is 0.1 m/s in the scatter plot (a) and 0.02 m/s

in the histogram (b). The bin width for Uθ is 16◦ in the scatter plot (c) and 12◦ m/s in the histogram (d).

Histograms of the absolute deviations
∣∣∣Δ(UE)

∣∣∣ and
∣∣∣Δ(UN)

∣∣∣ (black) and of the individual standard
deviations for WaMoS (red) and ADCP (blue) for both current components are shown in Figure 10.
Again, the measurement differences for both current components reveal approximately the same
distribution, covering the range up to 0.2 m/s and standard deviation ofσΔ = 0.07 m/s. The corresponding
histograms for the standard deviations of the individual measurements, σWaMoS and σADCP (WaMoS®

II: red, ADCP: blue) show the same behavior: WaMoS exhibits most variation in the interval 0–0.02 m/s,
decaying exponentially at higher values. Due to the natural variability of currents, σ > 0 must be

394



Remote Sens. 2019, 11, 1030

expected, especially in areas with strong currents. Therefore, σ does not solely reflect precision of
the measurements. Again, both components (UE, UN) show the same behavior. The distribution of
the ADCP data has its peak at the 0.02–0.04 m/s bin and decays from there exponentially to higher
values. For both sensors, the individual standard deviations σWaMoS and σADCP are below the estimated
common value, σΔ, obtained from the comparison: σWaMoS, σADCP < σS. The square root of the sum of

the squares of both standard deviations is also below the combined value:
√
σ2

WaMoS + σ2
ADCP < σΔ.

The slightly lower values of σWaMoS compared to σADCP are assumed to result from the different
spatial coverages. Since the ADCP delivers measurements that are locally more confined than those
obtained by WaMoS® II, they can be assumed to be subject to more variability than the WaMoS® II data
representing areal means over several square kilometers. In summary, most of the observed deviations
between WaMoS and ADCP can be explained by the different observation volumes (vertical and
horizontal extents) and the natural velocity variability contained therein. The results of the comparison
between WaMoS and ADCP for the different current components are summarized in Table 1.
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Figure 10. Histogram of the standard deviation of the mean WaMoS® II (red) and ADCP (blue) current
component—(a) UE, (b) UN, (c) US, and (d) Uθ—and the absolute difference between the WaMoS and
ADCP measurements (black). The bin width of the histograms is 0.02 m/s for the current components
and 12◦ for the current direction.
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Table 1. Results of the comparison between WaMoS® II surface and ADCP subsurface current measurements.

Parameter Symbol UE UN US Uθ

Number of data sets N 7272
Correlation coefficient

(Equation (1)) r 0.94 0.97 0.96 0.87

Bias (Equation (2)) Δ −0.02 m/s −0.06 m/s −0.0004 m/s −6.88◦
Total standard deviation of the

difference (Equation (3)) σΔ 0.07 m/s 0.07 m/s 0.07 m/s 55.71◦

Individual standard deviation
(Equation (4)) σS 0.05 m/s 0.05 m/s 0.05 m/s 39.39◦

Standard deviation of the
temporal mean ADCP

measurements (Equation (5))
σADCP 0.05 m/s 0.05 m/s 0.05 m/s 18.00◦

Standard deviation of the
temporal WaMoS®II

measurements (Equation (5))
σWaMoS 0.03 m/s 0.02 m/s 0.03 m/s 6.00◦

7. Summary and Conclusions

The key motivation of this analysis was to evaluate the usability of the MR-based sigma S6
WaMoS® II system with respect to the reliability, precision and eventually accuracy of the surface
current measurements. As previous evaluations of WaMoS® II measurements were based on direct
comparisons with ADCP measurements, the resulting accuracies often lead to misinterpretation. This
is because the data sets used are results of different measurement principles, and also because of
temporal and spatial misalignment of the data sets [24]. The fact that vertical and horizontal current
shears, which lead to deviation of WaMoS® II surface and ADCP subsurface current measurements,
do not automatically reflect an error in one of the measurements was occasionally mentioned in earlier
work [15,25].

To reduce the effect of natural current variability on the data set comparison, temporal means
over an averaging interval of 20 min were used. The averaging further allows one to estimate the
standard deviation of the observed current. The mean current values of WaMoS® II and ADCP were
then directly compared with standard statistical tools, such as correlation coefficient (r), bias (

∣∣∣Δ∣∣∣), and
standard deviation (σΔ, σs). The results of r > 0.9,

∣∣∣Δ∣∣∣ < 0.06 m/s and σs = 0.05 m/s reveal an excellent
agreement between the two data sets and hence the validity of the measurements, especially when
taking into account that these values may include deviations unrelated to errors or inaccuracies in the
measurement devices but to vertical and horizontal inhomogeneities. Only data sets acquired in the
equatorial region, where a large vertical current shear associated with the Equatorial Undercurrent
exists, were excluded from this comparison. The standard deviation of the individual mean current
value (σWaMoS, σADCP) was assumed to reflect the precision of the individual measurements, even
when this parameter is strongly linked to the natural variability of the currents. Here the results
σWaMoS = 0.02 m/s for both current components reflect the high stability of the measurement during
different current regimes and wave conditions. This value represents a combination of the natural
variability of the flow and potential measurement errors. Due to the spatial character of the WaMoS®

II measurement σWaMoS is lower than the equivalent value obtained for the ADCP, σADCP = 0.04 m/s.
The fact that both σWaMoS and σADCP do not exceed the combined single standard deviation σs confirms
the consistency of the validation. Assuming that the sensor-related error of the ADCP is equivalent to
the theoretical error σADCP(theoretical) = 0.0113 m/s the error related to the natural current variations
σ f luctuation(ADCP) = σADCP − σADCP(theoretical) = 0.03 m/s. The fact that σWaMoS < σ f luctuation(ADCP)
is related to the larger integration domain of the WaMoS and that σADCP(theoretical) is an ideal value,
which in reality is likely larger.

To ensure consistent data set precision, and that all WaMoS® II data sets satisfy this high validity,
an internal quality control flag is set for each individual measurement. During Polarstern cruise PS113
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different environmental conditions with high and low wind speeds and wave heights as well a different
precipitation conditions were met, proving the proper performance of the WaMoS® II rtQC.

For operational use of X-Band radar wave and current observations, stringent quality control
is advisable. Interferences in the radar images or in the absence of wind no reliable and accurate
observation of waves and current are possible and can lead to inaccurate measurements. Therefore,
the quality of the measurement needs to be indicated to the user.

For our comparison of WaMoS® II measurements with ADCP reference data, we unfortunately could
not make use of ADCP currents above 17 m. This points to a general shortcoming of vessel-mounted
ADCPs; namely, that no current measurements are taken from the water column above the keel depth of
the ship plus some blanking distance. This shortcoming hampers scientific progress in the understanding
of processes which govern the coupling of atmosphere and ocean. Having shown in our study that
quality-controlled WaMoS® II measurements compare well with ADCP data in regions which are not
obviously subject to strong near-surface vertical shear such as, for instance, the equatorial region with
its undercurrent, suggests making use of WaMoS® everywhere when the quality control indicates valid
measurements, and combine those with ADCP data in order to obtain a full vertical current profile
reaching up to the surface.
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Abstract: For the multireceiver synthetic aperture sonar (SAS), the point target reference spectrum
(PTRS) in the two-dimensional (2D) frequency domain and azimuth modulation in the range Doppler
domain were first deduced based on a numerical evaluation method and accurate time delay. Then,
the difference between the PTRS and azimuth modulation generated the coupling term in the 2D
frequency domain. Compared with traditional methods, the PTRS, azimuth modulation and coupling
term was better at avoiding approximations. Based on three functions, an imaging algorithm
is presented in this paper. Considering the fact that the coupling term is characterized by range
variance, the range-dependent sub-block processing method was exploited to perform the decoupling.
Simulation results showed that the presented method improved the imaging performance across the
whole swath in comparison with existing multireceiver SAS processor. Furthermore, real data was
used to validate the presented method.

Keywords: synthetic aperture sonar (SAS); multireceiver; numerical evaluation; numerical transfer
function; imaging algorithm

1. Introduction

Synthetic aperture sonar (SAS) [1] provides high resolution images via the coherent processing of
successive echo data along the virtual aperture. This makes SAS a suitable technique for applications
such as searching for small objects [2], imaging of wrecks [3], underwater archaeology [4] and pipeline
inspection [5]. Additionally, it improves the classification and detection of objects based on SAS
images [6]. Multireceiver SAS [7], as opposed to monostatic SAS constellation, offers a fast mapping
rate at a given resolution. However, it does this at the cost of complicated signal processor.

For the multireceiver SAS, the point target reference spectrum (PTRS) [8] is a prerequisite of fast
imaging algorithms. The two-way slant range of the multireceiver SAS consists of two hyperbolic
range histories, which include the instantaneous range between the moving transmitter and target
and that between the target and moving receiver. The two hyperbolic range histories make it difficult
to deduce the point of stationary phase (PSP) and PTRS using the method of stationary phase [9].
In order to solve this problem, approximations are often exploited. In [10–12], the phase center
approximation (PCA) was used to model a transducer located at the midpoint between the transmitter
and receiver. With this, the echo data of multiple receivers is converted into the monostatic format.
However, the preprocessing includes the compensation of phase errors [13]. Due to the space variance
of approximation errors [13], it is difficult to compensate phase errors completely. Loffeld et al. [14]
have presented an analytic PTRS. Their method was based on the approximation that the transmitter
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and receiver contribute equally to the Doppler frequency. Based on the method of stationary phase [9],
two PSPs corresponding to the transmitter’s phase and receiver’s phase were deduced. The phase
history of the transmitter and that of the receiver were expanded into a power series at their individual
PSPs. Both phases were then combined to generate a quadratic function. It can be found that two
approximations are exploited by this method. One is the equal Doppler contribution of the transmitter
and receiver, and the other is the Taylor approximation of the transmitter’s phase and receiver’s
phase. In general, this method only applies to the narrow beam case [14,15]. There are still some
other methods deducing the analytic PTRS. The basic idea relies on series approximation. In [16], the
quadratic approximation of the two-way range was exploited. This introduced a large residual error,
which degraded the imaging performance at close range. Moreover, this method did not consider the
compensation of the stop-and-hop error [12]. A single target suffers from the coordinate deviation in
azimuth [17]. However, a distributed target suffers from the distortion. In [18,19], the two-way range
was expanded into a power series with respect to the slow time. Additionally, the PSP was expanded
into a power series based on the series reversion method. The accuracy of the two-way range and PSP
was limited by the number of terms in the polynomial. With this method, the series approximation
was used twice. The approximation error increased with the slow time. The accumulative error would
be large when the SAS system works with the wide beam case. In [20,21], the instantaneous Doppler
wavenumber was exploited to deduce the analytic PTRS. The two-way slant range was formulated
as a function of equivalent bistatic squint angle and half bistatic angle [20,21]. Based on the method
of stationary phase [9], the azimuth wavenumber can also be expressed as a function of equivalent
bistatic squint angle and half bistatic angle. Then, the PTRS was expressed as a function of half bistatic
angle, which should be analytically calculated. Considering that the triangle whose vertices were
the transmitter, receiver and target, the fourth order equation with respect to half bistatic angle was
obtained based on the theorem of sine and some basic algebra skills. In [21], this equation was solved
using the series reversion method [18,19]. The accuracy of the PTRS is also limited by the number of
terms in the power series.

Using an accurate time delay of the transmitted signal [12], the back projection (BP) algorithm [22]
can provide high resolution results. In this paper, we present an imaging algorithm, which was
also based on the accurate time delay of the transmitted signal. With the numerical evaluation
method [23], we first calculated the PSP and azimuth PSP. The PTRS and azimuth modulation can be
easily obtained based on their respective numerical PSPs. Then, we obtained the coupling term in the
two-dimensional (2D) frequency domain using the phase difference between the numerical PTRS and
azimuth modulation. The PTRS, coupling term and azimuth modulation avoiding approximations
were further exploited to develop the imaging processor, which compensated the coupling phase
based on the sub-block processing method.

This paper is organized as follows. In Section 2, the imaging geometry and signal model are
introduced. Section 3 introduces the PTRS, azimuth modulation and coupling term based on the
numerical evaluation method. Section 4 presents the imaging algorithm based on three functions.
Section 5 compares the presented method with traditional methods, and highlights the advantages of
the presented method. In Section 6, processing results of the simulated data and real data are used to
validate the presented method. Finally, some conclusions are reported in the last section.

2. Imaging Geometry and Signal Model

The imaging geometry of the multireceiver SAS is shown in Figure 1. The linear array consists
of a transmitter and receiver array including M uniformly spaced receivers. In Figure 1, the black
rectangle denotes the transmitter. Each receiver has an integer index i ∈ [1, M]. For the i-th receiver,
the distance between the receiver and transmitter is denoted by di. The linear array is aligned in the
sonar moving direction, which is called the azimuth dimension. The horizontal direction represents
the range dimension. Since the SAS configuration shown in Figure 1 is characterized by azimuth
invariance, an ideal point target located at coordinates (r, 0) is used. t denotes the slow time in the
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azimuth dimension. The fast time in the range dimension is represented by τ. c is the sound speed in
water. v represents the velocity of the sonar platform.

iv

r

vt
0

v

id

Figure 1. Imaging geometry of the multireceiver synthetic aperture sonar (SAS).

In Figure 1, the two-way slant range is from the transmitter to target and then back to the
i-th receiver. When the transmitter moves to the position v · t, a chirp signal p(τ) is transmitted.
The accurate time delay [12] of the echo signal corresponding to the i-th receiver is given by:

τi =
v(v · t + di) + c

√
v2t2 + r2

c2 − v2 +

√[
v(v · t + di) + c

√
v2t2 + r2

]2
+ (c2 − v2)(2v · t · di + di

2)

c2 − v2 (1)

In (1), we consider the forward distance of the i-th receiver during the signal reception, because
the sonar is continuously travelling along the azimuth dimension [17]. After demodulation, the echo
signal corresponding to the i-th receiver is expressed as:

ssi(τ, t) = p(τ − τi)ωa(t) exp{−j2π fcτi} (2)

where fc is the center frequency. The composite beam pattern corresponding to the i-th receiver and
transmitter is represented by ωa(·). For simplicity, we neglect this beam pattern to concentrate on the
phase processing.

3. PTRS, Azimuth Modulation and Coupling Term

The BP algorithm [22] should compute the instantaneous range from the moving transmitter to
target and then back to moving receiver. Therefore, (1) is very suitable for the BP algorithm. Since
(1) considers the influence of stop-and-hop assumption, BP algorithm can provide high resolution
image. However, (1) cannot be used by traditional fast algorithms. For simplicity, the forward distance
of the i-th receiver during the signal reception is approximated by vτi ≈ 2vr/c. This approximation
degrades the imaging performance when the SAS system works with the wide beam case. In this
paper, the accurate time delay shown as (1) is extended to fast imaging algorithms. The PTRS, azimuth
modulation and coupling term play an important role in developing fast imaging algorithms. We start
from the deduction of the PTRS, azimuth modulation and coupling term in this section.

3.1. PTRS

Based on the Fourier transformation (FT), the signal denoted by (2) is transformed into the 2D
frequency domain. The expression is given by:

SSi( fτ , ft) = P( fτ)
∫ Ts/2

−Ts/2
exp{−j2π( fc + fτ)τi − j2π ftt}dt (3)
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where Ts denotes the integration time; P( fτ) is the spectrum of the transmitted signal; fτ and ft are the
instantaneous and Doppler frequencies.

Due to the complex expression of (1), it is difficult to calculate (3). To solve this problem,
approximations are usually exploited by traditional methods. However, the residual errors would
influence the imaging performance. Here, we present the numerical result, which avoids approximations.

The phase of the exponent in (3) is defined as:

Ψi( fτ , ft) = −2π( fc + fτ)τi − 2π ftt (4)

Applying the method of stationary phase [9] to (4) yields:

∂τi(t̃i)

∂t
+

ft

fc + fτ
= 0 (5)

where t̃i ∈ [−Ts/2, Ts/2] represents the PSP; ∂τi
∂t denotes the first derivative with respect to the

slow time.
Using (1), the first derivative with respect to the slow time is given by:

∂τi
∂t =

v2+ctv2
[
(vt)2+r2

]−0.5

c2−v2 +

{{
v[(vt)+di ]+c

√
(vt)2+r2

}2
+(c2−v2)[2(vt)di+di

2]
}−0.5

c2−v2 ×{[
v2t + vdi + c

√
(vt)2 + r2

]{
v2 + ctv2

[
(vt)2 + r2

]−0.5
}
+ vdi(c2 − v2)

} (6)

(5) cannot be solved analytically, as (6) is very complicated. Due to this, the numerical evaluation
method is used to calculate the effective solution of (5). The effective solution called the PSP is denoted
by t̃i. Substituting the numerical PSP into (4) yields:

Ψi( fτ , ft; t̃i) = −2π( fc + fτ)τi(t̃i)− 2π ft t̃i (7)

Examining (7), we see that the numerical PTRS avoids approximations. Besides, the PTRS is a
function of the instantaneous frequency fτ , Doppler frequency ft and range r. The space variance
makes the development of fast imaging algorithms a challenge.

Based on the series expansion, the PTRS is decomposed into the azimuth modulation and coupling
term. Using the coupling term, the decoupling operation between the range and azimuth dimensions
is first carried out, and hence the imaging process is decomposed into two separate filtering processes
in the range and azimuth dimensions. However, it is hard to obtain both terms using series expansion,
because (7) is not an analytic expression.

3.2. Azimuth Modulation

After the decoupling operation, the azimuth compression is usually performed in the range
Doppler domain. It is easily concluded that the filtering function related to the azimuth compression is
only a function of the range r and Doppler frequency ft [8,9]. In other words, the azimuth modulation
is independent of the instantaneous frequency fτ [8,9]. If the azimuth modulation were obtained, the
phase difference between the PTRS and azimuth modulation denotes the coupling term. In other
words, the azimuth modulation should be first derived. For conventional methods, the azimuth
modulation and coupling term are simultaneously obtained based on the series approximation of the
PTRS with respect to the instantaneous frequency. Inspecting (7), it is impossible to perform the series
approximation, because the PTRS in this paper does not possess the explicit expression. To solve this
problem, the numerical evaluation method is still used to calculate the azimuth modulation. Since
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the azimuth modulation is independent of the instantaneous frequency [8,9], we obtain the azimuth
modulation by setting fτ = 0 in (7). This is given by:

ϕac_i( ft; r) = Ψi( fτ , 0; t̂i) = −2π fcτi(t̂i)− 2π ft t̂i (8)

In (8), t̂i ∈ [−Ts/2, Ts/2] represents the PSP used by the azimuth modulation. At this point, we
call it the azimuth PSP. It is independent of the instantaneous frequency [8,9]. Although we present
the azimuth modulation in (8), the azimuth PSP is not expressed explicitly. Considering the fact that
the azimuth modulation is independent of the instantaneous frequency, we turn our attention to the
deduction of the azimuth PSP. Setting fτ = 0 in (5) yields:

∂τi(t̂i)

∂t
+

ft

fc
= 0 (9)

Based on the numerical method, the azimuth PSP t̂i is calculated. Substituting the azimuth PSP
into (8), we obtain the numerical expression of the azimuth modulation.

3.3. Coupling Term

Because of the relative motion between the sonar and target, the distance between them changes
with time; hence, the time delay changes correspondingly. The effect is that the received echo from
the same target at different azimuth sample times will distribute at different bins along the range
direction. This phenomenon is called the range cell migration (RCM), which completely describes the
coupling between the range and azimuth dimensions. Due to the coupling, the imaging process cannot
be simply decomposed into two separate filtering processes in the range and azimuth dimensions.
The direct processing scheme is to cancel the coupling before the azimuth matched filtering.

With traditional methods, the coupling term is obtained by using the series expansion of the PTRS
with respect to the instantaneous frequency. Since the PTRS shown as (7) does not own an explicit
expression, the series expansion method cannot be exploited. In practice, the PTRS consists of the
coupling term and azimuth modulation. Therefore, the difference between the PTRS and azimuth
modulation denotes the coupling term between the range and azimuth dimensions. It is expressed as:

ϕi( fτ , ft; r) = Ψi( fτ , ft; r)− ϕac_i( ft; r) (10)

Until now, the PTRS, coupling term and azimuth modulation are all deduced. The azimuth
modulation is a wideband signal. After decoupling, the matched filtering is expected to perform the
focusing in the azimuth dimension.

4. Imaging Algorithm

The key issue of the SAS imagery is the decoupling. Inspecting (10), the coupling phase is a
function of the range, instantaneous frequency and Doppler frequency. Due to the range variance, we
cannot perform the decoupling operation in the range Doppler domain. Based on the characteristic of
the coupling phase, the sub-block processing method is used to perform the decoupling operation. In
this section, important steps of the presented method are introduced in detail.

4.1. 2D FT

In this step, each receiver’s data is transformed into 2D frequency domain based on the FT.
Each receiver data is undersampling. The energy of the frequency f ′t ∈ [−PRF/2, PRF/2] is a
combination of all the energy related to the frequency points (· · · , f ′t − PRF, f ′t , f ′t + PRF, · · · ) ∈
[−M · PRF/2, M · PRF/2]. Here, f ′t ∈ [−PRF/2, PRF/2] denotes the Doppler frequency related to the
sampling rate of each receiver’s data. In other words, the spectrum in the Doppler domain is aliased M
times. Here the pulse repetition frequency is denoted by PRF, which is also the sampling frequency of
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each receiver’s data in the azimuth dimension. The alias can be suppressed by the coherent processing
of multireceiver data.

4.2. Decoupling

The coupling phase shown as (10) is characterized by range variance. Although the coupling phase
is accurate, it is hard to compensate the coupling phase completely. Here, the sub-block processing
method is exploited to perform the decoupling operation. Since it is hoped that the echo signal of a
target is in the same range cell (usually at r), the range deviation from its desired position denotes the
RCM. Based on (10), the RCM in the 2D frequency domain is expressed as:

ϕde_i( fτ , ft; r) = −ϕi( fτ , ft; r)− 4π fτ
r
c

(11)

From (11), we see that the RCM is a function of the range, instantaneous frequency and Doppler
frequency. Based on this characteristic, the sub-block processing method rather than interpolation is
exploited to carry out the range cell migration correction (RCMC). The decoupling is decomposed into
two steps. One is the bulk decoupling, and the other is the differential decoupling. Based on (11), the
filtering function of the bulk decoupling is given by:

Hbul_i = conj{P( fτ)} · exp{jϕde_i( fτ , ft; rc)} (12)

where rc represents the center range of the mapping swath; conj(·) represents the complex conjugate.
The bulk decoupling simultaneously performs the range matched filtering. Considering targets

at reference range, the coupling is completely removed after this step. However, other targets suffer
from the residual error, which is ϕde_i( fτ , ft; r)− ϕde_i( fτ , ft; rc). Based on the sub-block processing
method, the differential decoupling is used to solve this problem. Before performing the differential
decoupling, the whole swath is virtually segmented into N sub-blocks in the range direction. Based on
(11) and (12), the filtering function of the differential decoupling is written as

Hi_n = exp{jϕde( fτ , ft; rref_n)− jϕde_i( fτ , ft; rc)} (13)

where the center range of the n-th sub-block is used as the reference range, which is denoted by rref_n.
The variable n ∈ [1, N] denotes the sub-block index.

Based on (13), we remove the coupling between the range and azimuth dimensions for the data
of the n-th sub-block. Then, the data is transformed into the time domain via the inverse Fourier
transformation (IFT) in the range direction. For each sub-block, the differential decoupling is carried
out using (13). The processed sub-blocks are extracted and stored in the range Doppler domain.
The coupling between the range and azimuth dimensions is cancelled when N sub-blocks are reckoned
into a new signal matrix.

4.3. Azimuth Compression

The sonar transmits and receives signals and then stores the received signal. This process is
conducted at a set of locations along the moving trajectory. The signal collected at these locations forms
different units of synthetic aperture called azimuth sample serials. By processing the data collected
within the synthetic aperture time, an equivalent large sonar array can be obtained. By coherently
processing the echo data, we obtain the high resolution in the azimuth dimension.

In practice, the azimuth echo of the SAS system can also be regarded as a wideband signal.
The matched filter can still be used to compress the azimuth signal. According to the theory of the
matched filter [9], it is necessary to set parameters of the matched filter to be the same as Doppler
parameters of the azimuth signal. As a result, parameters should be adjusted at different ranges in
order to get high resolution in azimuth across the whole swath. This is the main difference between
the range compression and azimuth compression.
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Inspecting (8), the azimuth modulation only depends on the range r and Doppler frequency
ft. It is not a function of the instantaneous frequency fτ any more. This term is responsible for the
azimuth matched filtering after performing the decoupling between the range and azimuth dimensions.
Considering the new signal matrix in the range-Doppler domain, the azimuth compression is directly
carried out based on the azimuth modulation. The filtering function is given by:

Hac_i = exp{−jϕac_i( ft; r)} (14)

After this step, the signal is compressed in azimuth. However, the azimuth spectrum of each
receiver’s data is aliased M times due to the (1/M)-th undersampling.

4.4. Coherent Superposition

Monostatic SAS system has a transducer, which is used as the transmitter and receiver at different
times. The wide swath in range requires a low rate of PRF. However, the high resolution in azimuth
requires high rate of PRF. In other words, the different requirements of the pulse repetition frequency
in range and azimuth dimensions lead to a trade-off between swath width and azimuth resolution.

To solve this issue, the multireceiver SAS including a transmitter and receiver array is used.
When the sampling of each individual receiver occurs at a rate of PRF, the effective sampling of the
equivalent monostatic system is M · PRF. After transmitting a pulse, M samples can be recorded.
Based on the PCA method [12], the unambiguous spectrum satisfying the Nyquist rate is recovered
before the SAS imagery. With the PCA method, the PTRS of multireceiver SAS is decomposed
into two parts. One depends on di. The other is independent of di, and it is similar to the PTRS
of monostatic SAS. When it comes to recover the unambiguous spectrum, the phase related to di
must be simultaneously compensated. The subsequent processing can be done with the help of
imaging algorithms based on monostatic SAS system. With the presented method, the PTRS cannot
be decomposed into aforementioned two parts. According to the theory of the linear time invariant
system [9], we can exchange the processing order between the SAS imagery and recovery of the
unambiguous spectrum. In other words, each receiver’s data can be focused before recovering the
unambiguous spectrum. Considering each receiver’s data, we obtain focusing results in the range
Doppler domain by using the decoupling and azimuth compression. Since each receiver’s data is
sampled by the pulse repetition frequency PRF, the spectrum of a single receiver data must be aliased.
Fortunately, the coherent processing of multireceiver data can suppress this alias. The spectrums of
all receiver data are coherently superposed in the range Doppler domain. The resultant data would
satisfy the Nyquist rate in azimuth, and the equivalent sampling rate is M · PRF. The high resolution
image is obtained after an azimuth IFT.

According to the presented steps, the block diagram of the proposed algorithm is shown in
Figure 2.
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Figure 2. Block diagram of the presented processor. See the text (sections: PTRS, azimuth modulation and
coupling term, and imaging algorithm) for all terms and full names of abbreviations used in the figure.

5. Comparison with Traditional Methods

In this section, we begin with the comparison of the PTRS, which is the basis of fast imaging
algorithms. To directly use the method of stationary phase [9], the series expansion of the two-way
slant range is often used by traditional methods [12,16,19]. From Figure 1, the two-way slant range can
be formulated as:

Ri(t; r) = cτi =

√
r2 + (vt)2 +

√
r2 + (vt + vτi + di)

2 (15)

where
√

r2 + (vt)2 denotes the instantaneous range between the target and transmitter, and√
r2 + (vt + vτi + di)

2 is the instantaneous range between the i-th receiver and target. Here, vτi
represents the forward distance during the signal reception. Considering the complex expression of
the accurate time delay, v · τi is often approximated by 2vr/c for simplicity.

(15) is the sum of two square roots, which make it difficult to acquire the PTRS based on the method
of stationary phase [9]. To solve this problem, (15) is expanded into a power series, which is given by:

Ri(t; r) ≈
Q

∑
q=0

ki_qtq (16)

where k-coefficients in (16) can be calculated by the rule of series expansion [9]. To obtain the analytical
PSP, the parameter Q often satisfies 2 ≤ Q ≤ 4.
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Inspecting (16), the series expansion would lead to the approximation error. Besides, the error of
stop-and-hop approximation is not completely compensated. Since the presented method is based on
the accurate time delay, both issues are successfully avoided.

We now discuss the link of the SAS imagery between the presented method and traditional
methods [12,16,19]. Expanding the PTRS as a Taylor series with respect to the instantaneous frequency,
various imaging algorithms are developed. The second order series approximation is exploited
by the range-Doppler (R-D) algorithm [24] and chirp scaling (CS) algorithm [25]. The nonlinear
CS algorithm [26,27] and quartic phase algorithm [28] are based on the third and fourth order
approximation, respectively. The range migration algorithm (RMA) [29,30] requires that the PTRS
is a linear function of the range. Generally, the series approximation of the PTRS is unavoidable if
traditional fast algorithms were still exploited. Based on traditional methods, we conclude that the
azimuth modulation is independent of the instantaneous frequency. With this characteristic, we first
derive the azimuth modulation by setting fτ = 0 in (7). Then, the difference between the PTRS and
azimuth modulation denotes the coupling term. Consequently, the Taylor expansion of the PTRS is
avoided. Based on (7), (8) and (10), the block diagram related to the deduction of the PTRS, coupling
term and azimuth modulation is shown in Figure 3a. The dashed rectangle in Figure 3a denotes
important terms deduced by the presented method. Figure 3b shows the deduction of traditional
methods. It can be found that traditional methods are very tedious. In this paper, we provide a novel
aspect for the accurate deduction of the PTRS, azimuth modulation and coupling term.

0f

 
(a) 

 
(b) 

Figure 3. Deduction of three important functions. (a) Presented method; (b) traditional methods.
See the text (section: Introduction) for all terms and full names of abbreviations used in the figure.
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In general, our method owns two major advantages. Traditional fast imaging methods cannot
directly use the accurate time delay, which is often exploited by the BP algorithm. Approximations
are usually used to deduce the PTRS, azimuth modulation and coupling term. Unfortunately, the
approximations degrade the imaging performance. In this paper, the PTRS, azimuth modulation and
coupling term are deduced based on the accurate time delay. Consequently, these functions avoid
approximations. It is the first advantage of the presented method.

The second advantage is that our imaging scheme can be simply extended to any other PTRS.
The presented imaging scheme does not require the series expansion of the PTRS with respect to the
instantaneous frequency. With the presented method, the key step is to deduce the azimuth modulation.
Considering the analytic PTRS, the azimuth modulation can be directly obtained by setting fτ = 0
in the PTRS. When the PTRS is complicated, the azimuth modulation is deduced by using two steps.
The first step should calculate the azimuth PSP by setting fτ = 0 in PSP. The subsequent step sets
fτ = 0 in the PTRS and substitutes the azimuth PSP into the PTRS. Based on the PTRS and azimuth
modulation, the coupling term can be calculated. After carrying out the decoupling operation based
on the sub-block processing method, the imaging process is decomposed into two separate filtering
processes in the range and azimuth dimensions.

6. Simulations and Real Data Processing

6.1. Simulation Results

In this section, simulations are exploited to validate the presented method. The SAS parameters
are listed in Table 1.

Table 1. The SAS System Parameters.

Parameters Value Units

Center frequency 150 kHz
Bandwidth 20 kHz

Platform velocity 2 m/s
Receiver length in azimuth 0.02 m

Length of receiver array 0.6 m
Transmitter length in azimuth 0.04 m

Pulse repetition interval 0.3 s

6.1.1. Processing Results of Presented Method

To understand the presented method, the processing results of the main steps are discussed
in detail. For clarity, we suppose that there is a point target located at coordinates (141 m, 17 m).
Considering the first receiver’s data shown in Figure 4a, we carry out the bulk decoupling in the
2D frequency domain. The resultant signal is shown in Figure 4b. Then, we perform the differential
decoupling, and the result is shown in Figure 4c. After this step, the azimuth compression is conducted
based on the azimuth modulation. Figure 4d depicts the result after the azimuth compression.
Each receiver’s data is undersampled using the pulse repetition frequency, which cannot satisfy
the Nyquist rate in azimuth. Due to this reason, all results shown in Figure 4 are aliased in the azimuth
dimension. Fortunately, the alias can be suppressed by processing the multireceiver data coherently.

Inspecting Figure 4c,d, we find that both results are visually indistinguishable. In fact, the result
shown in Figure 4c is considered to be the input of the subsequent filter, i.e., azimuth compression.
Since the azimuth compression performs the phase compensation in the frequency domain, the signal
magnitudes are visually indistinguishable in the frequency domain. However, the major difference
can be found in the space domain. Applying the azimuth IFT to Figure 4c,d, Figure 5 shows the results
in the 2D space domain. From Figure 5b, the signal shown in Figure 5a is compressed in the azimuth
dimension, and the circled part represents the recovered target. Each receiver’s data sampled by the
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pulse repetition frequency is undersampling. Due to this reason, the ghost targets are introduced.
The coherent processing of multireceiver data can solve this problem.
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Figure 4. Processing results of a single receiver data. (a) Single receiver data; (b) bulk decoupling;
(c) differential decoupling; (d) azimuth compression.

 
(a) (b) 

Figure 5. Results in the two-dimensional (2D) space domain. (a) Differential decoupling; (b) azimuth compression.

Based on the steps in Section 4, M results corresponding to M receiver data are obtained.
Each result is similar to Figure 4d. We coherently superpose M results, and the signal is shown
in Figure 6a. The coherent superposition is equivalent to the improvement of the sampling rate
in azimuth. Therefore, the data shown in Figure 6a satisfies the Nyquist rate, which is increased
to M · PRF. Performing an azimuth IFT, we obtain the high resolution image, which is shown in
Figure 6b. To visually examine the focusing performance, we depict the azimuth slice corresponding
to Figure 6b. The azimuth slice is shown in Figure 6c. For comparison, the data shown in Figure 4a
is directly processed by the presented method. The azimuth slice corresponding to Figure 5b is also
depicted in Figure 6c. From Figure 6c, the azimuth slice related to a single receiver data is aliased,
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as each receiver data is undersampled by the pulse repetition frequency. By coherently processing
multireceiver SAS data, we obtain the high resolution image. Therefore, we conclude that the presented
method successfully focuses the point target.
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Figure 6. Processing results of all receiver data. (a) Coherent superposition; (b) focused target;
(c) azimuth slice.

6.1.2. Influence of Sub-Block Width on Imagery

In general, the imaging algorithm can be decomposed into two steps. The first step is to derive
the PTRS, coupling term and azimuth modulation. With the presented method, we accurately deduce
three terms. The second step is to design the imaging algorithm based on the PTRS, coupling term
and azimuth modulation. Since the coupling term in the 2D frequency domain is range variant, we
perform the decoupling based on the sub-block processing method. However, it is hard to compensate
the coupling term completely. In other words, the sub-block processing method results in the residual
error. Here, we discuss the influence of the residual error on the SAS imagery. The imaging scenario
consisting of 18-point targets is shown in Figure 7. The targets are marked by T1, T2, . . . , and T18,
respectively. T1, T2, . . . , and T6 are located at close range. T7, T8, . . . , and T12 are located at medium
range. The remaining targets are supposed to locate at far range. The coupling term is characterized
by space variance, which may lead to the space variance of the optimal sub-block width. When the
performance of the presented method is not inferior to that of traditional method, the sub-block width
used by the presented method is defined as the optimal width of the sub-block. In Figure 7, we depict
three sub-blocks, which are denoted by the red, blue and pink rectangles. Each sub-block consists of
six targets.
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Figure 7. Simulated scenario with 18-point targets.

We first focus on the targets circled by the red rectangle in Figure 7. In this sub-block, the reference
range used by the differential decoupling is 53 m. The difference between the target range and reference
range denotes the half width of the sub-block. The BP algorithm [18] based on (1) is viewed as the
precise method. Here, the results of the BP algorithm [22] are used as the criteria. For multireceiver
SAS systems, the PCA method [12] is widely used. At this point, we mainly conduct the comparison
between the presented method and PCA based R-D algorithm. Figure 8 shows the azimuth slices of
T1, . . . , and T6.
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Figure 8. Cont.
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Figure 8. Azimuth slices of close targets. (a) Sub-block width with 20 m; (b) sub-block width with
14 m; (c) sub-block width with 12 m; (d) sub-block width with 10 m; (e) sub-block width with 8 m;
and (f) sub-block width with 2 m.

From Figure 8, the performance of the presented method is improved by decreasing the sub-block
width. The large width of the sub-block generates great residual error, which noticeably degrades
the imaging performance. When the sub-block widths are 14, 12 and 10 m, the performance of the
presented method is inferior to that of the PCA method. The performance of the presented method is
nearly close to that of the PCA method when the sub-block width is decreased to 8 m. In other words,
this sub-block width can satisfy the imagery with high performance at close range. The improvement
is still obtained when we choose much narrower sub-block width. However, the improvement is not
noticeable. Figure 8f enhances this conclusion.

Next, we use the peak sidelobe level ratio (PSLR) and integral sidelobe level ratio (ISLR) to
evaluate the imaging performance. The quality parameters are shown in Table 2.

Table 2. Quality parameters for targets at close range. PCA: phase center approximation; BP: back
projection; PSLR: peak sidelobe level ratio; ISLR: integral sidelobe level ratio.

Presented Method PCA Method BP Method

PSLR/dB ISLR/dB PSLR/dB ISLR/dB PSLR/dB ISLR/dB

T1 −11.61 −6.44 −14.38 −9.57 −14.83 −10.34
T2 −13.01 −8.36 −14.45 −9.49 −14.88 −10.25
T3 −10.82 −8.21 −14.54 −9.98 −14.90 −10.82
T4 −13.41 −9.39 −14.63 −9.68 −14.77 −10.44
T5 −14.61 −9.87 −14.44 −9.59 −14.81 −10.15
T6 −14.69 −10.12 −14.26 −9.60 −14.69 −10.06

From Table 2, we see that the presented method obtains a low resolution image with a large
sub-block width. The PSLR and ISLR related to T1, T2 and T3 enhances this conclusion. For the target
T4, the focusing performance of the presented method is mostly close to that of the PCA method.
Considering the target T5, the focusing performance of the presented method is superior to that of the
PCA method. In this case, the residual error introduced by the sub-block processing method can be
negligible. Inspecting quality parameters of T6, the focusing performance is improved by decreasing
the sub-block width. However, the improvement is slight, as the residual error does not dramatically
influence the imaging performance. Therefore, we conclude that the sub-block width with 8 m can
satisfy the high performance imagery at close range.

We now concentrate on the targets at medium range. In this case, the reference range used for the
differential decoupling is 143 m. After the data processing, the azimuth slices are shown in Figure 9.
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Figure 9. Azimuth slices of medium range targets. (a) Sub-block width with 20 m; (b) sub-block width
with 14 m; (c) sub-block width with 12 m; (d) sub-block width with 10 m; (e) sub-block width with 8 m;
and (f) sub-block width with 2 m.

Inspecting Figure 9, we nearly obtain the same conclusions drawn from Figure 8. When the targets
are at medium range, the optimal width of the sub-block is still 8 m. Figure 10b also strengths this
conclusion. Since the stop-and-hop error is not completely compensated, the performance of the PCA
method is slightly degraded. Based on Figures 8 and 9, the optimal sub-block width of both cases is
mostly identical. In other words, the optimal width of the sub-block is nearly range invariant. Table 3
lists quality parameters for targets at medium range.
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Figure 10. Azimuth slices of far targets. (a) Sub-block width with 2 m; (b) sub-block width with
8 m; (c) sub-block width with 10 m; (d) sub-block width with 12 m; (e) sub-block width with 14 m;
and (f) sub-block width with 20 m.

Table 3. Quality parameters for targets at medium range.

Presented Method PCA Method BP Method

PSLR/dB ISLR/dB PSLR/dB ISLR/dB PSLR/dB ISLR/dB

T7 −11.61 −6.44 −13.92 −9.52 −14.81 −10.23
T8 −13.26 −8.67 −13.87 −9.37 −14.92 −10.25
T9 −10.36 −7.87 −13.86 −9.32 −14.77 −10.09
T10 −13.86 −9.38 −14.01 −9.71 −14.78 −10.28
T11 −14.02 −9.53 −13.73 −9.22 −14.87 −10.21
T12 −14.13 −10.13 −13.69 −9.17 −14.7 −10.12

Based on Table 3, the performance of the presented method is improved with the decreasing
of the sub-block width. When the sub-block width is decreased to 8 m, we obtain the image which
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outperforms that of the PCA method. Due to the residual error of the stop-and-hop approximation,
the quality parameters of the PCA method are slightly lowered.

The last experiment focuses on the imaging performance at far range. The reference range used
for the differential decoupling in this sub-block is 194 m. The azimuth slices are shown in Figure 10.
The residual error of the stop-and-hop assumption increases with the range. Consequently, the PCA
method suffers from large residual error when the targets are located at far range. With the presented
method, the imaging performance is nearly close to that of the PCA method when the sub-block
width is 14 m. Figure 10e enhances this conclusion. By decreasing the sub-block width, the imaging
performance of the presented method is improved. From Figure 10b, the sub-block width with 8 m
satisfies the high performance imagery. In this case, we obtain the image which is mostly identical
to that of the BP algorithm. However, the performance of the PCA method is inferior to that of the
presented method and BP algorithm, because the residual error of the stop-and-hop approximation is
not completely compensated. Inspecting Figures 8 and 9, the optimal sub-block width is about 8 m
for three cases. In practice, the large sub-block width can be used at far range without loss of the
imaging performance.

For targets at far range, the PSLR and ISLR are listed in Table 4. When the sub-block width is large,
the error introduced by the sub-block processing method noticeably degrades the imaging performance
of the presented method. The focusing performance of T15, T16, T17 and T18 also enhances this
conclusion. The result of the presented method can be improved by decreasing the sub-block width.
With the presented method, we obtain the high resolution results when the sub-block width is less
than 8 m. The PSLR and ISLR related to T13 and T14 further strength this conclusion. However,
the performance of the PCA method is greatly affected by the residual error of the stop-and-hop
approximation at far range.

Table 4. Quality parameters for targets at far range.

Presented Method PCA Method BP Method

PSLR/dB ISLR/dB PSLR/dB ISLR/dB PSLR/dB ISLR/dB

T13 −14.49 −10.22 −13.23 −9.93 −14.76 −10.26
T14 −14.17 −9.97 −13.13 −9.8 −14.80 −10.22
T15 −13.23 −9.60 −12.87 −9.47 −14.72 −10.35
T16 −12.45 −7.83 −12.99 −9.39 −14.83 −10.18
T17 −11.96 −8.80 −13.15 −9.79 −14.86 −10.41
T18 −11.28 −6.51 −13.55 −9.67 −14.78 −10.21

Since the coupling term is space variant, the sub-block processing method is exploited to perform
the decoupling operation. However, the sub-block method introduces the residual phase error, which
is expressed as |ϕde_i( fτ , ft; rref_n ± Δr/2)− ϕde_i( fτ , ft; rref_n)|. Here, Δr denotes the sub-block width.
Generally speaking, the imaging performance of the presented method highly depends on the sub-block
width. In each sub-block, the residual phase error introduced by the decoupling operation should be
limited within π/4 [31]. Under this condition, the influence of the phase error can be neglected.

Figures 8a, 9a and 10f are based on the sub-block width with 20 m. We find that the slices of the
presented method are inferior to the slices of the PCA algorithm and BP method. The reason behind
this is that the residual coupling error is not completely compensated. Hence, there is still the coupling
between the range and azimuth dimensions. T1, T7 and T18 are far away from the sub-block center.
The corresponding sub-blocks have a large width. Based on the decoupling phase of reference targets
at the sub-block center, the decoupling operation across the whole sub-block is carried out. When the
targets are at the sub-block edge, this operation introduces large residual coupling error, which is not
limited within π/4. Due to this reason, the azimuth focusing performance such as the azimuth slice,
PSLR and ISLR is seriously degraded. The focusing results of T1, T7 and T18 enhance this conclusion.
When the targets are close to the sub-block center, the residual coupling error does not noticeably
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affect the SAS focusing performance. Under this condition, the residual coupling error limited within
π/4 can be negligible. Considering the trade-off between the imaging efficiency and performance,
the optimal width of the sub-block is often exploited. In this case, the imaging performance of the
presented method is nearly close to that of the BP method. The processing results of T5, T11 and T14
enhance this conclusion. Generally, the presented method can obtain the high resolution image across
the whole swath based on the optimal width of the sub-block. Besides, it is very suitable for the SAS
imagery with wide swath.

6.1.3. Imaging Performance at Scenario Edge

Since the error of the stop-and-hop approximation is space variant, it is difficult to compensate this
error using traditional methods. Fortunately, the presented method successfully solves this problem
based on the accurate time delay of the signal. We now concentrate on the focusing performance at the
scenario edge. Figure 11 shows the imaging scenario including three ideal targets.

Figure 11. Simulated scenario with three-point targets.

Based on the presented method, the PCA method and BP algorithm, the azimuth slices of focused
targets are shown in Figure 12.
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Figure 12. Azimuth slices of T19, T20 and T21. (a) T19; (b) T20; (c) T21.
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With the presented method and PCA method, the target coordinates in Figure 12a are mostly
accordant with coordinates shown in Figure 11. Considering the PCA method, there is a slight
deviation of the azimuth coordinate in Figure 12b. Generally, this deviation can be negligible at
close range. Inspecting Figure 12c, the PCA method suffers from noticeable deviation of the azimuth
coordinate, and the deviation is about 0.01 m. Since the PCA method does not completely compensate
the error of the stop-and-hop approximation, the residual error is introduced. It increases with the
range and slow time. Due to this reason, the deviation can be negligible at close range. However, the
deviation leads to the distortion when there are distributed targets at far range. Using the presented
method, the targets across the whole swath are well focused.

6.2. Real Data Processing

We tested the presented method based on the real data. The data has 4800 sampling points in
the range dimension and 3200 spatial sampling points in the azimuth dimension. For the transmitted
signal, the center frequency and bandwidth are 150 kHz and 20 kHz, respectively. The receiver array,
including 40 uniformly spaced receivers, is 1.6 m in azimuth. The velocity of the sonar platform is
2.5 m/s. When it comes to the operation of the differential decoupling with the presented method,
two cases including four sub-blocks and eight sub-blocks in the range dimension are considered.
The corresponding results are shown in Figure 13a,b, respectively. From Figure 13, it can be seen that
the processing results of both cases are mostly identical. Therefore, we can draw a conclusion that the
requirement of the sub-block segmentation in the range dimension can be relaxed. In practice, we
can use large sub-block width without loss of performance when the real data is processed based on
the presented method. For comparison, the real data is still processed by the BP algorithm. Figure 14
shows the processing result of the BP algorithm. Inspecting Figures 13 and 14, the presented method
provide the high resolution result, which is mostly identical to that of the BP algorithm.
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Figure 13. Processing results of the presented method. (a) Four sub-blocks; (b) eight sub-blocks.
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The processing time with both methods are listed in Table 5.

Table 5. Processing time of imaging methods.

Presented Method
BP Algorithm

Four Sub-Blocks Eight Sub-Blocks

Processing time/s 608 1149 35234

Both algorithms are developed based on Matlab 2012a. The processing time of the BP algorithm
based on the sinc interpolation is 35,234 s. There are two schemes to develop the program of the
presented method. With the first scheme, the calculation of the PSP and azimuth PSP are integrated
with the imaging algorithm. It is time consuming due to the numerical evaluation of PSPs. In practice,
the numerical calculation of PSPs can be carried out ahead of the focusing. With stored PSPs, we run
the imaging algorithm. This is the second scheme. With this scheme, the processing time with four
sub-blocks is decreased to 608 s. With the second scheme, the efficiency is dramatically improved
compared with the first scheme. At this point, the second scheme is used with the real data processing.
From Table 5, the presented algorithm with eight sub-blocks costs 1149 s. Overall, the processing time
of the presented method increases with sub-blocks in range, because more time is needed to perform
the differential decoupling. In comparison with the BP algorithm, the efficiency of presented method
has been improved 30.7 times at least. Nowadays, the parallel algorithm and tools such as graphics
processing unit (GPU), faster Fourier transform in the west (FFTW) and intel@ math kernel library
(MKL) can be used to improve the efficiency of the presented method dramatically. Our future work is
to optimize our method using parallel algorithms.

7. Conclusions

In this paper, we present a novel imaging algorithm for the multireceiver SAS based on the
accurate time delay and numerical evaluation method. The presented method first deduces the PTRS
and azimuth modulation using the numerical evaluation method. Then the difference between the
PTRS and azimuth modulation denotes the coupling term. The key issue of the SAS imagery is the
decoupling operation, which consists of two parts: the bulk and differential decoupling. The bulk
decoupling mainly deals with the spatial invariance of the coupling term. Considering targets at
reference range, the coupling is completely removed after this step. However, other targets suffer
from the residual coupling error. The differential decoupling is carried out to solve this problem.
Considering the spatial variance of the residual coupling error, the sub-block processing in range
is exploited.

Based on the simulations, the focusing performance of the traditional method is greatly degraded
at far range, as the residual error introduced by the stop-and-hop approximation increases with the
range. Using the optimal width of the sub-block, the presented method achieves high performance
results compared with traditional method.
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Abstract: An adaptive approach is proposed to denoise and detect the underwater sonar image
in this paper. Firstly, to improve the denoising performance of non-local spatial information in
the underwater sonar image, an adaptive non-local spatial information denoising method based
on the golden ratio is proposed. Then, a new adaptive cultural algorithm (NACA) is proposed to
accurately and quickly complete the underwater sonar image detection in this paper. Concretely,
NACA has two improvements. In the first place, to obtain better initial clustering centres, an adaptive
initialization algorithm based on data field (AIA-DF) is proposed in this paper. Secondly, in the belief
space of NACA, a new update strategy is adopted to update cultural individuals in terms of the
quantum-inspired shuffled frog leaping algorithm (QSFLA). The experimental results show that the
proposed denoising method in this paper can effectively remove relatively large and small filtering
degree parameters and improve the denoising performance to some extent. Compared with other
comparison algorithms, the proposed NACA can converge to the global optimal solution within small
epochs and accurately complete the object detection, having better effectiveness and adaptability.

Keywords: underwater sonar image; adaptive denoising; detection; adaptive initialization

1. Introduction

With the development of sonar imaging technology, the underwater sonar image detection
technology has been extensively used in marine exploration, research, and investigation [1].
The underwater sonar image must be detected in different regions including object-highlight,
sea-bottom-reverberation, and shadow before the underwater object can be recognized. [2]. With the
help of the underwater sonar image detection technology, we can accurately detect the above regions
and effectively retain the underwater sonar image details [3]. However, because of the complexity of
the underwater environment, the underwater sonar image is easily affected by the reverberation effect,
strong speckle noise, fuzzy edge, and weak texture information [4]. Therefore, before the underwater
sonar image detection, the denoising algorithm can be adopted to maximize noise removal.

The spatial-based method has been widely used in image processing. For cartoon components
in the image fusion method, a proper spatial-based method is presented for morphological structure
preservation [5]. To mitigate the boundary seams produced by spatial domain methods, a non-local
means filtering is introduced on the final decision maps to generate the fusion weight maps for each
of the source images [6]. In the image denoising method, the spatial information mainly includes
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local spatial information and non-local spatial information. Compared with the disadvantage that
local spatial information only uses a single neighborhood information, non-local spatial information
can utilize multiple similar neighborhood information in subregions. Therefore, the non-local spatial
information makes full use of the image, which is more conducive to image denoising. The filtering
degree parameter is a significant parameter. It is intensively related to denoising results [7]. The
relatively large filtering degree parameter will cause the loss of some image detail information,
especially the image edge information. On the contrary, the relatively small filtering degree parameter
will mean that the image noise cannot be effectively eliminated. Therefore, how to select the appropriate
filtering degree parameter is a challenging problem. To select the appropriate filtering degree parameter,
a selection method based on the image noise level was proposed. In this method, filtering degree
parameters were a single value [8]. In order to get over the disadvantage that the single filtering
degree parameters are sensitive to the noise, another selection method on the basis of the statistical
characteristic in the search window was proposed [9]. However, when the search window is small,
the denoising ability of the non-local spatial information will be greatly reduced. Furthermore, the
idea of threshold was introduced to remove the abnormal parameters and select the appropriate
filtering degree parameters [7]. Nevertheless, the two thresholds are fixed values and only refer to
one underwater sonar image. Different underwater sonar images have different filtering parameter
distribution characteristics. Therefore, in some cases, the relatively large and small filtering degree
parameters cannot be effectively removed.

Various techniques are widely used in the underwater sonar image detection. The Fuzzy clustering
algorithm is used for underwater sonar image detection [10]. However, this detection algorithm is
susceptible to noise. The Markov algorithm is proposed for underwater sonar image detection [11,12].
Although the detection results were satisfactory, the processing procedure was quite complicated and
computationally costly. Later, a promising and multiphase detection framework related to the level set
was developed [13], the key idea of which was to minimize the energy with the local mean. However,
this framework was not suitable for the detection of underwater sonar images in the presence of speckle
noise. To obtain better detection results, a large number of improved algorithms were proposed. Active
contours were introduced in the level set method [14,15]. In this case, Markov random field and the
level set are combined to extract the features from the underwater sonar image [2]. The morphological
top-hat and bottom-hat transformation were used in the level set [16]. It is conducive to the extraction
of underwater objects. Subsequently, an adaptive initialization narrowband Chan-Vese model is
proposed and applied to underwater sonar image detection [1].

Over the years, as a framework to solve complex problems, cultural algorithm (CA) is attracting
more and more attention [17]. Meanwhile, the intelligent optimization algorithm is also widely used
in image processing [18,19] and has achieved good results. In order to further enhance the search
ability, many intelligent optimization algorithms are used to improve the cultural algorithm. For
accurate selection of business partners, a cultural particle swarm optimization algorithm (CPSO) was
proposed can get better options [20]. Quantum-behaved particle swarm optimization (QPSO) was
introduced into CA to figure out multi-objective optimization problems [21], which has high efficiency.
Then, an adaptive cultural algorithm with improved quantum-behaved particle swarm optimization
(ACA-IQPSO) was proposed to solve the problem of the underwater sonar image detection [22], which
accurately completes underwater object detection by searching clustering centres. However, because
the clustering centres are randomly initialized in the solution space, the situation when the clustering
centres are very close can occur to some extent. Therefore, the convergence speed of the algorithm is
too slow to complete the underwater sonar image detection accurately within small epochs.

A clustering algorithm is proposed to calculate the clustering centres by the potential entropy
of the data field [23]. The comparative experiments have shown that this algorithm can get better
clustering results. Nevertheless, it does not take the characteristics of underwater sonar images into
account when calculating potential entropy, which is not conducive to the initialization of the clustering
centres in the underwater sonar images.
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In order to reduce the complexity of the algorithm and enhance the search ability in the process of
detection, the idea of the shuffled frog leaping algorithm (SFLA) is used as the belief space update
strategy in ACA-IQPSO. However, SFLA is easy to get into the local optimal solution. To make
the population more diverse and improve the search ability, Quantum computing theory is used to
improve SFLA [24]. A quantum-inspired shuffled frog leaping algorithm combining the new search
mechanism (QSFLA-NSM) is proposed to the underwater sonar image detection [7]. The experimental
results of QSFLA-NSM show that it can further enhance population diversity and search ability.

To overcome the drawback of two thresholds in work [7], in this work we proposed an adaptive
non-local spatial information denoising method based on the golden ratio. Two thresholds are set
adaptively according to the golden radio. Then, NACA is proposed in this paper to accurately detect
underwater sonar image. The improvement of the detection algorithm focuses on two aspects: Firstly,
inspired by the idea of data field and entropy [23], the AIA-DF is adopted to more accurately calculate
the initialization of the clustering centres in this paper to enhance convergence efficiency. The AIA-DF
can automatically extract the optimal value of threshold by using the potential entropy of data field
from the underwater sonar images dataset. Subsequently, the threshold from the data field can
adaptively initialize the clustering centres. Secondly, in the belief space, to improve the limitations
of the update strategy, a new update strategy is used to update the cultural individuals in terms
of QSFLA.

2. Non-Local Spatial Information Denoising Method

2.1. Non-Local Spatial Information

The underwater sonar image is represented as X = {x1, x2 · · · , xn}, n is the total number of pixels.
xi is the ith pixel. xi is the non-local spatial information of xi and can be expressed as:

xi = ∑
p∈Wr

i

wipxp (1)

where Wr
i represents the search window, its centre is xi and the radius is r. wip and zi can be

calculated by:

wip =
1
Zi

exp
(
−‖x(Ni)− x

(
Np
)‖2

2,ρ/h
)

(2)

Zi = ∑
p∈Wr

i

exp
(
−∥∥x(Ni)− x

(
Np
)∥∥2

2,ρ/h
)

(3)

where Ni is the neighborhood window, its centre is the xi and the radius is s. x(Ni) is the vector and
represents all the pixels in Ni. h is the filtering degree parameter. ‖x(Ni)− x

(
Np
)‖2

2,ρ is defined as:

‖x(Ni)− x
(
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)‖2

2,ρ =
(2s+1)2

∑
q=1

ρ(q)
(

x(q)(Ni)− x(q)
(

Np
))2
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where x(q)(Ni) is the qth pixel in x(Ni).
ρ(q) can be presented as:

ρ(q) =
s

∑
t=max (d,1)

1

(2t + 1)2s
(5)

d = max
(∣∣yq − s − 1

∣∣, ∣∣zq − s − 1
∣∣) (6)

where yq = mod(q, (2s + 1)), zq = f loor(q, (2s + 1)) + 1.
(
yq, zq

)
represents the coordinates of the qth

dimension in Ni.
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2.2. Our Proposed Denoising Method—An Adaptive Non-Local Spatial Information Denoising Algorithm
Based on the Golden Ratio

h is a significant parameter. Its value can powerfully impact the weight of neighborhood
configuration in Equation (2) and Equation (3). Therefore, h is closely related to the denoising result in
the non-local spatial information denoising method. In the process of denoising, too large h will cause
missing the image detail information. Meanwhile, too small h will reduce the denoising performance
of non-local spatial information.

In our previous work [7], to select the appropriate h, two thresholds hmin = 0.01 and hmax = 0.05
were set to remove the inappropriate h. Experimental results showed that this method can effectively
remove noise and had certain adaptability. However, it is found that different underwater sonar images
have different h distribution characteristics. The two thresholds hmin = 0.01 and hmax = 0.05 are
determined only based on one sonar image. In other words, we use the same thresholds for different
underwater sonar images denoising. It obviously has limitations.

Although the distribution characteristics of h in the different underwater sonar images are
different, further experiments show that the proportion of appropriate h in the total h is approximately
the same, which satisfies the golden ratio within a certain error. Based on this discovery, in this paper,
we propose an adaptive non-local spatial information denoising method based on the golden ratio
which realizes two threshold adaptive settings and removes the underwater sonar image noise more
effectively. The statistical law that the proportion satisfies is investigated on 20 different underwater
sonar images by calculating the proportion of the h within two thresholds in the total h. Owing to
space constraints, we only show partial results from 20 sonar images. Figures 1–6 show the estimated
values of the optimal thresholds based on different underwater sonar images.

g

 
 

(a) (b) 

Figure 1. The estimated values of the optimal threshold (image size: 277 × 325): (a) Original sonar
image; (b) The estimated values of the optimal threshold.

 

 
(a) (b) 

Figure 2. The estimated values of the optimal threshold (image size: 173 × 167): (a) Original sonar
image; (b) The estimated values of the optimal threshold.
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(a) (b) 

Figure 3. The estimated values of the optimal threshold (image size: 197 × 211): (a) Original sonar
image; (b) The estimated values of the optimal threshold.

 

 
(a) (b) 

Figure 4. The estimated values of the optimal threshold (image size: 205 × 201): (a) Original sonar
image; (b) The estimated values of the optimal threshold.

 

 
(a) (b) 

Figure 5. The estimated values of the optimal threshold (image size: 130 × 106): (a) Original sonar
image; (b) The estimated values of the optimal threshold.
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(a) (b) 

Figure 6. The estimated values of the optimal threshold (image size: 146 × 135): (a) Original sonar
image; (b) The estimated values of the optimal threshold.

As seen from Figure 1b, Figure 2b, Figure 3b, Figure 4b, Figure 5b, and Figure 6b, different
underwater sonar images have different distribution characteristics of h. This means that the estimated
optimal thresholds are different. A linear fitting method is used to calculate the proportion satisfies
based on different underwater sonar images.

For each underwater sonar image, the set of total h is defined as H = {hi|i ∈ NU }, hi
is the filtering degree parameter corresponding to the ith pixel, NU is the number of the total
pixels on the underwater sonar image. The set of h within two thresholds is defined as H′ =

{hi|i ∈ NU ∧ hi ≥ hmin ∧ hi ≤ hmax}. The ratio of the cardinality of H to the cardinality of H′ is
defined as:

η =
card H′
card H

(7)

Table 1 shows the estimated optimal threshold and η of 20 different underwater sonar images.

Table 1. The estimated optimal threshold and η of 20 different underwater sonar images.

- hmin hmax η

1 0.030 0.050 0.539
2 0.040 0.200 0.609
3 0.015 0.030 0.689
4 0.020 0.035 0.624
5 0.010 0.050 0.634
6 0.010 0.040 0.584
7 0.005 0.040 0.617
8 0.010 0.035 0.681
9 0.005 0.030 0.532

10 0.010 0.040 0.575
11 0.002 0.005 0.567
12 0.030 0.100 0.604
13 0.005 0.040 0.676
14 0.010 0.060 0.636
15 0.005 0.015 0.650
16 0.005 0.020 0.649
17 0.010 0.025 0.605
18 0.020 0.035 0.571
19 0.005 0.070 0.556
20 0.030 0.050 0.539
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Figure 7 shows the result of the linear fitting based on Table 1.

 
Figure 7. The result of the linear fitting based on Table 1.

The fitting curve is y = 7.14e − 06x + 0.613 in Figure 7. It demonstrates that η is approximately
distributed in the vicinity of 0.613. The statistical law that the proportion satisfies is the golden radio
within the range of error permitting. Two thresholds are set adaptively according to the golden
ratio to remove too large and small h. On this basis, an adaptive non-local spatial information
denoising method based on the golden ratio is proposed in this paper to effectively improve the
denoising performance.

This is set that h less than hmin is defined as H1 = {hi|i ∈ NU ∧ hi ≤ hmin} and that h larger
than hmax is defined as H1 = {hi|i ∈ NU ∧ hi ≥ hmax}. On this basis, the ratio of the cardinality of
H1 to the cardinality of H is defined as η1 = card H1

card H . The ratio of the cardinality of H2 to the cardinality
of H is defined as η2 = card H2

card H . Comparing η1 and η2 with 1−η
2 , when the value exceeds the range of

error permitting, the two thresholds are constantly updated by the dichotomy. The update process is
not finished until the experiment result simultaneously satisfies

∣∣∣η2 − 1−η
2

∣∣∣ ≤ ε and
∣∣∣η1 − 1−η

2

∣∣∣ ≤ ε. ε

is the range of error permitting. The result of two adaptive thresholds is respectively defined as Ahmin
and Ahmin.

For the ith pixel in the sonar image, hi is defined as:

hi =

⎧⎪⎪⎨⎪⎪⎩
Ahmin hmi ≤ Ahmin

Ahmax hmi ≥ Ahmax

hmi otherwise

(8)

hmi = mean
p∈Wr

i

{
‖x
(

Nj
)− x

(
Np
)‖2

2,ρ

}
(9)

The adaptive non-local spatial information denoising method based on the golden ratio is
described in Algorithm 1.
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Algorithm 1: the proposed denoising method

Input: Original sonar image;
Output: Denoising image;
Initialization: r (the radius of search window), s (the radius of neighbourhood window);
Procedure:
1: For q = 1 to s2 do:
2: Calculate d using Equation (6);
3: Calculate ρ(q) using Equation (5);
4: For every search window in the input image, do:
5: For any two different neighbourhood windows in the search window, do:
6: Calculate the weighted Euclidean distance using Equation (4);
7: Calculate the filtering degree parameter h using Equation (9);
8: Calculate Ahmin and Ahmax when the result of Equation (8) satisfies the golden ratio;
9: For every search window in the input image, do:
10: Calculate the filtering degree parameter h using Equation (8);
11: Calculate Z using Equation (3);
12: Calculate w using Equation (2);
13: Calculate non-local spatial information x using Equation (1).

3. Culture Algorithm

3.1. Cultural Algorithm Framework

The bilevel evolutionary mechanism in the cultural algorithm mainly includes three elements:
the population space, the belief space, and the communication protocol. The communication protocol
consists of influence function and accept function. The population space and the belief space are
two relatively independent evolutionary and update processes. However, they rely on the influence
function and accept function to communicate with each other, manage relevant information, and guide
the evolution and update of space. The important feature of the cultural algorithm is the introduction
of belief space. The individual evolutionary experience in the population space can be transferred
to the belief space by the accept function. The belief space transforms advanced experience into
knowledge through certain rules. The knowledge in the belief space guides the evolution of the
population space towards a more accurate direction through the influence function. Figure 8 shows
the schematic diagram of CA.

 
Figure 8. Schematic diagram of CA (cultural algorithm).

3.2. Our Proposed Cultural Algorithm—A New Adaptive Culture Algorithm

In our previous work [22], we proposed an adaptive cultural algorithm with improved
quantum-behaved particle swarm optimization (ACA-IQPSO) and applied it to the underwater
sonar image detection. In the population space, to enhance the search ability of the ACA-IQPSO, we
introduced the IQPSO as the evolution strategy. In the belief space, we adopted a new update strategy
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based on the idea of SFLA. Situational knowledge, normative knowledge, and domain knowledge
were selected to form the knowledge structure. A new communication mechanism was designed to
make better use of the information in the population space and belief space. Experimental results show
that ACA-IQPSO has better searching ability and convergence efficiency.

However, we found that ACA-IQPSO could not obtain good initial clustering centres, and the
update strategy of the belief space easily gets into the local optimal solution. Therefore, the convergence
ability of ACA-IQPSO needs to be improved and the efficiency of underwater sonar image detection
is reduced.

Therefore, in order to complete the underwater sonar image detection more accurately in shorter
iterations, NACA is proposed for the underwater sonar image detection. NACA has two improvements
over ACA-IQPSO. To begin with, inspired by the idea of data field and maximum entropy [23], we
propose an adaptive initialization algorithm based on data field (AIA-DF) for underwater sonar
image detection. AIA-DF is used in the population space to more accurately find the initial clustering
centres. Secondly, in our previous work [7], we proposed QSFLA-NSM for the underwater sonar
image detection. Experimental results show that compared with SFLA, QSFLA-NSM has stronger
search ability. Therefore, we propose a new update strategy in the belief space based on the idea
of QSFLA-NSM.

3.2.1. Adaptive Initialization Algorithm Based on Data Field

The dataset R is defined as R = {R1, R2, · · · , RN} in the data space Ω. The ith data point is
defined as Ri = (Ri1, Ri2, · · · , RiD), N is the size of R. D is the dimension of a data point. Every data
point in R interacts with the data points around it. In this way, a data field is formed according to
the interaction of different data points. The interaction between different data points is measured by
potential functions in the data field. Generally, the closer data points have stronger interaction and
greater potential. In contrast, the further data points have weaker interaction and lower potential. The
potential function is defined as:

ϕRi1Ri2 = mRi e
−‖Ri−R∗‖2

σ2 (10)

where ϕRi1Ri2 is the potential of the data point Ri = (Ri1, Ri2) at the threshold R∗, Ri1 is the grey value
of the ith pixel in the underwater sonar image. Ri2 is the average of the grey values of pixels in
the neighborhood window. The neighborhood window centre is the ith pixel. mRi is the frequency
corresponding to the ith pixel in the two-dimensional histogram of the underwater sonar image.
‖ Ri − R∗ ‖ is the Euclidean distance and σ is the impact factor.

Furthermore, in the data field, the sum of the potential of all data points at the threshold R∗ is
defined as:

ϕ =
N

∑
i=1

mRi e
−‖Ri−R∗‖2

σ2 (11)

where N is the number of total pixels in the underwater sonar images.
The influence radius of every data point is 3σ√

2
in the data field [23]. Therefore, when calculating

ϕ, the data points at work are in the region O, of which its centre is R∗ and the radius is 3σ√
2
. On this

basis, ϕ is redefined as

ϕ = ∑
Ri∈O

mRi e
−‖Ri−R∗‖2

σ2 (12)

The impact factor σ is a significant parameter. It is closely related to ϕ. The relatively large σ

means that ϕ is relatively close, which makes the initialization algorithm easy to fall into the local
optimal solution during the iteration. In contrast, the relatively small σ means that ϕ R∗ is relatively
close to 0, which also affects the subsequent solution of optimal threshold. To accurately calculate the
optimal threshold, σ is redesigned.
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According to the criterion:

P(μ − 3σ ≤ K ≤ μ + 3σ) = 0.997 (13)

where K is the possible grey levels in the underwater sonar image and μ = L
2 . L is grey levels in the

underwater sonar image. σ is defined as:

σ =
6
L

(14)

According to the principle of the data field [23], when the uncertainty is the smallest, the potential
can perfectly reflect the distribution of data points in Ω. The uncertainty is usually described as the
entropy. The optimal threshold is calculated by entropy. The size of the data field is L × L, the scope
of R∗ is 0 ≤ R∗1 ≤ L − 1, 0 ≤ R∗2 ≤ L − 1. Data points in the data field are divided into two classes:
A = {(0, 0), · · · , (R∗1, R∗2)} and B = {(R∗1 + 1, R∗2 + 1), · · · , (L − 1, L − 1)}. The entropy of A and
B are respectively expressed as follows:

H(A) = −
R∗1

∑
i1=0

R∗2

∑
i2=0

ϕRi1Ri2

ΨA
log

ϕRi1Ri2

ΨA
(15)

H(B) = −
L−1

∑
i1=R∗1+1

L−1

∑
i2=R∗2+1

ϕRi1Ri2

ΨB
log

ϕRi1Ri2

ΨB
(16)

where ΨA =
R∗1
∑

i1=0

R∗2
∑

i2=0
ϕRi1Ri2 , ΨB =

L−1
∑

i1=R∗1+1

L−1
∑

i2=R∗2+1
ϕRi1Ri2 .

The sum of posterior entropy in the data field is defined as:

H(R∗) = H(A) + H(B) (17)

When the maximum of H(R∗) is obtained, R∗ is the optimal threshold.
AIA-DF is proposed in this paper according to Equations (12)–(17). The initialization algorithm

adaptively calculates initial clustering centres in population space on the basis of the characteristics
of the underwater sonar images. It improves the disadvantages that the initial cluster centers are
randomly generated in the solution space and effectively avoids the prematurity of detection algorithm.

The influence region O of the optimal threshold is limited because of the influence radius. Besides,
in the data field, the distribution of potentials has different characteristics in different underwater
sonar images. Therefore, the optimal threshold is also different to some extent.

U = {(R∗1, R∗2)|0 ≤ R∗1 ≤ L − 1, 0 ≤ R∗2 ≤ L − 1} is the initial scope of threshold R∗. When
the optimal threshold is obtained, the grey value is randomly selected in region O for initializing the
clustering centres. The update formula for U is given as:

U(num + 1) = U(num)− U∗ (18)

where num is the number of optimal thresholds currently obtained.
U* is defined as::

U∗ =

⎧⎪⎨⎪⎩
(R(num + 1)∗1, (R(num + 1)∗2|
Rnum∗1 − 3σ√

2
≤ R(num + 1)∗1 ≤ Rnum∗1 +

3σ√
2
,

Rnum∗2 − 3σ√
2
≤ R(num + 1)∗2 ≤ Rnum∗2 +

3σ√
2

⎫⎪⎬⎪⎭ (19)

When the value of R(num + 1)∗1 and R(num + 1)∗2 are less than 0 or larger than L − 1, the update
process of U is over. AIA-DF is described in Algorithm 2.
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Algorithm 2: the proposed AIA-DF

Input: Denoising image;
Output: Initialized image;
Initialization: s (the radius of the neighbourhood window), num (the number of the optimal threshold), U (the
set of optimal threshold potential solutions);
Procedure:
1: For every pixel in the input image, do:
2: Calculate the mean grey of its neighbourhood;
3: Establish the two-dimensional grey histogram of the input image;
4: Establish the data field according to the grey histogram;
5: repeat:
6: Calculate the entropy of H(A) using Equation (15);
7: Calculate the entropy of H(B) using Equation (16);
8: Calculate the optimal threshold when the maximum of Equation (17) is obtained;
9: Calculate U∗ using Equation (19);
10: Update U using Equation (18):
11: Update num using num = num + 1:
12: Until: the stopping criteria are met.

3.2.2. New Update Strategy

In the belief space, to complete the update process by using the new update strategy in terms of
QSFLA-NSM. In the first place, cultural individuals are divided into the multiple subpopulations and
sorted from large to small according to the fitness function value [25]. Each subpopulation executes
the local search strategy. In the second place, with the subpopulation complete local search strategy,
all subpopulations are mixed for global information exchange. Then, the belief space is divided into
subpopulations again. Local search and global information exchange will alternate until the number
of iterations is satisfied

Local search completes the update of the worst cultural individual in each subpopulation. The
first step of the local search [5] is expressed as:

newYw(t + 1) =

⎧⎨⎩ P(t) + β · |Sb(t)− Yw(t)| · ln
(

1
μ1

)
μ1 < 0.5

P(t)− β · |Sb(t)− Yw(t)| · ln
(

1
μ1

)
otherwise

(20)

where t is the current local iterative times, μ1 is a random number in [0,1], P(t) is the local attractor,
and β is the contraction–expansion coefficient. Sb is the situational knowledge of the subpopulation on
behalf of the local best cultural individual. Yw is the local worst cultural individual.

Comparing the fitness function values of newYw and Yw, if the fitness function value of newYw is
larger, Yw is replaced by newYw. Whereas, Sg which represents the global best individual, will replace
Sb in Equation (20). newYw is calculated by Equation (20) again. If the fitness function value of newYw

is still less than Yw, it will randomly generate an individual from the solution space and replace Yw.
When the upper limit of the local iteration number is reached, the local search is over.

4. Experiments and Discussion

4.1. The Characteristics of the Underwater Sonar Images

The underwater sonar images include the object-highlight region, sea-bottom-reverberation
region, and shadow region. However, because of the complexity of the underwater environment, the
underwater sonar image is easily affected by the reverberation effect, strong speckle noise, fuzzy edge,
and weak texture information. This means that the underwater sonar images contain a lot of noise.
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4.2. The Effectiveness Verification of the Proposed Denoising Method

To prove the superiority of the proposed denoising method, Figure 9 shows the denoising results
based on Figure 1a of the proposed denoising method and the previous denoising method [7]. The
experiment environment is using Matlab R2012b with a 2.7 GHz Core processor and 8 GB of RAM.

(a) (b) 

(c) (d) 

Figure 9. The denoising results based on Figure 1a of the proposed denoising method in this paper
and the previous denoising method: (a) The denoising result of the denoising method proposed in this
paper; (b) The result of filtering the degree parameter is selected by two adaptive thresholds in the
proposed denoising method; (c) The denoising result of the previous denoising method; (d) The result of
the filtering degree parameter is selected by two previous thresholds in the previous denoising method.

As can be seen from Figure 9b,d, compared with the previous thresholds hmin = 0.01, the
adaptive thresholds Ahmin = 0.019 can remove more fairly small filtering degree parameters and
effectively remove image noise points. Meanwhile, the threshold Ahmax = 0.032 is smaller than
hmax = 0.05 which can remove more fairly large filtering degree parameters. It contributes to keeping
the underwater sonar image details better when the image noise points are removed.

A relatively simple and effective the fuzzy c-means (FCM) [10] is used to further qualitatively
verify the effectiveness of the denoising method proposed in this paper. Figure 10 shows the detection
results of FCM based on the thresholds in Figure 9b,d.

As can be seen from Figure 10a,b, compared with the previous threshold hmin, Ahmin removes
smaller parameters in a larger range. Therefore, it can effectively improve the performance of sonar
images. Meanwhile, as shown in Figure 10c,d, compared with the previous threshold hmax, Ahmax
can more accurately define the boundaries of relatively large h, which benefits preserving detail
information in sonar images. The noise can be effectively removed on the basis of preserving image
details by the proposed denoising method which contributes to the remainder of the image processing.
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(a) (b) 

(c) (d) 

Figure 10. The detection results of the fuzzy c-means (FCM) based on Figure 9b,d: (a) FCM detection
result when h = 0.01; (b) FCM detection result when h = 0.019; (c) FCM detection result when
h = 0.032; (d) FCM detection result when h = 0.05.

4.3. The Effectiveness Demonstration of the Proposed Detection Method

To testify the effectiveness of NACA and AIA-DF, the detection experiments based on different
underwater sonar images are presented. The proposed non-local spatial information denoising method
based on the golden ratio in this paper is used for removing noise in the underwater sonar images.
On that basis, the proposed NACA is used for underwater sonar image detection. Meanwhile, the
proposed NACA is compared with QSFLA-NSM [7], ACA-IQPSO [22], QSFLA [26,27], CPSO [20],
and QPSO [28]. Except that the number of clustering centres is adaptively set according to AIA-DF
in NACA, the number of clustering centres is 3 in other intelligent optimization algorithms. The
population size is 20, the sub-populations size is 5 in proposed NACA, QSFLA-NSM, and QSFLA,
the size of the belief space is 8 in NACA, ACA-IQPSO, and CPSO, the global maximum number of
iterations is 10, the local maximum number of iterations is 2 in NACA, QSFLA-NSM, and QSFLA. The
experiment environment is using Matlab R2012b with a 2.7 GHz Core processor and 8 GB of RAM.

To demonstrate the effectiveness of NACA, Figure 11 shows the detection results of the underwater
sonar image shown in Figure 9a.

As is described in Figure 11, the regions of object-highlight and shadow are more accurately
detected by NACA in Figure 11a. It is found that many noise points cannot be removed in Figure 11b,d.
In Figure 11e,f, the detection results have poor integrity in the regions of object-highlight and shadow,
respectively. It will cause serious difficulty to the subsequent underwater sonar image recognition.
Therefore, compared with the detection results of QSFLA-NSM, ACA-IQPSO, QSFLA-NSM, QSFLA,
CPSO, and QPSO, the proposed NACA can effectively remove the noise and accurately complete
underwater sonar image detection.

Subsequently, the quantitative analysis of the detection results in Figure 12 is performed. The
values of fitness function [25] after each iteration in the detection process of NACA and contrast
algorithms is shown in Table 2.
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(a) 
 

(b) (c) 

(d) 
 

(e) (f) 

Figure 11. Detection results of the image shown in Figure 9a: (a) Detection result of NACA
(new adaptive cultural algorithm); (b) Detection result of QSFLA-NSM (quantum-inspired shuffled frog
leaping algorithm combining the new search mechanism); (c) Detection result of ACA-IQPSO (adaptive
cultural algorithm with improved quantum-behaved particle swarm optimization); (d) Detection result
of QSFLA (quantum-inspired shuffled frog leaping algorithm); (e) Detection result of CPSO (cultural
particle swarm optimization algorithm); (f) Detection result of QPSO (quantum-behaved particle
swarm optimization).

 
Figure 12. The chart of the best fitness function values in Table 2.

Table 2. The values of fitness function after each iteration in the detection process.

Iterative Times NACA QSFLA-NSM ACA-IQPSO QSFLA CPSO QPSO

1 3.024 2.188 2.028 1.969 1.737 1.724
2 3.024 2.495 2.320 2.554 2.100 2.024
3 3.024 2.695 2.520 2.554 2.236 2.083
4 3.024 2.695 2.520 2.554 2.315 2.083
5 3.024 2.695 2.520 2.554 2.417 2.241
6 3.087 2.695 2.806 2.554 2.417 2.241
7 3.087 2.695 2.806 2.554 2.421 2.241
8 3.087 2.862 2.806 2.727 2.475 2.410
9 3.087 2.862 2.806 2.727 2.475 2.410

10 3.087 2.862 2.806 2.727 2.475 2.410
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Figure 12 shows the chart of the best fitness function values in Table 2.
As can be seen from Table 2 and Figure 12, the best fitness values of the proposed NACA is the

largest after each iteration. Only NACA converges after four iterations. The results show that the
proposed NACA has a better search ability and a faster convergence speed (the speed corresponds to
the number of iterations). Meanwhile, the fitness function values after the first iteration are close to the
fitness function values after 10 iterations in Figure 12. This means that AIA-DF can obtain better initial
clustering centres in the proposed NACA. Through qualitative analysis and quantitative analysis of
the underwater sonar detection results, the effectiveness of the proposed NACA is verified.

To further verify the effectiveness of the proposed NACA, Figure 13 shows the detection results
of the underwater sonar image.

(a) (b) (c) (d) 

(e) (f) (g) (h) 
Figure 13. Detection results of the underwater sonar image (image size: 112×117): (a) Original sonar
image; (b) The denoising result of the denoising method proposed in this paper; (c) Detection result of
NACA; (d) Detection result of QSFLA-NSM; (e) Detection result of ACA-IQPSO; (f) Detection result of
QSFLA; (g) Detection result of CPSO; (h) Detection result of QPSO.

The values of fitness function [25] after each iteration in the detection process of NACA and
contrast algorithms are shown Table 3. Figure 14 shows the chart of the best fitness function values
in Table 3.

Table 3. The values of fitness function after each iteration in the detection process.

Iterative Times NACA QSFLA-NSM ACA-IQPSO QSFLA CPSO QPSO

1 2.365 2.184 2.003 1.956 1.794 2.066
2 2.477 2.184 2.003 2.080 1.951 2.066
3 2.477 2.212 2.003 2.080 2.103 2.170
4 2.477 2.212 2.133 2.312 2.103 2.170
5 2.532 2.212 2.133 2.337 2.162 2.170
6 2.532 2.426 2.133 2.337 2.226 2.170
7 2.532 2.426 2.273 2.337 2.226 2.184
8 2.532 2.426 2.273 2.337 2.253 2.209
9 2.532 2.426 2.273 2.337 2.253 2.209
10 2.532 2.426 2.273 2.337 2.253 2.209
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Figure 14. The chart of the best fitness function values in Table 3.

As can be seen in Figure 13, NACA more accurately completes the detection of different regions
in Figure 13c. Figure 13d,f show over detection in the shadow region. The detection result fails to
effectively remove the noise in Figure 13e,g,h. At the same time, the best fitness values of NACA
are also the largest after each iteration in Table 3 and Figure 14. Comparing with other algorithms,
the detection results demonstrate that NACA has the better search ability and a faster convergence
speed (the speed corresponds to the number of iterations) based on the better initialization results that
were obtained by AIA-DF in the paper. Therefore, through qualitative and quantitative analysis, the
proposed NACA can effectively remove the noise and better complete the process of underwater sonar
image detection.

To demonstrate the effectiveness of AIA-DF, Figure 15 shows the detection result after the first
iteration in the detection process of Figure 11. The fitness function value after iteration is shown in the
first line of Table 2.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 15. Detection result after the first iteration in the detection process of Figure 11: (a) Detection
result of NACA; (b) Detection result of QSFLA-NSM; (c) Detection result of ACA-IQPSO; (d) Detection
result of QSFLA; (e) Detection result of CPSO; (f) Detection result of QPSO.
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As can be seen in Figure 15, only NACA can accurately detect the region of the object highlight
region and shadow. It also effectively removes the noise in the underwater sonar image in Figure 15a.
These results show that AIA-DF can find more accurate clustering centres. In addition, it can be seen
from Figures 15a and 11a that the detection result after the first iteration is almost identical with the
final detection result. The experimental results demonstrate that AIA-DF contributes to improving
convergence speed (the speed corresponds to the number of iterations), accuracy, and search ability in
the proposed NACA. Through qualitative analysis and quantitative analysis of the underwater sonar
image detection results after the first iteration, the effectiveness of AIA-DF is proved.

4.4. The Performance Analysis of the New Update Strategy in NACA

To demonstrate the superiority in the search ability of the new update strategy in NACA, in the
benchmark functions, Sphere function and Griewank function are used to test the position distribution
of particles in this paper. Sphere function is unimodal and only has one global optimal solution.
Griewank function is multimodal and has many local optimal solutions, however only has one global
optimal solution. Figure 16 shows the distribution of particle positions in the new update strategy and
old update strategy [22]. The relevant parameters are as follows: the dimension of the solution space
is 2, the size of the belief space is 30, the size of the subspaces is 5, the global maximum number of
iterations is 10, and the local maximum number of iterations is 2.

 
(a) 

 
(b) 

Figure 16. The distribution of particle positions in the new update strategy and old update strategy:
(a) Position distribution of particles on Sphere function; (b) Position distribution of particles on
Griewank function.

It can be seen in Figure 16 that compared with the old update strategy, the distribution of particle
positions in the new update strategy are more dispersed. The new update strategy is easier to obtain
the global optimal solution and has a stronger search ability in this paper.

In order to further verify the effectiveness of the new update strategy in its search ability, the
fitness function values are calculated by Sphere function and Griewank function in the new update
strategy and old update strategy, and the result of the fitness function values are shown in Figure 17.
The relevant parameters are as follows: the dimension of the solution space is 30, the size of the belief
space is 10, the size of the subspaces is 2, the global maximum number of iterations is 100, and the
local maximum number of iterations is 10.

As can be seen in Figure 17, the fitness function values of the old update strategy are always greater
than that of the new update strategy in each iteration. Compared with the old update strategy, the new
update strategy is more likely to jump out of the local optimization. The experiment results further
demonstrate that the search ability of the new update strategy is better than the old update strategy.
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(a) (b) 

Figure 17. The result of the fitness value calculation in the new update strategy and old update
strategy: (a) The optimization results of the Sphere function; (b) The optimization results of the
Griewank function.

4.5. The Adaptability Demonstration of the Proposed Denoising Method and Detection Method

To prove the adaptability of the proposed denoising method and NACA, Figure 18 shows the
detection results of the structured seabed which is an object in sand ripples. Figure 19 shows the
detection results of the starboard original sonar image with a ship. Figure 20 shows the detection
results of a floating object. The experiment environment uses Matlab R2012b with a 2.7 GHz Core
processor and 8 GB of RAM.

 
(a) 

 
(b) 

 
(c) 

Figure 18. Detection results of the underwater sonar image (image size: 259×368): (a) Original sonar
image; (b) The denoising result of the denoising method proposed in this paper; (c) Detection result
of NACA.

(a) (b) (c)

Figure 19. Detection results of the underwater sonar image (image size: 259×368): (a) Original sonar
image; (b) The denoising result of the denoising method proposed in this paper; (c) Detection result
of NACA.
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(a) (b) (c)

Figure 20. Detection results of the underwater sonar image (image size: 203×101): (a) Original sonar
image; (b) The denoising result of the denoising method proposed in this paper; (c) Detection result
of NACA.

It can be seen from the detection results in Figure 18b, Figure 19b, and Figure 20b that the
proposed denoising method can remove noise effectively in polytype underwater sonar images. The
boundary information of the different regions is accurately detected in Figure 18c, Figure 19c, and
Figure 20c. Moreover, the iteration times of the algorithm are only two times, which further proves the
adaptability of the AIA-DF in this paper. Therefore, the adaptability of the proposed method has been
effectively proved.

5. Conclusions

This paper proposed an adaptive approach to denoise and detect the underwater sonar image.
The problem of the inappropriate filtering degree parameter means that it seriously affects the
denoising performance in underwater sonar images, which is solved by the proposed adaptive
non-local spatial information denoising method based on the golden ratio in the paper. NACA is
proposed in this paper. Firstly, in the population space, AIA-DF is adopted to obtain good initial
clustering centres by calculating the potential entropy of the data field from the underwater sonar
images dataset. In the belief space, a new update strategy is adopted to update cultural individuals
according to the idea of QSFLA. The new update strategy further improves the search ability of NACA.

We apply the proposed method to the different underwater sonar images. The experimental
results demonstrate that the proposed denoising method can effectively remove noise and reduce
the difficulty of the following underwater sonar image recognition. Compared to the comparison
algorithms, the proposed NACA has more advantages in its search ability and convergence speed
(the speed corresponds to the number of iterations). AIA-DF can better locate initial clustering centres
and enhance convergence efficiency of NACA which contributes to accurately complete underwater
sonar image detection and convergence to the global optimal solution within small epochs. This
paper provides an effective and important method for underwater sonar image detection. It has much
academic and practical importance.
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Abstract: This article presents safe ship control optimization design for navigator advisory system.
Optimal safe ship control is presented as multistage decision-making in a fuzzy environment and as
multistep decision-making in a game environment. The navigator’s subjective and the maneuvering
parameters are taken under consideration in the model process. A computer simulation of fuzzy
neural anticollision (FNAC) and matrix game anticollision (MGAC) algorithms was carried out on
MATLAB software on an example of the real navigational situation of passing three encountered
ships in the Skagerrak Strait, in good and restricted visibility at sea. The developed solution can be
applied in decision-support systems on board a ship.
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1. Introduction

One of the most important transport issues is the safe control of movement, measured by the
probability of collision risk when passing ships on the route, using information from the radar
anticollision system [1,2]. In practice, there are many safe trajectories for the ship, from which an
optimal trajectory can be chosen that ensures minimum collision risk and the smallest path loss
on passing encountered ships [3–5]. The development of modern information technologies creates
appropriate opportunities for the automation of navigation and construction of decision support
systems to safety control the movement of a ship (Figure 1).

 
Figure 1. Safe ship-control system: Dj—distance to j-th met ship, Nj—bearing to j-th met ship,
ψ—course of the own ship, V—speed of the own ship, J—number of met ships.

According to Lloyd’s statistics, in about 87% of marine accidents, the cause of ship collisions is the
navigator’s subjectivity in maneuvering decisions, often under conditions of ambiguity and conflict.
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Therefore, among the many possibilities of describing this process, models of fuzzy control and game
control become useful [6–8].

The methods of static and dynamic optimization used so far, evolutionary algorithms or particle
swarm methods, do not include the fuzzy and game properties of the real anticollision problems of the
ship [9,10].

Therefore, the aim of this paper is to determine an optimal and safe ship trajectory using the
theory of fuzzy sets and game theory (Figures 2 and 3).

 
Figure 2. Fuzzy control system.

 
Figure 3. Game control system.

2. Kinematic Model of the Ship

In practice, the kinematics parameters of passing ships at sea in the form of:

• speed Vj,
• course ψj,
• distance of the closest point of approach DCPAj = Dj

min,
• time to the closest point of approach TCPAj = Tj

min.

These are identified by the automatic radar plotting aids (ARPA) anticollision system (Figure 4).

 

Figure 4. Situation of passing own ship with other ships.
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The kinematic model of the control can be presented in the form of state equation

Xk+1 = f (Xk, Uk), k = 1, 2, . . . , n (1)

where: (Xk+1, Xk) is the set of real ship position co-ordinates, and Uk is the control set [11].
The process ends when the ship reaches the back points called the final states

W =
{

ap+1, ap+2, an
}

(2)

The set of final states must meet this condition

ψopt = ψS
Vopt = VS

μR ≤ μRsafe

⎫⎪⎬⎪⎭ (3)

where: (ψopt, Vopt) are the optimal own-ship course and speed, (ψS, VS) are set point own-ship course
and speed, and μR is the membership function of collision risk [12].

3. Fuzzy Control Model of the Process

3.1. Membership Function of Fuzzy Goal

Different security assessments made by navigators can be described as the membership function
of the fuzzy goal, allowing a subjective assessment of

μG(k, j) = 1 − 1
exp(λd(k, j)DCPA2

j )
(4)

where λd is the navigator’s subjective parameter.

3.2. Membership Function of Fuzzy Constraints

The membership function of the fuzzy constraints can be defined as

μC(k) =
1

exp(λc(k)(V cosψ(k)− V cosψ(k − 1))t2
k)

(5)

where λc is the navigator’s subjective parameter.

3.3. Membership Function of Fuzzy Collision Risk

Ships that can take part in a collision should be sorted according to the degree of threat by the
collision-risk rating index. In many works, the ship’s domain is treated as an assessment of collision
risk [8]. In this article, the collision-risk transfer function was used as collision-risk assessment

μR(k, j) =
1

exp(λrd(k, j)DCPA2
j + λrt(k, j)TCPA2

j )
(6)

where λrd and λrd are the navigator’s subjective parameters.
The fuzzy-set decision is determined as result of an operation of the fuzzy set of a goal and fuzzy

set of constraints
μD(., .) = μC(., .) ∗ μG(., .) (7)
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3.4. Fuzzy Neural Anticollision (FNAC) Algorithm

To present the idea of dynamic programming in this case, we first have to present the task in a
slightly fuller form

μD(u0, ..., uN−1|X0 ) =

max
u0,...,uN−1

[μ0
C(u0) ∧ μ1

G(X1) ∧ μ1
C(u1) ∧ μ2

G(X2) ∧ ...

... ∧ μN−1
C (uN−1) ∧ μN

G(f(XN−1, uN−1)]

(8)

After transformation and maximization in relation to controls (u0, u1, . . . , uN−1), we obtain the
following system of recursive equations{

μN−i
G (XN−i) = max

uN−i
[μN−i

C (uN−i) ∧ μN−i+1
G (f(XN−i+1)]

XN−i+1 = f(XN−i, uN−i) i = 0, 1, ..., N
(9)

Referring to Formula (9), going back from stage t = N to t = 0, at each stage there are two
phases: minimization and maximization. Such operations can be implemented using the special neural
network proposed in [13]. The traditional artificial neural network does not perform the minimum
and maximum operations of a finite set. Appropriate neurons were proposed by Rocha, which will be
presented in the next sections [14–18].

3.4.1. Neural Network

The operations presented above require special neurons that can be used in an artificial neural
network. Such neurons were proposed by Rocha [19], neurons of maximum type and minimum type.
We assume that the neuron has n inputs (b1, b2 . . . , bn) and the weighted sum of these n inputs is
defined by the following formula

y =
n

∑
k=1

wkbk (10)

where wk are the synapse weights connecting the input neurons.
The following pattern shows that the resulting obtained value u is encoded as the axonal activation

bp of the postsynaptic neuron.

bp =

⎧⎪⎨⎪⎩
1 if u ≥ α2

f(u) if α1 ≤ u ≤ α2

0 otherwise
(11)

We have introduced two axonal thresholds α1, α2, which are defined by polarized neurons, where
f transition function. We can now define the maximum-type neuron and the minimum-type neuron.

Maximum-Type Neuron

Defined as such whose axonal threshold αt in stage t is described as

α(t) =

{
1 if t = 0
bp(t − 1) otherwise

(12)

However, axionic activation bp is presented as

bp(t) =

{
α(t) if u(t) ≤ α(t)
u(t) otherwise

(13)

where u(t) is the postsynaptic activation at stage t [20].
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Combining the two functions, at the output of the max neuron, we obtain a maximum value of
the inputs if weight wk = 1

bp(t) = max
k=1, 2, ..., t

[wkbk] (14)

Minimum-Type Neuron

Defined as a neuron whose axionic threshold αt at stage t is

α(t) =

{
1 if t = 0
bp(t − 1) otherwise

(15)

However, axionic activation

bp(t) =

{
α(t) if u(t) ≥ α(t)
u(t) otherwise

(16)

The equations show that the output of the min neuron encodes at least the minimum value of the
inputs if weight wk = 1

bp(t) = min
k=1, 2, ..., t

[wkbk] (17)

In this way, defined neurons allow to build the neural network to solve the task of the optimal
safe ship trajectory.

3.4.2. Structure of Neural Networks in Relation to Multistage Control

The neural network proposed in Reference [13] allows solving the task presented above. Its
structure consists of alternating layers of minimum and maximum neurons. Weights values of neuron
entrances are not given by learning in the ordinary sense, but result from the description the task,
i.e., state transitions, fuzzy constraints, and fuzzy goals. Therefore, in order for the structure of the
neural network to properly work, it is necessary to determine the connections between minimum and
maximum neurons on the same layer, the maximum neurons of the preceding layer, and the minimum
neurons on a current layer.

In the following, the neurons are described as

• Mi
k—max neuron at stage k,

• mi
k—min neuron at stage k.

3.4.3. Generating Interconnections between Max and Min Neurons at the Same Layer

The connection of the two types of neurons from the same layer is done using the state-transitions
equations, the connection function is as

W(mi
k, Mj

k) =

{
1 if fN−k(qR(m

i
k), qT(M

j
k)) �= 0

0 otherwise
(18)

where qR(mi
k) is the number of receptor control, qT(Mi

k) is the number of relay states, fN-k(.,.) is the
state-transition equation. A value of 1 means there is a connection, while 0 means no connection.
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3.4.4. Generating Interconnections between Max Neurons and Min Neurons at the Given Layer

The combination of max neuron Mj
k−1 (layer k − 1) and min neuron mi

k (layer k) is executed by
the number of receptors qR(mi

k) and the number of the relay. It allows to obtain state xN−k using the
state equation, running neuron driver qC(mi

k). That can be presented as the equation

qC(m
i
k) = xN−k = fN−k(qR(m

i
k), qT(M

j
k)) (19)

This driver is designed to send to all max neurons in layer (k − 1) the number of receptors qC(mi
k).

Neurons, which, due to the sent value, are activated, have the same value as receptor qR(Ml
k−1). Just

like in computer networks, between neuron mi
k and Ml

k−1, a connection is established, which can be
defined as

W(Ml
k−1, mj

k) =

{
1 if qR(M

l
k−1) = qT(m

i
k) = qC(m

i
k)

0 otherwise
(20)

The connections presented in this fashion give the possibility to form an algorithm based on an
artificial neural network, which will emulate solving the problem of dynamic programming in fuzzy
environment, that is, the fuzzy neural anticollision (FNAC) algorithm [21].

The structure of the neural network to determine the safe ship trajectory is atypical, the network
consists of six stages, in the first stage there are two layers of neurons, one max neuron and nine min
neurons. The next has 9 max neurons and 32 min neurons. However, in third stage there are 25 max
neurons and 38 min neurons. The penultimate stage has nine max neurons and nine min neurons.
The last has one max neurons. The neurons weight result from the function state transitions and the
membership function of fuzzy constraints and the membership function fuzzy goals.

Output step is to find a series of connections of maximum neurons, whose outputs have the
highest value fuzzy decision μDmax.

The initialization step it is to create a neural network. As in the dynamic programming steps
proceed from the latter to zero (initial).

Thus, the steps of numbering 0 (the last stage with respect to X0) to N (last step k, the first with
respect to X0) initialize the first layer of neurons maximum at stage k = 0, and increase by 1 (k = 1).
From this step on, in each subsequent step we first initialize the layer of minimum neurons and then
the layer of maximum neurons (Figure 5).

 
Figure 5. Fuzzy neural anticollision (FNAC) algorithm block diagram.

The connection step, as the name suggests, is to combine the maximum and minimum neurons of
the same stage k (Phase 1), the maximum neurons at stage k − 1, and the minimum neurons at stage k
(Phase 2). The output step is to find a series of connections of maximum neurons whose outputs have
the highest value, μDmax.
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Of course, this is also true for control, which made it possible to obtain a value μD(u0*, . . . .,
uN−1*|X0) so there is also a connection with the minimum neurons. This time, these values are being
sought in an order according to the initial state, that is x0 to xN (final state).

The initial state and the final state are single (this is related to the maneuvers of the ship). In some
structures of the neural network, this may occur more than once, in the initial and final states, and, in
this case, the connection may vary depending on the selection state at the initial stage.

Using the fuzzy toolbox and neural toolbox contained in the MATLAB_R2016a software, the
fuzzy neural anti-collision (FNAC) computer program was designed for the determination of the safe
own-ship trajectory in a collision situation [11].

4. Game Control Model of the Process

4.1. Base-Differential Game Model

The most general description of the own ship passing j other encountered ships is the model of a
differential game of moving control objects (Figure 6).

 
Figure 6. Block diagram of the basic model of differential game.

The properties of the process are described by the state equation

.
xi = fi[(x0,β0 , x1,β1 , ..., xj,βj , ..., xJ,βJ),

(u0,δ0 , u1,δ1 , ..., uj,δj , ..., uJ,δJ), t]
j = 1, 2, ..., J

(21)

where
→
x 0,β0

(t) is the β0 dimensional vector of the process state of the own-ship determined in a time

span t ∈ [t0, tk];
→
x j,βj

(t) is the βj dimensional vector of the process state for the j-th met ship;
→
u0,δ0

(t)

is the δ0 dimensional control vector of the own-ship;
→
uj,δj

(t) is the δj dimensional control vector of j-th
met ship [22].

Control constraints and the state of the process are connected with the basic condition for the
safe passing of the ships at a safe distance Ds in compliance with the International Regulations for
Preventing Collisions at Sea (COLREGs Rules)

gj(xj,βj
, uj,δj) ≤ 0 (22)

Goal function has the form of the payments, the integral payment and the final one

I0,j =

tk∫
t0

[x0,β0(t)]
2dt + rj (tk) + d(tk) → min (23)

449



Remote Sens. 2019, 11, 82

The integral payment represents the additional distance traveled by the own-ship while passing
the encountered ships and the final payment determines the final collision-risk rj(tk) relative to the j
ship and the final deflection of the own-ship d(tk) from the reference trajectory [23].

Two types of control goals were taken into consideration, programmed control u0(t) and positional
control u0[x0(t),t]. The basis for the decision-making control are the decision-making patterns
of the positional control processes, the patterns with the feedback arrangement representing the
differential games.

While formulating the model of the control process, it is essential to take into consideration both
the kinematics and the dynamics of the own-ship movement, the disturbances, the strategy of the
encountered ships, and the assumed formula as the goal of the own-ship handling.

The diversity of selection of the possible models directly affects the synthesis of the own-ship
control algorithms, which are afterwards affected by the ship-handling device, directly linked to the
ARPA system and, consequently, determine the effects of safe and optimal control.

The application of reductions in the description of own-ship dynamics and the dynamics of the
j-th encountered ship, and their movement kinematics, leads to the approximated model-positional
and matrix.

4.2. Approximate Matrix Game Model

When leaving aside the own-ship dynamics equations, the general model of a differential game
for the process of preventing collisions is reduced to the matrix game of J participants non-co-operating
or co-operating among them. The state and control variables are represented by the values

xj1 = Dj; xj2 = Nj; u01 = ψ ; u02 = V; uj1 = ψj; uj2 = Vj

j = 1, 2, ..., J
(24)

4.3. Matrix Game Anticollision (MGAC) Algorithm

Collision matrix risk R includes the values previously determined on the basis of data taken from
anticollision system ARPA; the value of collision-risk rj with regard to the determined strategies of the
own-ship and those of j-th encountered ships (Figure 7).

Figure 7. Matrix game anticollision (MGAC) algorithm block diagram.

The form of such a game is represented by the following risk matrix

R = [rj(δ0, δj)] (25)
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containing the same number of columns as the number of participant O (own-ship) strategies. It has;
e.g., a constant course and speed, course alteration 20◦ to starboard, 20◦ to port, etc., and contains a
number of lines that correspond to a joint number of participants J (j-th encountered ships) strategies

R = [rj(δ0, δj)] =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

r11 r12 . . . . r1,ν0−1 r1ν0

r21 r22 . . . . r2,δ0−1 r2δ0

. . . . . . . . . . . . . . . . . . . .
rδ11 rδ12 . . . . rδ1,δ0−1 rδ1δ0

. . . . . . . . . . . . . . . . . . . .
rδj1 rδj2 . . . . rδj ,δ0−1 rδjδ0

. . . . . . . . . . . . . . . . . . . .
rδJ1 rδJ2 . . . . rδJ,δ0−1 rδJδ0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(26)

The value of the collision-risk rj is defined as the reference of the current situation of the approach
described by parameters Dj

min and Tj
min to the assumed assessment of the situation defined as safe

and determined by the safe distance of approach Ds and the safe time Ts—which are necessary to
execute a maneuver avoiding a collision with consideration of actual distance Dj between the own-ship
and the encountered j-th ship (Figure 8)

rj =

⎡⎣ε1

(
Dj

min
Ds

)2

+ ε2

(
Tj

min
Ts

)2

+ ε3

(
Dj

Ds

)2
⎤⎦−

1
2

(27)

 
Figure 8. Example of the dependence of collision risk on the relative values of distance and time of
approaching ships.

Weight coefficients ε1, ε2, ε3 are dependent on the state of visibility at sea (good or restricted), the
kind of water region (open or restricted), speed V of the ship, static L, and dynamic Ld length of ship,
and static B and dynamic Bd beam of ship [10]

0.1 ≤ ε1 ≤ 10
0.1 ≤ ε2 ≤ 10
0.1 ≤ ε3 ≤ 10

⎫⎪⎬⎪⎭ (28)

Ld = 1.1 (1 + 0.345 V1.6) (29)

Bd = 1.1 (B + 0.767 LV0.4) (30)
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Assuming higher values of particular weight coefficients ε1, ε2 and ε3; the share of the risk of
collision rj depending on the distance of ships Dj and Dj

min or the time of excessive approach of ships
Tj

min increases.
The constraints affecting the choice of strategies are a result of the recommendations of the way of

priority at sea. Player O (own-ship) may use δ0 of various pure strategies in a matrix game and player
J (encountered ships) has δj of various pure strategies.

As the game, most frequently does not have a saddle point, the state of balance is not guaranteed,
and there is a lack of pure strategies for both players in the game. In order to solve this problem, dual
linear programming may be used.

In a dual problem, player O, having δ0 various strategies to be chosen, tries to minimize the risk
of collision

I0 = min
δ0

rj (31)

while player J, having δj strategies to be chosen, tries to maximize the collision-risk

Ij = max
δj

rj (32)

For a non-co-operative matrix game, the problem of determining an optimal strategy may be
reduced to the task of solving a dual linear programming problem [24](

Ij
0

)∗
= min

δ0
max
δj

rj (33)

For a co-operative matrix game, the problem of determining an optimal strategy may be reduced
to the task of solving a dual linear programming problem(

Ij
0

)∗
= min

δ0
min
δj

rj (34)

Mixed strategy components express probability distribution P = [pj(δ0,δj)] of players using
pure strategies

P = [pj(δ0, δj)] =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

p11 p12 . . . . p1,δ0−1 p1δ0

p21 p22 . . . . p2,δ0−1 p2δ0

. . . . . . . . . . . . . . . . . . . .
pδ11 pδ12 . . . . pδ1,δ0−1 pδ1δ0

. . . . . . . . . . . . . . . . . . . .
pδj1

pδj2
. . . . pδj ,δ0−1 pδjδ0

. . . . . . . . . . . . . . . . . . . .
pδJ1

pδJ2
. . . . pδJ,δ0−1 pδJδ0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(35)

The solution for the steering goal is the strategy of the highest probability and will also be the
optimal value approximated to the pure strategy(

uδ0
0

)•
= uδ0

0

{[
pj
(
δ0, δj

)]
max

}
(36)

The safe trajectory of the own-ship was treated here as a sequence of changes to the course and
speed. The established values are as follows: safe passing distances among the ships under given
visibility conditions at sea Ds, time delay of manoeuvring and the duration of one stage of the trajectory
as one calculation step. At each step, the most dangerous ship is determined with regard to the value
of collision risk rj.

Consequently, on the basis of the semantic interpretation of the COLREGs, the direction of a turn
of the own-ship is selected to the most dangerous encountered ship [25–27].
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Collision matrix risk R is determined for the admissible strategies of the own-ship δ0 and those δj

for j-th ships encountered. By applying dual linear programming in order to solve the matrix game,
we obtain the optimal values of the own-ship course and those of the j-th ship at the smallest deviation
from their initial values.

If, at a given step, no solution can be found at the speed of the own-ship V, the calculations are
repeated at reduced speed by 25% until the game is solved.

The calculations are repeated step by step until the moment when all elements of matrix R become
equal to zero, and the own-ship, after having passed the encountered ships, returns to its initial course
and speed.

Using the linprog function, that is, linear programming from the optimtool optimization toolbox
contained in the MATLAB_R2017a software, the matrix game anti-collision (MGAC) computer program
was designed for the determination of the safe own-ship trajectory in a collision situation [10].

5. Research Results

The aim of the computer simulation research of the FNAC and MGAC algorithms to determine
the optimal safe-ship trajectory in collision situations was to evaluate methods to solve the problem
formulated in this work by using fuzzy-set theory as a multistage and matrix game theory as a
multistep decision-making process.

The computer simulation of the FNAC and MGAC algorithms was carried out in MATLAB
software on an example of the real navigational situation of passing J = 3 encountered ships in the
Skagerrak Strait in good visibility Ds = 0.2 nm and the restricted visibility Ds = 2.0 nm (nautical miles)
(Table 1).

Table 1. Data of own-ship and met ships: 1, 2 and 3.

Bearing Nj (◦) Distance Dj (nm) Speed Vj (kn) Course ψj (◦)

Own-ship - - 20 0
Ship 1 326 8.8 13.5 90
Ship 2 6 14.3 16.2 180
Ship 3 11 7.5 16.0 200

The situation was registered on board r/v HORYZONT II, a research and training vessel of
the Gdynia Maritime University, on the radar screen of the ARPA anticollision system Raytheon.
The sample results of the performed computer simulations for the navigational situation when the
own-ship passed three met ships in a good and restricted visibility at sea are presented in Figures 9
and 10, respectively.

The trajectories of the own-ship, shown in Figures 9 and 10, are optimal, but in different ways.
The FNAC trajectory ensures minimum risk of collision of own-ship, taking into account the

uncertainty of the control process, described by the fuzzy set membership functions of state and control
constraints, and collision risk, not including maneuvers of encountered ships.

On the other hand, the trajectory of MGAC ensures a minimum collision-risk of the own-ship
taking into account the maneuvering of encountered ships in a co-operative or non-co-operative way.

Designated safe trajectories FNAC and MGAC of the own-ship are the reference trajectories for
automatic ship’s control systems using the autopilot and main engine.
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Figure 9. Comparison of safe and optimal trajectories of own-ship in the situation of passing three
ships, in conditions of good visibility at sea at Ds = 0.2 nm, determined using the following algorithms:
FNAC decision chosen trajectory = 0.5766; MGAC final payment = 1.08 nm.

 
Figure 10. Comparison of safe and optimal trajectories of own-ship in the situation of passing three
ships, in conditions of restricted visibility at sea at Ds = 2.0 nm, determined using the following
algorithms: FNAC decision chosen trajectory = 0.6452; MGAC final payment = 3.83 nm.
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6. Conclusions

This work showed that the proposed concept of applying the fuzzy neural anticollision and matrix
game anticollision algorithms is a promising way to solve the considered problem and design a novel
anticollision system, allowing to increase the safety of maritime transport.

The FNAC algorithm achieves a short computation time of about one second, while the MGAC
algorithm scope of the calculation time is from about two to five seconds.

The obtained solutions obtained using both algorithms meet the requirements of the COLREGs.
The MGAC computer program, designed in MATLAB software, takes into consideration the

following: degree of co-operation with the own-ship and encountered ships, COLREGs Rules, advance
time for a maneuver calculated with regard to the own-ship dynamic features, and the assessment of
the final deviation between the real and reference trajectories.

In summary of these results, the created algorithms can be used as a tool to assist navigator
in making maneuver decision, in complex collision situations, when passing through more ships,
especially in restricted visibility at sea.

In future works, the sensitivity analysis of safe ship control should be performed to change the
parameters of the process model and the inaccuracy of information from the ARPA radar system;
moreover, the design of the ARPA system may be considered, extended with the function of a
computer-aided maneuvering navigator decision, using the FNAC and MGAC algorithms.
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Nomenclature

Ap axonic activation
C fuzzy-set goal
D fuzzy-set decision
Ds safe distance of approach
Dj distance between own-ship and the j-th met ship
DCPA distance to closest point of approach
G fuzzy-set contraints
P probability distribution
R collision-risk matrix
rj value of the collision-risk
ut controls
TCPA time to closest point of approach
Ts safe time of approach
U control-set
uk(t) postsynaptic activation at stage t
V ship speed
Vopt optimal ship speed
W set of final states
Xt+1, Xt ship position co-ordinates
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X set of real ship position co-ordinates
αt axonic threshold at stage t
μR membership function of fuzzy-set collision-risk
μRsafe value of μR at which the process is assumed safe
λc, λd, λrd, λrt navigator’s subjective parameters
ψ ship course
ψopt optimal ship course
∧ minimum operator
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