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Preface to “Digital Signal, Image and Video Processing
for Emerging Multimedia Technology”

Recent developments in image/video-based deep learning technology have enabled new
services in the field of multimedia and recognition technology. The technologies underlying the
development of emerging services are based on essential signal and image processing algorithms.
In addition, the recent realistic media services, mixed reality, augmented reality and virtual
reality media services also require very high definition media creation, personalization and
transmission technologies, and this demand continues to grow. To accommodate these needs,
international standardization organizations and industries are studying various digital signal and
image processing technologies to provide a variety of new or future media services. In this issue,
we present a collection of quality papers concerning advanced signal/image processing and video
data processing, including deep learning approaches. This book comprises 23 peer-reviewed articles
covering a review of the development of deep-learning-based approaches and presenting original
research on learning mechanisms and video signal processing. This book also covers topics including
data security and protection and advanced digital signal/image processing. This volume will be a
good collection for designers and engineers in both academia and industry that would like to develop
an understanding of emerging technology in digital signal, image and video processing, and students

will also find this book to be a useful reference.

Byung-Gyu Kim
Editor
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Abstract: Image identification, machine learning and deep learning technologies have been applied
in various fields. However, the application of image identification currently focuses on object
detection and identification in order to determine a single momentary picture. This paper not only
proposes multiple feature dependency detection to identify key parts of pets (mouth and tail) but
also combines the meaning of the pet’s bark (growl and cry) to identify the pet’s mood and state.
Therefore, it is necessary to consider changes of pet hair and ages. To this end, we add an automatic
optimization identification module subsystem to respond to changes of pet hair and ages in real
time. After successfully identifying images of featured parts each time, our system captures images
of the identified featured parts and stores them as effective samples for subsequent training and
improving the identification ability of the system. When the identification result is transmitted to the
owner each time, the owner can get the current mood and state of the pet in real time. According to
the experimental results, our system can use a faster R-CNN model to improve 27.47%, 68.17% and
26.23% accuracy of traditional image identification in the mood of happy, angry and sad respectively.

Keywords: multiple feature; dependency detection; deep learning; surveillance system

1. Introduction

In modern society, the population of pets such as cats and dogs is increasing. However, when
owners are at work, pets at home will inevitably be alone, and owners might be worried about the
safety of pets. Hence, this paper proposes a smart pet surveillance system to automatically identify
the pet’s mood and state and initiatively send identification results to the owner. In this way, even if
owners are busy at work, the pet status will be sent through the smart pet surveillance system. It can
quickly grasp the current situation of pets so that owners can work with peace of mind. However,
traditional image identification cannot effectively identify the pet’s mood and state from a single
image or instantaneous state. The pet displays its mood and states through actions of certain barks
or continuous movements of several different key parts on its body. Hence, the multiple feature
dependency detection algorithm proposed in this paper can be used on most object detection models.
The multiple feature dependency detection algorithm can correctly identify the mood and state of the
pet when the object detection has sufficient accuracy. Tensorflow architecture of deep learning image
identification technology and its Faster-RCNN network architecture extracts a conv-feature map of
input images through convolutional layers [1-6]. Then the region propose network (RPN) will process
the extracted convolution feature maps and provide a large number of ROIs (region of interest means
regions that may contain feature points). It lets ROIhead (responsible for processing the ROIs proposed

Electronics 2020, 9, 1387; doi:10.3390/electronics9091387 1 www.mdpi.com/journal/electronics
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by RPN) determine whether there is a feature target in ROIs and correct the position and coordinates
of ROIs. Finally, it records specific labels of features (the set featured part). The most important of
which is ROIhead, which is responsible for determining whether ROIs contains feature targets and
modifying the coordinates and position of ROIs directly affects the accuracy of identification [7-15].
In view of the influence of network architecture design, it is important to improve the identification
ability of the identification model, directly change the network architecture and improve the number
and quality of input training samples. An effective training sample enables RPN to provide better
ROIs so that ROlhead can more accurately detect the target featured parts to be identified to improve
the level of identification confidence. The identification system of the smart pet surveillance system
proposed in this paper uses deep learning image identification technology, and its pretrained model
uses the Faster-RCNN neural network using the COCO (Common Object in Context) data set. In order
to identify multi-point of pet features, the proposed system collected training samples of multiple
relevant features and trained the identification model. By identifying multiple featured parts of pets
and analyzing the continuous changes and relative relationships between featured parts, pet’s mood
and state are analyzed and determined.

Faster R-CNN can effectively identify more subtle features and then identify the key parts of pets,
but it cannot identify the meaning behind images and objects, such as mood and status. Even if the
training data of the faster R-CNN can directly label the mood and state, the mood and state cannot
be successfully identified, because it cannot be identified only through a single image. Hence, the
proposed method in this paper is based on faster R-CNN and extracts the identification results of the
key parts of the pet to judge the pet’s mood and state. Moreover, the multiple features of the proposed
method can be the key parts of the pet itself in the image or the sounds made by the pet. The proposed
method uses the KNN (K nearest neighbor) algorithm to establish the speech identification model.
The characteristic frequency bands of sound waves emitted by pets in different moods and states
are needed to extract and identify and eliminate the noises. The proposed method uses MFCC
(Mel-scale frequency cepstral coefficients) to suppress noise in sound waves and extract the sound
wave characteristic frequency bands of pets in different moods and states. Since the identification
objects are pets of different breeds, colors and sizes, the relative position of the featured part will be
different. Even if the breed and color are the same, uncertain factors such as age and hair size will affect
the identification ability of the system. In order to enable the identification system to respond to the
above-mentioned factors, the system uses the identification system to successfully identify the image
of featured parts and recreate a new training sample based on the identification results. By inputting
new and customized training samples into the identification system for training, the identification
model’s ability to identify featured parts of specific pets can be improved. The related literature will be
discussed in Section 2, and the system architecture will be explained in Section 3, which will be divided
into four small chapters for detailed explanation. In Section 4, we analyze the data recorded by the
system during the actual identification process. In Section 5, we present the conclusions of this paper.

2. Literature Review

In recent years, there have been many related literatures and applications for image identification,
but most of them focused on face identification. Literatures related to animal identification are relatively
rare. Related literature [16] focused on wild animal protection, using the image identification system
to identify endangered wild animals and protect them. This paper uses convolutional neural networks
to train images of endangered wild animals and common animals. The identification system can
effectively identify endangered wild animals. However, this paper only identifies the appearance of
animals. Limited by its system and training samples, the system can only identify specific creatures,
not endangered animals. However, although the system proposed in our paper can only identify
common pet species at home, the system can not only identify their appearance but also judge the pet’s
mood and state by identifying their subtle behaviors. Related literature [17] identified a monkey face
by the identification system trained by a convolutional neural network. Monkeys can communicate
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through facial expression. It plays an important role in their communication. This paper uses the
image identification system to capture the movement of the monkey’s facial muscles and its facial
expression to determine what the monkey wants to express. This paper uses the movement state of
the monkey’s facial muscles and changes in the five senses to determine what the monkey wants to
express. In the exchange of information, although the face sends a lot of messages, gestures of other
body parts can also convey more specific or obvious meaning. The training sample of this paper is
sufficient, but it only identifies monkeys’ faces. If it includes other physical behavior performance, it
should be better at identifying what the monkey wants to express. The system proposed in our paper
not only identifies faces but also identifies continuous behaviors of other featured parts including
information limb movement can convey. Related literature [18] used transfer learning to design a
method for dog identification from shallow to deep. In this paper, different features of dogs such as
eyes, noses and ears are identified. Different breeds of dogs are included for identification. Related
literature [19] proposes using surveillance systems to monitor the location of pets based on the faster
R-CNN identification model. However, our proposed system will identify the mood and state of the
pet. Related literature [20] observes the difference in horse behavior before and after surgery, inferring
different pain levels based on the condition of the surgical wound and observes the horse’s behavioral
performance at different levels of pain. This paper only observes the horse’s displacement in space.
It is concluded that the horse will reduce the displacement when it is in pain. However, our proposed
method identifies the dependence of the continuous behavior of different key parts of the pet, instead
of identifying the entire pet. Moreover, the system proposed in our paper needs to identify common
home pets, using transfer learning to improve the accuracy of identification. It not only identifies the
pet’s breed, body shape and hair condition to confirm the owner’s pet but also the pet’s behaviors
of featured parts to ensure the pet’s mood and state can be correctly identified. Due to individual
preferences, the selection of pets is different. In training data collection of the identification system in
this paper, the open data set is used and the public pet videos are divided into screenshots and other
image data. Therefore, as long as the information of the input training data can be clearly defined, the
identification function of the identification system can be improved.

3. Materials and Methods

The smart pet surveillance system overview is shown in Figure 1. In order to capture pet videos,
the system uses the loop recording subsystem and webcam to capture real-time videos of pets at
any time. The loop recording subsystem will continuously capture images and output them as short
videos. The recording is not interrupted and the latest short video can be sent to the data processing
subsystem. To use image identification and the KNN audio identification model, we need to perform
preliminary processing to extract an image and audio signal from the short video. The identification
network architecture is shown in Figure 2. This paper was based on the faster R-CNN identification
network and customized the key parts of the pet to be identified. Moreover, we used the KNN audio
identification model for audio identification. The system automatically processed the images and
audio for faster R-CNN and KNN audio identification model to identify the key parts of the pet and
the pet’s barking. The feature extraction subsystem was used to extract information about the key
parts of the pets in these images and the mood contained in the audio. It also generated the training
samples for automatic optimization module for supplements when performing automatic training
according to the results of the identification of the faster R-CNN identification network. The multiple
feature dependency detection algorithm extracted the information from the list of the feature of the pet
generated by the feature extraction subsystem. According to the information of these features, we
determined the pet’s mood and state. Sending the identified pet’s message to the owner through the
message transmission subsystem so that the owner can understand the pet’s latest mood and status.
In order to synchronize the identification ability of the identification system with the change of pet’s
appearance, this system proposed an automatic optimization identification module subsystem that
uses the latest system identification results as samples and sends them to the module for training. It
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effectively synchronizes the ability of identification model with the changes in the pet’s appearance.
Functions of the smart pet surveillance system are shown in Figure 3. The proposed system includes an
image identification system, which is responsible for identifying the key parts of the pet and the sound
of the pet. Multiple feature dependency detection extracts the identified information to determine the
pet’s mood and status and transmits the information to the owner. Automatic system optimization
responds to changes in the pet’s appearance.
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Figure 1. Smart pet surveillance system overview.
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3.1. Pet Camera

The smart pet surveillance system proposes to continuously capture real-time images through pet
cameras. Since the pet camera and the identification system were implemented in the same operation
system, when videos captured by the pet camera were saved in the storage space designated by
the identification system, the identification system could use these videos. For convenience of the
subsequent image identification system, captured images were saved in short videos when recorded
by pet cameras. Therefore, the recorded images need to be continuously stored as shown in Algorithm
1. The loop recording processing recorded the video according to the video format and stored the
video, which had a duration setting by time in the video path location.

Algorithm 1 Loop_Recording_Processing

Require: threading
Require: video_store_path video_path
Require: count variable time_sup = 0

1. def timer():

2 time_sup +=1

3. main():

4 threading.timer()

5. set video format and information: v_ format
6 while(1):

7 set video duration: time

8 if time_sup == time:

9. store the video to video_path

10. time_sup =0

11. else:

12. recording the video according to v_ format
13. return 0

3.2. Identification System

As shown in Algorithm 2, the identification subsystem of the smart pet surveillance system
was implemented by object identification. By detecting and identifying the key part of the pet, it is
able to identify the different pet’s mood and state by changing different key parts of the pet. When
the identification subsystem is activated, it will automatically read the short videos recorded and
stored by the pet camera. Owing to the identification method that uses faster R-CNN and the KNN
audio identification model, the video needs to extract image and audio files, then these are sent to the
respectively identification system for identification. After the video is divided into images, it will have
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different results according to different sampling parameters. When the sampling parameters are set
too low, time interval between two images will be too long, resulting in few identifiable images to
effectively identify the mood and state of pets. When the sampling parameters are set too high, there
will be too many segmented images, resulting in excessive load of the system and greatly increasing
identification time. Therefore, in this paper, videos were cut to five to six images per second for
identification. After the data processing subsystem red the video, it separated and stored the image
and feature of the audio according to the sampling parameters set by the system. The system processed
through MFCC and extracted the feature parts in the audio. When the convert process ended, the
system threw the images extracted from the video and feature of the audio into the faster R-CNN
identification system and KNN audio identification system for identification.

Algorithm 2 Data_Preprocessing

Require: Loop_Recording_Processing_output video_path
Require: image_save_path i_path
Require: audio save_path a_path
def video_to_img(video_path, i_path):
images obtained from the video: i_image
i_image store to i_path
def video_to_wav(video_path, v_path):
audio = audio from the video
mfcc_audio = audio use mfcc for feature extraction
mfcc_audio store to a_path
main():
video_to_img(video_path, i_path)
10. video_to_wav(video_path, a_path)
11. return 0

O X NG W=

As shown in Algorithm 3, the feature extraction subsystem will extract all the key parts of pets
from the identification results of faster R-CNN information in the feature list. Additionally, it will then
extract the sounds identification result from the KNN audio identification model. The identification
results of the faster R-CNN and KNN audio identification system were used to generate feature lists
with feature categories for subsequent processing. Identifying the mood and state condition of pets
requires observation of the continuous changes of their characteristics. This is a natural phenomenon of
time continuity and object dependence, so it is impossible to determine the pet’s mood and state via a
single identification result. It is necessary to continuously identify that the featured parts meet specific
conditions to determine that the pet conforms to a specific mood or state. It is also necessary to filter
information in identification results and exclude images in specific situation where no featured parts
are detected to improve the identification effectiveness of the system. The multiple feature dependency
detection algorithm is shown in Algorithm 4. The multiple feature dependency detection algorithm
contains a number of emotions, which was identified through continuous image and sound features.
The multiple feature dependency detection algorithm obtains a feature list via feature extraction and
extracts features needed to identify emotions from the feature list according to different emotion
requirements. The proposed algorithm determines whether pets are in a certain emotion state according
to the nature of the continuity of emotions. When there are insufficient features to make judgments,
the proposed algorithm defines pets as in the normal state. For example, after the identification system
receives images, it automatically identifies whether there are specified featured parts in the image,
such as the dog’s mouth keeps opening and tail shaking. After capturing multiple specific features, the
system will record the above information. Then, it judges if the above-mentioned image is a continuous
one. Therefore, discontinuous images without time continuity cannot represent the mood and state of
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pets. The proposed system that obtains the above-required information can identify the pet’s mood
and state.

Algorithm 3 Feature_Extraction

Require: Faster R-CNN output list faster_output_list
Require: KNN audio model output knn_output
Require: path of all unprocessed training data data_path
a dict of feature information: feature_dict
for feature_info in faster_output_list:
feature_dict append feature information from feature_info

. feature_dict append knn_output

store feature data & image to data_path
return feature_dict

R N

Algorithm 4 Multiple_Feature_Dependency_Detection_Arithmetic_Method

Require: Feature_Extraction output feature_dict
def mood(feature_dict):
from feature_dict get information to judge pet mood: data
if data is enough to judge mood:
return “mood”

1

2

3

4

5. else:
6 return “normal”

7. main():

8 list of mood: mood_list
9

list of pet status: pet_status

10. for mood in mood_list:
11. pet_status = mood (feature_dict)
12. return pet_status

3.3. Communication Software and Message Transmission

The system uses the multiple feature dependency detection subsystem to transform images and
audio into information, which includes the mood and state of pets. It uses communication software
with a high penetration rate allowing information identified by the system to be directly transmitted to
the application on the owner’s smart phone. As shown in Algorithm 5, after setting the information
required by the communication software, this subsystem will set different messages according to
different emotions identified in the multiple feature dependency detection algorithm and send to users’
communication software so that users obtain the latest information about their pets.

Algorithm 5 Message Transmission

Require: pet_status status

1. owner_id: id

2. dict of message: dict_msg

3. for msg_mood in dict_msg.keys():

4. if msg_mood == status:

5 send pet’s status message to the id

3.4. Automatic System Optimization

The smart pet surveillance system proposes to identify the pet’s mood and state by identifying the
dependencies of multiple featured parts of pets. The above-mentioned specific featured parts will vary
with age of the pet and seasons. The model used by the identification subsystem must be updated with
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time. Multi-featured parts dependency identification model in this subsystem needs to be continuously
optimized. The identification model synchronizes with the changes of pets so that the system can
get the most accurate identification results. Since the image identification system uses deep learning
architecture, sufficient training samples are required in order to send data to the identification model
for training. The acquisition, labeling and training of the above-mentioned samples are functions of this
subsystem. Core functions are shown in Algorithm 6. This subsystem uses images used in previous
identification and identification results to extract featured parts of original images. In addition to the
image itself, the training samples also need to label the featured parts contained in this image. Figure 4
shows an image that has been identified, this picture contains two features that the system needs to
determine the pet’s mood and state, namely the opened mouth and tail, and thus, it can be extracted
based on the above results to form a new training sample. The system will mark it with the relevant
information obtained during identification, the image and its contained information are completely
saved, and the subsequent generated identification model is more complete.

Algorithm 6 Model_Automatic_Optimization_Module

Require: path of all unprocessed training data from Feature_Extraction: data_path
Require: path of all processed training data ¢_path
def Retraining_Data_Generation_Module(data_path):
get data and images stored for training: data_list
for data in data_list:
image = cut the original image according to x, y
labeling image base on x, y coordinates and store to t_path
main():
Retraining_Data_Generation_Module(data_path)
Faster R-CNN Training Module(t_path)

® NG PN

NEW tail train data NEW mouth train data

Figure 4. Retraining data samples.

4. Results and Discussion

4.1. System Execution Result

In order to evaluate the practicability and reliability of the proposed system, this paper used
an actual pet video and invited testers to verify whether the model correctly identified the mood
and state of pets. The environment of the proposed system used Tensorflow-gpu-1.14.0, and the
pretraining model used the Faster-RCNN-Inception-V2. The system implementation is shown in
Figure 5. The proposed system used training samples to retrain the model for capturing specific
featured parts. The training samples included the Stanford Dogs Dataset [21], which contains at least
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40 breeds and more than 500 dogs. As shown in Figure 6, there were various pets in training samples
to enhance identification ability of faster R-CNN, ssd mobilenet and yolo identification models and
avoid over-fitting. The total training images were 2761 and training step was 50,000. In addition to the
established Tensorflow-gpu-1.14.0 environment, Raspberry Pi was used by the pet camera with the
main system, all subsystems and related modules as shown in Figure 7. As shown in Algorithm 7, the
main system will automatically execute the related subsystems for image recording, file conversion,
image identification, mood and status determination and other related subsystems.

Algorithm 7 main

Require: threading
Require: Loop_Recording_Processing
Require: Data_Preprocessing
Require: Faster R-CNN
Require: KNN audio model
Require: Feature_Extraction
Require: Multiple_Feature_Dependency_Detection_Arithmetic_Method
Require: Message Transmission
Require: Model_Automatic_Optimization_Module
def recording:
threading.Loop_Recording_Processing()
def Model_Automatic_Optimization_Module:
threading.Model_Automatic_Optimization_Module()
main():
recording()
while(1):
Data_Preprocessing()
feature_dict = Feature_Extraction(Faster R-CNN(), KNN audio model())
10. pet_status = Multiple_Feature_Dependency_Detection_Arithmetic_Method(feature_dict)

11. Message Transmission(pet_status)
Z| Send message
—

T Pet videos
&

Image identification . .
Identification result

o0 NG WN =

Voice identification

'?Tensorn
@ python

Figure 5. System implementation.
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Figure 6. Training samples.

Figure 7. Pet camera.

A loop recording subsystem was set in the server to control the webcam and the Tensorflow
environment was used for identification and training. The server also stored all videos captured by
the webcam. The training sample file generated by the system program was used for subsequent
automatic optimization for the identification model. The system continuously captured pet images
through the front-end webcam and then saved the image to the path specified by the identification
environment. After the image of the pet was segmented and processed, an image to be identified
was obtained. The above-mentioned image was identified and the identified featured parts on the
image were recorded. In order to verify the effectiveness of mood and state identification of the smart
pet surveillance system, we selected to judge happy and angry mood of dogs. In order to reduce the
computational burden of the identification system, this paper set the confidence level as 90%. When the
confidence level of the object detection was lower than 90%, subsequent algorithms would directly
give up this identification result. After the images and audio images extracted from the short movie
were identified by faster R-CNN and the features extracted using the feature extraction subsystem,
the pet mood and status identified by the multiple feature dependency detection algorithm would
send the message to the owner’s smartphone through the message transmission subsystem. After the
information was filtered and the state was identified, the information would be transmitted to users
through the Internet as shown in Figure 8.

10
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e O plan Q@ :

nothing happened

nothing happened

nothing happened

Your pet is in a good mood

Your pet is angry

¢ 0 na- ©

Figure 8. Communication software.

4.2. Types of Mood and Ways of Judging

The happy characteristics were a continuous mouth open and swinging tail. In order to confirm
whether there was a dog in the picture, we needed to mark and identify the dog. To identify the dog’s
mood and state it as happy, the two marked and identified key parts of the dog were the dog’s mouth
and the dog’s tail. The dog’s mouth needed to open continuously and the tail needs to swing in a
significant angle. The multiple feature dependency detection algorithm needed to extract the classes of
the dog, dog’s mouth and dog’s tail from the feature list as the basis for determining happy emotions.
The system first captures the position of the dog in the image and then identifies whether the dog’s
mouth is open. When the dog’s mouth is open, the system will capture the coordinate value of the dog’s
tail. Then, we stored the image number and coordinate value to determine whether the number of the
image in the list was continuous and the change in the coordinate value of the tail. The identify results
of the multiple feature dependency detection algorithm are shown in Figure 9. The multiple feature
dependency detection algorithm can effectively use the key parts of the pet to identify the pet’s mood
and state. The different barking changes made by pets can directly express different moods and states.
When we cannot identify the mood and state of the pet through the image alone, it will temporarily
determine that the pet’s mood is normal, and then perform mood detection with image features and
sound features. The mood can be identified as normal, angry and sad when images and sounds are
used as features for identification. Since sound is added as a feature, the image will be identified
whether there is a change in the state of the dog’s mouth to determine that the barking is made by the
dog. The multiple feature dependency detection algorithm will extract the dog and the dog’s mouth
open and close state from the feature list. The class identification based on the above three images was
used to determine whether the barking sound was made by the dog in the screen. Moreover, the mood
represented behind the barking identified using the KNN audio identification model must be extracted.
When the dog barks, the dog’s mouth will open and close alternately. As shown in Figure 10, the
system first captured the position of the dog in the image, and then identified the state of the dog’s
mouth, and stored the state of the dog’s mouth in the list according to the image number. When the
state of the dog’s mouth in the list continuously opens and closes, the algorithm will determine the
mood and state of the pet based on the audio identification result. Since the pet displays its mood and
states through actions of certain barks or continuous movements of several different key parts on its
body, we designed the rules of multiple feature dependency detection for the pet’s mood and states in
Table 1.

11
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mouth_close: 91%

.

\

Pet's mood and state

Figure 10. Continuous image combined with sound identification results.

Table 1. Rules of multiple feature dependency detection.

Feature
Image i
Mood 8 Voice

mouth keeps opening and tail swing

Happy continuously Not needs

Angry mouth keeps opening and closing Growl
Sad mouth keeps closing Crying

Normal other actions cannot be identified as any of the above moods

4.3. The Accuracy of the Model for Identifying Features

As shown in Figure 11, we tested the identification accuracy of each model in identifying the key
parts of the pet and combined the identification results of key parts with multiple feature dependency
detection algorithm to determine the pet’s mood and state results. Faster R-CNN had the higher
identification accuracy for key parts of pets, under an average accuracy of 80.95%, than ssd mobilenet
v2 at least 55% identification accuracy. Since the proposed method was based on the accuracy of
identified key parts of the pet, the accuracy of faster R-CNN obtained 61.1% accuracy of happy category.
The reason for low accuracy of the happy state was that one of two features could not be identified by

12
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the faster R-CNN in the continuous image. Theoretically, the identification accuracy of the pet’s feature
parts improving that multiple feature dependency detection algorithm will more accurately identify
the pet’s mood and state, such as yolo v3. Hence, the proposed method of this paper could choose
fast R-CNN or yolo v3 to identify key parts of pets. This paper tested the identification accuracy of
directly using emotions as labels. A faster R-CNN model could reach 33.63% accuracy in identifying
the emotions, but the yolo v3 model could reach 55.75% accuracy in identifying the emotions.

mTa mMouth Happy (with our algorithm) Happy (without our algorithm)
7 100.0%

90.0% a3.0%

81.4% g0.5% ) 80.5%
80.0%
70.0%

61.1%
& 55.75%
40.71%
33.63%
30.0% 24.8% 25.7%
20.0%
8.8%
10.0%
faster r-cnn ssd mobilenet v2 yolov3

Figure 11. Identification of the accuracy for determining the happy state.

This paper tested the accuracy of the KNN audio identification model where the K value (k nearest
neighbors) as 3 was used to identify the mood represented by the dog’s voice. Moreover, we tested the
impact of the different number of features extracted from each training data on the accuracy of the
KNN audio identification model. There were 111 audio data. The time of each audio data was one
second, including 37 barking (representing normal), 37 growling (representing anger) and 37 crying
(representing sadness) [22]. The number of features extracted from each audio data for the KNN
audio identification model training was 20, 30 and 40, respectively. We used the leave-one-out cross
validation to test the accuracy of the KNN audio model. As shown in Table 2, we tested the impact of
MEFCC preprocessing on the accuracy of the KNN audio identification model and the accuracy of each
audio training data extracting different amounts of data as features. The average accuracy was 60.06%
when the audio training data was not preprocessed with MFCC. The average accuracy of the KNN
audio identification model generated by training data was 80.48% when the audio training samples
using MFCC for preprocessing were used. In Figure 12, we tested not only the identification accuracy
of each model in directly identifying the mood of the pet but also the identification accuracy of our
method to determine the effectiveness of our system. Without our method, a yolo v3 model averagely
reached 19.78% accuracy. Conversely, our system averagely reached 55.81% accuracy in comparison
to a yolo v3 model. Without our method, a faster R-CNN model averagely reached 22.85% accuracy.
Conversely, our system averagely reached 70.05% accuracy in comparison to a faster R-CNN model.
Our system could identify the mood and state of the pet more accurately when the accuracy of image
and sound identification is improved.

13
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Table 2. The accuracy of the K nearest neighbor (KNN) audio identification model.

20 30 40
Feature Number (without/with) MFCC (without/with) MFCC (without/with) MFCC
Barking Growl Crying Barking Growl Crying Barking Growl Crying
Bark 33/34 8/1 9/14 35/35 6/1 6/13 32/35 5/1 3/13
Growl 2/0 19/33 16/2 1/0 18/33 17/2 3/0 21/33 182
Cry 2/3 10/3 12/21 1/2 13/3 14/22 22 11/3 16/22
Average 57.66%/79.28% 60.36%/81.08% 62.16%/81.08%
Accuracy 60.06%/80.48%
mAngry  mAngry (with cur agorithm) Sad Sad (with our agorithm)
100.00%
90.00% 85.93%

63.7%
50.00% 54.17% 54.17%
<0.00% 47.92%
o e 27.94%
30.00% 24.70%
20.00% 17.76% 16.80%17.8% 1485%
I I Ill.?m7
o
0.00% l
faster r-cnn ssd mobilenet v2 yolov3

Figure 12. Identification of the accuracy for determining angry and sad states.

5. Conclusions

This paper proposed multiple featured parts and a time-continuous state of featured parts to
identify the pet’s mood and state. Additionally, the feature was not only the image, but the sound could
also be one of the features. Extending image identification from the identification of a single image
had time continuity and multiple object dependencies, which greatly increased the scalability of image
identification technology applications. The proposed system used images of specific featured parts that
were successfully identified and sent feedback to the system’s automatic optimization subsystem to
achieve model identification capabilities that kept up with the times. The proposed image identification
module, KNN audio identification model and the multiple feature dependency detection algorithm
were checked at various levels to make sure core functions of the smart pet surveillance system were
feasible. Therefore, as long as the mood and state can be defined by featured parts of pets, the system
can immediately identify other moods or states. With the automatic optimization subsystem included
in the system, it is able to improve the identification ability. The smart pet surveillance system proves
that the image identification with time continuity can be applied in a wider range than the traditional
single image identification.
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Abstract: Unmanned aircraft systems or drones enable us to record or capture many scenes from
the bird’s-eye view and they have been fast deployed to a wide range of practical domains, i.e.,
agriculture, aerial photography, fast delivery and surveillance. Object detection task is one of the core
steps in understanding videos collected from the drones. However, this task is very challenging due
to the unconstrained viewpoints and low resolution of captured videos. While deep-learning modern
object detectors have recently achieved great success in general benchmarks, i.e., PASCAL-VOC and
MS-COCO, the robustness of these detectors on aerial images captured by drones is not well studied.
In this paper, we present an evaluation of state-of-the-art deep-learning detectors including Faster
R-CNN (Faster Regional CNN), RFCN (Region-based Fully Convolutional Networks), SNIPER (Scale
Normalization for Image Pyramids with Efficient Resampling), Single-Shot Detector (55D), YOLO
(You Only Look Once), RetinaNet, and CenterNet for the object detection in videos captured by
drones. We conduct experiments on VisDrone2019 dataset which contains 96 videos with 39,988
annotated frames and provide insights into efficient object detectors for aerial images.

Keywords: object detection; VisDrone2019; aerial imagery; Faster R-CNN; SSD; RFCN; YOLOV3;
RetinaNet; SNIPER; CenterNet

1. Introduction

Object detection is a fundamental yet difficult task in image processing and computer vision
research. It has been an important research topic for decades. Its development in the past two
decades can be regarded as an epitome of computer vision history [1]. Since it plays a principal role
in understanding and absorbing the contexts of images, therefore, object detection is considered to
be a prerequisite measure that offers the computer to detect various objects. Giving a testing image,
object detection could localize the coordinates of the objects and assign the corresponding labels to the
objects in terms of the object category, i.e., human, dog, or cat. The coordinates of a detected object
represent the object’s bounding box [2,3]. Object detection has many applications in robot vision,
autonomous driving, human-computer interaction, intelligent video surveillance. The deep-learning
technology has brought significant breakthroughs in recent years. In particular, these techniques have
produced remarkable development for object detection. Object detection can detect a specific instance,
i.e.,, Obama’s face, Eiffel Tower, Golden Gate Bridge; or objects of specific categories, i.e., humans,
cars, bicycles. Historically, object detection has mainly directed on the detection of a single category,
for example, person class [4]. In recent years, the research community has started moving towards other
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categories than the well-known categories like person, cat, or dog. Here are some common challenges
that object detectors face on aerial images: viewpoints, illuminations, scale variations, perspectives,
intra-class variations, low resolutions, and occlusions. For example, the main challenges in pedestrian
detection come from crowded scenes with heavy overlaps, occlusion, and low-resolution images.

Generic object detection has received significant attention. There are many competition
benchmarks, i.e., PASCAL-VOC [5,6], ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [2],
MS-COCO [7], and VisDrone-DET [8]. There are several notable studies on specific object detection like
face detection [9], pedestrian detection [10] and vehicle detection [11]. Recently, the research community
has focused on deep learning and its applications towards the object recognition/detection tasks. In the
past few years, Convolutional Neural Networks (CNNs) [12,13] have brought breakthroughs in speech,
audio, image, and video processing. CNNs have driven notable progress in visual recognition and
object detection. Many successful CNN architectures, e.g., OverFeat [14], R-CNN [15], Fast R-CNN [16],
Faster R-CNN [17], SSD [18], RECN [19], YOLO [20], YOLOv2 [21], Faster R-CNN [17], RetinaNet [22],
YOLOV3 [23], and SNIPER [24] have performed well on the task of object detection. For example,
SNIPER, RetinaNet and YOLOv3 are the top models for object detection on MS-COCO dataset [7] with
mAP 46.1%, 40.8%, 33.0%, respectively.

The object detection has now been widely used in many practical scenarios [1]. Its use cases
ranging from protecting personal security to boosting productivity in the workplace. While the
challenges of normal viewpoints have been considered to be the prevalence, in recent years, there
has been increasing interest in flying drones and their applications in healthcare, video surveillance,
search-and-rescue, and agriculture. The drones are now common devices that enable us to record
or capture many scenes as the bird’s-eye view. Visual object detection is an essential component in
the drone application. However, object detection is a very challenging task since video sequences or
images captured by drones vary significantly in terms of scales, perspectives, and weather conditions.
Aerial images are often noisy and blurred due to the drone motion. The ratio of object size to the video
resolution is also small. Therefore, in this paper, we investigate the performance of state-of-the-art
object detectors in the aerial images. Please note that this paper is the extension of our earlier version
which is the best paper in MITA 2019 conference [25]. Our contributions are three-fold.

° To the best of our knowledge, we are among the first ones who investigate the impact of different
deep-learning object detection methods on the given problem.

e  Second, we double the number of benchmarking methods compared to the MITA paper [25].

e  Last but not least, we also increase the number of benchmarking classes in VisDrone dataset.
In particular, we evaluate full 10 classes in this paper (vs. 2 human classes, namely pedestrian and
people, in the MITA paper).

The remainder of the paper is organized as follows. In Section 2, the related works are presented.
Section 3 and Section 4 present the benchmarked methods and the experimental results, respectively.
Finally, Section 5 concludes our work.

2. Related Work

2.1. CNN Models

CNN-based architectures have been backbones in many detection frameworks.
Popular architectures include AlexNet [12], ZFNet [26] VGGNet [27], GoogLeNet [28], ResNet [29]
and DenseNet [30]. We briefly introduce these models as follows.

Known as a pioneering work, AlexNet [12] consists of eight layers: five convolutional (conv1,
conv2, conv3, conv4 and conv5) layers and three fully connected (fc6, fc7 and fc8) layers. The fc8
is a SoftMax classifier. The convolutional layers are connected directly: conv3, conv4 and conv5.
The convolutional layers are connected via an Overlapping Max-Pooling layer: convl-conv2,
conv2—conv3, convbh—fc6. AlexNet used 11 x 11, 5 x 5 and 3 x 3 kernels. Later, Reference [26]

18



Electronics 2020, 9, 583

proposed ZFNet by modifying AlexNet. ZFNet uses 7 x 7 kernels. The small kernels retain more
information than the big kernels. By proposing a deeper network, VGGNet [27] outperforms AlexNet
in the image classification task. Similarly, GoogLeNet [28] won the ILSVRC2014 competition by
increasing the number of layers. In particular, it includes 22 layers: 21 convolutional layers and a fully
connected layer.

The number of layers is increasing in CNN architectures. The CNNs require a lot of
computational resources. There are several problems: gradient vanishing, exploding, and degrading.
Degradation occurs when we add more layers into deep networks, the accuracy becomes saturated
and then decrease quickly. To overcome this problem, ResNet [29] introduces many residual blocks.
In a residual block, each layer is fed directly to the layers about 2-3 hops away using skip-connections.

DenseNet [30] was proposed by Huang et al. in 2017. It includes many dense blocks. A dense
block consists of composite layers which are densely connected together. The input of one layer is the
output of all previous layers, so input information is shared.

2.2. Object Detection Methods

Object detection methods are mainly divided into one-stage frameworks and two-stage
frameworks. Two-stage frameworks are more accurate than one-stage frameworks, but one-stage
frameworks usually achieve real-time detection. The two-stage approach includes two steps: the first
stage creates region proposals, the second stage classifies region proposals. The one-stage approach
predicts object regions and object classes at the same time.

CNN-based Two-Stage frameworks: Two-stage frameworks mainly include R-CNN [15],
SPP-Net [31], Fast R-CNN [16], Faster R-CNN [17], RECN [19], Mask R-CNN [32], and SNIPER [24].

R-CNN [15] is a method for detecting objects based on the ImageNet pre-trained model. R-CNN
uses Selective Search algorithm to generate region proposals. Then, these regions are warped and fed
into the pre-trained model to extract high-level features. Finally, several SVM classifiers are trained
based on these features to identify object classes. Fast R-CNN [16] was introduced to solve some
R-CNN’s limitations, i.e., the computational speed. Fast R-CNN feeds the whole image into ConvNet
to create convolutional feature map instead of 2000 regions as R-CNN.

Faster R-CNN [17] proposes a Region Proposal Network (RPN) to detect region proposals instead
of Selective Search, which is used in R-CNN and Fast R-CNN. Faster R-CNN is 10 x faster than Fast
R-CNN, and 250 x faster than R-CNN in reference time. RFCN introduces the positive sensitive score
map, which improves speed but remains accurate compared to Faster R-CNN. Mask R-CNN extends
Faster R-CNN with instance segmentation and introduces Align Pooling.

CNN-based one-stage frameworks: The most common examples of one-stage object frameworks
are YOLO, YOLOv2, YOLOv3 [23], SSD [18], and RetinaNet. You Only Look Once (YOLO [20]) is one
of the first approaches to build a one-stage detector. Unlike R-CNN family, YOLO does not use a region
proposal component. Instead, it learns to regress bounding-box coordinates and class probabilities
directly from image pixels. This significantly boosts the speed of the detecting process. Single-Shot
MultiBox Detector (SSD [18]) is also a one-stage detector which also aims at high speed object detection.
However, unlike YOLO, SSD adopts a multi-scale approach. It then adds many convolutional layers
decreasing in size sequentially. This can be regarded as a pyramid representation of an image, where
earlier levels contain feature maps that are useful to detect small objects and deeper levels are expected
to detect larger objects. Each of these layers has a set of predefined anchor boxes (also known as
default boxes or prior boxes) for every cell. The model will learn and predict the offsets corresponding
to correct anchor boxes. The approach has made a successful attempt on creating an efficient detector
for objects in various sizes while maintaining a low inference time.
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3. Benchmarked State-of-the-Art Object Detection Methods

In this section, we provide further details of the benchmarked object detection methods. Figure 1
visualizes the methods in the chronological order. Meanwhile, Figure 2 depicts the framework
structures of different state-of-the-art object detectors.

Faster RCNN YOLOv3
(Ren ez al.) (Redmon and Farhadi)
RCNN .SSD 1 .
(Girshick er al.) Ui etal) YOLO9000 CenterNet
(Zhou et al.)

OverFeat Fast RCNN (Redmon and Farhadi)
(Girshick)

(Sermanet et ¢

A

2013 2014 2015 2016 2017 2018 2019

l \
RetinaNet
(Lin etal)

RFCN SNIPER
(Dai et al.) (Singh ezal)

Figure 1. Timeline of state-of-the-art object detection methods. The benchmarked methods are marked
in red and boldfaced font.
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Figure 2. The benchmarked methods adopted in this paper: Faster R-CNN, SSD, RECN, RetinaNet,
SNIPER, YOLOv3, and CenterNet.
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3.1. Faster R-CNN

Faster R-CNN [17] is an extension of the R-CNN [15] and Fast R-CNN [16] methods for object
detection. R-CNN requires a forward pass of the CNN for around 2000 region proposals (ROI) for every
single image. Later, Fast R-CNN was able to solve the problem of R-CNN by sharing the computation
of convolution between different proposals (feature map). The detection process is sped up but still
depends on the region proposal method (Selective Search). Region proposals were generated by
additional methods, i.e., Selective Search or Edge Box. To solve this problem, Ren et al. [17] introduced
the Region Proposal Network (RPN).

Faster R-CNN consists of two main components, namely the RPN and the Fast R-CNN detector.
RPN initializes squared reference boxes of aspect ratios and diverse scales at each convolutional feature
map location. Each squared box is mapped to a feature vector. The feature vector is fed into two fully
connected layers, an object category classification layer, and a box regression layer. Faster R-CNN
enables highly efficient region proposal computation because RPN shares convolutional features with
Fast R-CNN. With an image of arbitrary size as an input, RPN is trained end-to-end to generate
high-quality region proposals as output. The Fast R-CNN detector also uses the ROI pooling layer
to extract features from each candidate box and performs object classification and bounding-box
regression. The entire system is a single, unified network for object detection.

3.2. RECN: Region-Based Fully Convolutional Networks

A limitation of Faster RCN is that it does not share computations after ROI pooling. The amount
of computation should be shared as much as possible. Faster R-CNN overcomes the limitations of
Fast R-CNN but it still contains several non-shared fully connected layers that must be computed for
each of hundreds of proposals. Region-based Fully Convolutional Network [19] was proposed as an
improvement to Faster R-CNN. It consists of shared, fully convolutional architectures. In RECN, fully
connected layers after ROI pooling are removed, all other layers are moved prior to the ROI pooling to
generate the score maps. RFCN infers 2.5 to 20 times faster than Faster R-CNN, yet it still maintains a
competitive accuracy.

Backbone Architecture. The incarnation of RFCN in [19] is based on ImageNet pre-trained
ResNet-101 model. To compute feature maps, the average pooling layer and the fc layer are removed.
Instead, RFCN only uses the convolutional layers, and attaches a randomly initialized 1024-d 1 x 1
convolutional layer to reduce dimension at the last convolutional block in ResNet-101. In addition,
RFCN uses the k?(C + 1) channel convolutional layers to generate scope maps.

Position-sensitive score maps and Position-sensitive ROI pooling. RFCN regularly divides
each ROI rectangle into k x k bins, then each bin has a size of ~ ¢ x % for an ROI rectangle of a size
w x h. For each category, the last convolutional layer is built to create k? score maps. Inside the (7, j)-th
bin (0 < i,j < k — 1), a position-sensitive ROI pooling operation pools only over the (i, j)-th score map:

re(jle)= Y zjc(x+x0y+ylO)/n M
(x,y)€bin(i,j)

For the c-th category, 7¢(i, j) is the aggregated response in the (i, j)-th bin; z; ;. is a score map
among k(C + 1) maps; (xo, o) represents the ROI’s top left corner; and the number of pixels in the
bin is marked as n. © is the set of learnable parameters; and the (7, j)-th bin is located at [{¥] < x <
[(i+1)¥)and [j£] <y < [+ D]

The k? position-sensitive scores are averaged to obtain a (C + 1)-dimensional vector for each
ROI 7. (©) = _,V_(:,]) re (i,j|©). Then the SoftMax responses for categories are computed s, (©) =

(8) C r(©
e’ / ZC,: 0¢ .

The RFCN resolves bounding-box regression similar to Fast R-CNN with k*(C+1)-d

convolutional layer, and appends a sibling 4k?>-d convolutional layer additionally.
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The position-sensitive ROI pooling makes a 4k>-d vector for each ROL Then, a bounding box
as t = (tx, ty, tw, th) uses a 4-d vector aggregated by average voting.

Training. The loss function is defined on each ROI and calculated by the sum of cross-entropy
losses and box regression loss:

L(s/ txywh) = Las(se) + A [e" > 0] Lyeg (1, 1), 2

where c* is the ground-truth label of ROL For classification, Lys(si) = —log(s}) denotes the
cross-entropy losses, Ly denotes the bounding-box regression loss and t* is the ground-truth box.
If the argument is valid, [¢* > 0] receives a value of 1, otherwise, 0.

Inference. The feature maps are the results of calculations on an image with a single scale of 600
shared between RPN and RFCN (as showed in Figure 2). Then, the RFCN part evaluates score maps
and regresses bounding boxes based on ROIs which are proposed by the Region Proposal Network
(RPN) part.

3.3. SNIPER: Scale Normalization for Image Pyramids with Efficient Resampling

SNIPER is an effective, multi-scale training method for identification, object detection and object
separation [24]. Instead of processing pixels based on the pyramid (SN), SNIPER treats the context
areas around the ground truths (called chips) at an appropriate scale. This greatly increases the speed
during training when it operates on low-resolution chips. Relying on the memory efficient design,
SNIPER benefits from mass standardization during the training process without having to synchronize
standardized statistics on the GPU.

3.3.1. Chip Generation

SNIPER generates chips C; at multiple scales {s1,5sy, ..., Sj, ..., sS4} in the image. For each scale,
the image is first re-sized to width (W;) and height (H;). On this canvas, K x K pixel chips are placed at
equal intervals of d pixels.

3.3.2. Chip Selection

All favorable chips are chosen greedily to cover the highest amount of valid ground-truth boxes.
If it is completely enclosed inside a chip, a ground-truth box is said to be covered. Although positive
chips cover all the positive instances, a significant portion of the background is not covered by them.
In multi-scale training architecture, each pixel is processed at all scales in the picture. A naive strategy
is to use object suggestions to define areas where objects are likely to present. If there are no region
proposals in an image, it is considered to be background.

3.4. SSD: Single-Shot Detector

SSD [18] is a one-stage solution, which has tremendously reduced inference time and resulted in
an accurate, high speed detector that can be used for real-time video processing.

3.4.1. Base Network VGG-16

SSD is built on top of VGG-16 base network [27] that focuses on simplicity and depth. In particular,
the model uses 16 convolutional layers with only 3 x 3 filters to extract features. As the model goes
deeper, the number of filter doubles after each max-pooling layer. Noticeably, the convolutional layers
of the same type are combined as shown in Figure 2. At the end, three fully connected layers are
followed by 4096 channels. The last one contains 1000 channels for each class and is concatenated with
a SoftMax layer to return the detection results. The model works well on classification and localization
tasks and has achieved 89% mAP on PASCAL-VOC 2007 dataset. VGG-16 has been one of the most
interesting models to research even though it is not as fast as the newer ones. Its architecture has been
reused in many models because of its valuable extracted features.
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3.4.2. Model Architecture

SSD extends the pre-trained VGG-16 model (on ImageNet [10]) by adding new convolutional
layers conv8_2, conv9_2, conv10_2, conv1l_2 in addition to using the modified conv4_3 and fc_7 layers
to extract useful features. Each layer is designed to detect objects at a certain scale using k anchor
boxes, where 4k offsets and c class probabilities are computed by using 3 x 3 filters. Thus, given a
feature map with a size of m x n, the total number of filters to be used is kmn (c +4). The anchor boxes
are chosen manually. Here, we use the original formula, as follows, to calculate anchor box scales at
different levels.

S, — Smi
Sk = Smin + %(k - 1) (3)

k € [1, m] where s,,;;, = 0.2 and syqx = 0.9.

3.5. RetinaNet

RetinaNet [22] is another one-stage detector. It aims to tackle the class imbalance problem between
foreground and background remaining in one-stage detector. RetinaNet uses two main techniques:
FPN backbone and focal loss as the loss function. FPN is built on top of a convolutional neural
network and is responsible for extracting convolutional feature maps from the entire image. By using
focal loss, RetinaNet changes weights in the loss function, focuses on hard, misclassified examples,
which improves the prediction accuracy. With ResNet (FPN) as a backbone for feature extraction
and two specific subnetworks for classification and bounding-box regression, RetinaNet has achieved
state-of-the-art performance.

3.5.1. Class Imbalance

As a one-stage detector, RetinaNet has a much larger set of candidate object locations which is
regularly sampled across an image (~100 k locations), covering spatial positions, scales and aspect
ratios tightly. The easily classified background examples still dominate the training procedure.
Bootstrapping or hard example mining is typically used as a solution for this problem. However, they
are not efficient enough. To solve this, RetinaNet proposes a new loss function which can adaptively
tune the contributed weights of object classes during training.

3.5.2. Focal Loss

Focal loss is computed by adding (1 — p;)? to cross-entropy loss as a modulating factor.

(yilog(pi) (1 — pi)") + (1 — yi)log(1 — pi)p]) )

[ gl

1

3.5.3. RetinaNet Detector Architecture

RetinaNet adopts ResNet for deep feature extraction. ResNet builds a rich multi-scale feature
pyramid from an input image of single resolution by using Feature Pyramid Network (FPN) [33].
It combines low-resolution, high-resolution, and semi-weak characteristics through a top-down
pathway and lateral connections.

3.6. YOLO: You Only Look Once

YOLO is an object detection system targeted for real-time processing. Recently, the third version
of YOLO has been published, YOLOV3 is extremely fast and accurate. In mAP measured at 0.5 IOU
YOLOV3 is on par with focal loss but about 4 x faster.

YOLOV3 takes an input image to predict 3D tensors respectively to three scales and each scale is
divided into N x N grid cells. During training, each grid cell considers a class that it likely is and be
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responsible for detecting that class. Simultaneously, each grid cell is assigned with 3 initial prior boxes
with various sizes. Finally, non-max suppression is applied to select the best boxes.

3.6.1. Feature Extraction

YOLOVS3 uses a variant of Darknet, which originally has a 53-layer network trained on ImageNet.
According to [23], Darknet-53 is better than ResNet-101 and 1.5 x faster. Darknet-53 has a performance
similar to ResNet-152 and is 2 x faster.

3.6.2. Detection at Three Scales

YOLOVS3 is different from its predecessors since it performs the detection process at three different
scales. In YOLOV3, the detection is done by applying 1 x 1 detection kernels on feature maps of
three different sizes at three different places in the network. YOLOv3 makes prediction at three scales,
which are precisely given by down sampling the dimensions of the input image by 32, 16 and 8,
respectively. Detections at different layer helps address the issue of detecting small objects, a common
issue in YOLOv2.

3.6.3. Objective Score and Confidences

The object score illustrates the probability that an object is contained inside a bounding box and
its value ranging from 1 to 0. A sigmoid is applied to compute the objectness scores. In terms of
class confidences, they depict the probabilities of the detected object which belongs to a particular
class. In YOLOv3, Non-maximum Suppression (NMS) is used to decide a class score and it is meant to
alleviate the problem of multiple detections of the same object.

3.7. CenterNet

One-stage and two-stage detection have limitations: anchor box is designed with manual
proportions that are easily affected by data and fixed during training. This requires a high
computation cost, but the anchors are not always accurate. To address that, recently a series
of anchor-free methods [34-36] are proposed. CenterNet [37] is a one-stage detector, anchor-free
method. Reference [37] proposed a new center-based framework based on a single Hourglass network
without FPN structure [38]. The object is represented by the central point of the bounding box.
Other information is calculated by regression such as object size, dimension, and pose.

3.7.1. Object as Points

CenterNet considers the center point of an object as a prerequisite to localize the bounding box.
As a result, Reference [37] use a keypoint estimator ¥/ to predict all center points and single a single
size prediction for all object categories to alleviate the computational burden.

3.7.2. From Points to Bounding Boxes

CenterNet identifies the peak points in the heatmap before detecting all the values meet or greater
than its 8-related neighbors and keep the top 100 points. Subsequently, each keypoint location is
given by an integer coordinate (x;, y;) and the key point estimator value as a measure of its detection
confidence is applied to produce the bounding box as below:

(X + 6%; — W1 /2, T; + 05 — hi /2, i + 6% 4+ @;/2, i + 67 + hi/2), (5)

where (6%}, 67;) = Oz 7, is the offset prediction and (@i,ﬁi) = 3?;,371 is the size prediction [37].

ir
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4. Benchmark Experiments

In this section, we first introduce the benchmark dataset and the evaluation metrics. We then
detail the model configuration and discuss the experimental results.

4.1. Dataset

VisDrone2019 dataset [39] consists of 288 videos with 261,908 frames and 10,209 static images that
do not match the frames of videos. Data is collected from unmanned aerial vehicles such as DJI Mavic,
Phantom series (3, 3A, 3SE, 3P, 4, 4A, 4P). The videos and images are collected at different times of
day. The frames in the videos have the highest resolution of 3840 x 2160 and the still image is 2000 x
1500. Some images in the dataset are shown in the Figure 3. VisDrone2019 includes ten predefined
categories of objects: pedestrian, person car, van, bus, truck, motor, bicycle, awning-tricycle, and tricycle.
Only the training data is released by the contest organizers. In this paper, we use 56 clips of VID-train
data, with 24,313 frames of the VisDrone2019 dataset as training data; and 7 clips of VID-val, with 2860
frames for model evaluation.

uav0000117_02622_v #0000053 uav000011 522_v [ uav000011

1av0000305_00000_v #0000100 § ua v0000305_00000_v #00001€

"‘{““"" T

8_00000_v #0000183

Figure 3. Some exemplary frames of videos in the VisDrone2019 dataset [39].

The number of unbalanced objects between classes is as follows. In VID-train, pedestrian (234,305),
people (94,396), bicycle (40,255), car (505,301), van (46,940), truck (30,498), tricycle (28,338), awning-tricycle
(13,011), bus (9653) and motor (102,819). In VID-val, pedestrian (32,404), people (17,908), bicycle (6842),
car (31,821), van (6842), truck (1359), tricycle (3769), awning-tricycle (1718), bus (264) and motor (12,025).
The class distribution of Visdrone VID is depicted in Figure 4. As a quick glimpse through the training
set, there are the wide discrepancy in terms of the weather, the light source direction and the time
interval as well as the drone motion in Figure 5.
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087%  9.30% 023% 10.54%
1.18% | 151% ‘
256%
2.76%

_21.19%
3.30%

119%

_28.39%

4.25% 5.99%_

- 8.54%

27.88%
\_3.64%

15.69%
\5.28%
m pedestrian M people M bicycle W car mvan

W truck M tricycle awning-tricycle ®bus W motor

Figure 4. The class distribution in Visdrone VID-Train, Val Dataset.

Figure 5. Some example images of the challenge.
4.2. Evaluation Metrics

In this work, we use the Average Precision (AP) measurement [3,40], the commonly used metric
to assess object detection accuracy. Given two bounding boxes, one for ground truth (the actual
class label) and one for the detection result (the predicted class label), we use the Intersection over
Union (IoU) to calculate the similarity between the two boxes and the score of the predicted box. It is
computed as the intersected area (S;) divided by the union (S;) of the two areas. An IoU threshold #
indicates whether the prediction is an object or not. If the actual class label is the predicted class label
and IoU > 7, it is considered a positive else it is considered a negative.

_S,‘QS]'

IolU = 505

(6)

The AP computes the average precision value for recall value over 0 to 1. The mean Average
Precision (mAP) is computed by taking the average over the AP of all classes. Precision is the
proportion of the predicted bounding boxes matching actual ground truth. Recall is the proportion of
ground-truth objects being correctly detected. For object detection, we report the performance results
with AP (IoU = 0.50), AP (IoU = 0.75). The AP [3] summarizes the shape of the precision/recall curve,
and is defined as the mean precision at a set of 11 equally spaced recall levels [0, 0.1, ..., 1]:

1
AP = ﬁ X Z Pinterp(r) (7)
re{0,01,..1}
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where:

pinterp(”) = max?:?zrl’(ﬂ (8)

4.3. Model Configuration

To make a fair comparison, namely each detection model at its best, we adjust the model’s

parameters following the recommendation of [41-43]. We provide the detailed configuration as below.

For YOLOV3, we have trained a new model which adopts darknet53 (YOLOvV3 code is available
at: https://github.com/AlexeyAB/darknet) as pre-trained weights for the convolutional layers.
In implementation, YOLO v3 uses a total of 9 anchors with three for each scale. It assigns the
three biggest anchors for the first scale, the next three for the second scale, and the last three for
the third. As we aim to detect effectively on 3 scales, we recalculate nine anchors correspondingly.
For RetinaNet, we used ResNet152 as backbone model and changed anchor parameters
(RetinaNet code is at: https:/ /github.com/fizyr/keras-retinanet).

SNIPER is the new architecture that allows us to improve AP by using negative chip mining.
We adopt the available model (SNIPER code is at: https://github.com/mahyarnajibi/SNIPER).
We extracted the required proposals for chip selection.

For SSD, we used VGG16 as the pre-trained model and adjusted the aspect ratio used in the
original SSD300 (SSD code is at: https://github.com/pierluigiferrari/ssd_keras).

We trained Faster R-CNN (Faster R-CNN code is available at:https:/ /github.com /rbgirshick /py-
faster-rcnn ), RFCN (RFCN code is at: https://github.com/YuwenXiong/py-RFCN), CenterNet
(CenterNet code is at: https://github.com/xingyizhou/CenterNet) with default parameters.

Table 1 summarizes the detailed configuration. All models are trained or finetuned by using

GeForce RTX 2080 Ti 11GB GPU run on Ubuntu 16.04.5 LTS OS.

Table 1. Configuration of SNIPER, RetinaNet, YOLOv3 and SSD.

. Configuration
Architecture Attribute Default & Adjusted
Base size | 3264 128 256 512 | 32 64 128 256 512
RetinaNet Strides 8163264128 8163264128
Ratios 0512 0512
Scales 11216 0511.21.6 2.0
10, 13, 20, 310,
16, 30, 35, 626,
33,23, 20, 3751,
30, 61, 69, 1135,
YOLOv3 Anchors | 62,45, 92, 2038,
59,119, 54, 6129,
116, 90, 50, 8045,
156, 198, 107, 12908,
373,326 117, 15654
2], [1.0, 2.0, 0.5]
[2,3], [1.0, 2.0, 0.5, 3.0, 1.0/3.0]
. [2,3], [1.0, 2.0, 0.5, 3.0, 1.0/3.0]
SSD Ratio | "5/ [1.0, 2.0, 0.5, 3.0, 1.0/3.0]
[2], [1.0, 2.0, 0.5]
2] [1.0, 2.0, 0.5]
[1400, 2000] [1600, 2200]
SNIPER Scales | [800, 1280] [800, 1280]
[480, 512] [480, 512]

4.4. Results

As aforementioned, we benchmark six state-of-the-art methods: Faster R-CNN, RFCN, SSD with

default parameters and SNIPER, YOLOV3, RetinaNet with adjusted parameters which is presented in

27



Electronics 2020, 9, 583

detail in Table 1. Table 2 shows the training time of the methods. RFCN and YOLOV3 take the least
training time. Meanwhile, SSD requires a remarkable time for training. Table 3 shows the runtime
performance of different methods. SSD and YOLOV3 achieve the fastest running time among the rest.
In the meantime, RFCN only processes 1.75 frames per second. One-stage object detectors clearly run
faster than the two-stage ones.

Table 2. Training time of Faster R-CNN, RFCN, SNIPER, RetinaNet, YOLOv3, SSD with VisDrone2018
on GeForce RTX 2080 Ti GPU.

Architecture  Training Time (hours)

Faster R-CNN 8.20
RFCN 4.30
SNIPER 62.50
RetinaNet 10.61
CenterNet 5.3
YOLOv3 4.70
SSD 251.18

Table 3. Runtime performance of Faster R-CNN, RFCN, SSD, YOLO, SNIPER, RetinaNet with
VisDrone2019 on GeForce RTX 2080 Ti GPU.

Architecture  FPS (Frames Per Second)

Faster R-CNN 2.78
RFCN 1.75
SNIPER 7.6
SSD 76.9
YOLOv3 7.5
RetinaNet 5.9
CenterNet 7.1

Figure 6 visualizes the detection results of benchmarking methods. As a closer look, Tables 4 and 5
show the detailed results of six methods and the average performance with a threshold of IoU set as
0.5 and 0.75, respectively. In accordance with Table 4 (IoU = 0.5), CenterNet, RetinaNet and SNIPER
are the only three algorithms achieving more than 25% mAP score. YOLOV3 ranks in the fourth with
more than 20% mAP score. We observe that SSD is inferior, and RFCN performs better than Faster
R-CNN. SSD performs the worst, only producing 10.80% mAP score. However, SSD ranks in the third
with 9.10% on the bus class. As seen in Table 5 (IoU = 0.75), SNIPER, CenterNet and RetinaNet are the
only three algorithms achieving more than 11% mAP score. RFCN ranks in the fourth with more than
8% mAP score. We observe that YOLOv3 performs the worst (3.20% mAP score). In the meantime,
Faster R-CNN performs better than SSD.
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Figure 6. Visualization results of different object detection methods. Color legend: car, truck, ,
van, moto, pedestrian, people, bus, tricycle, . Best view in high 400% resolution.

Regarding the performance, YOLOV3 has good performance with 7.5 FPS and 25.08 mAP
(IoU = 0.5) then it drops rapidly to 3.2 mAP (IoU = 0.75) because YOLOV3 is does not perform
well at localization. Instead, YOLOV3 is well-known for its runtime performance. We have performed
the detection of YOLOvV3 and realized the small confidence score for each object (<30%) due to the
similarity of features. Therefore, we literally set the low confidence for the object detection demand
with this YOLOv3. Meanwhile, CenterNet, RetinaNet and SNIPER achieve better detection results.

Table 4. The AP (IoU = 0.50) scores on the VisDrone2019 Validation set of each object category. The top
three results are highlighted in red, blue and green fonts.

Detectors Pedestrian  People Bicycle  Car Van  Truck Tricycle A-Tricycle Bus  Motor mAP

Faster R-CNN 21.36 11.02 16.97 46.85 1872  16.96 1222 10.81 9.09 1113 17.51
RFCN 21.20 7.05 16.16 4422 2012 28.10 19.45 15.21 1328 10.76  19.55
SNIPER 37.97 23.74 34.73 56.51  31.90 6.72 21.05 14.60 1286 2239 2624
SSD 13.20 5.50 12.70 3690  9.60 7.70 1.30 9.10 9.10 4.60 10.97
YOLOvV3 32.64 16.92 36.94 51.67 33.65 12.83 8.97 26.01 4.87 26.36 25.08
RetinaNet 50.21 31.14 23.53 52.05 2727 2392 21.16 23.55 8.97 20.81 28.26
CenterNet 56.74 37.37 27.06 59.86 30 27.51 2433 26.61 9.87 2352 3228
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Table 5. The AP (IoU = 0.75) scores on the VisDrone2019 Validation set of each object category. The top
three results are highlighted in red, blue and green fonts.

Detectors Pedestrian  People Bicycle Car  Van  Truck Tricycle A-Tricycle Bus Motor mAP

Faster R-CNN 3.30 0.71 9.09 1912 9.09 9.09 1.64 3.03 9.09 0.95 6.51
RFCN 3.03 1.40 2.60 2485 11.31 12.45 9.09 213 9.30 9.09 8.52
SNIPER 17.71 12.16 20.08 46.10 27.21 521 12.46 8.39 12.24 8.06 16.96
SSD 6.10 0.10 9.10 18.00  7.10 3.40 0.60 9.10 9.10 0.60 6.32
YOLOvV3 4.03 1.22 1.27 9.44 1.94 4.67 2.36 4.78 143 0.95 3.20
RetinaNet 11.01 2.20 5.89 3486 17.58 17.62 4.76 9.86 6.28 2.94 11.30
CenterNet 12.55 2.64 6.77 41.48 2057 2097 5.47 11.44 7.16 3.26 13.23

4.5. Analysis of Feature Maps Extraction

Figure 7 depicts feature maps of Faster R-CNN, RFCN, SSD, YOLO, SNIPER, RetinaNet,
and CenterNet, on a real aerial image. We extracted feature maps at the final convolution layer.
These feature maps offer deeper insights into how different methods capture object features from the
aerial viewpoint.

As also seen from Figure 7, SNIPER, RetinaNet as well as CenterNet produce optimal feature
maps. We observe that the object shapes are well captured with larger values, whereas the
background is with smaller values. This is because focal loss is adept at learning imbalanced
classes (foreground /background) while chip mining is extracted from a proposal network trained
for a short training schedule, which identifies regions where objects are likely to be present.
Simultaneously, keypoint estimation of CenterNet is considered to be the essential factor that facilitates
finding center points and regresses to all other object properties, such as size, location, orientation.

Regarding YOLO and SSD: in the feature map obtained by SSD, the object shapes are not clear,
and the edges of objects are not preserved. This explains why this method detects aerial objects
inaccurately which is ascribed to shallow layers in a neural network. Simultaneously, the features
maps extracted by YOLO is better than SSD’s ones where object regions are more prominent from the
background. However, the edges of the objects are still blurred.

As far as Faster R-CNN and RFCN feature maps are concerned, the object shapes are well
preserved but are not clearly distinguished from the background. This is due to the variance of various
angles of images, which is considered to be an obstacle of early feature extractors.

(a) Input Image (b) Faster R-CNN (c) RECN (d) SNIPER
(e) SSD (f) YOLOvV3 (g) RetinaNet (h) CenterNet

Figure 7. Visualization of feature maps from different state-of-the-art object detection models.
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4.6. Discussion

SSD is a unified object detector, which adopts a multi-scale approach. SSD uses a VGG16
network as a feature extractor and adds eight convolutional layers and ten layers separately, it also
uses convolutional layers to reduce spatial dimension and resolution. To detect multi-scale objects,
SSD makes independent object detections from multiple feature maps. Aspect ratios in SSD which are
used as the anchor box scaling factors, so we widen the ratios range to ensure most objects could be
captured. The higher resolution feature maps are responsible for detecting small objects, the first layer
for object detection is conv4_3 which has a spatial dimension of 38 x 38, a pretty large reduction from
the original input image. Furthermore, small objects can only be detected in left most feature maps.
However, those maps contain low-level features, like edges or color patches that are less informative
for classification. Shallow layers in a neural network may not generate enough high-level features to
predict small objects [27]. Therefore, SSD usually performs worse for small objects compared to other
detection methods. Although SSD is the penultimate detector, it achieves the second with 12.7% on the
bicycle class, the third with 5.5% on the people class, 9.1% on the awning-tricycle class, 9.10% on the bus
class and 4.6% on the motor class.

SSD is competitive with Faster R-CNN, RFCN on more substantial objects, which has poor
performance on small objects. Faster R-CNN combines the Region Proposal Network (RPN) into
Fast R-CNN. RPN produces box proposals based on the feature extractor. These box proposals
are used to crop features from the same intermediate feature map. They fed to the remainder of
the feature extractor to predict a class and refine box for each proposal. RFCN is similar to Faster
R-CNN. RFCN crops features from the last feature layer before prediction to reduce the amount
of computation. RFCN proposed a position-sensitive mechanism to keep translation variance for
localization representations. Faster R-CNN has a mAP of 17.51%. Faster R-CNN ranks in the third
with 16.96% on the truck class. RFCN has much better performance than Faster R-CNN and SSD,
producing 19.55% AP. RFCN achieves the first with 28.10% on the truck class and 13.28% on the bus
class, which ranks in the third with 19.45% on the people and 15.21% on the awing-tricycle class.

As far as the outstanding detectors are concerned, CenterNet, RetinaNet and SNIPER are the
three algorithms that top the statistics in both IoU thresholds (0.5 and 0.75). CenterNet ranks first with
32.28%, followed by RetinaNet with 28.26% in case the threshold of IoU = 0.5. Paradoxically, in case
the threshold of IoU = 0.75, which favors high accurate results, the figure for SNIPER overtakes that
for CenterNet and achieves the best performance.

In particular, CenterNet achieves outstanding results in the benchmark dataset with both IToU
thresholds. Please note that CenterNet object detector builds on keypoint estimation networks, finds
object centers, and regresses to their size. The experimental results show that CenterNet works well
with small IoU threshold, 0.5. Regarding SNIPER, the valid range, boxes, which the square root of
their area lies in each range are marked as valid in that scale. Therefore, we increased the valid range
to significantly detect objects in various sizes (small, medium and large objects) as shown in Table 1.
Simultaneously, chip mining plays an important role in eliminating regions that are likely to contain the
background and this measure could adapt to each viewpoint hence alleviating the drawback of diverse
scales. As a result, these enhancements cooperate with the pyramid feature map to surpass other
detectors in terms of average precision. In particular, at the 0.75 IOU threshold, SNIPER outperforms
YOLOV3, with 16.96% and 3.2% respectively. This is mainly because YOLOV3 is inferior in terms of
localization. Regarding Retina, by changing anchors, RetinaNet has an increment in terms of AP, 2.3%
for people class. A scale adjustment has widened the variety of scaling factors to use per anchor location
which could improve detection for the diverse size objects. Concurrently, the focal loss is designed to
address a severe imbalance between foreground and background classes during training, as a result,
this approach could tackle the problems of the unbalanced dataset, in which the number of training
samples for car and bus classes outnumbers those from other classes.

31



Electronics 2020, 9, 583

5. Conclusion and Future Work

In this paper, we experimented the state-of-the-art object detection methods, namely Faster
R-CNN, RFCN, SSD, YOLO, SNIPER, RetinaNet, and CenterNet, on aerial images. Among them,
CenterNet, SNIPER and RetinaNet achieve the best performance in terms of average precision.
Concurrently, YOLO is considered to be the optimal choice for real-time object detection applications
which require the high FPS and moderate precision in detecting object. We notice the main challenges
in the problem, for example, occlusion, scale, and class imbalance. From the aerial view, many objects
are occluded, and their sizes are varied. We also notice the class imbalance issue during the training
process. For example, most of the detectors perform much better on the car and pedestrian classes
than on the awning-tricycle, tricycle, and bus classes due to more instances collected in the car and
pedestrian classes.

In the future, we would like to investigate the fusion of different object detectors to even boost the
state-of-the-art performance. In addition, we are interested in the task of aerial image segmentation.
Obviously, the bounding boxes provided by the object detectors are very useful for the segmentation
task. We also consider adopting the use of transfer learning [44] to consolidate and enhance the
efficiency of training time.

Author Contributions: K.N. is responsible for discussion, paper writing and revising. N.T.H. and P.C.N. focus on
training model, benchmark evaluation, and paper writing. K.-D.N. and N.D.V. are in charge of ideas, evaluation
and paper writing. T.V.N. is responsible for ideas, discussion, paper structure, paper writing and revising.
All authors have read and agreed to the published version of the manuscript.

Funding: This research is funded by Vietnam National University HoChiMinh City (VNU-HCM) under grant
number C2018-26-03.

Acknowledgments: We are grateful to the NVIDIA corporation for supporting our research in this area.
The authors would like to thank the editors and the reviewers for their professional suggestions.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

PASCAL Pattern Analysis, Statistical modelling and ComputAtional Learning
PASCAL-VOC  PASCAL Visual Object Classes Dataset

MS-COCO Microsoft Common Objects in Context Dataset

ILSVRC ImageNet Large Scale Visual Recognition Challenge

ROI Region of Interests

VGGNet Visual Geometry Group Network

ZFNet Zeiler Fergus Networks

CNN Convolutional Neural Networks

R-CNN Regional CNN

SSD Single-Shot Detector

YOLO ‘You Only Look Once Detector

RFCN Region-based Fully Convolutional Networks

SNIPER Scale Normalization for Image Pyramids with Efficient Resampling
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Abstract: In the automatic sorting process of express delivery, a three-segment code is used to
represent a specific area assigned by a specific delivery person. In the process of obtaining the courier
order information, the camera is affected by factors such as light, noise, and subject shake, which will
cause the information on the courier order to be blurred, and some information will be lost. Therefore,
this paper proposes an image text deblurring method based on a generative adversarial network. The
model of the algorithm consists of two generative adversarial networks, combined with Wasserstein
distance, using a combination of adversarial loss and perceptual loss on unpaired datasets to train the
network model to restore the captured blurred images into clear and natural image. Compared with
the traditional method, the advantage of this method is that the loss function between the input and
output images can be calculated indirectly through the positive and negative generative adversarial
networks. The Wasserstein distance can achieve a more stable training process and a more realistic
generation effect. The constraints of adversarial loss and perceptual loss make the model capable of
training on unpaired datasets. The experimental results on the GOPRO test dataset and the self-built
unpaired dataset showed that the two indicators, peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM), increased by 13.3% and 3%, respectively. The human perception test results
demonstrated that the algorithm proposed in this paper was better than the traditional blur algorithm
as the deblurring effect was better.

Keywords: image deblurring; generative adversarial network; Wasserstein distance; adversarial loss;
perceptual loss

1. Introduction

Image restoration [1] is an important research direction in image processing. It is a technique to
study the cause of degradation and establish a mathematical model to restore high-quality images in
response to the degradation in the image acquisition process. Image deblurring [2,3] is also a kind of
image restoration. It is mainly aimed at the blurring effect caused by the relative displacement between
the photographed object and the device due to camera shake or noise interference. The texture is
also clearer and more natural. With this technology, low-quality blurred images can be restored to
high-quality clear images. At present, there are many methods applied in the field of image deblurring.
However, due to the high-quality requirements of image deblurring, image deblurring is still a very
challenging research direction.

With the continuous development of human industrial technology, the application of characters
on workpieces in the industrial field is also very important. The on-site environment in an industrial
site is chaotic and complex. Factors such as camera shake, subject movement, light, and on-site noise
will cause the image captured by the camera to appear blurred. The integrity of the information is
urgently required in industrial sites. Solving this problem also has practical significance and application
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value. In the intelligent express sorting system, as long as the express code is obtained, you can know
the area where the express was sent by the courier. If these courier slips are missing, guessing the
information with the naked eye is not only cumbersome and heavy but also inefficient. If you can
use a computer to automatically recover the blurred image information and automatically restore
the blurred three-segment coding from the express order to a clear image, then you can reduce the
manpower and material resources for manual data processing. Therefore, it is very important to deblur
the fuzzy express image information in the automatic sorting system.

In recent years, with the rapid development of deep learning, a large number of scholars have
researched image deblurring methods based on machine learning, and all have achieved good results [4].
In many studies, the image deblurring method based on generative adversarial network (GAN) has
been widely recognized. This not only takes into account the rationality of image texture details
but also considers the uniformity of the overall image structure. Therefore, this paper proposes an
image deblurring method based on the generative adversarial network. Firstly, in order to eliminate
the difference between the real blurred image and the generated blurred image, we established an
unpaired dataset and solved the image deblurring problem based on this. Then, a GAN model was
established, which consisted of two generative adversarial networks. For the conversion of blurred
images to clear images and the conversion of clear images to blurred images, the loss function was
optimized by combining adversarial loss and perceptual loss. Finally, a stable network model was
obtained by iteratively training the GAN model on unpaired datasets. During each training process,
the model was updated to achieve a better deblurring effect.

The specific sections of the article are as follows. Section 2 briefly introduces the related work on
image deblurring. Section 3 presents the network model proposed in this paper and explains each
part of the model in detail. Section 4 gives the experimental demonstration, and Section 5 gives the
summary of this article and future expectations.

2. Related Works

With the popularization of handheld devices and multimedia communication technology, image
deblurring technology avoids further increasing the high cost of the device as well as noise interference
between redundant components. It has broad application scenarios and strong technical advantages.
If we can first use the deblurring method to restore the corresponding clear image and then use
the restored image as the input of the subsequent neural network, the accuracy of the output of the
algorithm will be greatly improved. Therefore, image deblurring technology, as an important part of
computer vision data preprocessing, has also become a research hotspot in the field of computer vision
and computer graphics.

At present, there are two main research methods for image deblurring. One is the nonblind
deblurring method, which uses a known blur kernel function that directly deconvolves the degraded
model of the blurred image to obtain a restored high-definition image. The other is the blind deblurring
method, which is used when the fuzzy process is unknown. A brief introduction of these two methods
is as follows.

The nonblind deblurring method is a more traditional image deblurring method. It first obtains
the blur kernel information through a certain technique and then deconvolves the blur image according
to the obtained blur kernel to restore a high-definition image. The classic deconvolution algorithms
include the Lucy-Richardson algorithm, the Wiener filter, and the Tikhonov filter.

In reality, in most cases, the fuzzy function is unknown. Therefore, it is necessary to make
assumptions on the fuzzy source and parameterize the fuzzy function. The most common assumption
is that the blur is uniformly distributed on the image. For example, the method proposed by
Fergus et al. [5] achieved groundbreaking results, and the literature [6-8] has been optimized based on
it. In addition, there are some methods for dealing with cases where the blur is unevenly distributed
on the image, but this type of algorithm also simplifies the problem from different angles. For example,
Whyte et al. [9] used a parametric geometric model to model camera motion, and Gupta et al. [10]
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assumed that blur was caused solely by 3D camera motion. These traditional methods have achieved
certain effects. However, because the model makes too many assumptions, they have a lot of limitations
in the application scene and cannot solve the problem of image blur caused by various complicated
factors in actual life.

With the development of deep learning in the field of computer vision, scholars everywhere
have begun to use deep learning to deal with image deblurring. Earlier works were still based on
the idea of nonblind deblurring, allowing neural networks to estimate fuzzy kernel information. For
example, Sun et al. [11] used a convolutional neural network (CNN) to estimate the fuzzy kernel and
then restored the image based on the estimated fuzzy kernel. Chakrabarti et al. [12] used de-CNN to
predict the Fourier coefficients of the fuzzy kernel and deblurred the image in the frequency domain.
Gong et al. [13] used a full convolutional network (FCN) to estimate the motion flow of the entire
image and restored a blurred image based on it. Due to the use of a nonblind deblurring algorithm,
the above methods need to obtain a clear image after obtaining the estimated fuzzy kernel through
CNN and then use a traditional deconvolution algorithm to deconvolve the blurred image. This leads
to slow running speed of the algorithm, and the restoration effect depends entirely on the estimation
results of the blur kernel.

In recent years, with the deep prospect of deep learning in the areas of image semantic repair and
image compression [14], more and more scholars have discovered that the work that neural networks
can cover is far more than just estimating fuzzy kernels. In 2017, Nah et al. [15] proposed the use
of multiscale convolutional neural networks to directly deblur images. They used an end-to-end
training method to allow the network to directly reproduce clear images without first estimating
the blur function. This type of method is called the blind deblurring method. Compared with the
previous method, this method greatly improves the model effect and running speed. Other similar
methods are those proposed by Noroozi et al. [16], Ramakrishnan et al. [17], and Yao et al. [18,19]. Later,
Kupyn et al. [20] proposed the use of conditional generative adversarial networks (CGAN) to deblur
images. They followed the basic structure of pix2pix, a general framework for image translation tasks
proposed by Isola et al. [21], and modified it to obtain the DeblurGAN image deblurring algorithm
model. This model obtained better image deblurring effect than the multiscale convolutional neural
network used by Nah et al. At the same time, the network structure was simpler and faster. To some
extent, this reflects the fact that the generative adversarial network really performs well on image
deblurring tasks.

In this paper, an image deblurring method based on GAN is proposed for unpaired datasets.
Because there is no blur—clear image pair in unpaired datasets, a single GAN cannot directly calculate
the loss function. Therefore, the proposed model uses two generations. Adversarial networks can
realize the mutual conversion between blur and clear images and indirectly calculate the loss function
between the input and output images. Therefore, the model has the ability to train and learn on
unpaired datasets. At the same time, a loss function that combines adversarial loss and perceptual loss
is used for training, making the image generated by the model clearer and more real.

3. Image Deblurring Model

In order to eliminate the difference between the real blurred image and the blurred image
synthesized by the algorithm, as well as to achieve a better image deblurring effect in the real industrial
scene, we used the CycleGAN structure [22] on the premise of having an unpaired dataset. An image
deblurring model based on a generative adversarial network was established. The overall structure of
the model is shown in Figure 1. This model consists of two generative adversarial networks A and B,
which are used to achieve the conversion from blurred images to clear images and from clear images
to blurred images. A and B networks are composed of their respective generators and discriminators.
The model also adds a loss function to the network that combines adversarial loss and perceptual loss.
Such a model just constitutes a cyclic structure consisting of clear-> blur-> clear and blur-> clear->
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blur, which better constrains the content of the generated sample. This article will introduce each part
of the model separately.

f Blur image set \ ( Clear image set \
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Figure 1. The overall structure of the model.

3.1. Structure of GAN

3.1.1. Generator Model

In generative adversarial networks, generative networks are the key. In previous studies, some
classic network structures [23,24] have also achieved outstanding results. Among them, the deep
residual network structure has achieved better performance in generating high-definition image tasks
because it can greatly increase the number of layers in the network, as shown in [25,26]. The deep
residual network was proposed by He et al. [24] in 2016. It is composed of several residual block
(ResBlock) and other layers. After using the residual module, the number of layers of the network can
be greatly deepened without the phenomenon of difficult model convergence, model degradation, and
disappearance of gradients. Therefore, we used the deep residual network structure as the network
structure of the generator. In addition, we added global skip connection [27] to the generative network.
Global skip connection can directly connect the input of the entire network to the output. Therefore,
the intermediate network only learns the residual between the output and the input, thereby reducing
the amount of network learning and making the network converge faster and fit to improve the
generalization ability of the model.

On the specific network structure, combined with CycleGAN, deep residual network, and global
skip connection, the network contains 22 convolutional layers and two deconvolutional layers. A batch
normalization (BN) layer [28,29] is added after each convolutional layer. The activation function uses a
linear rectification (ReLU) function. The network structure of the generator is shown in Figure 2.
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Figure 2. Generator network.
3.1.2. Discriminator Model
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Compared with the generator, the task of the discriminator is to learn the difference between the
generated sample and the real sample, including whether the structure in the picture is natural and
the content is clear. In order to more accurately measure whether the samples are clear and natural,
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we used PatchGAN, proposed by Isola et al. [21], as the discriminative network structure. Because
PatchGAN pays more attention to the local information of the image, the generated image details are
more abundant, and the visual effect is more realistic. Unlike the original PatchGAN, we removed
the last Sigmoid function activation layer of the original PatchGAN and used Wasserstein distance
instead of the original loss function. PatchGAN is unique in that it pays more attention to the local
information of the image, which makes the generated image richer with detailed information and the
visual effect more realistic.

Because the input of PatchGAN is an image block, we used a sliding window with a size of 70 x 70
to traverse the entire generated sample. Each image block can output a value through PatchGAN, and
the average value of all image blocks can then be obtained with the authenticity of the entire image.
The structure of the entire discrimination network is shown in Figure 3.
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Figure 3. Discriminator network.
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3.2. Loss Function of Network

The loss function is the most basic and critical factor in deep learning. By rationally designing the
loss function and continuously optimizing it, the network can learn what they should learn without
a clear image, thereby achieving a deblurring effect. In this work, the loss function of the entire
network is a combination of adversarial loss [30] and perceptual loss. With these two loss functions, the
generator can produce clear and realistic images. For the convenience of description, in the following
content, Z is used to represent the samples in the clear image set, T is the samples in the blur image set,
and N is the number of samples.

3.2.1. Adversarial Loss

Adversarial loss refers to the loss function between two generative adversarial networks A and B.
For A, its role is to make the generated image as realistic and clear as possible, and for B, its role is to
make the generated sample have as realistic motion blur as possible. In the development of generative
adversarial networks, various adversarial loss functions have appeared, including cross-entropy loss
functions [31], squared loss functions [32], and Wasserstein distance loss functions [33]. Because
WGAN-GP [33,34] uses the Wasserstein distance loss function as the adversarial loss of the network
and increases the gradient penalty term for discriminating the network, it has achieved the most
stable training effect at present. Therefore, we used the Wasserstein distance loss function for the
confrontation loss. The calculation process of the adversarial loss is shown in Figure 4.
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Figure 4. The calculation process of adversarial loss.

The formulas of the two generative adversarial networks are shown in Equations (1) and (2).

N
Loan(4) = 55 Y [Da(T) = Da(G4(2))] O
n=1
1 N
Lean(B) = 5 ), [D5(2) = Dy (G5(T))] @
n=1

In the above formula, G4 (Z) represents the sample generated by the generator in network A on
the clear image set Z, and Gg(T) represents the sample generated by the generator in network B on
the blurred image set T. D4 (T) represents the probability that the discriminator in network A judges
whether the blurred image set T is a real image. Dp(Z) represents the probability that the discriminator
in network B judges whether the clear image set Z is a real image.

3.2.2. Perceptual Loss

Perceptual loss has the ability of visual perception close to the human eye. Compared with other
pixel-level loss functions, it can make the generated image look more realistic and natural. Perceptual
loss was originally proposed by Johnson et al. [35], and it has achieved good results in multiple
application areas, such as image style transfer [35], image segmentation [36,37], image super-resolution
reconstruction [26,38], and image deblurring [20]. The calculation of the perceptual loss depends on
the visual geometric group (VGG) network [39]. The specific calculation steps are as follows. First,
input two images to be tested, namely, a real image and a generated image, into a pretrained VGG
network. Then, extract the feature map output by one or several convolutional layers from the VGG
network. Finally, calculate the mean square error (MSE) on the feature maps corresponding to the two
images to be tested. In this work, the feature map output from the eighth convolution layer in the
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VGG-16 network was selected to calculate the perceptual loss. The calculation process is shown in
Figure 5. The formula is shown in Equation (3).

Lyer(Ga, Gp) = & ngl[s;}mqﬂ(GB(GA(Z))) -9(2);

) ®)
+550(Ga(Gp(T))) - p(T)3]
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A
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Figure 5. The calculation process of perceptual loss.

Here, ¢ represents the feature map output from the eighth convolutional layer of VGG-16, and s,
h, and w represent the number of channels, height, and width of the feature map, respectively.

In summary, the overall loss function of the network is the result of the weighted summation of
the above two loss functions, and the formula is shown in Equation (4).

L(A,B,Z,T) = Lgan(Ga,Da, Z,T) + Lean(Gg, DB, T, Z) + uLper(Ga, Gp) 4)

In the above formula, i represents the weight of the perceptual loss function. As with the
original generative adversarial network, the generator needs to minimize the loss function, and the
discriminator needs to maximize the loss function. Therefore, the result of the optimal generator is
as follows:

Ga',Gp’ = argmin maxL(A,B,Z,T 5
4", Gy’ = arg min max L( ) ®)

3.3. Algorithm Implementation

In the algorithm implementation process of the entire network model, the role of Discriminatorl
and Discriminator2 is to provide gradients for Generatorl and Generator2 to guide its optimization
process. The role of generative network B is to realize the conversion from clear images to blurred
images and assist generative network A to complete the learning process so that A can generate
and input consistent samples. After Discriminatorl, Generator2, and Discriminator2 complete their
respective auxiliary work, Generatorl is responsible for restoring the input blurred image into a clear
image as the output result of the entire algorithm model. In the model training process, we used the
buffer pool strategy proposed by Shrivastava et al. [40] to reduce model oscillation. When updating
the parameters of the discriminant network, the historical samples generated by the generator and the
new samples generated in this iteration were used as the input of the discriminative network, thereby
increasing the stability of the model. The size of the generated sample buffer pool was 50, the batch size
of all model training was 1, and the number of iterations was 300 epochs. The optimization algorithm
used the Adam algorithm [41], and the initial learning rate was 0.0002. The specific implementation
process was as Algorithm 1.
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Algorithm 1: The algorithm flow of this model.

1: Initialize the input shape, h = 256, w = 256, s = 3, and the output shape of PatchGAN, pa = h/2**4, and the
loss weight, u = 10, and the optimizer, Adam(0.0002, 0.5)
2: Input (img_1,h,w,s), Input (img_2,h,w,s)
3:  Combined model trains generator to discriminator
for epoch in range(300):
for batch_i, img_1, img_2 in enumerate (dataloader.loadbtach(1)):
fake_2 = generator(img_1), fake_1 = generator(img_2)
recon_1 = generator(fake_2), recon_2 = generator(fake_1)
vali_1 = discriminator(fake_1), vali_2 = discriminator(fake_2)

if loss is arg min maxL(A,B,Z,T):
Ga,GpDa,Dp

10:  clear_image = concatenate (img_1, fake_2, recon_1, img_2, fake_1, recon_2)
11: return clear_image

4
5
6:
7
8
9

4. Experiments and Results

The GAN model proposed in this paper is implemented based on the Python language and the
PyTorch deep learning framework, and it can run on an Intel Xeon computer with a 2.40 GHz CPU and
32 GB RAM. The model idea was established by looking at the references for one month. The model
training took 15 days, and the model finally reached a stable state.

4.1. Datasets

Because there are no large-scale unpaired image deblurring datasets yet to be disclosed, it is
meant for comparison with algorithms on paired datasets. Therefore, we still used paired datasets for
training but used unpaired training methods. We used two datasets: the GOPRO dataset and a small
unpaired dataset built in this work. All models were trained on the GOPRO dataset. The self-built
unpaired dataset was only used as a test dataset due to its small number. These two datasets are
described separately.

4.1.1. GOPRO Dataset

The GOPRO dataset is currently the largest and the highest-resolution open-paired dataset in the
field of image deblurring. It consists of 3214 pairs of blurred and clear images. In order to obtain a
more realistic blurred image, all the blurred images in this dataset are fused from multiple clear images
taken in the real scene rather than synthesized by means of clear image convolution blur kernel. For
this work, a simplified version of this dataset was downloaded from the internet. The dataset was
used as the training dataset, and the images in all datasets were cropped from the original GOPRO
dataset. The size was 256 x 256. An image of a partial dataset is shown in Figure 6.

Figure 6. Partial GOPRO dataset.
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4.1.2. Unpaired Dataset

In order to eliminate the difference between the real blurred image and the blurred image
synthesized by the algorithm, as well as to achieve a better image deblurring effect in the real industrial
scene, we trained the network model by unpaired training. In order to test the effectiveness of the
model in real scenarios, a small unpaired test dataset was also established. The data contained only 70
blurred images, which were collected or photographed by the author from different sources, and they
all originated from real scenes. An image of a partial dataset is shown in Figure 7.

Figure 7. Partial unpaired dataset.

4.2. Experimental Results and Comparison

Based on the CycleGAN, we established an image deblurring algorithm model based on a
generative adversarial network. First, the model was trained on the GOPRO dataset, and the number
of iterations was 300 epochs. Then, in order to verify the validity of this model, the CycleGAN and
DeblurGAN methods were selected to make comparisons with the algorithm used in this work, and
they were tested on GOPRO test dataset and self-built unpaired dataset. In order to objectively and
comprehensively analyze the deblurring effect of the algorithm, we used two quantitative evaluation
indicators of peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) as well as human
perception test methods for evaluation. PSNR evaluates the quality of an image by measuring the error
between corresponding pixels in two images, while SSIM measures the degree of image distortion
from brightness, contrast, and structural information. The human perception test refers to evaluation
of the test results of the model with the human eye. The test subject needs to choose the one that is
considered better from the two given images or indicate whether the choice is uncertain. The two
images given were reconstructed from two randomly selected models among the three contrasting
models. After the subjects completed the test, we combined the pass rate and the TrueSkill evaluation
system to measure the deblurring ability of the three models.

First, this paper will show the test results of each model on the GOPRO test dataset. Table 1 shows
the quantitative evaluation results, Figure 8 shows the perceptual test results of each model on the
GOPRO test set, and Figure 9 shows the deblurring results of each model on the GOPRO test set.

Table 1. Quantitative evaluation results on GOPRO dataset.

Parameters
m PSNR SSIM

CycleGAN 22,6 0.902
Ours 25.6 0.929
DeblurGAN 26.8 0.943
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Figure 8. Perceptual test results on the GOPRO test set.
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Figure 9. Experimental results of different algorithms on GOPRO dataset.

As can be seen from Table 1, the results of the method used in this paper were significantly
improved compared to CycleGAN, and the PSNR and SSIM indicators increased by 13.3% and 3%,
respectively. Compared with DeblurGAN, our method achieved similar results.

In Figure 8, the results of each model are represented by a Gaussian curve. The mean y of the
curve represents the average deblurring ability of the model, and the variance ¢ represents the stability
of the model. The higher the average value of the curve and the smaller the variance, the better
the model. Therefore, it can be seen from the above figure that the model in this paper had better
deblurring effect compared to CycleGAN, but it was slightly worse than DeblurGAN.

From the results in Figure 9, it can be seen that, compared with CycleGAN, the effect of the
proposed model was significantly improved. Not only was the deblurring ability enhanced, but the
disadvantages of chromatic aberration, edge distortion, and unnatural sharpness were also eliminated,
making the repair. The resulting image looked more real and natural. Compared with DeblurGAN,
the method used in this paper obtained similar results on images with low blurring degree, and the
images after deblurring were all natural and clear. However, on the images with a high degree of
blurring, the deblurring effect of the method used in this paper was not thorough enough, and it was
not as good as DeblurGAN.
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Next, this paper will show the test results of each model on a self-built unpaired dataset. Figure 10
shows the perceptual test results of each model on the unpaired dataset, and Figure 11 shows the
deblurring results of each model on the unpaired dataset.
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Figure 10. Perceptual test results on unpaired dataset.
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Figure 11. Experimental results of different algorithms on unpaired dataset.

From the results in Figures 10 and 11, we can see that, on the unpaired dataset, the proposed
model had better deblurring effect than CycleGAN, and the repaired image looked more realistic and
natural. However, its performance was slightly worse than DeblurGAN.

Combining the experimental results on the above two datasets, it can be seen that the loss function,
which combines the adversarial loss and perceptual loss, can play a certain role in constraining the
content of the generated image. However, because the generated image was not directly constrained,
the image was generated by the constraint. The reconstructed image was used to indirectly constrain
the generated image, so the effect was limited, and the effect achieved was not as good as that on the
paired dataset. However, in general, the method achieved certain results on highly difficult unpaired
datasets. Compared to traditional CycleGAN, the deblurring effect was significantly improved. If a
large-scale image dataset in a real scene can be obtained, the effect will be better.

In order to show the importance of the combination of various parts of the model to the deblurring
effect, ablation research was also performed in this work. The ablation of the model was achieved by
reducing the number of convolution layers of the generator network to 16 layers and removing one
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of the perceptual loss functions. Finally, through model training, the evaluation index results on the
GOPRO paired dataset are shown in Table 2.

Table 2. Quantitative evaluation results after ablation.

Parameters
m PSNR SSIM

Ours 25.6 0.929
Ablation 18.5 0.767

As can be seen from the above table, after reducing the generator convolutional layer and removing
the perceptual loss, the PSNR and SSIM evaluation indexes were reduced too much, by 27% and 17%,
respectively, resulting in poor model performance. Therefore, the various components of the model
proposed in this work are particularly important in the field of image deblurring.

5. Conclusions and Future Works

With the widespread use of handheld devices and digital images on multimedia communication
networks, image deblurring technology has more and more application value. In particular, in
an intelligent express sorting system, using a computer to restore the fuzzy three-segment coded
information on the courier slip to a clear image can improve the recognition effect of the subsequent
three-segment code. Therefore, this paper proposes an image deblurring method based on generative
adversarial networks. First, in view of the shortcomings of the existing algorithms, we dealt with
image deblurring on unpaired datasets to solve motion deblurring in actual scenes. Then, based on
CycleGAN, an image deblurring model based on a generative adversarial network was established
to realize the conversion of blurred images to clear images and the conversion of clear images to
blurred images. The process of network learning was also constrained by combining adversarial
loss and perceived loss so that the network could better learn the motion-blurred data distribution
characteristics in the actual scene. Finally, an evaluation was performed on the GOPRO dataset and
the self-built unpaired dataset. The experimental results showed that the proposed method could
obtain good deblurring effect on both datasets and that it was better than CycleGAN. However, some
improvements are still required. For example, in future work, we may try to introduce a multiscale
network structure into the model and deepen the network layers at the same time to improve the
capacity of the model. There are also loss functions of other structures designed to strengthen their
constraints on the generated sample content, which can be used to achieve a complete deblurring effect.
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Abstract: Sentiment analysis is a rapidly growing field of research due to the explosive growth in
digital information. In the modern world of artificial intelligence, sentiment analysis is one of the
essential tools to extract emotion information from massive data. Sentiment analysis is applied to
a variety of user data from customer reviews to social network posts. To the best of our knowledge,
there is less work on sentiment analysis based on the categorization of users by demographics.
Demographics play an important role in deciding the marketing strategies for different products.
In this study, we explore the impact of age and gender in sentiment analysis, as this can help
e-commerce retailers to market their products based on specific demographics. The dataset is created
by collecting reviews on books from Facebook users by asking them to answer a questionnaire
containing questions about their preferences in books, along with their age groups and gender
information. Next, the paper analyzes the segmented data for sentiments based on each age group
and gender. Finally, sentiment analysis is done using different Machine Learning (ML) approaches
including maximum entropy, support vector machine, convolutional neural network, and long short
term memory to study the impact of age and gender on user reviews. Experiments have been
conducted to identify new insights into the effect of age and gender for sentiment analysis.

Keywords: sentiment analysis; social media; machine learning; lexicon

1. Introduction

The growth of the internet has led to a huge influx of data that holds vast and valuable insights
about the public opinion. Every internet user who expresses an opinion on the web becomes a part
of this information circuit where other users benefit from these public reviews and hence can make
an informed decisions. With the data collected (reviews, posts, comments) from different social media
platform such as Facebook, Twitter, Amazon, Goodreads, IMDDb or blogs, the task of using these
reviews to find the polarity of public (positive, negative or neutral) opinion is called Sentiment analysis.
Sentiment analysis is generally performed on movie reviews [1,2], restaurant or food reviews [3,4],
along with data from microblogs [5,6], providing some useful insights to different organizations to
improve business strategies by attracting new customers. The categorization of customers based
on age and gender present an important information that can make products more effectively fullfill
the demands of different age and gender group persons. This fine-grain information about customers
are value-added to enhance the revenue of the company and its reputation in the global market.
E-commerce companies want to know the mindset of the customers. For example, females do more
shopping in comparision to male in the E-commerce site and certain portals such as firstcry website
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are more popular for various products of different age groups including newborn, infant, toddler, etc.
Sentiment analysis [7-10] has evolved over the years with different dictionary-based and machine
learning techniques implemented to obtain better accuracy. With the advent of deep learning
techniques [11-13] in sentiment analysis, prior information has also played a big role in adequately
expressing the polarity of opinions. Kahaki et al. [14] proposed an age estimation system based
on orthopantomographs images. The orthopantomogram is a dental X-ray of the upper and lower jaw.
The geometric mean projection transform was used on Malaysian children dental development dataset
with 456 patient’s X-ray images to extract and classify the 3rd molar teeth in the orthopantomography
images. The proposed system results showed a reliable age estimation method. The importance of age
estimation may also be useful for civil, criminal, law enforcement, airport security and for forensic
purposes. In a similar study on the same Malaysian children dataset, the automatic age assessment [15]
was proposed based on pre-trained deep convolution neural network. The results of this approach
concluded that the method can efficiently classify the images with high accuracy and precision.

Li et al. [16] proposed a framework providing an abstract of the opinions using sentiment
analysis. The authors have taken into consideration the opinion subjectivity and user credibility in
their proposed approach. Lockenhoff et al. [17] analyzed how different age groups express their
emotions. The authors found that older adults describe the positive emotions better than their negative
emotions as compared to younger adults. Another research by Zimmermann et al. [18] for emotion
regulation based on age and gender [19] of the person was able to handle emotions in a better way.
The results showed that people in middle adolescence showed the least emotional regulation as
compared to other age groups. Even gender differences were also encountered as either under or over
estimating a particular emotion. Thus, based on these established psychological differences between
people of different age and gender, we aim to find out whether these differences can also be observed
in the opinions that the individuals express on on-line platforms.

This study explores the differences in sentiment expressing abilities of different groups and their
subsequent impact on the sentiment reviews. This can be extremely helpful for commercial applications
as they can focus directly on a particular audience that is more receptive towards their product rather
than making a generalized marketing strategy. It will further help in differentiating their brand
from other leading companies to provide better customer support. Oh et al. [20] studied the market
segmentation on basis of gender and age of users to find the travel potential of different groups
based on their incomes and available leisure time. Keshari et al. [21] analyzed the effectiveness
of advertising appeals on different gender and age groups based on how the consumers respond
to these advertisements. Figure 1 demonstrates the basic flow diagram of the framework used for
sentiment analysis, where the data collected from social media is used to extract two datasets on basis
of age and gender. The different sentiment analysis approaches have been implemented on this data.
The main contributions of the paper are as follows:

1.  Exploring the impact of user expression based on age and gender using different feature
extraction methods.

2. We create a dataset that contains user reviews along with the user’s age and gender information.

A detailed analysis on the impact of user expression is presented through extensive experiments.

4. Finally, a comparison with different machine learning and a dictionary-based classifier is
also discussed.

@

The rest of the paper is organized as follows. In Section 2, we discuss the existing research work in
sentiment analysis. In Section 3, the methodologies implemented on the dataset have been discussed,
along with a comparison of different approaches. Section 4 describes the experimental results with
dataset description. Finally, in Section 5 the work has been concluded along with discussion of some
future possibilties.
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Figure 1. Data points are collected from the social media along with the user’s age and gender information.
Sentiment analysis is then performed on the newly created data sets.

2. Related Work

In this section, we discuss the recent works of sentiment analysis as researchers try to find
a better approach to predict the sentiment polarity. Twitter and Facebook have been the most popular
social media platforms as people express their opinion about every topic on these social networking
sites, which helps in understanding public sentiment. Appel et al. [22] used twitter sentiment
and movie review datasets to implement a hybrid approach based on ambiguity management,
semantic rules, and sentiment lexicon. The authors compared this proposed hybrid system results
with the standard supervised algorithms such as Naive Bayes (NB) and Maximum Entropy (ME).
The proposed system achieves higher precision score and accuracy than the supervised algorithms.
Similarly, Zainuddin et al. [23] used a twitter dataset of aspect-based sentiment analysis to perform
a fine-grained analysis. They proposed a hybrid approach using a feature selection method that
performs better than the standard methods.

Blogs have been a relevant source of data in sentiment analysis with posts containing reviews
and comments. Fan et al. [24] analyzed blog text to improve the quality of advertisements in the blogs
that were more relevant to the user. To find the blogger’s overall emotions towards any particular topic,
Kuo et al. [25] create a social opinion graph as generally every blogger is somewhat influenced by its
social circle. So their social interactions can be used to find the overall sentiment orientation of the
blogger. Li et al. [26] used opinions expressed on the web such as blogs, reviews and comments to
design a new technique to further enhance the accuracy of clustering based approaches. This approach
is proven to more suitable in finding neutral opinions. The authors [27] proposed a new extraction
and opinion mining system based on a type-2 fuzzy ontology called T2ZFOBOMIE. The proposed system
received input from a user, extracts the relevant features from an input query and then converts into
to a search query with hotel reviews. The feature opinions, user requirements and hotel information
were integrated in a T2ZFOBOMIE system to achieve high performance.

Apart from using products, movie, restaurants or book reviews for sentiment analysis, researchers
have also focused on analyzing sentiment in other languages than English. Pak et al. [28] have proposed
a technique that works quite well for other languages as well, though they have not tested their
algorithm on multilingual data . The author [29] has implemented a methodology to find sentiment
polarity within a multilingual framework and the testing was performed using movie reviews in
German language collected from amazon. Similarly, Zhou et al. [30] translated Chinese reviews to
English language and then used English language corpus to perform sentiment analysis on these
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translated reviews. The authors presented that translated reviews outperform original reviews.
Another study on Chinese public figures has been performed in [31] to analyze the opinion polling
of public figures.

The analysis of opinions expressed by people from different genders or different age groups should
align with their psychological differences, as is illustrated by different research groups. There have
been multiple research studies on how different individuals handle different emotions and the way
these individuals express their emotions even before the advent of internet. The authors [32] examined
gender differences in conducting a study on 400 college students in five age groups from preschoolers
to adults. The study aligned with the stereotypes of gender and age emotional expressiveness.
Stoner et al. [33] considered people of both genders and in different age groups to study their anger
expressing ability. The research showed that young adult group expressed anger more as compared to
old adult age group. In this study, the author did not find out much differences on basis of gender in
this aspect.

A research by Davis [34] on gender differences in negative emotions showed that boys expressed
a greater negative affect as compared to girls when they were disappointed. Brody et al. [35]
researched more on gender and emotional expression and showed that gender differences in
emotional expressiveness were culturally specific in asian international students. Another study by
Kring et al. [36] in which they showed emotional videos to a group of students and reaffirmed that
women are generally more expressive than men even in case of experienced emotions. A study by
Birditt [37] examined age and gender differences in description of emotional reactions. It contained
185 individuals as 85 males and 100 female aged from 13 to 99 which showed that adolescents
and young adults were reported more likely to describe anger and giving more intensive aversive
responses as opposed to the male adult group.

3. Methodology

To process the reviews, the steps in the Figure 2 are followed. Firstly, the dataset segregated
into two sets on basis of age and gender and then separated into categories based on the specific age
and gender. Secondly, each particular data group is divided in training data and testing reviews.

Social Media

i Training
. . Phase
Training 1
Data i
Data from users User Pre- Feature
Rgv:ews Processmg Extraction
- . v

Dara points are 1
extracted based  +,
on Age and Gender
information from the
collected dataset

! Testing Phase
{ 4 I—b

User Pre- Feature
Reviews Processing Extraction
\ J \ v \ v

Sentiment
Prediction

Figure 2. Flow Diagram representing the steps taken for sentiment analysis where the classifier
algorithm is implemented at the end of training after the data pre-processing and feature extraction
and it used in testing step to produce the final results. The user reviews need to go through
pre-processing and feature extraction in the testing phase as well before being passed on to
the classifier algorithm.
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The reviews [38] are pre-processed to remove the unnecessary information from the reviews
that has no effect on the polarity of the sentence. So, we perform data cleansing through the steps as
shown in Table 1. Then, the feature extraction steps are performed as explained in Section 3.1.2.
Finally, the classifier algorithm predicts the label which when compared to the ground truth
gives the accuracy of the classifier. We have collected data regarding people’s preference for
the books (hard cover, kindle ebooks or audio books) along with their age and gender information.
We implement different algorithms for sentiment analysis on each set of data separately and the results
are then compared to identify the respective differences between the groups. Also, a dictionary-based
approach has been implemented on the collected dataset.

Table 1. Pre-processing steps that have been performed on the user reviews for doing data cleansing
and removing uninformative parts that has no effect on the sentiment score of the sentence.

S.No. Description of Noisy and Uninformative Parts in Reviews

Removing punctuations, numbers and symbols since they do not add any

L substantial meaning to the sentence that may affect it’s sentiment score.

Removing stop words as they make no impact on the sentiment score of the

z expressed opinion.

3. Replacing the acronyms of a word with the actual word.

4. Transforming the text to lowercase.

5. Replacing emoticons with the sentiment that the emoticon expresses.
6. Tokenize the review.

3.1. Feature Extraction

Bag of words feature [39] extraction is used in NB, ME and SVM methods, while word2vec creates
a feature vector using either Continuous bag of words or Skip gram model which is further used in
LSTM and CNN. The methods are explained below.

3.1.1. Bag-of-Words

Bag of words model is a very flexible and simple model used for feature extraction. This model
keeps a track of number of occurrences, also called term frequency of every word that appears in
the sentence. Also, a specific subjectivity score is assigned to each word of the sentence. The score for
each word is added up to find the total score. Depending upon this total score, the polarity of each
sentence is decided.

3.1.2. Word2Vec

Word2Vec model is used for forming word embeddings. It is a two-layer neural network created
by Tomas Mikolov at google to process text. It takes the text dataset as an input and then outputs a set
of vectors [40]. Word2Vec is a combination of two techniques, i.e., Skip-gram model and Continuous
bag of words (CBOW) model. This model is very useful as it detects similarities of words in its vector
form rather than textual format. These similarities are detected on the basis of word’s meaning guessed
through its past appearances and association with other words.

3.2. Dictionary-Based Classifier

Valence Aware Dictionary and Sentiment Reasoner [41] (VADER) is a dictionary-based approach
that maps words to sentiment by building a or a ‘dictionary of sentiment’. In this approach,
each word present in the sentence is assigned a score as per the meaning of that word in the dictionary.
A final compound score of the sentence is calculated which varies from —1 to 1. This score represents
whether the sentence is positive or negative. The compound score for each sentence in the dataset
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is combined and an average score for the whole document is analyzed. To compare it with the other
machine learning approaches, we convert the average score to accuracy by dividing the score of the
whole document by the total number of reviews in that particular data set. VADER focuses on the
words used in the sentence and then assigns score to each word based on the dictionary.

3.3. Machine Learning Based Classifiers

We discuss in detail five machine learning based algorithms to determine the sentiment accuracy
of the dataset.

3.3.1. Naive Bayes

This is a probabilistic model based on the Bag-of-words module to store only the frequencies
of each word and ignore their positioning with respect to each other. By using Bayes Theorem,
it estimates the probability that a feature set will belong to a particular predefined label. Naive Bayes
classification model [42], based on the distribution of words present in the document or sentence,
computes the posterior probability that this document or sentence will belong to a particular class.
The probability is based on the distribution and frequency of the words rather than their positioning
with respect to each other.

label)  P(features|label)
D(features) ’

P(label|features) = il (1)
where P(label|features) determines the probability that a feature set belongs to a particular label.
P(label) is the prior estimate of the label. P(features|label) is the probability that the given feature set
belongs to this particular label and P(features) is the prior estimate that this given feature set occurred.
However, this classification system makes one fundamental assumption, i.e., words in a reviews,
category pair occur independent of other words.

3.3.2. Maximum Entropy

Maximum Entropy (ME) [43] belongs to the class of exponential models. Its polarity is more
based on the positioning of words rather than their frequencies. It does not assume that all the features
are independent of each other like Naive Bayes. Based on the principle of ME, from all the models,
we pick the one that has the largest entropy. The ME classifier uses encoding to convert the feature sets
into vectors. Then for computation of most likely labels for each feature set, we combine the calculated
weight for each feature [44].

The Maximum Entropy modeling technique provides a probability distribution that is as close to
the uniform distribution, so its result is better than Naive Bayes.

3.3.3. Support Vector Machine (SVM)

Support Vector Networks works for multiple machine learning problems such as regression
and classification. The main principle that works behind SVM is finding a particular linear classifier that
separates all the classes in the search space in the best possible manner. After the pre-processing of the
reviews, the improved feature sets were used for sentiment classification, i.e., positive and negative
reviews. With the help of hyper plane in support vector machine the data is divided into two classes
such as positive and negative. This hyperplane used to map the new examples or the data in the test
cases in the same search plane and predict the class to which the data example has more probability
of belonging [45].

3.3.4. Long Short Term Memory (LSTM)

Recurrent Neural Networks (RNN) focus on the issue of considering the past information so as
to understand the meaning of current and next words. LSTM network [46] is a type of RNN that is
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capable of handling long term dependencies as otherwise it was difficult for RNN to connect multiple
long term dependencies [47]. After being first introduced by Hochreiter and Schmidhuber in 1997,
LSTM has gone through multiple changes over the years. LSTM solves the problem of vanishing
and exploding gradient [48], which is a severe limitation for RNN.

The steps of LSTM are defined as: The first step is to decide the information that is going to be
deleted from the memory cell. A sigmoid layer executes this decision after looking at prior information
iy_1 and current input c;. This sigmoid layer outputs a number between 0 and 1 that determines
the amount of information that needs to be retained based on weight W,. o; represents the output
of the current cell, and b, is the bias for this particular cell.

or = 0(Wy * [i;_1,ct] + bo). )

Next, it decides the new information that is to be updated into the memory cell. It is done through
two steps, a sigmoid layer to decide the values to update and a tanh layer to create a vector of new
values. n; denotes the information that is to be updates based on weight W, and bias b, and Vi is
the data to be included in the current state information. An LSTM cell is shown in Figure 3.

Output from . Current

previous cell t' ‘l‘ cell output
i1 / N\ /';‘\ \

J Y

[ x — 1-\ x)
NS g o /,'r

tanh

sigma j [ sigma

( /

Current o
cell input

Figure 3. Long Short Term Memory cell, the data flow is from left to right where the current cell input
parameter is ¢y, i;_1 is the output from the previous LSTM cell containing prior information, which is
forwarded to the current cell. Both these values are concatenated based on the parameters 1; which
denotes the information that is to be updated, o; which represents the output within the current cell
giving the final output value for this layer as i; that serves as prior information to the next LSTM cell.

ny = (W [i;_1,¢] +bn), 3
Vi = tanh(Wy « [ir_1,¢i] + by). “4)

Now this information is updated into the next cell V; by multiplying the old state with o;.

Vi=o0* Viig +np Vi ®)
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In the last step, we again implement a sigmoid layer to find f; that denotes the information which
will be given as output based on weight Wy and bias by. The tanh layer updates the required parts
and gives 7; as the output of the cell.

ft B O’(Wf * [l'tfl,ct] + bf)/ (6)

ir = fe* tanh(Vy). (7)

The final output i; from this cell will serve as prior information for the next cell to find out
its subsequent cell state. Nowdays, LSTM are increasingly used to classify test data over other
classification algorithms. It is trained on book review dataset with 32 neurons per layer followed by
a sigmoid activation function. The netwok has been trained on different epochs and achieved good
accuracy compare to other algorithms.

3.3.5. Convolution Neural Network (CNN)

CNN was originally developed for computer vision and its applications, it makes use of local
features of the image on which multiple layers with convolving features can be implemented.
To implement CNN on the textual reviews, we train a CNN model [49] on book reviews dataset
with a single layer on top of the features extracted from the sentences using the word2vec model.
First layer is the convolution layer where we slide multiple filters of different sizes over the 128 word
embeddings dimensions to produce a feature map based on the particular filter. Max-pooling layer
follows this by convolving the results of previous layer into one long feature vector. Max pooling
layer finds the most prominent feature vector from the feature map belonging to every filter, which
is then passed on to fully connected softmax layer. Dropout regularization is performed before we
use softmax layer to classify the result. Regularization randomly drops out some hidden units from
the layer to prevent the co-adaptation on training data which may lead to over-fitting. This network is
shown in Figure 4.

Output:
2 classes

Negative
not > > > > sentiment
like

audio 1

books —1—

Fully connected layer with
— Dropout regularization and
n x d representation softmax output
of the sentence
Convolution over the vectors ‘
‘ using different filter sizes
First layer embeds
words into low-
dimension vectors

Max-over-time pooling |

Figure 4. First layers of the model form low-dimensional vectors from the sentence words. The convolution
is done by the next layer, using multiple filter sizes such as sliding over 3 or 4 words at a time. Next, the result
is max-pooled into a long feature vector and the final results is given using a softmax layer after adding
dropout regularization.

4. Experiments and Discussion

In this section, we first describe the dataset, explaining the process of data collection and its further
processing that we have done in our experiment. We present the results (see Sections 4.2.1 and 4.2.2)
obtained from the feature extraction methods and different classifiers.
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4.1. Dataset Description

One of the most crucial parts of this study is data collection. Generally, datasets for sentiment
analysis are easily available on the internet which can not be used here as along with the expressed
opinion. The micro-blogging and other sites like twitter, Facebook, Amazon, Goodreads, and IMDb do
not divulge their user’s personal information due to privacy concerns so we create a new dataset that
contains all the required information.

The dataset for this experiment is created by collecting opinions of nearly 900 users from
the social networking site Facebook. The users have answered a questionnaire containing multiple
questions that ask their reviews on preferences of book medium as a Google Form. The questionnaire
consisted of questions based on the user’s opinions regarding kindles, paperbacks, hardcover, picture,
and audiobooks. Further, the questionnaire discusses if the user’s thought that digital mediums such as
kindle or ebooks could replace hardcover or paperbacks for them. The questions elaborated on whether
the user liked audiobooks better than other formats and a short description of their opinions. The form
registers the user’s opinion, along with the gender and age groups to which they belonged. Along with
the user opinions, they have also stated their preference as a positive/negative opinion that serves as
the ground truth for the classifiers.

We have selected this domain because we intended to avoid topics with unbalanced spectrum
of audience like sports, fashion or television that leaned more towards a particular gender or age group.
The responses given by the users to the questionnaire is shown in Figure 5, from the overall reviews
we have received, 60% are positive, while the other 40% are negative. From this dataset, we have also
segregated the reviews into separate groups, first based on gender, where we have data in a 70% to 30%
division to more opinions expressed by the female users. Based on age demographics, the dataset
has four age groups into which the users have identified themselves. From the total reviewers, 40%
of them belong to the age group of Below 20. The age group 21-34 has nearly 30%, while 20% are in
the 35-50 age group. The rest of the users belong to the oldest age group of Above 50.

Positive Reviews

e Easy to carry around, can read without disturbing
anyone trying to sleep

®  Kindle is the best option in terms of saving space and
easy to carry around

®  Saves paper and in turn trees, so environment friendly
as well

Negative Reviews

. T am still not used to reading on a kindle something
makes me not want to read it

®  Saving paper is great but T can not digest the concept of
© books that you can not feel

. Do not want another screen to look at

Figure 5. The collected reviews segregated into positive and negative reviews.
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4.2. Result Analysis

We have shown the result of machine learning and dictionary-based approaches on the basis
of age and gender information. The results of these classifiers are expressed in terms of accuracy [50].

Correctly Predicted Observations
Total number of observations

Accuracy =

®)

4.2.1. Effect of Age

The extracted dataset based on age is divided into four groups: one group with age below 20,
second with age from 21 to 34, third from 35 to 50 and the last one with age above 50. Thus, a total
four groups are created containing positive and negative responses from people of that particular age
group. Another group (without age information) containing reviews from all the age groups is formed
to compare its results to the other groups as shown in Figure 6.

| Below20 ® 21-34 35-50 W Above 50 @ Without Age Information
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Figure 6. Comparison on basis of Age between different Feature Extraction and Classifier techniques:
(a) Machine Learning classifiers using Bag-of-words feature extraction method; (b) Dictionary-based
approach; (c) Machine Learning approaches using word2vec feature extraction method.

Pre-processing of all the reviews is performed individually by removing the punctuations,
symbols and the stop words from the user reviews as explained in Section 3.1.1. Bag-of-words
model on pre-processed data is used to create feature vector which is then used in different classifiers
such as NB, ME and SVM. The low dimensional feature vectors are formed from sentences using
word2vec model which are then used in LSTM and CNN methods. VADER is also implemented
on the pre-processed data. After these approaches are implemented on the separated groups of data
individually, the results are recorded.

The "Above 50" age group performs better as compared to all other age groups in all the classifiers
with the highest accuracy of 78% in CNN and SVM classifier. ‘Below 20" age group has better accuracy
compared to the other two middle age groups where the age group '21-34" performs better than
the other age group in all instances, even though the difference between these two age groups are not
considerable. Better performance of the eldest age groups shows that the sentiment analysis approaches
are able to predict the sentiment in this age group more easily as compared to others groups. The group
of data without any age information performs better in LSTM and CNN as compared to other machine
learning approaches, where it performs worse than the groups with age information.
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4.2.2. Effect of Gender

We label the full dataset into two groups (Male and Female) based on gender containing
their positive and negative reviews. Pre-processing, feature extraction and different classifiers are
implemented on these data groups similarly as in Section 3. The results are represented in Figure 7.
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Figure 7. Comparison on basis of Gender between different Feature Extraction and Classifier techniques:
(a) Machine Learning classifiers using Bag-of-words feature extraction method; (b) Dictionary-based
approach; (¢) Machine Learning approaches using word2vec feature extraction method.

It can be clearly seen that female data generates better accuracy as compared to the data without
gender information and the male data. Female data has the best accuracy in CNN classifier of 80%,
which is better than the other classifiers. This result aligns with the psychological studies that females
express their opinion better as compared to their male counterparts. The sentiment in female data is
easier to predict, hence giving a better accuracy. This pattern of female data having better accuracy can
be observed in all the machine learning approaches.

5. Conclusions and Future Work

In this paper, we have compared multiple sentiment analysis techniques on the dataset collected
from nearly 900 users from Facebook along with the users” age and gender information. We extracted
this dataset into four groups to analyze the impact of age and gender on the way the user expresses
his/her opinion. Machine learning and Dictionary-based techinques have been performed to know
the sentiment analysis of the reviews. With respect to gender, female data recorded the best accuracy
while for age, the Above "Age 50" group has the better accuracy as compared to all other age groups.
The results can be further improved by collecting more data for both male and female and different
age groups.

In future work, we can also include exploration of reviews in audio and visual format to detect
emotions from the way of speech and facial expressions of the user to provide more comprehensive
investigations from different aspects.
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Abstract: Detection of moving objects by unmanned aerial vehicles (UAVs) is an important application
in the aerial transportation system. However, there are many problems to be handled such as
high-frequency jitter from UAVs, small size objects, low-quality images, computation time reduction,
and detection correctness. This paper considers the problem of the detection and recognition of
moving objects in a sequence of images captured from a UAV. A new and efficient technique is
proposed to achieve the above objective in real time and in real environment. First, the feature
points between two successive frames are found for estimating the camera movement to stabilize
sequence of images. Then, region of interest (ROI) of the objects are detected as the moving object
candidate (foreground). Furthermore, static and dynamic objects are classified based on the most
motion vectors that occur in the foreground and background. Based on the experiment results,
the proposed method achieves a precision rate of 94% and the computation time of 47.08 frames per
second (fps). In comparison to other methods, the performance of the proposed method surpasses
those of existing methods.

Keywords: moving object; image stabilization; object detection; optical flow; surveillance; UAVs

1. Introduction

There has been increased worldwide interest in unmanned aerial vehicles (UAVs) used for
surveillance in recent years due to their high mobility and flexibility. In general, the UAV with a camera
attached for surveillance flying over the mission area can be controlled manually by an operator or
automatically by using computer vision. One of the most important tasks of aerial surveillance is
the detection of moving objects that can be used to convey essential information in images, such as
pedestrian detection and tracking [1-3], vehicle detection and tracking [4,5], object counting [6],
estimation and recognition of object activity [7-9], human and vehicle interactions [10], intelligent
transportation systems [11,12], traffic management [13,14], and autonomous robot navigation [15,16].

Several studies have proposed some methods to detect moving objects using stationary cameras,
such as Gaussian Mixture Model (GMM) [17], Bayesian background model [18], Markov Random Field
(MREF) [19,20], and frame differences [21,22]. These methods extract and identify moving objects by
seeking the changes in pixels in each frame. However, these techniques rely on static pixels in the
images and are not suitable for processing images from moving cameras that have dynamic pixels.
Therefore, stationary cameras limit the application of image processing on videos from moving cameras,
e.g., aerial vehicles, mobile robots, and handheld cameras. Thus, the problem for detecting moving
objects using a moving camera attracted the attention of researchers in recent years [23].

Detecting moving objects using UAVs has many difficulties to implement in real time and in real
environments. These difficulties include camera movements, dynamic background, abrupt motion of

Electronics 2019, 8, 1373; doi:10.3390/electronics8121373 63 www.mdpi.com/journal/electronics



Electronics 2019, 8, 1373

the objects or camera, rapid illumination changes, camouflage of stationary objects as moving objects,
moving object appearance changes, noise from low-quality images, and so on. Several approaches
have been proposed to detect moving objects by moving cameras using object segmentation techniques.
Saif et al. [24] presented a dynamic motion model using moment invariant and segmentation which
extracts one frame in one second but it is not fast enough for the real-time detection. Their result
has some false detection, such as a parked car recognized as a moving object. Maier et al. [25] used
the deviations between all pixels of the anticipated geometry of two or more consecutive frames to
distinguish moving and static objects, but the result depended on the accuracy of the optical flow
calculation and the amount of radial distortion. Kalantar et al. [26] proposed a moving object detection
framework without explicitly overlaying frame pairs, where each frame is segmented into regions and
subsequently represented as a regional adjacency graph (RAG).

In our propose method, we do not only want to achieve the accuracy of the moving objects
detection using a moving camera but also to do it in real-time processing. Some previous studies
used an optical flow schemes approach to define the movement path of pixels that are tracked on two
consecutive frames. Wu et al. [27] used a coarse-to-fine threshold scheme on particle trajectories in
the sequence of images to detect moving objects. The background movement is subtracted using the
adaptive threshold method to get fine foreground segmentation. Then, mean-shift segmentation is
used to refine the detected foreground. Cai et al. [28] combined procedures of the brightness constancy
relaxation and intensity normalization within the optical flow to extract the moving objects in the
background based on the growing region of the velocity field. In this case, the images are obtained
from the robot competition arena which has a homogeneous background. Minaeian et al. [29] used the
foreground estimation to segment moving targets through the integration of spatiotemporal differences
and local motion history. However, these previous methods did not adequately prove reliability in
real-time processing.

This paper proposes a method for detecting multiple moving objects from the sequence of images
taken by a UAV which can be applied for real-time applications. The detection and recognition are
performed through this method for different objects, such as people and cars. In addition, the image
sequences to be tested by this method may contain a complex background. This paper proposes a
reliable method for object detection in images where the processing time to get the foreground is shorter
than that of segmentation method employed in previous studies [24-26]. Aerial image stabilization is
proposed to reduce the mixing of camera and object movements, where the background moves due to
the camera movement and the foreground moves due to camera and object movement. Furthermore,
the unwanted camera movements make the motion vectors field estimation between two consecutive
frames incompatible with the actual situation. This situation differentiates the direction of the motion
vectors of static objects from the background, even though the objects are a part of the background.
Thus, the static objects tend to be recognized as moving objects. To solve such problems, the proposed
method provides the motion vectors classification to distinguish static and dynamic (moving) objects.

The remainder of the paper is organized as follows. Section 2 introduces materials and the main
algorithm. Section 3 illustrates performance results using multiple videos taken from a UAV. Finally,
conclusions are drawn in Section 4.

2. Materials and Method

2.1. Materials

The experiment was executed using Visual Studio C++ in the 3.40 GHz CPU with 8 GB RAM.
The performance of the proposed method is evaluated using three types of aerial image sequences
(actionl, action2, and action3) obtained from the UCF (http://crcv.uct.edu/data/UCF_Aerial _Action.php)
aerial action dataset with the resolution of 960 x 540. These image sequences were recorded at different
flying altitudes ranging from 400450 feet. Actionl.mpg and action2.mpg were taken by the UAV at
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similar altitudes, where people and cars are the main objects in the image. Action3.mpg was taken at a
higher altitude than other videos, so the objects look smaller when compared to other videos.

2.2. The Proposed Method

The challenge to the moving object detection by a moving camera is obvious. The application of
the proposed framework can be used to distinguish the foreground from a dynamic background into a
simpler formulation. The systematic approach starts with image stabilization to reduce unwanted
movement in the sequence of images. The unwanted movements are the motion of the camera as well
as any vibration of the UAV. Inaccuracies in motion compensation can cause failure on the estimation of
the background and foreground pixels [30]. However, despite using image stabilization, motion vectors
in the static objects (background) and moving objects (foreground) are still difficult to distinguish.

Additionally, in order to detect several moving objects with different sizes and speeds we require
the correct calculation of motion vector fields. Furthermore, static and dynamic objects are distinguished
based on their movement direction (MD). There are two kinds of MD to be estimated: The direction of
the object’s movement (foreground) and the direction of the background’s movement. It should be
noted that the background motion is affected by the camera’s movement. Figure 1 shows an illustration
of the movement of a UAV affecting camera movement. The background movement corresponding to
the motion of a moving camera is affected by UAV movements on the yaw, pitch, and roll axis. So,
efficient affine transformation is needed.

Normal image Translation

-
Yaw and Pitch

—~
] ©> Normal image Rotation
yaw

| =
Camera Roll

pitch

f) right yaw \from.‘«{)

Figure 1. Unmanned aerial vehicles (UAV) movement modeling.

roll

Figure 2 shows an overview of the structure of the system. The algorithm consists of three steps
to accomplish the main task: Step 1 is the aerial image stabilization, step 2 is the object detection and
recognition, and step 3 is the classification of the motion vectors. The proposed algorithm handles each
frame for the moving objects detection and recognition so that it can be used in real-time applications
with online image processing.

Step 1: Image stabilization is performed to handle unstable UAV platforms. This step aligns each
frame with the adjacent frame in a sequence of aerial images to eliminate the effect of camera movement.
This stabilization method consists of motion estimation and compensation. We used the methods
of speeded-up robust features (SURF) [31-33] and affine transformation [34] to estimate the camera
movement based on the position of features which are similar between the previous (t — 1) and current
(t) frames. Then use the Kalman filter [35,36] to overcome the changes in frame position due to UAV
movement such that the camera movement is compensated for each frame. This image transformation
is applied to the frame f, so it affect the results of MD in the background and foreground.

Step 2: People and cars are detected in the images as the moving objects candidates or foreground.
In this step, Haar-like features [37] and cascade classifiers [38,39] are used to detect and recognize the
objects in the images and determine the region of interest (ROI) for the objects. This is followed by
labeling the background and foreground.
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Figure 2. System overview of the real-time moving object detection and recognition using UAV.

Step 3: Calculate the motion vectors from two consecutive images based on the dense optical
flow [40]. Background modeling is sometimes incompatible with actual camera movements due to
UAV movements and camera transitions. It is noted that Step 1 makes the MD between static and
dynamic objects clearer to be distinguished. MD is specified as the value of a highly repetitive motion
vector in frame ¢, which is calculated in the background and each foreground. If the foreground has
the same MD as the background, then the object is omitted from the foreground. Thus, the final result
is the ROILin the image showing the moving objects.

The details of each step are explained as follows.

2.3. Step 1: Aerial Image Stabilization

This step uses an affine motion model to handle rotation, scaling, and translation. The affine
model can be used to estimate movement between frames under certain conditions in the scene [41,42].
For every two successive frames, the previous frame is defined as f(t — 1) and the current frame is
defined as f(t). In order to reduce the computation time, let the image size be reduced to 75% of the
original size and the color is changed into a gray-scale, where f(t) denotes the new image with the
above size and color of f(t). The local features on each frame are found using SURF [31] as the feature
detector and descriptor. SURF uses an integral image [43] to compute different box filters to detect
feature points in the image. If f(t) is an input image and f, , (t) is the pixel value of the location (x,y)
at f(t), the value P(i, j, t) is defined as

x<i YSj

P(i,jt) = Y. Y fu(®): (1)

x=0y=0

Haar wavelet [30] corresponding to dy and d, are calculated in the x-direction and y-direction,
respectively, around each feature point to form a descriptor vector presented as

o= () de) dy Y 1dd,) [dy]). )

Then, a 4 x 4 array with each vector having four orientations is constructed and centered on the feature
point. Therefore, there will be a total of 64-length vectors for each feature point.

Fast Library for Approximate Nearest Neighbor (FLANN) [44] is used to select a set of feature
point pairs between f(t —1) and f(t). Then, the minimum distance for all pairs of feature points is
calculated using the Euclidean distance. The matching pair is determined as a feature point pair with
a distance less than 0.6. If the total number of matching pairs are more than three, then the selected
feature points are used for the next step. Otherwise, the previous trajectory is used as an estimate of
the current movement.

In homogenous coordinates, the relationship between a pair of feature points in the f(t - 1) and

f(t) is given by
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x(t -
| = w1 | ®
1
where H is the homogeneous affine matrix given by

H:[ 1+apn app Ty ] @)

ay 1+axp Ty

where a;; is the parameter from the rotation angular 6, Ty, and Ty are parameters of the translation T on
the x-axis and y-axis, respectively. An affine matrix can be represented as a least squares problem by

L = mh,
L=[ ) vy .. @ v@ ]T,T 5
m=[ Mo(1) Mi(1) ... Mo(@) M@ |,

T
]’l=[l+a1] app Ty 14ap; axn Ty ],

where g = 1,...,7 is the number order of features, My(q) = ( x(q) y(gg 1 0 0 0 ),
and Mi(q)=( 0 0 0 x(q) wlg) 1)

The optimal estimation / in Equation (5) can be found by using Gaussian elimination to minimize
Root Mean Squared Errors (RMSE) calculated by

(6)

1
RMSE = =||IL - ml/|| =
Q

Because the affine transform cannot represent the three-dimensional motion which occurs in
the image, the outliers are generated in motion estimation. To solve this problem, Random Sample
Consensus (RANSAC) [45] is used to filter outliers during the estimation.

Next, the translation and rotation trajectories are compensated to generate a new set of
transformations for each frame using the Kalman filter. The Kalman filter consists of two essential
parts, prediction and measurement correction. The prediction step estimates the state of the trajectory
2(t) = [Te(t), Ty (1), 61| at £ (1) as

2(t) = z(t=1), )

where the initial state is defined by z(0) = [0, 0,0] and the error covariance can be estimated by
ety =e(t-1)+Qp, 8)

where the initial error covariance is defined by ¢(0) = [1,1,1] and ), is the noise covariance of the
process. Optimum Kalman gain can be computed as follows

&(t)
RCE= 7 ©

where (), is the noise covariance of the measurement. The error covariance can be compensated by
e(t) = (1 -K(t))é(t). (10)

Then, the measurement correction step compensates the trajectory state at f(t), which can be
computed as

z(t) = z(t) + K()(T(t) - z(1), 1)
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where the new state contains the compensated trajectory defined by z(t) = [T'x(t), T'y(t), 0 (t)] and
I'(t) is the accumulation of the trajectory measurement that can be calculated as follows

t—

T(t) = Y [(Te(1) + Tx(), (Ta(1) + Tx(), (8(x) + 6(1)] = [[x(8), Ty (), To(1)]. (1)

=1

—

Therefore, a new trajectory can be obtained by

[Ta(8), Ty (), 6(5)] = [Tx(8), Ty (1), 6(8)] + [ox(1), 0y (), 00 ()], (13)

where ox(t) = T’x(t) = Tx(t), oy (t) = T'y(t) = T(t), and 6¢(t) = 0’(t) = To(t).
Then, warp f(t) is in the new image plane and let us apply the new trajectory in Equation (13) to
get the transformation f(t) in the current frame

—0 O(t) cos O(t) —D(t)sinO(t) Ty(t)
f®O=f (t)[ ®()sind(t) B(¢)cosB(t) ] + [ T, (1) ] (14)
where ®(t) is a scale factor computed by
ot) = cos B(t) (15)

_1f sin6(t) )) ’
cos(tan (—COS 0] (t)
2.4. Step 2: Object Detection and Recognition

In this step, the background and foreground are determined in each frame that has been
transformed in Step 1. The foreground is made up of the moving object candidates, which are people
and cars, in the image. The foreground is detected and recognized using Haar-like features and a
boosted cascade of classifiers with training and detection stages. The basic idea behind Haar-like
features is to detect objects of various sizes in the images. Figure 3 shows the template of the Haar-like
features where each feature consists of two or three adjacent rectangular groups and can be scaled up
or down. The pixel intensity values in the white and black groups are accumulated separately. So,
the distinction between adjacent groups gives light and dark regions. Therefore, Haar-like features are
suitable for defining information in images to find objects on different scales in which some simple
patterns are used to identify the existence of objects.

1=

(a)

N=ES @

(b)

=@

Figure 3. Haar-like features: (a) Edge, (b) line, (c) center-surround.

The Haar-like feature value is calculated as the weighted sum of the pixel gray level values
which are summed over the black rectangle and the entire feature area. Then, an integral image [41]
is used to minimize the number of array references in the sum of the pixels in a rectangular area
of an image. Figure 4a,b show the example of the main objects to be selected. Figure 4c shows the
example of the additional objects to be selected which are non-moving objects, i.e., road signs, fences,
boxes, road patterns, grass patterns, power lines, roadblocks, and so on. This additional object has the
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purpose to reduce false detection where the type of object often tends to be recognized as foreground.
Negative images are the images of landscapes and roads taken by a UAV without containing cars or
people. In this study, the minimum and maximum sizes of positive images to be trained are 16 x 35
and 136 x 106, respectively.

Figure 4. Examples of positive images: (a) Person, (b) car, (c) non-moving object.

The AdaBoost algorithm [46] is used to combine features of the selected classifier. A classifier is
chosen as the threshold to determine the best classification function for each feature. A training sample
issetas (as,Bs), s =1,2,...,N, where Bs= 0, or 1 for negative or positive labels, respectively, and it is
the class label for the sample as. Each sample is converted to a gray-scale then scaled down to the base
resolution of the detector. The AdaBoost algorithm creates a weight vector which is distributed over
all training samples in the iteration. The initial weight vector for all samples (a1, 1), ..., (an, BN) is
set as w1 (s) = 1/N. The error associated with the selected classifier is evaluated as

N
&= Z{(oi(s), if |/\i(0‘5) # :BS" 1o

The Ai(as) = 0, or 1is a selected classifier for negative or positive labels, respectively, andi = 1,2,...,1
is the iteration number. The selected classifier is used to update the weight vector as

wis1(s) = wi(s)o; ™

0, if a5 classified correctly, 17)
where r; = .
1, otherwise
and ; is the weighting parameter set by
0; = oo (18)

The final classifier stage W(«) is the labeled result of each region represented as

i

£ fog(3) (o] = 1 5 te(3)
1, i og(= )X Aij(a)| > 5 ogl < ).
W(a) = L0871 25, °8 (19)
0, otherwise
Figure 5 shows a sub-window that slides over the image to identify the region containing the
object. The region is labeled at each classifier stage either as positive (1) or negative (0). The classifier

passes to the next stage if the region is labeled as positive, which means that the region is recognized
as an object. Otherwise, the region is labeled as negative and is rejected. The final stage shows the
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region of the moving object candidates. The region of the non-moving object is not to be displayed in
the image and is used to evaluate the detected object. If the region of a moving object candidate is the
same as the non-moving object, then the region is eliminated as a foreground. Let the n-th foreground
region be represented as

Obj[n] = [(¥min (1), Ymin (1)), (¥max (1), Ymax (1)), (20)

where (Xmin (1), Ymin (1)) and (Xmax (1), Ymax (1)) are the minimum and maximum positions of the
rectangular foreground pixel locations, respectively.

True True True True
Sub-window1|—>| Class-Car1 I—P{ Class-Car2 I—> —)I Class-CarN I—P' Car Region |
True True True True N
Inputimage Sub-window 2 I—>| Class-Hum1 |—>| Class-Hum2 I—> —>| Class-HumN |—>| Human Region |
True True True True
Sub-windowsl—)' Class-Obj1 I—)i Class-Obj2 I—} —)l Class-ObjN I—)lNon-moving Objectl

Figure 5. Cascade classifier for object detection and recognition.

False detection of the moving object candidates is eliminated immediately using a comparison of
the region with non-moving objects. This will speed up the computation time in the next step.

2.5. Step 3: Motion Vector Classification

The Farneback optical flow [40] is adopted to obtain motion vectors of two consecutive images.
The Farneback optical flow uses a polynomial expansion to provide high speed and accuracy for
field estimation. Suppose there is a 10 X 10 window G(j) and the pixel j is chosen inside the window.
By using polynomial expansion, each pixel in G(j) can be approximated by a polynomial so called
“local coordinate system” at f(t — 1) which can be computed as follows

fot=1)=pTA(t-1)p+b"(t-1)p+c(t-1), (21)

where p is a vector, A(t — 1) is a symmetric matrix, b(t — 1) is a vector, and ¢(t — 1) is a scalar. The local
coordinate system at f(t) can be defined by

S (8) = pTADp + 0T (H)p +c(t). 22)

Then, a new signal is constructed at f(t) by a global displacement A(t) as fli NOES IFC) ;Aw (t-1).
The relation between the local coordinate systems of two input images will be

fl®) = (=M A= 1)(p = A®) +T(t=1)(p= A1) +c(t-1)
= pTA(t=1)pT + (b(t=1) =2A(t = 1)A()Tp+ AT()A(t = 1)A(t) = bT (£ = 1)A(t) +c(t—1)

The coefficients can be equated in Equations (22) and (23) as @
A(t) = A(t-1), (24)
b(t) =b(t—1) —2A(t—1)A(t), (25)
and
o(t) = AD(AT(DA(E=1) =BT (£-1)) +c(t - 1). (26)
Therefore, the total displacement with the extraction in the ROI can be solved by
At) = —%A‘l(t—l)(b(t)—b(t—l)). 27)
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The displacement in Equation (27) is a translation from each corresponding ROI consisting of the x-axis
(Ax(t)) and y-axis (Ay(t)), so the angular value of the motion vector can be calculated by

(28)

A £) = Ao (
Bolt) = tan S Yo 190

eyt) () =Dy (B) ) 7
Since the motion vector is calculated for each 10 x 10 pixels neighborhood, the total displacement

is the matrix of size (image_width/10) x (image_height /10). Thus, the new n-th foreground region is
determined by

(29)

Obj2[n] = [ (%min (1), Ymin (1)) (¥max (1), Ymax (1)) ]

10 ! 10

Figure 6a shows regions marked with red and blue ROI, representing the moving objects candidate
(foreground), identified as a person and a car, respectively. Figure 6b shows an example of the estimate
motion vector distribution. In images taken by a static camera, the motion vectors in the background
are zero, signifying MD value is zero. This means that there is no movement (represented by the
direction of the arrows) between two consecutive frames. In our case (images were taken by a moving
camera), motion vectors in the background have several different directions as shown in Figure 6b.
The red ROl is a parked car classified as a non-moving object, where the motion vectors are similar to
most motion vectors in the background. The blue ROI shows a person walking, classified as a moving
object, where the motion vectors are different from most motion vectors in the background. Thus,
MD on each moving object candidate is obtained as the most occurrence of motion vectors in each ROI.
In the background, MD can be obtained as the most occurrence motion vectors in images other than
the foreground.

AAAAXAIAAN AT
AAAIXAAAN AT

AAAN

—

-, T \:A
a

(b)

Figure 6. Optical flow estimation: (a) Original image, (b) motion vectors.

Figure 7 shows a flowchart of the classification of motion vectors and the selection of moving
objects, which are implemented in Algorithm 1. In each ROI, motion vectors with angular values
that are equal to or greater than zero are grouped into the same class. If the motion vector is in the
background, it is classified as Ag[B] where B is the number order of classes in the background and the
total number of members of each class is denoted by Np[B]. If the motion vector is in the foreground,
it is classified as Ap[n, F[n]] where F[n] is the number order of classes in the foreground and the total
number of members of each class is N[, F[n]]. Then, MD of the background Ap and n-th foreground
Ap[n] are determined as the biggest Ag and Ag[n], respectively. If Ap[n] has a value on the threshold
of A, then the object is identified as a non-moving object and is not considered as a moving object
candidate. Otherwise, the object is identified as a moving object. Finally, the image will only show
the ROI of the selected object. The minimum and maximum MD threshold values in the background
are —5 and +5, respectively. We choose these values because the MD between background and static
objects may have little difference which is not out of the threshold range [-5, +5].
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Algorithm 1. The proposed classification for selecting moving objects.

1. Input:

- Motion vector : Ag
- Number of foregrounds : n
- Foreground region : 0bj2[n]

2. Initial:

3. B =0, Fln] = Ofnumber of classes

4. Ng[B] =0, Ng[n, F[n]] = Ofnumber of members in each class

5. Ag[B] =0, Ag[n, Fln]] = Ofmotion vector in each class

6. FORi=1toend of the column

7. FORj=1toend of the row

8. IFregionof Ay = obj2[n]

9. The motion vectors are classified in each foreground based on Ar[n, F[n]] to get F[n] and Nr[n, F[n]].
10. ELSE

11.  The motion vectors are classified in the background based on Ag[B] to get B and Ng|B].
12. END

13.  Select the class with the most members in the background to determine Ag.

14.  Select the class with the most members in each foreground to determine Ag[n].

15.  Eliminate the object-n which has similar movement direction with the background.

16.  Output: Moving object region

Motion vector matrix

Ngln.Fln]]=

Region of Ag= 0bj2[n]? Neln FIn+1 ||

+ [Ng[BI=Ng[B]+1

i Classification for motion vectors
in the foreground area

Classification for motion vectors
. in the background area
sy SEREET

U T—
| Ag=AgImax(NglB))] |

Moving object region

Figure 7. Flowcharts to classify motion vectors and select moving objects.
3. Results and Discussion

3.1. Result of Motion Vectors

The tested images were unstable due to the movement of the UAV. This caused their motion vectors
with regards to static (non-moving) and dynamic (moving) objects to be unsuitable to distinguish.
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Figures 8 and 9 show the results of the motion vectors without and with image stabilization, respectively.
Figures 8a and 9a show the motion vectors in the background. Figures 8b and 9b show the motion
vectors in the ROI as a static object car. Figures 8c and 9¢ show the motion vectors in the ROI as
dynamic objects people. Figure 8 shows that the motion vectors of the dynamic and static objects are
almost the same with slight difference from the motion vectors in the background. Thus, the result of
the motion vectors without image stabilization was incorrect.

Figure 8. Result of motion vectors without image stabilization: (a) Background, (b) car, (c) people.

Figure 9b shows that the motion vectors in the car (static object) are almost the same as the
background. Figure 9c shows that the motion vectors in the people (dynamic objects) are very different
from the background. Thus, the results of the motion vectors with image stabilization were very
suitable to distinguish between static and dynamic objects.

i
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Figure 9. Result of motion vectors with image stabilization: (a) Background, (b) car, (c) people.

3.2. Result of Moving Objects Detection

Figures 10-12 show the results of detection and recognition of moving objects. In some cases,
there were false detections on moving objects candidates because motion vectors classified these objects
as undesirable and so omitted them. Figures 10 and 11 show the sequence of images obtained from
Action] and Action2, respectively. Sometimes the algorithm did not detect a small object in the image.
For example, a small car in Figure 11a was not detected as the foreground. Although the classification
result of the motion vector showed the car as a moving object, the final result eliminated the car because
the object region was not recognized as the foreground.

Figure 12 shows result of the sequence of images obtained from Action3 which contains five
people playing together and making little movements every once in a while. The detection result
showed that if there were only slight displacements on an object, it was difficult to distinguish the
motion vector. So, the object tended to be detected as a non-moving object.
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(b)

(9 (d)

Figure 10. The result of moving object detection in Actionl: (a) Frame 25, (b) frame 100, (c) frame 210,
(d) frame 405.

(d)

Figure 11. The result of moving object detection in Action2: (a) Frame 25, (b) frame 100, (c) frame 170,
(d) frame 440.

(9 (d)

Figure 12. The result of moving object detection in Action3: (a) Frame 5, (b) frame 60, (c) frame 120,
(d) frame 300.
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The results of computation performance are summarized in Table 1 in respect of frames per second
(fps). The average time cost is about 47.08 fps which is faster than previous methods in [23-28]. Table 2
shows the performance accuracy in terms of True Positive (TP), False Positive (FP), False Negative
(FN), Precision Rate (PR), recall, and f-measure. TP is the detected region that corresponds to the
moving object. FP is the detected region that is not related to the moving object. FN is the region
associated with the moving object that is not detected. The performance accuracy can be computed as

TP
PR= T 0
TP
Recall = TP—‘r—FZ\], (31)
PR x Recall
F-measure = 2 X m (32)

Although many articles have tried to solve the same problem (moving object detection using
a moving camera), the proposed method has performed well for real-time computation time in a
real environment with a complex background. The detection results also showed that the proposed
method detected moving objects with high accuracy, although the UAV had some unwanted motion
and vibration. The comparison of computation time and accuracy between the results of the proposed
method with those methods in [23-26,28] are reported in Table 3. The proposed method achieved an
average precision rate of 0.94 and a recall of 0.91. Actionl had the highest PR and recall compared
to other videos because there were only a few objects and their sizes were quite large. Action2 had
the lowest PR because there were a lot of objects that were similar to the person and car such as trees,
fences, road signs, houses, and bushes. Action3 had the lowest recall due to some small objects in the
video with displacement.

Table 1. Computation time performance in frames per second (fps).

Video Name Average Fps

Actionl 499
Action2 42.16
Action3 49.2
Average 47.08

Table 2. Detection results performance.

Video Name TP FP FN PR Recall F-Measure

Actionl 124 7 6 095 095 0.95
Action2 245 19 23 092 091 0.91
Action3 184 12 25 094 088 0.90
Average 0.94 0.91 0.92

Table 3. Comparison of performance results.

. . Accuracy
Method Computation Time (fps)
PR Recall F-Measure
Proposed 47.08 0.94 0.91 0.92
[23] 1 0.7 0.76 0.72
[24] - 0.66 0.86 0.74
[25] - 0.94 0.89 091
[26] 1.6 - - 0.73
[28] 5 - - 0.76
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The method in [27] did not discuss the accuracy of the detected moving object as well as
the computation time performance. It focused on the optical flow to describe the direction of pixel
movement. However, this method, i.e., [27], is suitable for application on an image with a homogeneous
background. In our case, a moving camera produced several objects in the background that had no
correlation with moving objects but had pixel movements. This condition occurs in image sequences
that have complex backgrounds such as our datasets. Thus, the method in [27] is not suitable to
be applied to our datasets. In addition, we used a simple dense optical flow which is sufficient to
calculate the motion vector fields between two consecutive frames and has a fast computation time.
Then, we used the classification, which is feasible to distinguish the motion vectors between static and
dynamic objects, to determine MD in the background and foreground.

The proposed method can be used for various moving objects, not only for people and cars.
In this work, we used people and car objects to test the performance of the method, because these
objects are often investigated as moving objects using moving cameras [23-29]. High frequency jitter,
small size objects, and low-quality images make detection of moving objects using UAVs a difficult
task. But, using the framework that we propose, we can resolve the problem. Furthermore, a machine
learning approach is used to detect and recognize the foreground because it can be applied to almost
all processors without GPU. This method is proposed for use on a PC or on-board system. In other
words, if the image capture by UAVs can be transmitted to a ground station such as a PC using a
wireless camera or transmitted to an additional board such as Raspberry Pi on a UAV, then the image
can be processed online and in real time.

Based on information from datasets and previous studies [23-29], we can conclude that the
proposed algorithm will be applicable under the conditions: UAV altitude is less than 500 feet and
speed is less than 15 m/s. In addition, based on our experiment results, our algorithm had the best
results at a video frame rate of less than 50 fps.

4. Conclusions

A novel method for multiple moving objects detection using UAVs is presented in this paper.
The main contribution of the proposed method is to detect and recognize moving objects by using a
UAV with moving camera with excellent accuracy and can be used in real-time applications. An image
stabilization method was used to handle unwanted motion in aerial images so that a significant
difference in motion vectors can be obtained to distinguish between static and dynamic objects.
The object detection that was used to determine the region of the moving object candidate had a fast
computation time and good accuracy on complex backgrounds. Some false detections can be handled
using a motion vector classification, in which the object that has a movement direction similar to the
background will be removed as a moving object candidate. Comparing the results on various sequences
of aerial images, the proposed method can be a potential real-time application in the real environment.
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Abstract: This study proposes a convolutional neural network (CNN)-based steganalytic method
that allows ternary classification to simultaneously identify WOW and UNIWARD, which are
representative adaptive image steganographic algorithms. WOW and UNIWARD have very similar
message embedding methods in terms of measuring and minimizing the degree of distortion of
images caused by message embedding. This similarity between WOW and UNIWARD makes it
difficult to distinguish between both algorithms even in a CNN-based classifier. Our experiments
particularly show that WOW and UNIWARD cannot be distinguished by simply combining binary
CNN-based classifiers learned to separately identify both algorithms. Therefore, to identify and
classify WOW and UNIWARD, WOW and UNIWARD must be learned at the same time using a
single CNN-based classifier designed for ternary classification. This study proposes a method for
ternary classification that learns and classifies cover, WOW stego, and UNIWARD stego images
using a single CNN-based classifier. A CNN structure and a preprocessing filter are also proposed
to effectively classify /identify WOW and UNIWARD. Experiments using BOSSBase 1.01 database
images confirmed that the proposed method could make a ternary classification with an accuracy of
approximately 72%.

Keywords: image steganalysis; WOW; UNIWARD; ternary classification; convolutional neural
network (CNN)

1. Introduction

Interest in information security technologies, such as image steganography/steganalysis, has
significantly grown because of the universalization of digital multimedia and communication. Image
steganography is a technique in which a secret message is embedded into an image, called cover
image, and the message-embedded image, called stego image, is transmitted through a public channel
without gaining the attention of a third party, thereby implementing covert communication. The image
steganalysis is the reverse process of image steganography, which aims to determine whether or not
the image to be tested contains a secret message and then finds out the hidden message.

The performance of image steganographic methods depends on two conflicting parameters:
embedding capacity, which represents how many messages we can hide, and the image quality after
embedding, which is closely related to message concealment. Therefore, most image steganographic
methods have achieved a high embedding capacity at the expense of low image quality after
embedding, and vice versa.

Early image steganographic methods include the least significant bit (LSB) substitution method [1],
which replaces the least significant bits of image pixels by secret messages, and the pixel value
differencing (PVD) methods [2—4] that determine the amount of secret messages to be embedded in
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proportion to the difference between adjacent pixels. These early image steganographic methods
sequentially embed secret messages into all pixels of an image, although they have been recently
extended to embed messages in randomly selected pixels using pseudo-random generators for secure
message hiding [5,6].

Sequentially embedding secret messages into all pixels of an image is well known to change
the statistical characteristics of the image. In Figure 1, the solid line refers to a probability density
function (PDF) of the differences between two adjacent pixels on a cover image. The dot lines refer to
the different PDFs on the stego images created by different image steganographic methods. The PDF
of the LSB stego image is significantly different from that of the cover image in the section where
the differences are small. This statistical difference is easily detected by statistical attacks, such as
the RS analysis in [7]. Thus, image steganographic methods have come to consider more how not to
be detected by steganalytic attacks than how many messages to embed. To avoid statistical attacks,
image steganographic methods began to consider where the message would be embedded. Methods
such as HUGO [8], WOW [9], and UNIWARD [10] tried to embed a message into only pixels with a
small distortion, mainly on image edges, by analyzing the distortion caused by embedding a message
into each pixel. For example, HUGO measured the embedding distortion by reverse-engineering the
processes of the subtractive pixel adjacency matrix (SPAM) [11], a steganalytic method that calculated a
co-occurrence matrix for the differences of the adjacent pixels in eight directions of vertical, horizontal,
and diagonal to analyze the statistical changes in the pixel values caused by the message embedding.
HUGO could reduce the probability of being detected by the SPAM by 1/7.

0.30

- cover
- 1LSB(bpp0.4)
+ SUNIWARD(bpp0.4)

0.25

-100 -75 -50 -25 00 25 50 75 100
pixel value differences

Figure 1. Probability density functions of the differences between the adjacent pixels on a cover image
and its stego images.

The performance of image steganalysis in detecting image steganography has greatly improved
with the development of image steganography to more covertly and skillfully hide a message. Image
staganalytic methods generally try to extract traces of image steganography in the image by using
high-pass filters (HPF) and identify images to which image steganography has been applied through
classification. Early steganalytic methods extracted image features using manually designed HPFs
(those features are called handcrafted features hereafter) and detected image steganography using
classifiers based on machine learning algorithms, such as support vector machines (SVM) [12] and
random forest [13]. A representative method using handcrafted features is the spatial rich model
(SRM) [14].

With the great success of convolutional neural networks (CNN) in object detection and
recognition [15,16], using CNNs for steganalysis has been actively investigated [17-27]. Unlike
handcrafted feature-based methods, a CNN can automatically extract and learn the features that are
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optimal or well suited for identifying steganographic methods. Therefore, CNN-based steganalytic
methods have demonstrated a better performance compared to handcrafted feature-based methods.

However, most existing image steganalytic methods, regardless of whether or not CNNs are
used, have focused on identifying whether or not a secret message is hidden in an image (i.e., the
binary classification between a normal (or cover) image in which any message has not been embedded
and a stego image in which a message has been embedded). Discriminating stego images created
by different steganographic methods has been less considered; thus, the binary classifiers are not
suitable for discriminating these stego images. Discriminating the stego images created by WOW and
UNIWARD that embed a message in a similar and skillful manner is very difficult.

The classification of stego images created by different steganographic methods plays an important
role in restoring embedded messages beyond judging whether or not a message is embedded. In this
study, as the first step to restore messages embedded by steganographic methods, a CNN-based
steganalytic method is proposed to classify the stego images created by different steganographic
methods. The structure of a ternary classifier is specially designed to distinguish between the
stego images created by WOW and UNIWARD and the normal images without messages. Through
comparative experiments with the existing binary classifiers, the reason why multiple steganographic
methods should be classified in a single ternary classifier, and various methods for improving the
performance of the proposed ternary classifier are presented.

Compared to existing image steganalytic methods, the primary contributions of this study are
as follows:

- asingle framework is provided for identifying multiple steganographic methods;

— aCNNb-based ternary classifier is proposed for image steganalysis; and

- effective methods for extending a CNN to discriminate similar WOW and UNIWARD stego
images are proposed and evaluated.

This study is an extension of [28] and differs from the previous study in the following respect:

- aCNN-based ternary classifier with a new preprocessing filter is proposed;
—  more details for designing it are provided; and
—  the performance of the proposed classifier is intensively evaluated.

The remainder of this paper is organized as follows: Section 2 briefly reviews the conventional
image steganographic and steganalytic methods; Section 3 explains the proposed steganalytic method;
Section 4 experimentally evaluates its performance using images from a database available online; and
Section 5 presents the conclusions and suggestions for future work.

2. Related Work

2.1. WOW and UNIWARD

WOW and UNIWARD calculate the degree of distortion when a message is embedded in an image,
and then embed a small amount of message in regions where the distortion is small. We refer herein
to such methods as adaptive steganographic methods. This makes it more difficult to detect hidden
messages by embedding messages only in high-frequency regions with relatively little distortion and
makes it possible to avoid steganalytic attacks using statistical analysis because the change in the
statistical characteristics of the images caused by message embedding is very small (Figure 1).

Adaptive steganographic methods have suggested different approaches for quantifying the
image distortion caused by message embedding. The image distortion function for WOW is defined
as follows:

D(X,Y) = pi(X, Yij) IXi; — Yyl ¢)]

Here, X and Y are a cover and its stego images, respectively, and p is a function that examines the
detectability in all neighboring directions of each pixel using the HPFs in Figure 2. Thus, a message is
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not embedded if the detectability is high even in one direction. The message is embedded into the
pixels for which the detectability is low in all directions.
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Figure 2. HPFs and wavelet filters used in WOW [9].

For UNIWARD, the residual images were calculated using the wavelet filters in Figure 2.
The image distortion function is defined as follows by the sum of the absolute difference between the
cover and the stego residual images:

3 n mp k k
“rry w )
k=1u=1v=1 o+ ‘Wuv ( )|

Here, W) represents the residual image calculated using the kth filter; 11 and 1, are the image
width and height, respectively, and ¢ is a constant stabilizing the numerical calculations.

Consequently, WOW and UNIWARD have different image distortion functions, but their
approaches to embedding messages are very similar.

2.2. SRM

The SRM [14] is a handcrafted feature-based steganalytic method that uses various types of
linear and nonlinear HPFs (Figure 3) to extract a number of meaningful features from the images.
The features are then classified using an ensemble classifier (i.e., a random forest) that uses Fisher

linear discriminants as the base classifiers.
* Dy210° Da0° D% 180° 270 |qo 180°
= ﬁ ;
-

Figure 3. Thirty linear and nonlinear 5 x 5 SRM filters [19]. The filters are padded with zeros to obtain
a unified size of 5 x 5.
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The SRM was the most effective method used to detect image steganography before the
CNN-based image steganalytic methods emerged. The SRM is highly accurate compared to
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CNN-based methods. The method of extracting many features using various types of HPFs has
also been widely used in CNN-based ones [19,20,25-27].

2.3. CNN-Based Image Steganalysis

CNNss can automatically extract the optimal features required to detect and recognize objects
in images, and can classify features with high accuracy [15,16]. Therefore, studies using CNNs are
greatly increasing in the image steganalysis field. However, unlike other deep learning problems,
the CNN-based image steganalysis has a preprocessing process of applying HPFs to input images. This
process enhances the pixel variation caused by embedding messages such that the CNN can detect it
well while also removing the low-frequency area, where the messages are less likely to be embedded.

Xu and Wu proposed a simple yet effective initial CNN for image steganalysis [17]. They used
a network comprising five convolutional layers and a single fully connected layer (Figure 4). They
also used a 5 x 5 HPF in a preprocessing stage, generated eight feature maps in the first convolutional
layer, and doubled the number of feature maps and halved the size of the feature maps in the
subsequent convolutional layers. Each convolutional layer comprised the processes of convolution,
batch normalization, activation, and pooling. They improved the steganalytic performance of the
network by adding the absolute layer to the first convolutional layer and by using the tanh activation
function in the first two convolutional layers. Yuan et al. used the same network structure as the initial
CNN, but utilized three HPFs in a preprocessing stage [18].

Convolution layer Convolution layer Convolution layer Convolution layer Convolution layer

i

€ T C—T CI—TR CI—TR CI—R
P 0 A | Average 0l a Average 0lpE Average 0 E | Average O /B E| Global - Softmax
F N N | pooling NIN|N pooling NiNIL pooling N L | pooling N IN|L pooling
v H vV oy vV oy Vi gy vy
2 g 4 5

1x(512x512) > 8x(512x512) »8x(256%256) > 16x(256x256) »16x(128x128) > 32x(128x128)»32x(64x64) »64x(64x64) — +64x(32x32)»128x(32x32)  »128x(1x1)
Feature maps

Figure 4. Initial CNN for image steganalysis [17]. The CNN extracts 128 1 x 1 feature maps from a
512 x 512 input image.

ReST-Net [19] uses three different filter sets, namely 16 simplified linear SRM, 14 nonlinear SRM,
and 16 Gabor filters (Figures 3 and 5) in the preprocessing stage to extract much more features from
the input images. In addition, ReST-Net constructs three subnetworks (Figure 6). After separately
training the subnetworks using each preprocessing filter, it trains a new fully connected layer using
transfer learning while fixing the parameters of three subnetworks.

0=0 0=1%/8 0=2x/8 0=3x/8 0=47/8 0=5x/8 0=6x/8 0=7nI8
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Figure 5. Sixteen 6 x 6 Gabor filters with different orientations and scales [19].
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Figure 6. Structure of Rest-Net [19], which comprises three three subnetworks that are a modification
of the initial CNN [17] and uses transfer learning.

Yedroudj-Net [20] has a similar structure with the initial CNN [17], but uses linear SRM filters
in the preprocessing stage, and has two additional fully connected layers (Figure 7). It removes the
average pooling process in the first convolutional layer to prevent loss of information caused by
pooling. In the first two convolutional layers, it uses the TLU function instead of the tanh function to
remove the strong, but statistically insignificant information. It has an additional scaling process after
batch normalization. Yedroudj-Net has achieved approximately 4-5% improvement in accuracy in
binary classification in comparison with the initial CNN [17].
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Figure 7. Structure of Yedroudj-Net [20].

Deep residual networks for image steganalysis have also been proposed [22,23]. These networks
could be made much deeper by employing residual shortcuts (Figure 8). In [22], without fixing the
preprocessing filters or initializing the filter coefficients with the SRM filters, the preprocessing process
is significantly expanded using several convolutional and residual layers to realize a completely
data-driven steganalysis.
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Figure 8. Structure of a deep residual network used in [22].

Ke et al. proposed a multi-column CNN that extracts various features using filters of different
sizes in convolutional layers and allows the input image to be of an arbitrary size or resolution [24].
As a multi-task learning approach, Yu et al. extended a CNN by adding fully convolutional networks
that take the output of each convolutional layer as the input for a pixel binary classification that
estimates whether or not each pixel in an image has been modified because of steganography [26].

Wau et al. proposed a new normalization, called shared normalization, that uses the same mean
and standard deviation, instead of the minibatch mean and standard deviation, for all training and
test batches to normalize each input batch and address the limitation of batch normalization for image
steganalysis [21]. Meanwhile, Ni et al. proposed a selective ensemble method that can choose to join
or delete a base classifier by reinforcement learning to reduce the number of base classifiers while
ensuring the classification performance [25].

As such, the existing CNN-based staganalytic methods could successfully increase the
classification accuracy by deepening or widening the CNNs and using various types of preprocessing
filters. However, these methods aimed for the binary classification of cover and stego images, and,
thus, may not be available for the N-ary (N > 2) classification. Two adaptive steganographic methods,
namely WOW and UNIWARD, embed a small amount of messages in a similar manner (Section 2.1);
hence, the binary classifiers are very likely to misclassify the WOW and UNIWARD stego images.

3. Proposed Method

3.1. Similarity between WOW and UNIWARD

The adaptive steganographic methods, namely WOW and UNIWARD, use directional filters to
analyze how different the differences from the neighboring pixels (i.e., the degree of image distortion)
are when a message is embedded into each pixel of an image, and then selectively embed the message
into a pixel with a small degree of image distortion. WOW and UNIWARD use different functions to
measure the image distortion, but their processes of embedding the message are very similar; thus, the
existing CNN-based binary classifiers become confused when discriminating WOW and UNIWARD,
and are very likely to make an incorrect classification.

We conducted an experiment in which UNIWARD stego images were input to a binary classifier
that had been trained for WOW and vice versa to demonstrate the difficulty of discriminating WOW
and UNIWARD using binary classifiers. The CNN used in the literature [17] (Figure 4) was used for
the experiment. The other experimental conditions were the same as those given in Section 4.

Table 1 shows that, even when two different steganographic methods (i.e., WOW and UNIWARD)
were used in the training and testing phases, respectively, the classification rates for the stego images
were still high. For example, the classification rates were 67.13% when the UNIWARD stego images
were input into the classifier trained using the WOW stego images. In other words, it is very likely
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that they are confused with each other because they are too similar to discriminate. Therefore, using
existing binary classifiers to classify WOW and UNIWARD is ineffective.

Table 1. Cross identification between WOW and UNIWARD (bpp = 0.4).

Classification Rates (%)

Training Testing
For Cover For UNIWARD Stego For WOW Stego  Total
UNIWARD  UNIWARD 84.02 73.56 - 78.80
WOW WOW 77.63 - 78.25 77.94
UNIWARD WOW 84.02 - 60.48 72.25
WOW UNIWARD 77.63 67.13 - 72.38

3.2. Combining Pre-Trained Binary Classifiers to Discriminate WOW and UNIWARD

We attempted to train two CNN-based binary classifiers for WOW and UNIWARD and simply
combine the two classifiers in parallel to determine the result of the classifier with a higher probability
as a final result (Figure 9). This was based on the assumption that the results of the classifier with a
greater probability would be right if different classification results are obtained by the two classifiers.
Table 2 presents the classification results for the cover, WOW stego, and UNIWARD stego images
(the details for the experimental conditions are given in Section 4). The classification rates for the
WOW and UNIWARD stego images significantly decreased because of the similarity between WOW
and UNIWARD. In other words, the simple combination of two binary classifiers is not useful for
discriminating WOW and UNIWARD.

Network 1: Cover/WoW-stego classifier

P1
Convolutional layers | Fully-connected layer | Softmax —————
B Network 2: Cover/UNIWARD-stego classifier arg max(pl, pz) (cover or WOW

(image) [

+ or UNIWARD)
p2

Convolutional layers ‘ Fully-connected layer ‘ Softmax ‘

Figure 9. Combining two binary classifiers in parallel for the ternary classification.

Table 2. Ternary classification rates obtained by simply combining two binary classifiers separately
trained for WOW and UNIWARD (bpp = 0.4).

For Cover (%) For UNIWARD Stego (%) For WOW Stego (%)  Total (%)
85.23 50.13 46.24 60.53

We also conducted an experiment for ternary classification through transfer learning. The network
parameters of classifiers were fixed after training each binary classifier for WOW and UNIWARD.
The fully connected layer was then removed from each binary classifier, and a common fully connected
layer was added and trained for the ternary classification (Figure 10). Table 3 shows the classification
results for the cover, WOW stego, and UNIWARD stego images (the details for the experimental
conditions are given in Section 4). The classification rates for the WOW and UNIWARD stego images
were very low, and were lower than those obtained by simply combining two binary classifiers in
parallel. This result indicates that the network parameters in the fully connected layer were not
correctly trained because of the similarity between WOW and UNIWARD.
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Network 1: Cover/WoW-stego classifier
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Network 2: Cover/UNIWARD-stego classifier
Figure 10. Ternary classification through transfer learning.

Table 3. Ternary classification rates obtained by transfer learning (bpp = 0.4).

For Cover (%) For UNIWARD Stego (%) For WOW Stego (%) Total (%)
72.23 45.56 42.90 53.56

Referring to the abovementioned experiments, a new single network should be designed to
simultaneously learn the cover, WOW stego, and UNIWARD stego images from the beginning and
correctly classify the similar steganographic methods, WOW and UNIWARD.

3.3. Designing a CNN for Ternary Classification

The CNN used in [17] is the most basic CNN for image steganalysis, and most conventional CNNs
are its modifications. Therefore, it was used as the base CNN herein. First, the base CNN was tested
for ternary classification without modification. The cover, WOW stego, and UNIWARD stego images
were simultaneously learned in a single network (Figure 4). Table 4 presents the classification rates (the
details for the experimental conditions are given in Section 4), which are better than those obtained by
combining pre-trained binary classifiers. However, the cover images were relatively well classified at
approximately 84%, but the WOW and UNIWARD stego images were rarely classified as expected.
In conclusion, the network structure should be extended, and the preprocessing filter for extracting the
steganalytic features should be more carefully designed to make the classifier originally developed for
the binary classification between the cover and stego images available for ternary classification.

Table 4. Ternary classification rates when simultaneously learning the cover, WOW stego, and
UNIWARD stego images using the conventional classifier [17] (bpp = 0.4).

For Cover (%) For UNIWARD Stego (%) For WOW Stego (%) Total (%)
84.05 56.45 50.39 63.63

We tried to extend the based CNN by attempting to add more convolutional layers (each
comprising convolution, normalization, activation, and pooling operations) because more classification
power would be required for the ternary classification compared to the binary classification. Figure 11
shows the structure of the networks extended with additional convolutional layers. Table 5 displays
the classification rates of the extended networks (the details for the experimental conditions are given
in Section 4). As a result, adding convolutional layers improved the classification rates by 2—4%;
however, the classification rates rather became lower with two or more additional convolutional layers,
indicating that the network needs to be deeper for ternary classification, but the depth should be
properly adjusted.

Table 5. Ternary classification rates of deeper networks in Figure 11 (bpp = 0.4).

For Cover (%) For UNIWARD Stego (%) For WOW Stego (%) Total (%)

Figure 11a 75.81 67.48 59.83 67.70
Figure 11b 72.40 58.18 69.80 66.79
Figure 11c 61.24 60.18 75.27 65.56
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(c) With three additional convolutional layers

Figure 11. Extending the conventional network [17] with additional convolutional layers.

We also attempted to use a deep residual network (Figure 12a) or a convolution-stacked network
(Figure 12b), where the convolutional blocks were stacked as done in [29] because those residual
or convolution-stacked networks demonstrated a significantly improved performance in image
recognition. However, as shown in Table 6, the classification rates were not good, indicating that these
networks were not suitable for image steganalysis or for ternary classification.
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Figure 12. Deep residual network and convolution-stacked network for ternary classification.

Table 6. Ternary classification rates of the residual and convolution-stacked networks of Figure 12

(bpp = 0.4).
For Cover (%) For UNIWARD Stego (%) For WOW Stego (%) Total (%)
Figure 12a 80.03 23.52 4.30 35.95
Figure 12b 83.87 62.43 32.87 59.72

As explained in Section 2.3, the CNN-based classifiers for image steganalysis have preprocessing
filters to facilitate the extraction of steganalytic features from images. Many conventional methods
tried to use various preprocessing filters for performance improvement. For the ternary classification,
we decided to use the SRM filters mostly used in conventional methods and conducted an experiment
to determine their performance. The base CNN was used with three different preprocessing filter
sets: 30 SRM filters (Figure 3), three groups of 10 SRM filters, and 10 selected SRM filters (Figure 13).
The second filter set was obtained by dividing 30 SRM filters into three groups of 10 (using different
numbers of groups was worse [28]). The filters of each group were applied to the input image.
Ten filtered results were generated by performing the element-wise sum between the filtered results of
each group [28]. The third filter set is a new one proposed herein. More effective filters were selected
from 30 SRM filters. Each of the 30 SRM filters was applied to the arbitrary cover and stego images. The
differences between the filtered cover and stego images were then computed (Figure 14). Subsequently,
10 filters with higher differences were selected, assuming that those filters would extract steganalytic
features from the images well. For all of the filter sets, eight feature maps were generated in the first
convolutional layer and doubled in the subsequent convolutional layers. Tables 4 and 7 (the details for
the experimental conditions are given in Section 4) show that the classification rates of the base CNN
did not increase as the number of filters increased, unlike expected. The results of the three groups of
10 SRM filters were better than those of the others, indicating that simply increasing the number of
filters does not guarantee performance improvements, and finding the appropriate filters for a given
CNN is necessary.
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Figure 13. Ten selected SRM filters. They can better detect tiny variation on images, among 30 SRM

filters of Figure 3.

Filtered cover Filtered stego

Differences of 30 SRM filters: [3.26385498, 2.54554749, 2.42424011, [[.2298584) , 1.e4103088,
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3.57437134, 3.03192139, 3.40118408, 3.0582428 , 4.17098999,
2.38761902, 3.79829407, 3.11508179, 3.81126404, [[-23495483

Figure 14. Selection of more effective SRM filters: a large difference (e.g., 1.229 and 7.234) depending
on the filter between the filtered cover and stego images is found after each SRM filter is applied.

Table 7. Ternary classification rates of the base CNN with different preprocessing filters (bpp = 0.4).

Preprocessing Filters ~ For Cover (%) For UNIWARD Stego (%) For WOW Stego (%)  Total (%)

30 SRM 50.43 19.98 90.90 53.70
Three groups of 10 SRM 65.44 51.01 75.26 63.90
10 selected SRM 68.55 73.15 42.41 61.37

Together with increasing the number of filters, we also attempted to increase the feature maps
in the first convolutional layers from 8 to 60. Table 8 shows that the classification rates of the base
CNN became significantly lower, except for the 10 selected SRM filters, when the number of feature
maps increased. Unlike most conventional CNNs that achieve performance improvement by using
more filters or feature maps, the base CNN had a better performance with a small number of filters
maybe because the base CNN failed to learn a large amount of information extracted by many filters
or feature maps. From these results, we conclude that the base CNN should be deeper such that more
filters or feature maps can be used.

Table 8. Ternary classification rates of the base CNN with different preprocessing filters when increasing
the feature maps in the first convolutional layers to 60 (bpp = 0.4).

Preprocessing Filters ~ For Cover (%) For UNIWARD Stego (%) For WOW Stego (%)  Total (%)

5 x 5 HPF 90.44 40.15 44.89 58.49

30 SRM 4.54 87.39 26.04 39.32

Three groups of 10 SRM 79.17 32.52 67.39 59.69
10 selected SRM 46.08 45.27 88.99 60.11

3.4. Proposed Classifier for Ternary Classification

We proposed a CNN-based classifier for the ternary classification. The base CNN [17] was
extended with an additional convolutional layer. The feature maps were increased to 60 in the first
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convolutional layer and doubled in the subsequent convolutional layers: thus, 1920 feature maps were
fed into the fully connected layer. Ten selected SRM filters were used as the preprocessing filters.

4. Experimental Results and Discussion

All the experiments presented in the previous sections and in this section were conducted with
the following conditions: 10,000 gray scale images of 512 x 512 in BOSSBase 1.01 [30] were quartered,
and the resulting 40,000 images were divided into the training and testing sets, each comprising 30,000
and 10,000 images, respectively. The stego images for both sets were generated with a random payload
of bpp = 0.4 (In most steganalytic studies, 0.1, 0.2, and 0.4 bpp have been used for testing steganalytic
methods. However, when using adaptive steganographic methods, 0.1 and 0.2 bpp are too small to
identify the stego images, even in binary classification [31]. The average PSNRs of the WOW and
UNIWARD stego images of 0.4 bpp are 58.76 and 59.36 dB, respectively; thus, the image quality of the
stego images of 0.4 bpp is still very high.) using WOW and UNIWARD. As a result, 90,000 (30,000 for
cover, WOW stego, and UNIWARD stego images each) training images of 256 x 256 and 30,000 (10,000
for cover, WOW stego, and UNIWARD stego images each) testing images were used. For training,
a momentum optimizer [32] with a momentum value of 0.9 was used. The learning rate started at
0.001 and decreased to 90% in every 5000 iterations. The minibatch size was 64 (32 pairs of cover and
stego images). The other hyperparameters were set the same as in the conventional method [17]. All
CNNs were implemented using the TensorFlow library [33].

The proposed classifier was evaluated with different preprocessing filters. As a new preprocessing
filter set, 16 Gabor filters were used together with the 10 selected SRM filters, as has been done in [19].
The results in Table 9 are the classification rates for the cover, WOW stego, and UNIWARD stego
images obtained using different preprocessing filters.

Table 9. Ternary classification rates of the network of Figure 11a with different preprocessing filters

(bpp = 0.4).
Preprocessing Filters For Cover (%) For UNIWARD Stego (%) For WOW Stego (%) Total (%)
5 x 5 HPF 68.52 46.07 61.01 58.53
30 SRM 75.49 51.85 71.46 66.26
Three groups of 10 SRM 76.22 59.66 77.45 70.78
10 selected SRM 75.65 69.71 71.32 72.22
10 selected SRM + 16 Gabor 76.23 56.26 62.10 64.86

Unlike the base CNN, using more filters and feature maps increased the classification rates;
however, utilizing too many and different types of filters was not good. The results of the 10 selected
SRM filters (i.e., the proposed one) were the best. The experimental results demonstrated that the
cover, WOW stego, and UNIWARD stego could be classified with an accuracy of approximately 72%
through the single CNN-based ternary classifier proposed herein.

We also attempted to change the tanh functions of the first two convolutional layers to TLU
functions, as has been done in [20], and the ReLU functions of the subsequent convolutional layers to
leaky ReLU functions, but the classification rates were not good (Table 10).

Table 10. Ternary classification rates when changing the activation functions of the proposed CNN
(bpp = 04).

For Cover (%) For UNIWARD Stego (%) For WOW Stego (%)  Total (%)
39.60 72.29 91.87 67.93

5. Conclusions and Future Works

This study proposed a CNN-based ternary classifier to identify cover, WOW stego, and UNIWARD
stego images. The existing binary classifiers were designed to learn and detect a specific steganographic
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method; hence, they were not suitable for discriminating different steganographic methods. Adaptive
steganographic methods, such as WOW and UNIWARD, embed a small amount of the secret message
in a similar manner; therefore, discriminating their stego images using the existing binary classifiers
or combining them was very difficult. However, the proposed ternary classifier could effectively
learn the difference between both steganographic methods and discriminate them with high accuracy.
The classification between different steganographic methods using the proposed ternary classifier
was the first step in restoring the embedded message instead of simply determining whether or not a
message has been embedded.

It was experimentally confirmed that, in designing a CNN-based ternary classifier for image
steganalysis, simply expanding the width or depth of the CNN does not guarantee performance
improvements. In other words, the CNN width and depth need experimental optimization. This study
demonstrated the results of such an experimental optimization.

The proposed method had an accuracy of approximately 72%, which is not very high. Therefore,
ways to improve the accuracy by further highlighting the differences between WOW and UNIWARD
must be explored in the future. Ways to design a CNN-based classifier suitable for classifying a larger
number (>3) of steganographic methods, including those with other embedding domains (e.g., DCT
and wavelet domains), must also be explored.
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Abstract: Fire must be extinguished early, as it leads to economic losses and losses of precious lives.
Vision-based methods have many difficulties in algorithm research due to the atypical nature fire
flame and smoke. In this study, we introduce a novel smoke detection algorithm that reduces false
positive detection using spatial and temporal features based on deep learning from factory installed
surveillance cameras. First, we calculated the global frame similarity and mean square error (MSE) to
detect the moving of fire flame and smoke from input surveillance cameras. Second, we extracted
the fire flame and smoke candidate area using the deep learning algorithm (Faster Region-based
Convolutional Network (R-CNN)). Third, the final fire flame and smoke area was decided by local
spatial and temporal information: frame difference, color, similarity, wavelet transform, coefficient of
variation, and MSE. This research proposed a new algorithm using global and local frame features,
which is well presented object information to reduce false positive based on the deep learning method.
Experimental results show that the false positive detection of the proposed algorithm was reduced
to about 99.9% in maintaining the smoke and fire detection performance. It was confirmed that the
proposed method has excellent false detection performance.

Keywords: deep learning; fire and smoke detection; spatial and temporal; wavelet transform;
coefficient of variation

1. Introduction

Many civilian fire injuries and civilian fire deaths occur each year due to intentionally-set fires
and naturally occurring fires, which causes much property damage. Fires are classified into structure
fires (home structures which include one-and two-family, manufactured homes, and apartments),
non-residential structure fires (public assembly, school and college, store and office, industrial facilities,
and other structures), and outdoor fires (bush, grass, forest, rubbish, and vehicle fires) [1]. Research
on automatic fire detection or monitoring has long been the focus of the interior structure fires and
non-residential structure fires to protect casualties and property damage from fires.

Smoke is very important because it indicates the start of a fire. However, sometimes the flames start
first; thus, both smoke and flames require early detection to extinguish the fire early. Many methods
of detecting smoke and flames to extinguish a fire early have been studied. In order to reduce the
damage caused by fire, many early fire detection systems using heat sensors, smoke sensors, and flame
detection sensors that detect flames by infrared rays (spectrum) and ultraviolet rays (spectrum) are
frequently used [2,3]. Sensors used in buildings, factories, and interior spaces detect the presence of
particles produced by fire flames and smoke in close proximity using a chemical reaction by ionization
that requires proximity. Traditional fire alarm systems using sensors show good detection results in
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close proximity for activation or very narrow spaces [4,5]. However, sensor-based sensing systems
are expensive because many devices need to be installed for fast detection. The disadvantage of
the thermal sensor is that the detection is slow because it uses the temperature difference from the
surroundings. The smoke sensor may be delayed depending on the speed of the smoke or may not be
detected depending on the air flow. In addition, sensor-based detection systems cannot provide users
with information about the location or size of a fire. The main disadvantage of the sensor based system
is that it is difficult to install outdoors. As mentioned earlier, fires can occur anywhere and anytime,
and must be detected at various locations.

In order to overcome the shortcomings of the sensor-based detection systems, many methods of
detecting smoke and fire using camera sensors (image-based) have been studied [6,7]. Compared to
sensor based fire detectors, video fire detectors have many advantages, such as fast response, long
range detection and large protected areas. However, most of the recent video fire detections have a
high rate of false alarms [8].

Vision based fire detection includes short range fire detection and long range fire detection.
Long-distance forest or wildfire smoke and fire detection system using fixed CCD (Charge-Coupled
Device) cameras is the monitoring of smoke and fire from distant mountains or fields [9-11]. In addition,
Zhao et al. [12] described wildfire identification based on deep learning using unmanned aerial
equipment. To extract local extremal regions of smoke, they used the rapidly growing Maximally
Stable Extremal Region detection method in the field of initial smoke region detection.

More research has been conducted on short distance fire and smoke detection than on long
distance forest of wildfire. Early fire detection using cameras detected fires in tunnels and mountains
using black and white images [13,14]. Early feature extraction detected flames by measuring histogram
changes using the temporal change characteristics of flames from black and white images. Recently,
image-based flame detection methods using motion, color, shape, texture, and frequency analysis have
been studied for the last 20 years [15-21].

Conventional flame detection methods include a method using RGB (Red, Green, Blue) HSV (Hue,
Saturation, Value), YCbCr color models, etc., wavelet transform after detecting moving areas and flame
color pixels, flame intensity changes over time, the shape of contour of fire flame in HSV color models
and time-space domain, and a method using infrared image.

The color image fire detection algorithms determine cases where the flame’s color level exceeded
a certain threshold in the brightness information of the color space such as RGB, YCbCr, HIS (Hue,
Saturation, Intensity), and CIEL * a * b * (CIELAB, Commission Interationale De L'éclairage) [22-26].
Algorithms using spatial domain analysis are algorithms for distinguishing between the flame color
and the non-flame color. There are algorithms for determining the fire or analyzing the frequency
components of the flame region by analyzing the texture of the flame candidate area [15,26,27].
The algorithm using the frequency analysis of the time domain determines the fire by analyzing the
frequency of a specific level value of the flame candidate region that changes over time [22,23,25,26].

Chen et al. [27] studied the fire detection system using RGB and HSI color model and rule-based
by using the characteristic that the flame movement is spread in irregular shape when fire occurs.
Toreyin et al. [28] proposed a system that detects fire and non-fire using temporal and spatial wavelet
analysis of input images as a feature of high frequency components, based on the fact that smoke
appears translucent in the early stages of fire. Yuan [7] proposed an algorithm which is fast estimated
the motion orientation of smoke and an accumulative motion model which is used the integral image.
This is a method of generating a direction histogram for a motion vector by using a feature of upward
moving of smoke, and determining that smoke is a case when there are a lot of motion vectors in a
relatively upward direction. Yuan [29] proposed a smoke detection algorithm based neural network
classification to train using feature vectors, which are generated by LPB (Local Binary pattern) and
LBPV (Local Binary pattern Variance) histograms for rotation and lighting in multi-scale pyramid
images. Celik and Demirel [30] presented the experimental results using YCbCr color space and
proposed a pixel classification algorithm for flames. To this end, they suggested a very innovative

96



Electronics 2019, 8, 1167

algorithm that separates the chrominance from luminance components. However, this method used
heuristic membership and did not produce good results for the new data. Fujiwara [31] proposed a
smoke detection algorithm for smoke shapes using a fractal encoding method using the self-organism
of smoke in grayscale images. Liu and Ahuja [16] detected the fire region based on the area expansion
method using the fire initial region that has high brightness. They asserted that the fire zones and
non-fire zones are classified by Fourier coefficients change over time. Philips [32] classified the fire
region using the changes in status over time for candidate region, after the fire flame candidate region
is dedicated by the color histogram adapted Gaussian filter. Tian et al. [33] detected smoke regions
by image separation. After the background model was created, the smoke was detected by gray
color and partial transparency. The limitation of the vision-based method is that it fails to detect
transparent smokes. Moreover, it often mistakenly detects many natural objects, for example, the sun,
various artificial lights or light reflects on various surfaces, dust particles, as well as flame and smoke.
Additionally, scene complexity and low-video quality can affect the robustness of vision-based flame
detection algorithms, thus increasing the false alarm rate. Barmpoutis et al. [34,35] also asserted that
high false alarm rates are caused by natural objects, which have similar characteristics with flame,
and by the variation of flame appearance. Other causes have claimed environmental changes that
complicate fire detection including clouds, movement of rigid body objects in the scene, and sun and
light reflections. Hence, the difficulty of fire flame detection from digital images is due to the chaotic
and complex nature of fire phenomena. Lee et al. [36] proposed smoke detection algorithm based on
the Histogram of Oriented Gradients and LBP. Adaboost, which is constructing a strong classifier as
linear combination, was used to classify trained object.

In contrast, the deep learning based fire flame and smoke detection systems have automatic feature
extraction; thus, making the process much more reliable and efficient than the conventional feature
extraction methods. However, such a deep learning approach requires tremendous computational
power, not only during training periods, but also when deploying trained models to hardware to
perform specific tasks. As a fire detection method using a security surveillance camera, fire detection
techniques using real-time image analysis and deep learning have been proposed.

Recently, several kinds of deep learning algorithms for fire flame and smoke detection have been
proposed. Frizzi et al. [37] researched the Convolution Neural Network (CNN) based smoke and flame
detection, Sang [38] studied the classification of smoke image and flame image feature using composite
product neural network, Wu et al. [39] Studied the detection of fire and smoke regions by extracting
dynamic and static features using ViBe algorithm, Shen et al. [40] detected the fire flame using the
YOLO (You Look Only Once) model, and Khan et al. [41] also researched a disaster management system
to respond to early fire detection and automatic reaction within the inside and outside environment
using CNN. Zhang et al. [42] researched forest fire detection utilizing fire patches detection using
two joined deep CNNSs to detect fire in forest images. However, these models have many parameters
to render, which require a large computing space. Thus, these models are unsuitable for onfield
fire detection applications using low-cost low-performance hardware. Muhammad et al. [43] used
Foggia’s dataset [44]. They fine-tuned various variants of CNNs: AlexNet [41], SqueezeNet [43],
GoogleNet [44], and MobileNetV2 [45]. They used Foggia’s dataset [46] as the major portion of their
train dataset. Although Foggia’s dataset includes 14 fire and 17 non-fire videos with multiple frames,
the dataset contains a lot of similar images, which restricts the performance of the model trained on
this dataset to a very specific range of images. Recently, much research has been conducted on Faster
R-CNN, which shows higher performance than other network models, like as R-CNN (Region-based
Convolutional Network) and Fast R-CNN. Barmpoutis et al. [39] studied higher-order linear dynamical
systems based multidimensional texture analysis as the deep learning networks. They classified the
fire using the Faster R-CNN model based on the spatial analysis on Grassmann manifold. Wildland
forest fire and smoke detection algorithm with Faster R-CNN was suggested by the Zhang et al. [47] to
avoid the complex process.
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As mentioned above, malfunctions of smoke and flame detection using image processing have
been drastically reduced due to the development of deep learning, but the malfunction still exist due
to problems of deep learning. The goal of most of the existing approaches is detecting either smoke or
fire from images, but as explained, they suffer from a variety of limitations. To solve the problem of
these limitations, in this paper, Faster R-CNN model is proposed with object attribution for increasing
the smoke and fire flame detection and decreasing the false positive rate. This method is capable
of detecting both smoke and fire flame images at the same time, and offers many advantages and
exhibits better performance than other existing visual recognition CNN models for the recognition of
fire flame and smoke in images. Additionally, we researched a novel algorithm on rigid change of
natural environment to reduce the false positive smoke detection based on advanced deep learning,
as shown Figure 1.

| Video Input |
———
| Global Processing |

Y

Deep Learning
for
Object Detection

!

| Local Processing

|

Y
| Display Detected Object |

Figure 1. Flowchart of the proposed algorithm.

This paper is organized as follows. We propose deep learning model architecture for flame and
smoke detection in surveillance camera in Section 2. This paper explains several theories to reduce
the rate of false alarms and improve the detection rate in Section 3. Our experimental results and
discussion are implemented in Section 4. Finally, the manuscript presents a brief conclusion and future
research directions in Section 5.

2. Deep Learning (Faster R-CNN)

It is often more difficult to distinguish objects within an image than to classify images. Deep
learning using the R-CNN method takes several steps. Once the R-CNN creates a region proposal or a
bounding box for an area where an object exists, it unifies the size of the extracted bounding box to use
as input to CNN. Next, the model uses SVM (Support Vector Machine) to classify the selected region.
Finally, it uses a linear regression model so that the bounding box of the categorized object sets the
exact coordinates. CNN for training data is divided into three parts. Figure 2 depicts the full flow of the
proposed system. In Figure 2, RPN (Region Proposal network) was used to find a predefined number
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of regions (bounding boxes) that can contain objects using features computed by CNN. The next step
is to get a list of possible related objects and their locations in the original image. We apply region of
interest pooling (ROIP), using boundary boxes for features and related objects extracted from CNN,
and extract the features corresponding to related objects as new tensors. Finally, this information is
used to classify the contents of the bounding box and the bounding box coordinates are adjusted in the
R-CNN module. As a result of the Faster R-CNN, a bounding box of related objects is displayed on the
screen. The proposed algorithm part is added at end of Faster R-CNN. We finally select the case where
FD (Final Decision) is greater than threshold (TH) using several features in the bounding box.

Faster R-CNN
el
|
I ﬁ/* N

— ROIP = R-CNN - E I

I ‘ —";‘ }/

| ~ ¥

F'-v*_‘________—_"

Local l
I ‘j FD>TH <+—— Feature
¥ Extraction |

e e e |

Proposed Algorithm

Figure 2. Faster R-CNN system flow.
2.1. Labeling Dataset

Labeling of the fire flame and smoke in the images was done using the Labellmg program.
This paper used a variety size of labeling including fire flame and smoke to train the images, as shown
in Figure 3. The labeling results are stored in the .xml file with the image file name along with the
four-point coordinates of each rectangle. For labeling dataset, there are two things to be considered.
First, a list of class is necessary for the dataset. Second, bounding boxes (Xmin, Ymin, Xmax, Ymax)
will be generated by the labeling program according to the classes for images.

o Lol
ELTI)
Dt

Descomriel [

Figure 3. Example of labeling area for fire and smoke dataset image.

2.2. Training Data with Faster R-CNN

Faster R-CNN [48] is a method of applying a new method called Region Proposal Network (RPN)
that merely integrates the part that generates the region proposal within the model. This is a new
application of the RPN network for object detection. The function of RPN is to output the rectangle
and object score of the part that proposes the object in the input image. It is a fully connected network
and is designed to share a convolutional layer with Faster R-CNN. Trained RPN improves the quality
of the proposed area and improves the accuracy of object detection. In general, Faster R-CNN searches
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external slow selections by CPU calculations but speeds them up by using internal fast RPNs by
GPU calculations. The RPN comes after the last convolutional layer, followed by ROIP, classification,
and bounding boxes are located, as shown in Figure 4. RPN extracts 256 or 512 features from the input
image by convolution calculation using 3 x 3 window. This is then used as a box classifier layer and a
box regress layer. The predefined reference box name used as the bounding box candidate at each
position of the sliding window is used as the box regression. It extracts features by applying predefined
anchor boxes of various ratios/sizes using the center position, moving the sliding window of the same
size. In our model, we used nine anchor boxes (three sizes and three proportions), and each box is
considered as a candidate for the bounding box at each position of the sliding window in the image.

Region Proposal Network
e | ,

Filters(Keep Top
Anchors, Non-
maximum Suppression)

ROI Pooling

‘ Classifier ‘ ‘ Regressor |
Object or Refined J
Backg[gggg Boundi/rlgjgx

Figure 4. The architecture of faster R-CNN.

2.3. Creating Inference Graph

An inference graph is also known as a freezing model that is saved for further process.
While training the dataset with the model, each pair at different time steps, one is holding the weights
“.data”, and another is holding the graph “.meta”. The labeled image information is progressed
using the Faster R-CNN model described above, and the “.meta” file is generated as a training result.
The next step is making the graph file (“.pb file”) which is using the “.meta” file generated in the
previous step. Finally, when we use the “.pb” file to detect the objects in the images, the result image
including the bounding box and object score will be displayed on the monitor.

3. Feature Extraction Methods

3.1. Structural Similarity

SSIM (Structural Similarity) [49] is a measure of the similarity of the original image and distortion
due to compression and transformation. This is more widely used in signal processing because it has
higher accuracy than the Mean Square Error (MSE) method, which uses a measure of the difference
between pixel values of two images. We used the evaluation of the test image (X) against the original
image (Y) to measure the quantification of visual similarity. The more similar the test image to the
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original image, the closer the value is to 1.0, and the more different the test image is to the original
image, the closer the value is to 0.0. The SSIM formulas are defined as follows:

2pyepty + K1
Lixy) = 5—5—— 1)
py +py + K1
200y + K2
X,y) = ————— 2
(o) a%a% + K2 @
Oy + K3
Nloy) = 0x0y + K3 ®)

where (1, and i, are the mean of the pixels, oy and o, are the standard deviations, and oy is covariance.
K1, K2, and K3 are constants for preventing the denominator and numerator from becoming zero.
L(x, y) is the relationship of the brightness difference, M(x, y) is the contrast difference, and N(x, y) is the
similarity of the structural change between x and y. The structural similarity is shown in Equation (4):

SSIM = [L(x, y)]*[M(x, y) [N(x, )] )
where a, , and y represent the importance of each term; 1.0 was used in this paper.

3.2. RGB Color Histogram

Generally, smoke is grayish (dark gray, gray, light gray, and white). Black smoke occurs by
unburned materials or a combustion at high temperatures; this means that a certain time has passed
since the fire occurred. This paper focuses on the smoke of the initial generation, and sets the conditions
as shown in Equation (5) to use smoke colors ranging from gray to white:

C=(R+G+B)/3, 11<C <12, T3<Cy<Td 5)

where C is the output image, R is the red image, G is the green image, and B is the blue image.
This research set the C; to a minimum value between 80 (t1) and 150 and the Cp (72) an upper range
value between 180 (3) and 250 (t4). The average image C is histogrammed into 256 bins (0 to 255) for
each pixel. The values stored in each bin of the histogram are normalized using the input image size,
and the sum is obtained, as in Equation (6):

(6)

where Hg is the RGB color histogram result value, b; means the histogram bins from 0 to 255, which is
only included Equation (5) range, and / and w is height and width for an input image. The grayish
color is distributed intensively between 80 and 250.

Fire flames are usually bright orange or red (red -> orange -> yellow -> white -> mellow).
This paper used HSV color instead of RGB color. The range of HSV color used in the paper is as follows:

. H:0to 40
e S:100to 255
e V:80to255

As shown in smoke color extraction, HSV color image is also calculated for the average value for
the filtered range image. The HSV histogram is obtained by Equation (6).
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3.3. Coefficient of Variation (CV)

The coefficient of variation is a type of statistic that represents the precision or scatter of a sample,
such as variance and standard deviation, in that it shows how scattered the distribution is relative to the
mean. CV is a measure of how large the standard deviation is relative to the mean. These coefficients
of variation are useful for comparing the spread in two types of data and for comparing variability
when the differences between data are large. It is also used to determine the volatility of economic
models and securities of economists and investors, as well as areas such as engineering or physics,
when conducting quality assurance research and ANOVA gauge R & R [50].

The coefficient of variation is the standard value divided by the mean, as shown Equation (7):

CV=o0/m 7)

where o is standard deviation and 1 is mean. It showed that the image with smoke and fire flame region
has lower CV value. In the contrast, the region with false alarm showed higher CV value, as shown
Figure 5. This paper adapted as the coefficient value (weighting value) of wavelet transform to remove
the false alarm cases. In case of Fire flame, we used the R color in RGB color space, and adapted Y
color in YCbCr color space for the smoke region.

Figure 5. The result of coefficient variation values for detected area, (a) smoke area Coefficient of
Variation (CV) value: 1.5 (87%), (b) fire area CV value: 1.9 (51%), (c) false alarm area CV value: 6.2 (20%),
and (d) false alarm area CV value: 13.6 (76%).

3.4. Wavelet Transform

In general, smoke is blurry and uneven, thus, it is difficult to detect the contour using the
contour detection method. DWT (Discrete Wavelet Transform) [51,52] supports multiple resolutions,
and can express contour information of vertical, horizontal, and diagonal components, respectively.
Using this feature to represent smoke in DWT energy, it is more apparent than in conventional edge
detection methods.

When smoke with translucent characteristics occurs, the smoke part of the image frame is less
sharp and the high frequency component is reduced in the area. Wavelet algorithms are generally
suitable for expressing image textures and edge characteristics of smoke and fire flames. Background
images generally have lower wavelet energy and few moving objects. In contrast, the edge of smoke
images becomes less visible, and may disappear from the scene after a certain time. It means that the
high frequency energy of the background scene is decreasing. In order to identify smoke in a scene,
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any decrease in high frequency from the detected blob images in the frame was monitored by a spatial
wavelet transform algorithm.

As shown in Figure 6, if the smoke spreads to the edges of the image, it may be difficult to see
initially and the smoke may darken over time, causing part of the background to disappear. [53,54].
This means that there is a high probability that smoke will be present and smoke detection will be
easier, as shown in Figure 6. Therefore, this paper used the spatial energy to evaluate the sub-image
energy by dividing the image into first stage wavelet transform and summing the squared from each
coefficient images in Equation (8):

E(x,y) = y[LH(x v)? + HL(x,y)* + HH(x,y)?] ®)

where x and y represent positions within the image, and LH, HL, and HH each contain contour
information of the high frequency component of the DWT (Discrete Wavelet Transform). LH is
horizontal low-band vertical high-band, HL is horizontal high-band vertical low-band, and HH is
horizontal high-band vertical high-band. E(x, y) is wavelet energy at each pixel in the candidate region
which is detected by deep learning algorithm within each frame.

5 - O ES " - cEN

@ (b)
Figure 6. Single level of wavelet transform results, (a) non-smoke sub-images and (b) smoke sub-images.

4. Experimental Results

We proposed a new algorithm using similarity and color histogram of global and local area in
the frame to reduce smoke false positive rate generated by fire detection systems using Onvif camera
based on deep learning. In this paper, we used a computer with an Intel Core i7-7700 (3.5 GHz) CPU,
16 GB of memory, and Geforce TITAN-X to perform the experiment. The flame and smoke databases
used in this study was obtained from the internet, and general direct ground and factory recorded
video. The video recording device was a mobile phone camera, a Canon G5 camera, and a Raspberry
pi camera. Python 3.5, Tensorflow, and Opencv were used in this paper.

In order to implement the proposed algorithm, the following process was carried out. The first
step is labeling dataset from training database. The first task is labeling data using the Labellmg
program, as shown Figure 4. The labeling categories used in this paper are flame, smoke, Grinder,
Welding, and human. The result of labeling data is stored in an .xml file that contains the object type
name and the four-point coordinates of the object area.

The second step is training process with labeled images. In the training process, the input image
is a JPEG or PNG file. The .xml file should be converted to the learning data format of the Tensorflow.
Since the meta data and labels of these images are stored in a separate file and must be read separately
from the meta data and label file, the code becomes complicated when reading the training data.
Additionally, performance degradation can occur if the image is read in JPEG or PNG format and
decoded each time. However, the TFRecord file format avoids the above performance degradation and
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makes it easier to develop. The TFRecord file format stores the height and width of the image, the file
name, the encoding format, the image binary, and the rectangle coordinate of the object in the image.
Through this process, the entire training data is classified and stored as 70% training data and 30%
validation data. We used the FASTER-CNN ResNet (Deep Residual Network) as the primary model
for training, and it is characterized by the smallest number of objects and the highest detection rate.
The fire images used in the training consisted of 21,230 pieces.

Finally, we extracted the training model. The learning process stores a check pointer that represents
the learning result for the predetermined pointer. Each check pointer has meta information about
the Tensorflow model file format and can be learned again. However, because there is a lot of
unnecessary information in the “.meta” file, the .meta file needs to be improved to use the actual
model. Finally, a “.pb” file is generated that combines the weights except for the unnecessary data in
the “.meta” file.

In this paper, we used factory recorded video images, mobile camera, Raspberry pi camera, and
general camera as the experimental data. Figure 7 shows an example of continuous frames of video
used in the experiment. Fire detection experiment was performed using “.pb” file based on Fater
R-CNN model. Figure 8 shows fire and smoke detection results included true positive and false
positive using general deep learning.

Figure 8. The experimental results using the Faster R-CNN: (a) the results of true positive, (b) the results
of false positive (similar shape and color and reflection of sun and light), (c) the results of false positive
(moving objects and similar color).
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Figure 8a shows the result of the experiment to detect fire and smoke using various videos.
The detection threshold of Faster R-CNN was 30% or higher. Figure 8b,c shows the result of false
positive detection by applying deep learning training results. Although false positives have appeared
in many places, there are two types of false positives. First, smoke or flame is detected by reflection of
sunlight. Second, facilities inside and outside the factory show similar shapes and colors like smoke
and fire. Third, when objects are moving around, deep learning system recognize them as fire flame or
smoke for the similar shape of trained fire flame and smoke, as shown in Figure 8c. Table 1 shows the
fire and smoke detection results for several videos.

Table 1. The results of video test using general Faster R-CNN (frame).

Videos Ground Truth True Positive True Negative False Positive
Video 1 (F/S) 85 85 0 0
Video 2 (F/S) 102 102 0 0
Video 3 (F/S) 890 890 0 890
Video 4 (F/S) 1159 1159 0 0
Video 5 (F/S) 1477 1477 0 0
Video 6 (F/S) 1112 1112 0 0
Video 7 (E/S) 544 544 0 7
Video 8 (E/S) 1940 1940 0 0

Video 9 (NON) 12112 0 11984 128
Video 10 (NON) 15015 0 15009 6
Video 11 (NON) 6745 0 6639 106
Video 12 (NON) 14949 0 14943 6
Video 13 (NON) 14891 0 14875 16
Video 14 (NON) 14975 0 14965 10
Video 15 (NON) 4402 0 4387 15
Video 16 (NON) 13454 0 13448 6

Videos 1 to 8 contain smoke and fire flame and Videos 9 to 16 contain non-fire (factory and office)
scenes. Video 3, Video 7, and non-fire Video included a number of false positive frames. Especially,
Video 3 showed the same number of true positive frames and false positives. It means that each frame
has False Positive object in the images. In Table 1, Ground Truth represents the total number of frames
in the video, True Positive (TP) indicates when a fire flame and smoke is detected as fire flame and
smoke. True Negative (TN) indicates that non-fire objects are not detected as fire flame and smoke.
False Positive (FP) is a case where non-fire objects are detected as a fire. NON signifies a non-fire video
and F/S signifies a fire flame and smoke video. In Table 1, F/S means including fire and smoke frames
and NON means without fire and smoke frames.

In the case of Videos, they is not generated in a continuous frame. Since the video is 30 fps, it can
be sufficiently compensated. However, in the case of Video 3, Video 7, and non-fire video, the alarm
continues to ring and the stress of the worker becomes higher. In order to reduce false positives
generated in False Positive Videos, we use the following characteristics. The first is a global check.
We checked the motion characteristics before performing deep learning using mean square error (8)
and three frame differences (9) [55]. Since there is motion when a fire occurs, if a block of moving
pixels is generated, it is registered as a fire candidate state. If the fire candidate frame status is True, a
deep learning process is performed, as shown Figure 1.

Sk = SSIM(fy f;), My = MSE(fy ;) A = diff(fs £} ©)
Fsg = { (1) Zfs eSk < thl, My < th2, Ay < th3 10)

where FSG is global decision parameter.
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The second is a local check for the detected area (bounding box) by deep learning. If there is a
trained class in the input frame image, a bounding box is created and stored as a local area of interest.
The next step is to verify the local area of interest again. In this paper, we determine the final fire
region using the color histogram H, SSIM index, and mean square error (MSE), coefficient variant,
and wavelet transform with other frames as the following equation:

0 else
WE; = \FWV2 + C_R_HH? X (R_Hayum + Y _Hsum)
FWV = v/C_R_HH2 X CV + C_Y_HH?xCV

F { 1 if My < fthl, A, < fth2, He r < fth3, WE < fthd
L=

an

where k means frames, from fth1 to fth4 are threshold value by experiment. C_R_HH and C_Y_HH is
the wavelet transform coefficient HH for RGB and YCbCr color. Moreover, R_Hg,;; and C_Hg,;;, are the
result of R color and Y color histogram for the local region. We compared the local region (bounding
box area) of interest using the three frame difference algorithm (first, middle, and last frames) from the
stored 10 frame images.

The final smoke region, in common with fire detection, we also adapted same sequence as the
following equation:

Sp =

{ 1 if My > sthl, Ay > sth2, Heyy > sth3, WEg < sthd 12)

0 else

This paper added the following conditions to remove false positives:

SD1 = C_Y_HH? xFWV
SD2 = SD1 X FWV
SD3 = {(CVs + CVF)/2} x SD2
SD4 = CVgxC_Y_HL_LH (13)
C_Y_HL_LH = \/ C_Y_HI2XFWV + C_Y_LH? X FWV
Sep = { 1 i]lf SD1 > sth5, SD2 > sth6, SD3 > sth7, SD4 < sth8
0 else

where CVS and CVF are the coefficient variance of local smoke and fire region, respectively. In this
paper, it is regarded as a fire if FD is satisfied as shown in the following equation:

1 ifFL>0,SL>0,F5D>O

FSg = 14
¢ { 0 else (14)

We described the result of the experiment applying the proposed algorithms in Table 2.

Table 2 shows the experimental results using the proposed algorithm. In the Videos, the false
positive rate dropped to 0% and the fire detection of Video 1 to Video 6 persisted. Even though
the Video 3 and Video 4 missed a few fire images, it has no problem because it is not continuously
generated and the alarm system has no problem sending a warning signal to operator if it misses one
or two frames. As shown in Table 2, the proposed algorithm using color histogram, wavelet transform,
and coefficient variant was able to eliminate false positives (similar shape and color objects, sun and
light reflection, moving objects, etc.) shown in Figure 8b,c. The results of the proposed algorithm using
color histogram performance, high frequency components of wavelet transform, which is background
discrimination of smoke and fire flame, and coefficient variant coefficients showed higher ratio of false
alarm removal than the traditional deep learning method. However, in the case of Video 7 and Video 8,
we must seriously consider the case of the missing frames. Additionally, we tested other factory and
office videos. It also marked zero false positive rate for the proposed method. The false positive rate
for the additional 16 videos was 99%, and the image examples used in the video experiment are shown
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in Figure 9. Figure 9a is office and factory videos and Figure 9b is fire and smoke videos. Since this
involves a lot of movement, it is likely that it has affected the frames missing in Video 7 and Video 8.

Table 2. The results of video test using proposed algorithm.

Videos Ground Truth True Positive True Negative False Positive
Video 1 (F/M) 85 85 0 0
Video 2 (F/M) 102 102 0 0
Video 3 (F/M) 890 888 0 0
Video 4 (F/M) 1159 1158 0 0
Video 5 (F/M) 1477 1477 0 0
Video 6 (F/M) 1112 1112 0 0
Video 7 (F/M) 544 502 0 0
Video 8 (F/M) 1040 949 0 0

Video 9 (NON) 12112 0 12112 0
Video 10 (NON) 15015 0 15015 0
Video 11 (NON) 6745 0 6745 0
Video 12 (NON) 14949 0 14949 0
Video 13 (NON) 14891 0 14891 0
Video 14 (NON) 14975 0 14975 0
Video 15 (NON) 4402 0 4402 0
Video 16 (NON) 13454 0 13454 0

b

Figure 9. Experimental videos for proposed algorithm test: (a) factory and office videos and (b) fire
and smoke videos.

5. Conclusions

Fires resulting from small sparks can cause terrible natural disasters that can lead to both economic
losses and the loss of human lives. In this paper, we describe a new fire flame and smoke detection
method to remove false positive detection using spatial and temporal features based on deep learning
from surveillance cameras. In general, a deep learning method using the shape of an object frequently
generate false positives, where general object is detected as the fire or smoke. To solve this problem,
first, we used motion detection using the three frame difference algorithm as the global information.
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We then applied the frame similarity using SSIM and MSE. Second, we adapted the Faster R-CNN
algorithm to find smoke and fire candidate region for the detected frame. Third, we determined the
final fire flame and smoke area using the spatial and temporal features; wavelet transform, coefficient
of variation, color histogram, frame similarity, and MSE for the candidate region. Experiments have
shown that the probability of false positives in the proposed algorithm is significantly lower than that
of conventional deep learning method.

For future work, it is necessary to study the analysis for the moving videos and the experiment
using the correlation of the frame and the deep learning model to further reduce false positives and
missing fire and smoke frames.
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Abstract: While whale cataloging provides the opportunity to demonstrate the potential of bio
preservation as sustainable development, it is essential to have automatic identification models.
This paper presents a study and implementation of a convolutional neural network to identify and
recognize humpback whale specimens by processing their tails patterns. This work collects datasets of
composed images of whale tails, then trains a neural network by analyzing and pre-processing images
with TensorFlow and Keras frameworks. This paper focuses on an identification problem, that is, since
it is an identification challenge, each whale is a separate class and whales were photographed multiple
times and one attempts to identify a whale class in the testing set. Other possible alternatives with
lower cost are also introduced and are the subject of discussion in this paper. This paper reports about
a network that is not necessarily the best one in terms of accuracy, but this work tries to minimize
resources using an image downsampling and a small architecture, interesting for embedded system.

Keywords: convolutional neural networks; pattern recognition; machine learning

1. Introduction

Humpback whales have patterns of black and white pigmentation and scars on the underside of
their tails that are unique to each whale, just as fingerprints are to humans. Researchers document
the marks or flukes on the right and left lobes of the tail and rate the percentage of dark vs. light skin
pigmentation in a range (0-100, 0-100) (100 percent white to 100 percent black).

While whale cataloging provides the opportunity to demonstrate the potential of bio preservation
as sustainable development, and at the same time honoring the principles of conservation, it is essential
to have automatic identification models.

For scientific purposes, each humpback whale sighted in the North Atlantic is assigned to a
catalog number. The unique scarring and shading patterns also provide the inspiration for common
names. For Gulf of Maine humpbacks, researchers and naturalists work together each year to name
new adult whales and young animals sighted in a second year. New calves are not named because
their coloring and scarring often dramatically change during that first year.

Information collected for humpbacks in the sanctuary constitutes the longest and most detailed
data set for baleen whales in the world. Photographs in the Gulf of Maine Humpback Whale Catalog,
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maintained by the Provincetown Center for Coastal Studies, and the North Atlantic Humpback Whale
Catalog, maintained by the College of the Atlantic in Maine, allow scientists and naturalists to identify
and monitor individual animals and gather valuable information about population sizes, migration,
health, sexual maturity and behavior patterns. Photographing individual whales and their calves
each year helps to identify family relationships. Four generations of humpback whales have been
documented in certain maternal lines or matrilines.

The computing performance of Artificial Intelligence has increased remarkably in recent years.
While it has been available to more and more people at the same time, its technological and
social impact will grow exponentially. This fact has included Artificial Intelligence in almost any
field of Information Technology, with massive companies such as Google, Facebook, Amazon or
Microsoft that offer services, solutions and tools based on Artificial Intelligence such as: Video Games,
Virtual Assistants and Financial Services.

One of the main areas that has the most development is the field of image/pattern recognition.
This is mainly due to the utility and social precision (compared to the human eye) offered by this
field. This type of technology is used in a wide range of systems, from surveillance tools and facial
recognition to medical applications such as the early identification of tumors.

Their potential and social involvement is so high that their development must be deeply linked to
ethical responsibility. It is notable that Artificial Intelligence and field recognition are not subject to
controversy, as long as they receive criticism due to abusive practices or lack of ethics/privacy.

From the first years of Information Technology, the possibility that the machines were able to
think has been really attractive and has reached the minds of several writers and artists along with
history. They imagined androids that were absolutely indistinguishable from humans and artificial
intelligence with capabilities that the human mind is incapable of understanding, among many others.
However, to understand the feasibility of these examples, it is necessary to understand what Artificial
Intelligence is and how it works.

The term Artificial Intelligence has been raised historically from different points of view: the ability
to think or the ability to intelligently act [1]. On the one hand, the first focuses on the approach of a
human idea of intelligence, in which machines think and are rational. On the other hand, the second
approach is based not so much on the process as on the result, considering the Artificial Intelligence to
the ability to act and emulate what would be the result of a strictly rational action. A fundamental part
of intelligence lies in learning, a process through which, through information, study and experience,
a certain amount of training is achieved. That is why the need arises within the framework of Artificial
Intelligence to adequately equip the knowledge systems.

With this objective, automatic learning or automatic learning was born, which, thanks to data
processing, seeks to identify common patterns that allow the elaboration of increasingly precise
and improved predictions. However, these algorithms have historically required complex statistical
knowledge. Following the evolution of machine learning, recent years have seen the birth of a
new concept, known as deep learning. Unlike machine learning, deep learning understands the
world as a hierarchy of concepts [2], diluting the information in different layers through the use of
modules, which transform their representation into a higher and more abstract level. This allows the
amplification of the relevant information and eliminates the superfluous one [3].

2. Convolutional Neural Networks

Artificial neural networks or neural networks are mathematical models that try to emulate the
natural behavior of biological neural networks. In these models, a network of logical units or neurons
interconnected with each other is established. With this connection, they can process the received
information and issue a result to the next layer determined by an activation function that takes into
account the weight of each input, see Figure 1b. This behavior adds more importance to specific
incoming connections.
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Figure 1. Illustration of an artificial neuron and a simple neural network with 2 hidden layers.

In practice, there could be many layers and many neurons per layer. Note that the output of a
neuron depends on a non-linear combination of the inputs, provided f(x) is a non-linear function.
(a) Artificial neuron. (b) Multilayer perceptron.

In this model, output obtained in neuron y (Figure 1a) is given by Equation (1), where ¥ =
{x1,+-+,xn} represents the input data, @ = {wy, - - - ,wy } is the weight matrix and b is the so-called
the bias term. i

y=f()_ wix;i+b) )
i=1

During the training phase of a neural network the weight and bias parameters are readjusted in
order to adapt the model to a specific task and improve the predictions. The activation function f will
be selected according to the problem to solve (a sigmoid or hyperbolic function).

Multilayer neural networks organize and group artificial neurons into levels or layers. These have
an input layer and an output layer and might have a variable number of hidden layers between them.

The input layer is formed by neurons that introduce the information into the network, but they
do not produce processing, so they only act as a receiver and propagator. The hidden layers are
formed by those neurons where both the entrance and the exit connect with other layers of neurons.
The output layer is the last level of the network and produces a set of results out of it. The connections
of the multilayer neural networks usually move forward, connecting the neurons with their next layer.
They are called feed forward networks.

Convolutional neural networks (ConvNet or CNNSs) [4,5] are a class of multilayer feed forward
neural networks specially designed for the recognition and classification of images. Classification is
simply a more general term than pattern recognition. In both cases, you have a set of classes K and a
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collection of observations, where each observation is represented by a set of features. The problem is
to find a mapping of features to a member of K such that you minimize some measure/estimate of
out-of-sample classification error. In pattern recognition, you are simply using a very complex/large
feature space. For example, facial recognition will have an input space equal to the number of pixels in
the image (this is no different than classifying a loan application as high or low risk based on several
measures of creditworthiness).

Computers perceive images in different ways to humans, as long as for these an image consists of
a two-dimensional vector with the values relative to the pixels (Figure 2). They have got a channel for
greyscale images or three of them for color (RGB).

182 179 79 --- 102 101 104
202 202 195 - -- 95 99 102
172 175 179 --- 114 118 122
64 64 179 .- 95 100 126
64 64 64 .- 30 81 114
68 72 68 --- 135 106 151

Figure 2. Whale tail image vector. Left image is the picture taken and right one is the coded image
using a matrix of real values € [0,255], where 0 means a white pixel and 255 a black one.

Convolutional networks follow a certain structure, with three main types of layers: Convolutional
layer, pooling layer and fully-connected layer, see Figure 3. A series of alternate conversions and
subsamples or reductions are made, until finally through a series of completely connected layers
(multilayer perception) the desired output is obtained, equivalent to the number of classes.

C3: . maps 16@10x10

C1: feature maps S4: f. maps 16@5x5
INPUT 6@26x28 ps 16@

32x32

S2: f. maps
6@14x14

Full conAection ‘ Gaussian connections
Subsampling Convolutions ~ Subsampling Full connection

Convolutions

Figure 3. A classic convolutional neural network (CNN) model: LeNet-5 architecture (original image
published by LeCun Y. et al. [6]). It consists of two sets of convolutional and average pooling
layers, followed by a flattening convolutional layer, then two fully-connected layers and finally a
softmax classifier.

The convolution makes a series of products and sums between the starting matrix and a kernel
matrix or filter of size n. On the other hand, the sub-sampling reduces the dimension of the input
matrix by dividing it into sub-regions and allowing the generalization of the characteristics (Figure 4).

There are different architectures that are currently considered as the state of the art, such as
AlexNet, Inception or VGGNet, highlighting residual neural networks or ResNet [7] among them.
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Figure 4. Matrix operators in convolutional neural networks. Convolution involves a sum of element
by element multiplication, which in turn is the same as a dot product on multidimensional matrices
which machine learning researchers call tensors. (a) Convolution. (b) Max Pooling.

2.1. Evolution of Convolutional Networks: ResNet, AlexNet, VGGNet, Inception

The task of training the whole network from the scratch can be carried out using a large dataset
like ImageNet using convolutional neural networks (CNN). The reason behind this is, sharing of
parameters between the neurons and sparse connections in convolutional layers. It can be seen in
Figure 3. In the convolution operation, the neurons in one layer are only locally connected to the input
neurons and the set of parameters are shared across the 2-D feature map.

Most CNNs have huge memory and computation requirements, especially while training. Hence,
this becomes an important concern. Similarly, the size of the final trained model becomes important
to consider if you are looking to deploy a model to run locally on mobile. As you can guess, it takes
a more computationally intensive network to produce more accuracy. Therefore, there is always a
trade-off between accuracy and computation.

Apart from these, there are many other factors like ease of training, the ability of a network to
generalize well, etc. There are other architectures that are the most popular ones and are presented
in the order that they were published and they also had increasingly better accuracy from the earlier
ones, see Table 1.

e  AlexNet [8]: This architecture was one of the first deep networks to push ImageNet Classification
accuracy by a significant stride in comparison to traditional methodologies. It is composed of
5 convolutional layers followed by 3 fully connected layers, as depicted in Figure 1. AlexNet,
proposed by Alex Krizhevsky, uses Rectified Linear Unit (ReLu) for the non-linear part, instead of
a Tanh or Sigmoid function which was the earlier standard for traditional neural networks.
The advantage of the ReLu over sigmoid is that it trains much faster than the latter because the
derivative of sigmoid becomes very small in the saturating region and therefore the updates to the
weights almost vanish. This is called vanishing gradient problem. In the network, ReLu layer is
put after each and every convolutional and fully-connected layer (FC). Another problem that this
architecture solved was reducing the over-fitting by using a Dropout layer after every FC layer.
Dropout layer has a probability associated with it and is applied at every neuron of the response
map separately. It randomly switches off the activation with the probability. The idea behind the
dropout is similar to the model ensembles. Due to the dropout layer, different sets of neurons
which are switched off, represent a different architecture and all these different architectures are
trained in parallel with weight given to each subset and the summation of weights being one.
For n neurons attached to DropOut, the number of subset architectures formed is 2". It amounts
to prediction being averaged over these ensembles of models. This provides a structured model
regularization which helps in avoiding the over-fitting. Another view of DropOut being helpful is
that since neurons are randomly chosen, they tend to avoid developing co-adaptations among
themselves thereby enabling them to develop meaningful features, independent of others.

e  VGGI16 [9]: This architecture is from VGG group, Oxford. It was an improvement over AlexNet
by replacing large kernel-sized filters (11 and 5 in the first and second convolutional layer,
respectively) with multiple 3 x 3 kernel-sized filters one after another. With a given receptive field
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(the effective area size of input image on which output depends), multiple stacked smaller size
kernel is better than the one with a larger size kernel because multiple non-linear layers increases
the depth of the network which enables it to learn more complex features, and that too at a lower
cost. For example, three 3 x 3 filters on top of each other with stride 1 ha, a receptive size of 7,
but the number of parameters involved is 3(9C?) in comparison to 49C? parameters of kernels
with a size of 7. Here, it is assumed that the number of input and output channel of layers is C.
In addition, 3 x 3 kernels help in retaining finer level properties of the image.

e GoogLeNet/Inception [9]: While VGG achieves a phenomenal accuracy on ImageNet dataset,
its deployment on even the most modest sized GPUs is a problem because of huge computational
requirements, both in terms of memory and time. It becomes inefficient due to large width
of convolutional layers. In a convolutional operation at one location, every output channel
is connected to every input channel, and so we call it a dense connection architecture.
The GoogLeNet builds on the idea that most of the activations in a deep network are either
unnecessary (value of zero) or redundant because of correlations between them. Therefore the
most efficient architecture of a deep network will have a sparse connection between the
activations. There are techniques to prune out such connections which would result in a sparse
weight/connection. Kernels for sparse matrix multiplication are not optimized in BLAS or CuBlas
(CUDA for GPU) packages which render them to be even slower than their dense counterparts.
Therefore, GoogLeNet devised a module called inception module that approximates a sparse
CNN with a normal dense construction. Since only a small number of neurons are effective,
the width/number of the convolutional filters of a particular kernel size is kept small. In addition,
it uses convolutions of different sizes to capture details at varied scales. Another salient point
about the module is that it has a so-called bottleneck layer. It helps in the massive reduction of the
computation requirement.

e  ResNet [9]: According to the evolution of CNN, increasing the depth should increase the accuracy
of the network, as long as over-fitting is taken care of. The problem with increased depth is the
signal required to change the weights, which arises from the end of the network by comparing
ground-truth and prediction becomes very small at the earlier layers, because of increased depth.
It essentially means that earlier layers are almost negligibly learned. This is called vanishing
gradient. The second problem with training the deeper networks is performing the optimization
on huge parameter space and therefore naively adding the layers leading to higher training error.
Residual networks allow training of such deep networks by constructing the network through
modules called residual models as shown in the figure. This is called degradation problem.
The architecture is similar to the VGGNet consisting mostly of 3 x 3 filters. From the VGGNet,
a shortcut connection as described above is inserted to form a residual network. This can be seen
in the figure which shows a small snippet of earlier layer synthesis from VGG-19.

Table 1. Convolutional neural networks architectures evolution (The top-1 accuracy rate is the ratio
of images whose ground truth category is exactly the prediction category with maximum probability,
while the top-5 accuracy rate indicates the ratio of images whose ground-truth category is within the
top-5 prediction categories sorted by the probabilities, accuracy is obtained using ImageNet dataset).

Architecture  Top-1 Accuracy Top-5 Accuracy  Year

Alexnet 57.1 80.2 2012
Inception-V1 69.8 89.3 2013
VGG 70.5 91.2 2013
Resnet-50 752 93 2015
Inception-V3 78.8 94.4 2016
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2.2. Programming Language

Among the most popular programming languages in the field of machine learning, two of them
stand out: Python and R, being the latter largely oriented towards statistical analysis. In terms of deep
learning, the clear dominator is Python, thanks in part to the large number of libraries and frameworks
developed for this language, such as PyTorch, Caffe, Theano, TensorFlow or Keras. That is why Python
has been chosen in its version 3.6. In addition, different libraries implemented for this language will be
used to facilitate the development process. Some of the most relevant packages are the following:

e  NumPy, focused on the scientific computation, provides vectors or arrays as well as powerful
mathematical tools on them. Pandas for the analysis of data, mainly the reading process of the
different CSV files needed. Pandas allows quick access to the data, as well as a powerful treatment
of it.

e  Scikit-learn, a machine learning library, with powerful statistical tools that will be used mainly
during the pre-processing of the data, prior to the implementation of the neural network.

e  Python Imaging Library (PIL) used for reading and converting images. In the development phase,
although eliminated in the final version, the Matplotlib library has been used in order to create
the needed graphs. More specifically, it has been used only for visualization and to obtain the
images, both original and processed, during the elaboration of this document. Therefore, it lacks
relevance and usefulness in the final versions.

e  Developed by Google in order to meet their needs along the machine learning environment,
TensorFlow is a library for numerical calculations that mainly uses data flow diagrams. Published
under a license of open code in 2015, it has since become one of the most popular benchmarks in
the development of deep learning systems and neural networks.

e  Born with flexibility and usability in mind, Keras is a library for high level neural networks that
was developed for Python. One of the biggest advantages when it comes to Keras usage is that it
seeks to greatly simplify the development-related tasks. It is possible to run it with libraries such
as TensorFlow, Theano or CNTK as a backend, understanding each other as an interface rather
than as a framework. In 2017, Keras was integrated into the source code of TensorFlow allowing
its development with a higher level of abstraction. Deep learning and its development have been
greatly facilitated by the use of Graphics Processing Unit (GPUs). The high number of calculations
that are carried out and their high complexity, especially during the training of a neural network,
make high-performance hardware an actual need. GPUs come into play in this current scenario,
as long as its usage in the training of neural networks allows to reduce considerably the time
taken, compared to the exclusive use of CPUs. This is due to its high number of cores that allow
parallel processing.

e  ¢DIA parallel calculus architecture, next to cuDNN, its library for deep neural networks, allows the
use of GPUs in TensorFlow.

The performance of the application can vary considerably depending on the available
specifications, being critical in the final results and, especially, in the total execution time.

The system used has an Intel Core i7-8700 6-core processor with a base frequency of 3.2 GHz up to
4.6 GHz and 16 GB of DDR4 RAM. It also has a NVIDIA GeForce GTX 1060 graphics card with 3 GB of
VDR DDR5 memory with a total of 1152 CUDA cores. This hardware is able to perform the training of
the neural network and the processing of images in a comfortable way, however different approaches
to the problem would require more memory allocated in the GPU. Please note that all code, datasets
and samples are available at https://github.com /javiermzll/ CCN-Whale-Recognition.

3. State-of-the-Art in Kaggle Competition: Humpback Whale Identification Methods

After centuries of intense whaling, recovering whale populations still have a hard time adapting
to warming oceans and struggle to compete every day with the industrial fishing industry for food.
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To aid whale conservation efforts, scientists use photo surveillance systems to monitor ocean activity.
They use the shape of whales’ tails and unique markings found in footage to identify what species of
whale they are analyzing and meticulously log whale pod dynamics and movements. For the past
40 years, most of this work has been done manually by individual scientists, leaving a huge trove of
data untapped and underutilized.

”In this competition, you're challenged to build an algorithm to identify individual whales
in images. You will analyze Happywhale’s database and Gulf of Maine Humpback Whale
Catalog of over 25,000 images, gathered from research institutions and public contributors.
By contributing, you will help to open rich fields of understanding for marine mammal
population dynamics around the globe. Note, this competition is similar in nature to this
competition with an expanded and updated dataset. We’d like to thank Happywhale and
Gulf of Maine Humpback Whale Catalog for providing this data and problem. Happywhale
is a platform that uses image process algorithms to let anyone to submit their whale photo
and have it automatically identified.”

Next, find a brief state-of-the-art of more interesting and catchy methods used by other researchers

in terms of accuracy, see Table 2 for a quick overview.

SIFT-Based [10]. This is one of the most beautiful and, at the same time, unusual. David, now a
Kaggle Grandmaster (Rank 12), was 4th on the Private LeaderBoard and shared his solution as a
post on Kaggle Discussions forum. He worked with full-resolution images and used traditional
key point matching techniques, utilizing SIFT and ROOTSIFT. In order to deal with false positives,
David trained a U-Net to segment the whale from the background. Interestingly, he used smart
post-processing to give classes with only one training example more chance to be in the TOP-1
prediction. The takeaway is that we should never be blinded by the power of deep learning and
underestimate the abilities of traditional methods.

Pure Classification [11,12]. The team Pure Magic thanks radek (7th place), consisting of Dmytro
Mishkin, Anastasiia Mishchuk and Igor Krashenyi, pursued approach that was a combination
of metric learning (triplet loss) and classification, as Dmytro described in his post. They tried
Center Loss to reduce overfitting when training classification models for a long time, along with
temperature scaling before applying softmax. Among the numerous backbone architectures
that were used, the best one was SE-ResNeXt-50, which was able to reach 0.955 LeaderBoard.
Their solution is way more diverse than that, and I highly suggest you to refer to the original post.
CosFace, ArcFace [13]. As it was mentioned in the post by Ivan Sosin (his team BratanNet was
9th in this competition), they used CosFace and ArcFace approaches. From the original post:
Among others Cosface and Arcface stand out as newly discovered state-of-the-art (SOTA) for face
recognition task. The main idea is to bring examples of the same class close to each other in cosine
similarity space and to pull apart distinct classes. Training with cosface or arcface generally is
classification, so the final loss was CrossEntropy. When using larger backbones like InceptionV3
or SE-ResNeXt-50, they noticed overfitting, so they switched to lighter networks like ResNet-34,
BN-Inception and DenseNet-121.The team also used carefully selected augmentations and
numerous network modification techniques like CoordConv and GapNet. What was particularly
interesting in their approach is the way they dealt with new whales. From the original post:
Starting from the beginning we realized that it is essential to do something with new whales
in order to incorporate them into the training process. Simple solution was to assign each new
whale a probability of each class equal to 1/5004. With the help of weighted sampling technique
it gave us some boost. Then we realized that we could use softmax predictions for new whales
derived from the trained ensemble. Therefore, we came up with distillation. We choose distillation
instead of pseudo labels, because new whale is considered to have different labels from the train
labels. Though it might not really be true. To further boost the model capability we added
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test images with pseudo labels into the train dataset. Eventually, our single model could hit
0.958 with snapshot ensembling. Unfortunately, ensembling trained this way did not give any
score improvement.

e Siamese Networks [14]. One of the first architecture was a siamese network with numerous
branch architectures and custom loss, which consisted of a number of convolutional and dense
layers. The branch architectures that were used included ResNet-18, ResNet-34, Resnet-50 and
SE-ResNeXt-50. A progressive learning was used, with the resolution strategy 229 x 229 —
384 x 384 — 512 x 512. That is, first the network is trained on 229 x 229 images with little
regularization and larger learning rate. After convergence, the net resets the learning rate
and increased regularization, consequently training the network again on images of higher
resolution. The models were optimized using Adam optimizer with an initial learning rate of 17%,
reducing 5 times on plateau. The best-performing single model with ResNet-50 scored 0.929.

e  Metric Learning [15]. Another approach that was used was metric learning with Margin
Loss. Numerous ImageNet-pretrained backbone architectures were used, which included:
ResNet-50, ResNet-101, ResNet-152, DenseNet-121 and DenseNet-169. The networks were trained
progressively mostly using 448 x 448 — 672 x 672 strategy. Adam optimizer is used, decreasing
the learning rate 10 times after 100 epochs. We also used a batch size of 96 for the whole training.
The most interesting part is a 2% boost right away. It is a metric learning method that was
developed by Sanakoyeu, Tschernezki, et al. [16]. What it does is every n epochs it splits the
training data as well as the embedding layer into k clusters. After setting up the bijection between
the training chunks and the learners, the model trains them separately while accumulating the
gradients for the branch network. As a result of the huge class imbalance, heavy augmentations
were used, which included random flips, rotate, zoom, blur, lighting, contrast and saturation
change. During inference, dot products between the query feature vector and the train gallery
feature vectors were calculated and a class with the highest dot product value was selected as
the TOP-1 prediction. It is noteworthy to mention that the best-performing single model with a
DenseNet-169 backbone scored 0.931.

e C(lassification on Features [17]. It trains the classification model using the features extracted
from all previous models and concatenated together (after applying PCA). The head for the
classification consisted of two dense layers with dropout in between. The model trained very
quickly because precomputed features were used. This approach allowed to get a 0.924 score and
brought even more diversity in the overall ensemble.

e  New Whale Classification. One of the most complicated parts of this competition was to correctly
classify the new whales (as about 30% of all images belonged to the new_whale class). The popular
strategy to deal with this was to use a simple threshold. That is, if the maximum probability
that the given image X belongs to some known whale class is smaller than the threshold, it was
classified as the new_whale. For each best-performing model and ensemble, its TOP-4 predictions
are taken, sorted in descending order. Then, for every other model, probabilities for the selected
4 classes are used. The goal was to predict whether the whale is new or not based on these features.
A combination of LogRegression, Support Vector Machines (SVM), several k-NN models and
LightGBM is used. The combination of all scores is 0.9655.

This paper reports about a network that is not necessarily the best competitor in Kaggle challenge,
but this work tries to minimize resources using an image downsampling and a small architecture,
interesting for embedded systems, see accuracy results in Table 2.
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Table 2. State-of-the-art of Kaggle competition models vs. proposed model. Note that Kaggle
submissions are evaluated according to the Mean Average Precision @ 5 (MAP@5). Proposed method
uses a straight forward convolutional neural network, main advantages are the low resources needed
and fast training process to be embedded in a small computing device. The method is not the best one
but it has a good accuracy.

Method Score/Accuracy
SIFT-Based 0.967
New Whale Classification 0.965
Pure Classification 0.955
CosFace, ArcFace 0.958
Metric Learning 0.931
Siamese Networks 0.929
Classification on Features 0.924
Proposed method 0.785

4. Design

Over the last five years, convolutional neural nets have offered more accurate solutions to many
problems in computer vision, and these solutions have surpassed a threshold of acceptability for many
applications. Convolutional neural networks have supplanted other approaches to solving problems
in these areas, and enabled many new applications. While the design of convolutional neural nets is
still something of an art form, in our work we have try to minimize the storage amount for CNN model
parameters and processor load using an image downsampling and a small architecture, interesting for
embedded systems, such as: cameras mounted on the ship, single board computers, etc. in order to
classify images online.

4.1. Dataset

The key aspect to face the construction of a neural network is the study and analysis of the dataset
on which it is intended to work. The dataset is constituted by a set of images of humpback whales,
more specifically their tails, see Figure 5.

(a) (b) (o) (d)
Figure 5. Humpback whale tail images in the dataset. (a) 1a36b244. (b) 1c5d333f. (c) lefa630a.
(d) 2¢77045a.

As the images show, the tails present different characteristics. The most notable difference a
priori is the variation of color between them, which can be presented both in greyscale or in color.
The contrast of resolutions, or the presence of elements external to the whale itself, such as annotations,
is also a relevant aspect.

There are approximately 25,000 images divided into two sets, one training 9851 images while the
other one evaluates 15,600 images. This distribution hinders the subsequent training of the network
since the size of the training set is notably smaller to its homologous. Alongside the images, the training
set provides a CSV file that collects the labels of each image, check Table 3. Our neural network will
deal with the following problem: Identify humpback whale specimens and if there is no record of
it, catalogue it as a new whale with the label new_whale, counting in total with 4251 different classes
or individuals. This paper focuses on an identification problem, that is, since it is an identification
challenge, each whale is a separate class and whales were photographed multiple times and one
attempts to identify a whale class in the testing set.
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Table 3. Header of the training file.

Image Id

0 00022elajpg w_d15442c
1 000466c4.jpg  w_1287fbc
2 00087b01.jpg w_da2efe0d
3
4

001296d5.jpg ~ w_19e5482
0014cfdfjpg  w_f22f3e3

Data training samples is the focus of every CNN algorithm whether the training process can
achieve effective convergence or whether it will produce overfitting. In this study, the discussion on
setting the number of training samples is quite meaningful.

The origin of the 1000-image magic number comes from the original ImageNet classification
challenge, where the dataset had 1000 categories, each with a bit less than 1000 images for each class.
This was good enough to train the early generations of image classifiers like AlexNet, and so proves
that around 1000 images is enough. It seems to get trickier to train a model from scratch in some
cases until you get into the low hundreds. The biggest exception is when a transfer learning on an
already-trained model is used. It is using a network that has already seen a lot of images and learned
to distinguish between the classes, therefore it could usually teach it new classes in the same domain
with as few as ten or twenty examples.

What does in the same domain mean? It is a lot easier to teach a network that has been trained on
phot