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Preface to ”Coastal Dynamic and Evolution”

Coastal areas and related landscapes have immense natural and environmental value.

They represent ideal habitats for many plant and animal species, hence presenting high biodiversity

and receiving extensive ecological interest. Furthermore, coastal areas and, in particular, lowland

and coastal plains have always been preferred locations for human establishment, as they provide

resources, assets and opportunities for commercial and economic activities and marine transport.

Because of this intense and often uncontrolled urbanization, coastal areas are extremely vulnerable to

direct and indirect impacts of human activities, primarily due to the high exploitation of resources and

the need to protect economic interests and infrastructures. Moreover, coasts are extremely exposed

to the impacts of meteorological and marine events that can cause significant socio-economic and

environmental damages. In addition, coasts, with particular reference to topographically low areas

that are very populated (around 10 percent of the world’s population lives in areas that are less

than 10 m above sea level), are currently considered hotspots of vulnerability to ongoing climate

change, in terms of both increases in the frequency and intensity of extreme weather-related events

and sea-level rise. For this reason, the proper management of coastal areas, which must take into

account both the current dynamics and the anticipated geomorphological changes in response to

global changes, is essential to ensure the short- and long-term maintenance of all ecosystem functions

and services that are provided by coastal areas and related habitats.

Sustainable and integrated coastal management has now become such a high-priority objective

at the international level that the most recent regulations and legislative indications foresee the

adoption of specific actions aimed at reducing coastal risks and the implementation of tailored

strategies to adapt to expected climate scenarios. These objectives cannot be separated from an

in-depth knowledge of the dynamics that affect coastal sectors and constant monitoring of their state

of conservation. For this reason, the main aim of this Special Issue was to collect studies that provide

new views on coastal phenomena and processes in different coastal contexts by using different

methodologies and approaches. The motivation to publish a volume on coastal dynamics stems from

the desire to contribute to the dissemination of knowledge about one of the most complex and delicate

environments that characterize our planet. Hopefully, the scientific collection presented herein can

be of interest to different types of professionals involved in coastal studies and management so as to

promote integrated research aimed at the sustainable use of resources that are provided by coastal

environments.

Finally, we kindly thank all authors for their participation and contribution to the volume, as well

as all reviewers, who have substantially contributed to the high quality of these published papers.

We also highly appreciate the editorial support provided by the Water journal.

Giorgio Anfuso, Angela Rizzo

Editors
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Abstract: In recent decades, coastal areas have experienced a progressive increase in erosion and
flooding processes as a consequence of the combined effect of natural factors and strong human
pressures. These processes are particularly evident on low-lying areas and are expected to be
exacerbated by the ongoing climate change, which will impact the littorals both in the short term,
by affecting the duration and frequency of storms, and in the long term, by inducing variation in
the sea-level position. In this context, this Special Issue is devoted to collecting geomorphological
studies on coastal dynamic and evolution by means of multidisciplinary research methodologies
and investigations, which represent a very useful set of information for supporting the integrated
management of coastal zone. The volume includes 14 papers addressing three main topics (i) shoreline
characterization, dynamic and evaluation; (ii) coastal hazard evaluation and impact assessment
of marine events; and (iii) relevance of sediment collection and analysis for beach nourishment.
Case studies from Russia, Italy, California (USA), Morocco, Spain, Indonesia, Ireland and Colombia
are shown in the Special Issue, giving to the reader a wide overview of coastal settings and
methodological approaches.

Keywords: coastal dynamics; coastal landscapes; coastal evolution assessment

1. Introduction

The present-day coastal landscape is essentially the result of the interaction among different factors,
including the geological frame as well as continental and marine factors. The geological frame includes
stratigraphic and tectonic assets of an area and usually determines the formation of cliffed coastlines
or low coastal plains. Coastal plains show different landforms whose formation and evolution is
strongly linked to continental and marine factors as sediment supplies from the land (e.g., streams
and rivers) and the ocean (due to marine and aeolic processes), and the destructive action of marine
energetic factors such as waves and currents. In the long term, sea level position variations acquire
great importance in landscape formation and evolution [1,2]. As a result of the above-mentioned
processes and factors, the coastal area shows a great variety of morphological forms ([1,3] Figure 1).

Furthermore, the coast, because of its location at the interface between land and water, represents
the transitional zone between aquatic and terrestrial ecosystems and hence presents an intrinsic
environmental value due to its high level of biodiversity that, at many places (e.g., at coastal areas with
mangrove swamps and dune areas), supports the provision of several ecosystem services and related
functions essential for human well-being too [4,5]. Last, coastal area represents a zone for recreational,
cultural and industrial activities [6]. Hence, since ancient times, the coastal zone was characterized by
a very high human occupation and, at present, coastal areas have become more densely populated
than the hinterland and exhibit higher rates of population growth and urbanisation. Various studies

Water 2020, 12, 2829; doi:10.3390/w12102829 www.mdpi.com/journal/water1
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estimated the population living in the coastal zone, and the most recent data show that about 10% of
the world’s population (ca. 600 million people) lives in low elevated coastal areas [7] and, according to
Neumann et al. [8], this trend is expected to increase. Specifically, in their study [8], projections for
coastal population densities under different economic and development scenarios for the year 2030 and
2060 were evaluated and then compared with the population abundance in 2000. The mentioned study
also predicted that, under the “worst conditions” scenario characterized by low political governance
and high global economic growth, an increase in population from 625 million (in 2000) up to 949
and 1388.2 million people could be expected in 2030 and 2060, respectively. In view of the high
social, economic, and natural characteristics and related benefits, the sustainable conservation of
coastal areas, as well as their integrated coastal management, are a worldwide issue [9]. To these aims,
the 2030 Agenda for Sustainable Development defined, among the newly established 17 Sustainable
Development Goals (SDGs), a specific one on the conservation and sustainable use of the oceans, seas
and marine resources (SDG 14) [10]. Two specific targets of this goal (14.21 and 14.52) are devoted to
address coastal areas and related ecosystems. Further targets under SDG 14 as well as targets under
other goals, though not explicitly referred to coastal areas, are implicitly relevant for coastal areas
and for the protection, conservation and management of coastal ecosystems and resources [9]. In this
context, a crucial role is played by sensitivity/vulnerability and risk analysis studies, which allow for
the evaluation of coastal proneness to hazardous processes such as erosion, flooding, and submersion,
as well as potential coastal resilience capacity at global [11–13], regional [14–18] and local [19–24] levels.
A key element in the risk evaluation procedure is represented by the assessment and damage evaluation
of the natural and anthropic assets located in the areas prone to be affected by marine processes.

 
Figure 1. Examples of common coastal landforms. Source: authors.

2. Coastal Dynamic and Response Modalities

The strong link between forms and processes is the main characteristic of the coastal
morpho-dynamic system [25]. As already introduced, the evolution of a sandy coastline is a function of
highly dynamic processes acting at different spatial and temporal scales. Concerning coastal processes
that occur at small scales, as in the case of storms, they generally result in rapid erosion (at a time scale
of hours/days), followed by accretion that usually takes place during weeks and months, leading to
negligible net change over time scales of a few months or at an annual scale [11]. Coastal changes due to
the impact of hurricanes are also rapid, but recovery can take a long time, e.g., years [26]. On the contrary,
if a consistent reduction of sediment supply occurs and persists for several years (i.e., at a medium-term
time scale), chronic erosion processes are triggered, with consequent negative impacts on natural and
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anthropic assets (Figure 2). It is worth noting that, in recent times, coasts are particularly exposed to
the consequences of intense erosion process mainly induced by human-related activities, both along
the littoral and inland in the main watershed, which represents an additional pressure on the natural
occurrence of the erosion process. Anthropic structures built along the shores of the world age back
to ancient times and include different kinds of structures, such as harbours, breakwaters, and fish
tanks. Nowadays, they are widely used as geo-archaeological proxies for measuring relative sea-level
variations and coastal landscape evolution during the mid-late Holocene [27–31]. In more recent years,
anthropic structures are mainly represented by engineering structures aimed at protecting coastal
assets (both natural and anthropic) from erosion and flooding processes. Too often, these structures
have generated increasing erosion processes in the adjacent zones, moving downdrift the problem
without solving it and the generating causes [32–35].

 

Figure 2. Examples of chronic erosion along low coastal areas in Italy and Colombia. Source: Giorgio
Anfuso, Angela Rizzo, Gianluigi Di Paola.

As a result of natural processes and human influences/actuations, coastal areas are facing intense
erosion worldwide [11,36,37]. A qualitative study published at the beginning of 1980s [38] provided an
assessment of erosion rates for sandy beaches at the global scale. It was estimated that 70% of them are
eroding. More recently, Luijendijk et al. [11], based on the available optical satellite images captured
since 1984, have provided a quantitative overview of the state of the world’s beaches. Twenty-four
percent of the world’s sandy beaches are eroding at rates exceeding 0.5 m/y, and about 7% of the
beaches experience erosion rates that can be classified as severe with rates up to 5 m/y. Furthermore,
erosion rates exceed 5 m/y along 4% of the sandy shoreline and are greater than 10 m/y for 2% of the
global sandy shoreline.

Concerning changes at large spatial and temporal scales, coastal environments shift landward
or seaward as a consequence of marine transgression or regression, which cause the submersion or
the emersion of coastal landforms, respectively. Conceptually, different geomorphological coastal
responses can be identified as overall consequence to the combined effect of sea level changes and
sedimentary processes along low-lying areas: (i) coastal submersion/rapid shoreline retreat is observed
when sea level rise rates are very high and it is not balanced by sedimentary processes; (ii) coastal
erosion/shoreline retreat is observed when the sea level rise rates are high and sedimentary processes
allow the development and the adaptation of the coastal environments; (iii) coastal equilibrium is
observed when sedimentary processes balance the sea level rates and the system is characterized
by a dynamic equilibrium and (iv) and coastal progradation/shoreline advance is recorded when
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coastal sedimentary processes prevail on the sea level rise rates. This phenomenon is considered
a marine regression.

The variation in the sea level position is not the only impact of climate change. It also affects the
frequency, intensity, and persistence of climate extreme processes (such as storms, precipitations, etc.),
with consequent impact on the occurrence of intense coastal storms and flood events [39,40], i.e., to favour
specific and chronic erosion and flooding processes. A wide set of studies published in recent years are
focused on the evaluation of the expected increasing impact in zones prone to be flooded as consequence
of the sea level rise [16,20,22,41–43], storm surges [44–48] and their combined occurrence [12,49].
Very recently, global projections of extreme sea levels and resulting episodic coastal flooding over the
21th century have been assessed and mapped in Kirezci et al. [49]. The results of the mentioned paper
show that the mean inundated area evaluated accounting for the future sea level is expected to increase
in a range of 35–50% by the end of the century compared with the present conditions, while 0.5–0.7%
of the world land area will be at risk of episodic coastal flooding by 2100 from a 1 in 100-year return
period event, with an increase of 48% compared to present day.

Since the sea level-related hazard is expected to increase as a consequence of future climate
scenarios, these analyses are carried out by accounting for future projections of sea positions based
on both semi-empirical [50–53] and model-based methods [54,55] that provided global estimations
of the expected increases in sea levels under different scenarios of an increase in temperature linked
to the increase in the concentration of climate-altering gasses and their representative pathways
(RCPs). Nevertheless, in order to obtain a regional estimation of the future sea-level position,
the local contribution of land movements due to regional geological processes (tectonics and isostasy)
have to be considered too [56,57]. Finally, a very local evaluation is obtained by adding vertical
ground displacements mainly due to natural and human subsidence as a consequence of sediment
compaction [58,59].

In this context, multidisciplinary research and integrated investigations aimed at the identification
and evaluation of the variation of several coastal features—which include the present-day
geomorphological, natural and anthropic settings such as the presence of a dune system, the main
sediment composition, the recent shoreline trend and the presence of defence structures, as well
as the identification of the position of ancient sea-level stands—represent a key step to define the
proneness of coastal sectors to potential negative marine impacts and their capacity of coping with them.
At the same time, the assessment of future coastal evolution by means of the estimation of future
scenarios of sea-level positions in a climate change context can be considered as a way forward
regarding the reduction of coastal risks and the definition and implementation of suitable adaptive
strategies aimed at increasing the intrinsic resilience of the coastal stretches. This latter aspect is in line
with the most recent international requirements and strategies for addressing climate adaptation and
risk reduction challenges. At the European level, the Strategy on Adaptation to Climate Change [60],
which is aimed at making Europe more resilient and minimising the effects of unavoidable climate
change, has stressed the concept that coastal zones are particularly vulnerable to the impact of sea-level
rise, challenging the climate resilience and adaptive capacity of coastal societies.

3. Overview of this Special Issue

This Special Issue is intended at providing a number of new geomorphological studies focused on
coastal dynamics and evolution across the world. The volume includes 14 papers concerning shoreline
and/or dune system morphological changes at different time scales and in a context of climate change
scenarios, obtained from different kinds of operational models/instruments and field studies as well as
surveys and observations by means of aerial photos and satellite images. Specifically, papers included
in this SI can be grouped into three main categories:

4
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3.1. Shoreline Characterization, Dynamics and Evaluation

Eight papers belong to this category and provide information concerning the characterization and
evolution at different spatial and temporal scales of a great variety of coastal environments, including
mangrove swamps (along the Caribbean coast of Colombia), and sandy and rocky coasts and dune
ridges in coastal sectors located in Russia, Italy, California (USA), Morocco and Spain. A further paper
included in this category is aimed at eliciting key concepts determining the aesthetic appeal of coastal
dunes and forests. In this case, the example of the Curonian Spit (Lithuania) is described. The following
papers are included in this category:

• Nicu et al. [61]. Shoreline Dynamics and Evaluation of Cultural Heritage Sites on the Shores of Large
Reservoirs: Kuibyshev Reservoir, Russian Federation.

• Mammì et al. [62]. Mathematical Reconstruction of Eroded Beach Ridges at the Ombrone River Delta.
• Griggs et al. [63]. Documenting a Century of Coastline Change along Central California and Associated

Challenges: From the Qualitative to the Quantitative.
• Taaouati et al. [64]. Influence of a Reef Flat on Beach Profiles Along the Atlantic Coast of Morocco.
• Villate Daza et al. [65]. Mangrove Forests Evolution and Threats in the Caribbean Sea of Colombia.
• Molina et al. [66]. Dune Systems’ Characterization and Evolution in the Andalusia Mediterranean

Coast (Spain).
• Mattei et al. [67]. New Geomorphological and Historical Elements on Morpho-Evolutive Trends and

Relative Sea-Level Changes of Naples Coast in the Last 6000 Years.
• Urbis et al. [68]. Key Aesthetic Appeal Concepts of Coastal Dunes and Forests on the Example of the

Curonian Spit (Lithuania).

3.2. Coastal Hazard Evaluation and Impact Assessment of Marine Events

Four study cases analyse the impact of different marine processes, such as storms (in the Tordera
Delta, Spain), sea-level rise (in the Jakarta Bay, Indonesia), and tsunami (along the Ionic Sicilian
coast, Italy), as well as the impact of a specific post-tropical cyclone, on the Northern coast of Ireland.
The following papers are included in this category:

• Sanuy et al. [69]. Sensitivity of Storm-Induced Hazards in a Highly Curvilinear Coastline to Changing
Storm Directions. The Tordera Delta Case (NW Mediterranean).

• Yahya Surya et al. [70]. Impacts of Sea-Level Rise and River Discharge on the Hydrodynamics
Characteristics of Jakarta Bay (Indonesia).

• Anfuso et al. [71]. Spatial Variability of Beach Impact From Post-Tropical Cyclone Katia (2011) on
Northern Ireland’s North Coast.

• Lo Re et al. [72]. Tsunami Propagation and Flooding in Sicilian Coastal Areas by Means of a Weakly
Dispersive Boussinesq Model.

3.3. Relevance of Sediment Collection and Analysis for Coastal Nourishment

Two papers are included in this section. The first paper is focused on the analysis of differences
in sand composition and colours between natural and artificially nourished beaches in Southern
Mediterranean Spain. The second paper deals with the analysis of the influence of different sieving
methods on the estimation of sand size parameters to determine suitable sediments for beach
nourishment, with exempla from the Southern Atlantic coast of Spain. The following papers are
included in this category:

• Poullet et al. [73]. Influence of Different Sieving Methods on Estimation of Sand Size Parameters.
• Asensio-Montesinos et al. [74]. The Origin of Sand and its Colour on the South-Eastern Coast of Spain:

Implications for Erosion Management.
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4. Conclusions

The high variability and dynamics of coastal morphologies and landforms require the application
of tailored approaches for the assessment of local changes in the short, medium, and long term.
The evaluation of the present morphological changes in coastal areas and their comparison with
the past conditions lies in the identification of specific indicators in terms of beach erosion rates,
dune and foredune extent variation, etc. Such variations can be considered as proxies for hazardous
processes, i.e., chronic erosion processes, temporary flooding and permanent inundation, which could
be exacerbated by ongoing climate change.

The analysis of local dynamics, as well as the identification of the main drivers triggering
these hazardous processes, represent therefore a key point for the definition and implementation
of suitable management actions aimed at reducing human- and climate-induced risks on coastal
zones. For ensuring the effectiveness of coastal management actions as well as the suitability of the
implementation of adaptive solutions to expected changes, it is fundamental to take into account the
uniqueness of each coastal area to provide site-specific and tailored solutions. In this context, mapping
and zoning of the areas prone to be impacted by hazardous processes as well as the assessment
of the potentially exposed natural and anthropic assets represent the most appropriate operational
approaches to provide detailed information and reduce the potential impacts.

In conclusion, by proposing different case studies from different coastal areas of the world,
this Special Issue contributes to increasing the dissemination of specific knowledge at the transnational
level favouring the exchange of results between researchers, promoting in this way the exploitation of
assessment methods and approaches.
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preparation of this manuscript. Conceptualization: A.R. and G.A.; writing—original draft preparation: A.R. and
G.A.; writing—review and editing: A.R. and G.A. All authors have read and agreed to the published version of
the manuscript.
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Abstract: Over the last decades, the number of artificial reservoirs around the world has considerably
increased. This leads to the formation of new shorelines, which are highly dynamic regarding
erosion and deposition processes. The present work aims to assess the direct human action along
the largest reservoir in Europe—Kuibyshev (Russian Federation) and to analyse threatened cultural
heritage sites from the coastal area, with the help of historical maps, UAV (unmanned aerial vehicle),
and topographic surveys. This approach is a necessity, due to the oscillating water level, local change
of climate, and to the continuous increasing of natural hazards (in this case coastal erosion) all over
the world. Many studies are approaching coastal areas of the seas and oceans, yet there are fewer
studies regarding the inland coastal areas of large artificial reservoirs. Out of the total number of
1289 cultural heritage sites around the Kuibyshev reservoir, only 90 sites are not affected by the
dam building; the rest had completely disappeared under the reservoir’s water. The scenario of
increasing and decreasing water level within the reservoir has shown the fact that there must be
water oscillations greater than ±1 m in order to affect the cultural heritage sites. The results show that
the coastal area is highly dynamic and that the complete destruction of the last remaining Palaeolithic
site (Beganchik) from the shoreline of Kuibyshev reservoir is imminent, and immediate mitigation
measures must be undertaken.

Keywords: cultural heritage; shoreline dynamics; GIS; UAV; Palaeolithic; Volga; European Russia

1. Introduction

The construction of large reservoirs along the large rivers of the world has, eventually,
different effects: Local micro-climate modifications, disruption on the river flow regime [1], sediment
transport [2,3], fauna [4], water chemistry [5], shore morphology [6–8], archaeology [9], fish yields [10],
among other issues. They can also act as a place where different types of pollutants accumulate, and,
in this way, it is easier to assess historical pollution [11]. One of the main effects is the triggering
and the fast mechanic action of waves. These effects are accentuated by the global climatic changes,
which are exponentially increasing every year.

Many studies deal with risk assessment [12,13], management [14,15], vulnerability [16–18],
conservation strategies [19,20] and sustainability issues [21] regarding the cultural heritage of the
coastal areas of seas and oceans. However, there is a lack of studies dealing with inland shorelines
of large man-made reservoirs [22]. The Volga River is the largest river in Europe with a basin area of
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1,360,000 km2; it is considered the main river in Russia, and its basin represents the most significant
economic region in Russia [23]. During the Soviet Union, there was a usual practice to flood large
territories in order to obtain electricity and to relocate a large number of inhabitants and their houses.
Unfortunately, cultural heritage sites do not enter this category; they cannot be relocated or moved.

During the Soviet period (the late 1930s), the “Great Volga Scheme” was initiated; the purpose
was the construction of a chain of dams along the Volga River and one of its major tributaries—the
Kama River. The reservoirs of the Volga-Kama cascade are one of the largest cascades in the world,
totaling 11 reservoirs (Figure 1, Table 1). The main purpose of the dams was to produce electricity;
before the 1930s, the Volga was used only for transport and fishing [24,25]. As shown in Table 1,
Kuibyshev reservoir has the largest surface and the highest number of types of uses.

There have been limited studies referring to the destruction of archaeological sites around the
Kuibyshev reservoir [26,27], but there are no studies referring to the entire surface of the reservoir.
Therefore, this study is necessary to assess the exact number of sites impacted by the reservoir creation
in 1957 and to draw attention for local authorities in their mission for future management plans [28] of
the shoreline area [29]. A detailed case study was chosen to demonstrate the destructive potential of
wave erosion; this was accomplished by a systematic monitoring process. The main scope of this article
is (1) to track the major changes of the Volga River after the construction of the Kuibyshev reservoir
with the help of GIS (2) to identify the area(s) that contain the highest concentration of archaeological
sites (3) to analyse how many archaeological sites were impacted following the construction of the
reservoir (4) to monitor the evolution of the only left Palaeolithic site—Beganchik from the shores of
Kuibyshev reservoir, which has been specifically chosen because of its high erosion rates.

 
Figure 1. Detail of the reservoirs of the Volga-Kama cascade.
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Table 1. The main characteristics of reservoirs from the Volga-Kama cascade [24,25] (the numbers in
the first column correspond to the reservoirs from Figure 1).

No. Crt. YOC RA (km2)
Volume (km3)

IC (103 kW) AO (109 kWh) TOU
Total Useful

1 1937 327 1.2 1 30 0.12 WNWrFPR
2 1940 249 1.2 0.8 110 0.25 PNWRF
3 1941 4550 25.4 16.6 330 1.05 PNWFFlWrRT
4 1956 1770 8.7 2.8 520 1.4 PNWFWrRT
5 1981 3780 12.6 5.4 1404 3.3 PNWRFWrT
6 1958 6500 57.3 33.9 2300 10.2 PNFIWFlWrRT
7 1968 1950 12.8 1.7 1290 5.3 PNWFlRTWr
8 1960 3165 31.4 8.2 2530 10 PNWFlFiWrRT
9 1956 1845 12.2 9.8 504 1.7 PTNFiWFRWr
10 1961 1130 9.4 3.7 1000 2.2 PNTWFiRWr
11 1978 2305 13.8 4.6 1080 2.8 PNTWFiRWr

Legend: YOC—year of commissioning; RA—reservoir area; IC—installed capacity; AO—annual output; TOU—type
of use; Fi—fishery, Fl—flood control, I—irrigation, Navigation, P—power production, R—recreation, T—timber
rafting, W—water supply, Wr—water releases (sanitary, irrigation).

2. Study Area

Kuibyshev reservoir is a result of the construction of the Zhiguli Hydroelectric Station, Samara
region, located between Zhigulevsk city (right bank of the Volga) and Tolyatti (left bank of the
Volga); the reservoir covers the territory of regions Chuvash, Tatarstan, Ulyanovsk, and Samara.
Kuibyshev reservoir has a surface of 6450 km2, a volume of water of 58 km3, a length of approximately
510 km, a mean depth of 9.3 m; these impressive numbers make it the largest reservoir in
Europe [30], with a sedimentation rate of 8 mm/year. Important changes occurred in what concerns
the sedimentation rate, which has fallen to 2.7–2.9 mm/year, after the commissioning of the dam in
1957. One of the main sources of sediments is a result of the abrasion processes, collapses of a huge
amount of sediments into the reservoir [25,31].

Our area of interest is located in Tatarstan region (Figure 2a), on the left bank of Kuibyshev
reservoir (Figure 2b), at the junction of Kama River in the Volga, about 75 km south-east of the city of
Kazan (the capital city of Tatarstan). Beganchik site is located at approximately 2.8 km North-east of
Izmeri village and 1.5 km north-west of Komintern village, on an isolated hill of the terrace above the
floodplain; on the left bank of the confluence of Kama and Volga rivers, at the mouth of Aktai river
(Figure 2c, Figure 3a).

The geology of the area consists of Permian, Pliocene and Quaternary deposits. Quaternary
sediments are dominant in Volga-Kama terraces, eight palaeohydrological phases were identified
from high and low fluvial activity; the most recent active phase corresponds to the Little Ice Age [32].
There is a limited number of studies regarding the evolution of the coastal area in the Tatarstan region,
Russia [25], along with the analysis of landslides [33] and gully erosion [34].
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Figure 2. Geographical location of: (a) Kuibyshev reservoir in a regional context; (b) Kuibyshev
reservoir and the cultural heritage sites around it; (c) Beganchik site on the topographic maps scale
1:50.000 (edition 1984).

 

Figure 3. (a) Aerial image of Beganchik site from 2018; (b) Overlapping Volga River before and after
the building of Kuibyshev reservoir, along with the inventory of archaeological sites.
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3. Archaeological Background

3.1. General Overview

Ever since the Palaeolithic, large rivers and their fertile plains have been a magnet for prehistoric
people to place their settlements; water is undoubtedly the most important resource that a community
of people needs in order to decide where to place a settlement [35]. According to the local geographical
factors and paleogeographic evolution of the landscape, the old location could be used by the next
population of a different historic period. This is how multi-stratified archaeological sites were created.
Around Kuibyshev reservoir, 1289 cultural heritage sites have been identified. The protection of
cultural heritage assets in Russia was and is still a current issue, because of the country’s complex
political background; at present, cultural heritage is protected by the Federal Law 73-F3, On the Objects
of Cultural Heritage (Historical and Cultural Sites) of the Peoples of the Russian Federation [36].

In this area, the oldest traces are attributed to Upper Palaeolithic-Mesolithic period. The area
surrounding the Volga River has tremendous potential in regard to cultural heritage sites of
Palaeolithic [37,38], Mesolithic age [39], Neolithic [40], Chalcolithic/Bronze Age [41], Early Iron
Age [42], Middle Ages, etc. The only remaining Palaeolithic site which has not been impacted by
the reservoir is Beganchik. Besides the Palaeolithic site, Beganchik, around the Kuibyshev reservoir
there are many archaeological sites of international and national significance; among them, the Bolgar
archaeological site. The Bolgar Historical and Archaeological Complex are part of the UNESCO World
Heritage List since 2014; it represents the existence of the Volga-Bolgar civilisation (7–15th centuries AD),
and the first capital of the Golden Horde in the 13th century [25].

3.2. Beganchik Site

Beganchik site was studied for the first time in September 1985 by M. Sh. Galimova and K. E.
Istomin at the recommendation of E.P. Kazakov; the first description of the site is the islet named
“the Izmeri Island”. In 1981, mammoth fauna fossils were found; they were located on the towing-path
in the south-western part of the islet, at the foot of the narrow, long butte, which had the shape of
a peninsula with a length of about 200 m. The discovered mammoth fossils were five teeth and leg
bones, together with large flint nuclei and tools in an area of 20 × 20 m2. Unfortunately, by the year
2000, this peninsula was completely eroded by the Kuibyshev reservoir. In the next years, almost every
autumn (until 2012) Kazakov collected stone artefacts and faunal remains at the south-western tip of
the islet in conditions of low reservoir level [43].

M. Sh. Galimova in 1985–1987 and 2000 also conducted investigations of this site. In 1986,
a reference point was installed at the highest point of the islet, therefore all excavations and trenches
were referenced after it. An excavation area of 104 m2 was located on the edge of the steep west
coast of the islet; the cultural layer has been found at 100–130 cm depth; 1968 of artefacts were
found. The specific features of the Beganchik stone industry, which was based on blade production
by means of striking technique and its flint inventory, allowed M. Sh. Galimova to frame the site of
initial (Upper Palaeolithic) period of the Mesolithic Ust-Kama culture. The main diagnostic tool of the
Ust-Kama inventory is the arrowhead in a trapezoid shape with concave sides, which were shaped by
retouching [44]. In 2000, the rescue excavations of the site were continued by M. Sh. Galimova with
the participation of I. I. Gainullin. By that moment excavation territory of 1986–1987 was eroded by the
reservoir. In general, the western and northern coasts of the islet were washed away by 20–25 m from
the erosion ledge for 14 years (1986–2000). In the autumn of 2012, rescue investigation of the Beganchik
site and Izmeri I site was conducted by the expedition of the National Centre for Archaeological
Research of the Tatarstan Academy of Sciences. In the autumn of 2013, rescue investigation on the
Beganchik islet was continued by a joint campaign of the “Expedition for Prehistory” of the Institute
of Archaeology of the Tatarstan Academy of Sciences and “Archaeological Expedition” of the Chuvash
State Institute for Humanities. The total excavated area was 20 m2; following the excavation and
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surface findings, a significant collection of stone artefacts (439 items) and 80 bones of a mammoth were
found [45].

4. Materials and Methods

In order to determine the shoreline dynamics, topographic map scale 1:300,000 (edition 1945),
and Google Earth images from 2010, were employed. From the topographic map, the extent of the
Volga River before the reservoir construction was digitised; from Google Earth images from 2010,
the extent of the reservoir was digitised. They were overlapped in ArcGIS and the highest differences
were observed.

The archaeological inventory, as a point feature, (Figure 3b) was provided by the Institute of
Archaeology of Tatarstan Academy of Sciences. The database was compiled over a long period of time,
both prior and after the filling of the reservoir; first sites were described in the early 1940s until the
early 1960s, when special survey expeditions were undertaken, with the aim to find as many sites
and record brief information about them. After the filling of the reservoir, more expeditions were
undertaken to highlight the impact on the sites. Other sources in building the database included the
descriptions of the Archaeological Maps of Tatarstan, Ulyanovsk and Samara regions. A survey has
been unsystematic across the study area, sites are located to varying degrees of accuracy and the full
extent of individual sites is not necessarily known. The database is still under construction, as the
area is very large and only a few people within the Institute of Archaeology of Tatarstan Academy of
Sciences is working to continuously update it. However, it is the most comprehensive archaeological
dataset which currently exists in this area, hence will be used for this study. Density analysis of the
settlements for the main historical periods was performed; this was made using the Point Density
feature (using the circle as neighbourhood option) from ArcToolbox (ArcGIS).

The danger towards increasing and decreasing water level over the digital elevation model (DEM)
was evaluated by making four working scenarios; the DEM used in this study is based on the Shuttle
Radar Topography Mission (SRTM), with a pixel size of 30 × 30 m2. First, the water level was decreased
by 0.5 m and 1 m, followed by increasing the water level with 0.5 m and 1 m, respectively. Changes
in reservoir level regime occur out of two main reasons: Natural seasonal changes in the flow and
artificial regulations of water discharge through hydraulic structures, the difference in baric pressure,
wind speed and changes in the hydraulic slope. The water level of the reservoir is controlled by
a special department—RusHydro. We chose these values taking into consideration our large-scale
study area and to point out the minor oscillations in water level by arbitrarily increasing/decreasing it
by ±0.5 to 1 m. In order to have a better image of the changes occurred along the Volga River after
the Kuibyshev reservoir was built, the entire area was divided into three sectors, as follows: Sector 1
(Figure 4b), Sector 2 (Figure 4c), and Sector 3 (Figure 4d).

For monitoring the Beganchik site, a rich cartographic background, including Soviet aerial images
from 1958 and 1980, Roscosmos aerial images (2008), and UAV flights [46] from the summer of 2017
and 2018 were used. As shown in numerous studies, old maps and aerial images are an important
source of information [47] that can be easily digitised, integrated into GIS [48], and used in the
field of cultural heritage [49,50]. All the maps and aerial photos have been georeferenced with
the help of ArcGIS. The ground control points used for the drone flights were measured with
a GNSS (Global Navigation Satellite System) receiver Trimble Geoexplorer 6000 XH and Leica Zeno
20. The UAV is a drone, model DJI Phantom 4. The survey was performed with a 12-megapixel
camera mounted on the quadcopter; the UAV was controlled from a smartphone using Pix4D Capture
software, which allows configuring the shooting parameters. Aerial photography was performed with
the following parameters, height—70 m, picture overlapping—60–80%, camera position—90 degrees,
meteorological conditions—no precipitation, and wind no more than 15 m/s. The photos were
processed using the algorithms built into the Agisoft Photoscan software; the resulting model was
processed by a polynomial approximation exponential kernel (PAEK) method with 1 m tolerance.
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Figure 4. (a) General division of the Kuibyshev reservoir; (b) Sector 1; (c) Sector 2; (d) Sector 3.

5. Results

Each sector will be analysed according to the GIS integration of the spatial data collected from
old maps and modern aerial images, followed by the analysis of the archaeological sites patterns and
dynamics along the Volga River; then, the changes of Volga River will be analysed in the context of
how many cultural heritage sites are directly affected by the reservoir construction. The four working
scenarios will be analysed in order to evaluate the endangered sites towards increasing/decreasing
water level of the reservoir. Finally, the monitoring results of the only left Palaeolithic site—Beganchik
will be presented; this site has been specifically chosen because of its high erosion rates and being the
only remaining Palaeolithic site around Kuibyshev reservoir.

5.1. Volga River Dynamics

From the town of Tver to Volgograd, Volga River flow velocity is affected by the 8 reservoirs.
The reservoirs were built to control seasonal changes in flow; however, there are no significant changes
when it comes to river discharge and the total annual discharge. In the middle Volga, the mean annual
flow from 1876 to 1940 was 2876 m3/s; after the construction of reservoirs, from 1942–1955, the mean
annual flow was 2780 m3/s [51].

Sector 1 (Figure 5a) stretches approximately in the north-western part, next to the Zvenigovo
city till south-east, at the junction between Volga and Kama rivers; it has a length of approximately
145 km. The most important cities within Sector 1 are Kazan (with a population of about 1,2 mil.
people) and Zelenodolsk (with a population of about 98,000 people). Out of the three sectors, Sector
1 has the fewest changes, compared with the others; the most significant changes are located about
43 km downstream from Kazan city. Initially, Volga had a width of 1.4 km, while after the building
of the Kuibyshev reservoir the width of Volga reached 9.5 km. Another significant change is located
between Zelenodolsk and Kazan, at the junction of Sviyaga River in the Volga; from a width of 0.6 km,
Volga reached a width of 11.2 km; except this, the reservoir water has mainly covered the left side of
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the river. This is due to the geomorphological characteristics of the area; the right side represents the
Volga uplands, while on the left side are the terraced plains of the lowland Volga River region [52].

Sector 2 (Figure 5b) stretches from east to west on a distance of approximately 150 km and represents
the lower Kama River junction to Volga River; before the Kuibyshev reservoir, the area located around the
junction had a significant number of villages (which were completely destroyed). Moreover, important
landscape changes occurred, along with an acceleration of coastal erosion with a direct effect on cultural
heritage [25]. The most important city in this sector is Chistopol (with a population of approximately
60,000 people). Along its approximately 150 km length, after the building of Kuibyshev reservoir,
Sector 2 had more or less a balanced development of the right and left bank; this is because both of the
sides are located within the terraced plains of the lowland Volga River region. From an average width
of 0.8–1 km, the Kama River reached widths of 13–36.8 km. From these numbers, we can realise the
real proportions of the consequences of the Kuibyshev reservoir being built.

 
Figure 5. Results of the coastal dynamics analysis for: (a) Sector 1; (b) Sector 2; (c) Sector 3.

Sector 3 (Figure 5c), with a length of approximately 263 km, stretches from Kama and
Volga junction until the dam of the Zhiguli Hydroelectric Station, located between the cities of
Zhigulyovsk and Tolyatti. The most important cities in this sector are Tolyatti (with a population
of approximately 720,000 people), Ulyanovsk (with a population of approximately 614,000 people)
and Bolgar (with a population of approximately 9000 people). Bolgar is well known for the Bolgar
Historical and Archaeological Complex World Heritage site. Similar in development with Sector 1,
the left side of the river being more developed than the right one; again, this is to the lower altitudes of
the terraced plains of the lowland Volga River region [52]. Within this sector, the width of the Volga
River before Kuibyshev reservoir was ranging from 0.7–2.1 km, and from 9.1–32.2 km after the building
of Kuibyshev reservoir. Having this enormous width, it is sometimes called the Kuibyshev Sea.

5.2. Archaeological Site Analysis

Following the analysis of the archaeological database provided by the Institute of Archaeology
of Tatarstan Academy of Sciences, the following periods were identified: Palaeolithic/Mesolithic,
Neolithic, Chalcolithic/Bronze Age, Early Iron Age, Migration Period, and Middle Ages. Large river
systems, e.g., the Volga, act as a magnet when it comes to taking a decision to place a prehistoric
settlement. That is why, in the close proximity of the Volga River and its tributaries, there is a high
density of archaeological sites. Water represents the main resource in establishing the placement of
a settlement; this is documented and well-known across the archaeologists and geo-archaeologists [53].

On the basis of the existing database, the areas with the highest concentration of archaeological
settlements attributed to a certain period will be identified and highlighted accordingly. Usually,
the dynamics of the settlements are influenced by different factors, like climate change [54], natural
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hazards [55] and threats from other populations. Having knowledge of the spatiotemporal distribution
patterns of archaeological sites is a powerful tool to understand past human-environment interactions
and to evaluate landscape vulnerability to natural [56] and anthropogenic changes [49].

As can be seen in Figure 6, the highest concentration of settlements for all the periods is located at
the junction of the Kama and Volga Rivers, this is representing an important communication route.
During the Palaeolithic/Mesolithic period (Figure 6a), the hunters-fishers-gatherers population was
well adapted to the living around water bodies and forests; the highest concentration was at the
junction of Kama and Volga rivers, followed by the adjacent areas of upstream and downstream of the
junction. A good concentration can be observed on the Volga River, around the area where presently
the city of Kazan is located; the thrive of settlements was due to the optimum climatic conditions for
the Preboreal period [37,39], along with the highest levels of rivers and lakes, which was typical for
the Mesolithic epoch [57]. The settlements were not very homogenous during this period. However,
this can be observed during the Neolithic period (Figure 6b), when more settlements appear in the area
between the today Kazan city and Kama-Volga junction. The Neolithic period is characterised by the
emergence of pottery, new types of stone tools and the transition to sedentism with the help of active
fishing and hunting. The majority of Neolithic sites are located on the remnants of the floodplain of
the small rivers of the Kama River tributaries or on the first terrace of the Kama River [40].

 
Figure 6. Location and density analysis for archaeological sites for the following periods:
(a) Palaeolithic/Mesolithic; (b) Neolithic; (c) Chalcolithic/Bronze Age; (d) Early Iron Age; (e) Migration
Period; (f) Middle Ages.

19



Water 2019, 11, 591

Following Chalcolithic/Bronze Age period (Figure 6c), it can be observed even a higher degree
of homogeneity among the settlements; this is due to the fact that the lowest levels of water were
recorded in the Bronze Age. As a consequence of this, even the lowest altitudes were chosen to place
the settlements, which is why the analysis shows a larger continuous surface

Figure 6d illustrates the density of the Early Iron Age settlements, which started to be more
fragmented. The highest concentration is at the confluence of Kama-Volga Rivers and on the territory
of today Bolgar, followed by scattered low-density areas the upstream Volga, at the mouth of Sviyaga
River, and the downstream Volga. The settlements appear scattered because of their higher altitudinal
position (higher position throughout the Holocene), due to the associated high flood levels [57]. As can
be seen in Figure 6e, the Migration period is characterised by spreading of population downstream
Volga River, until today Ulyanovsk city. However, the highest concentration is still located at the
Kama-Volga junction; the fact that during this period the area is very poorly populated is also indicated
by [58]. Finally, the Middle Ages (Figure 6f) show the highest fragmentation of the settlements.
The highest concentration remains the same (Kama-Volga junction), while the settlements are scattered
downstream and the upstream Volga until today Tolyatti and Zelenodolsk, respectively. During this
period, the settlements are so scattered, due to the fact that the climatic conditions were suitable for
the long-term occupation of river and lake floodplains. This is the turning point when people start
to settle and make semi-permanent settlements and start off using the floodplain in order to practice
agriculture on a higher level [57,59].

5.3. Cultural Heritage under Erosion Threat

Since the formation of the reservoir in the middle of the 1950s, the confluence of the Kama and
Volga Rivers and the left bank tributaries was flooded. As a result, many lower terraces, that were
hosting archaeological sites of different periods [60], were completely flooded. The main typology of
the sites is presented in Table 2; therefore, out of the total of 1289 sites, 1091 are underwater or totally
impacted following the building of the Kuibyshev reservoir. According to their chronology, shown in
Table 3, the only Palaeolithic/Mesolithic site that still exists, but is under high threat from coastal
erosion, will be further analysed, based on the old Soviet Maps and modern surveys.

Based on the working scenarios regarding the water level increasing and decreasing to 0.5 m
and 1 m, respectively it has been observed that increasing the water level, whether, with 0.5 or 1 m,
a number of two extra sites will be affected (out of 1091 already underwater or impacted). If we decrease
the water level by 0.5 m or 1 m respectively, the same number of sites will remain affected—1091.
Having such a large surface, water level oscillations do not affect the cultural heritage sites, unless there
are variations greater than ±1 m.

5.4. Beganchik Site

In order to analyse the coastal dynamics of Beganchik site, all the surveys were overlapped,
and the site was divided into three sectors (Figure 7), which will be further analysed separately.
Beganchik site is located at the mouth of Aktai River, on the second terrace (the first terrace being
flooded by Kuibyshev reservoir) of the floodplain which formed before the Holocene [61]; the altitude
is between 54–60 m a.s.l. According to the general view of the site (Figure 8a), the northern part of the
site is represented by a very steep cliff (Figure 8b) which is continually eroding. Previous preliminary
studies [44] have revealed that the erosion rate is about 2–3 m/year.
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Figure 7. Shoreline limit resulted from cartographic analysis and field surveys and the division of the
three analysed sectors.

 
Figure 8. (a) General view of Beganchik site (drone flight) from 2017; (b) Detail over the northern part
of the site, fresh parts from the coast are visible in the water (August 2017); (c) The change of water
colour, due to the clay content of the soil; (d) The northern part of the site, where the height of the coast
is decreasing.
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5.4.1. Sector 1

Sector 1 was not actively eroded between 1958 and 1980 because it was protected by another
island (60–90 m north-west, Figure 7), as indicated by the relatively low values of the shoreline
retreat (Table 4); in this way, the site was protected from the mechanical action of waves (Figure 8c).
Later on, it can be seen that after the island disappeared, the yearly erosion has considerably increased,
along with the specific land loss and volume. The direction of the Kama River flow is from north,
north-east; being located at the “shelter” of Sector 2 from the speed and currents of the Kama River,
this section was in some way protected. However, this sector became likely to be eroded, due to the
high erosion rates of Sector 2 and having an elongated shape; this is highlighted of the specific land
loss for 1958–1980.

Table 4. Detailed morphometric indicators from different observation periods for Sector 1.

Observation
Period

Years
Shoreline Retreat Eroded Area Specific Land Loss Specific Volume Loss

m m/year ha ha/year n * 10−3 ha/km * year thousands m3/km * year

1958–1980 22 32.84 1.5 2.77 0.13 253.13 12.65
1980–2008 28 33.88 1.21 1.26 0.04 133.48 6.67
2008–2014 6 11.57 1.93 0.39 0.06 191.87 9.59
2014–2017 3 17.03 5.68 0.50 0.17 469.53 23.48
2017–2018 1 3.23 3.23 0.09 0.09 276.55 13.83

Note: * defines multiplication.

Very high values of the specific land loss, in comparison with other sectors, is due to the height
of the coast; which, in some parts can reach 5 m in height. Following the analysis, Sector 1 can be
characterised as an extremely dangerous one.

5.4.2. Sector 2

Unlike Sector 1, Sector 2 was and still is under the direct exposure of the Kama River flow
and currents. As can be seen in Table 5, the specific land loss is at extremely high rates (Figure 8d).
This sector is the most exposed and threatened by erosion. The shoreline retreat is generally stable,
varying within 2 m. According to the specific land loss indicator, it can be observed that the destruction
occurred, especially within the first two periods, which is typical for the initial stage of lowland
reservoir development. During this period, the extremities of this sector are cut off, after which the
erosion process stabilises. Between 1958–2008, approximately 70% of the eastern part of the site was
eroded. Following that, part of the river’s current’s strength was redistributed along the north-western
part, which explains the sudden decrease in land loss. The height of the coast does not exceed 2 m,
therefore, Sector 2 can be classified as moderately dangerous.

Table 5. Detailed morphometric indicators from different observation periods for Sector 2.

Observation
Period

Years
Shoreline Retreat Eroded Area Specific Land Loss Specific Volume Loss

m m/year ha ha/year n * 10−3 ha/km * year thousands m3/km * year

1958–1980 22 44.85 2.04 4.68 0.21 279.75 4.2
1980–2008 28 64.81 2.31 3.51 0.13 288.84 4.33
2008–2014 6 9.61 1.6 0.27 0.04 89.91 1.57
2014–2017 3 4.76 1.59 0.13 0.04 82.24 1.44
2017–2018 1 2.8 2.8 0.08 0.08 189.95 3.32

Note: * defines multiplication.

5.4.3. Sector 3

Sector 3 is located in the close proximity to Aktai River mouth, where is protected from the
mechanical action of waves and Kama River strong currents. This portion of the Beganchik site
shoreline is the most stable. As it can be seen from Table 6, there have been no significant changes
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regarding this part of the coast from 1958 to 2018; except the period 1980–2014, when the specific land
loss is higher when compared to other periods, but considerably lower when compared with the other
two sectors. The most intensive processes of coastal transformation in the study area were observed
in Sectors 1 and 2, open to the destructive effect of the currents and the mechanic action of waves.
The erosion intensity may vary from year to year, depending on the water level oscillations in the
reservoir. In order to have a more detailed situation on the Beganchik site erosion rates, continuous
annual observations are needed.

Table 6. Detailed morphometric indicators from different observation periods for Sector 3.

Observation
Period

Years
Shoreline Retreat Eroded Area Specific Land Loss Specific Volume Loss

m m/year ha ha/year n * 10−3 ha/km * year thousands m3/km * year

1958–1980 22 5.59 0.25 0.06 - 16.55 0.25
1980–2008 28 13.85 0.49 0.22 0.01 47.49 0.71
2008–2014 6 7.37 1.23 0.05 0.01 46.24 0.69
2014–2017 3 1.53 0.51 0.01 - 14.17 0.21
2017–2018 1 0.31 0.31 0.002 0.002 9.11 0.14

Note: * defines multiplication.

Particular attention should be paid to Sector 1, in which the most important part of the site is
located. If the erosion rates remain stable, the site will be completely impacted in about two or three
decades. This imposes urgent mitigation measures from local authorities, along with the sustainable
management of cultural heritage sites.

6. Discussions

Reservoir construction had a significant impact on the flow regime because the current velocity
decreased. The currents are very complex, as river flows are under the direct effect of convective flows
and wind effects formed in the reservoirs. These are characteristic for Kuibyshev reservoir, where wind
effect and bottom relief have a high influence on hydrological conditions [51]. Volga River frames
itself into the future increase of global river flow as a consequence of climate change; predictions have
shown an increase of 4–8% during 2071–2100 [62]. To be more specific, future trends in the area show
an increase in precipitation, temperature and in the use and levels of waters in rivers [63]. The cyclic
oscillations have occurred in the Volga River basin in the last half-century; this has influenced the
water level in the reservoir, and therefore the erosion rates of the shoreline. The numbers in the
Tables 4 and 5 are related to the cyclic oscillations that brought two high-water periods (1951–1962,
1977–1995) and two low-water periods (1963–1976, 1996–present) [51]. For Sectors 1 and 2 high-water
levels are associated with low erosion, while the low-water level is associated with higher erosion
rates. The research presented in this paper continues our endeavour to monitor the endangered
cultural heritage sites from the shoreline of the Kuibyshev reservoir [25–27,60]. Combining old maps
with new data collected from field surveys shows high efficiency in establishing the erosion rates of
archaeological sites located on shorelines of big reservoirs. When comparing erosion rates with the
previous study [25], the average shoreline retreat is close (~3–4 m/year).

7. Conclusions

In this study, the main changes along the largest reservoir in Europe—Kuibyshev (Russian
Federation) were analysed, in strong connection to cultural heritage sites. Following the analysis,
Sector 2 has been identified as one with the highest values of width oscillation, from 0.8–1 km to
13–36.8 km. Cultural heritage sites located in the close proximity to big rivers and/or big reservoirs
are especially subjected to erosion from water, water level oscillations, and the mechanical action of
waves. A diachronic analysis of the archaeological sites located along the Volga River and its main
tributaries has highlighted the fact that the most inhabited area was located at the junction of Kama
River into the Volga. As highlighted in our analysis, 85% of the cultural heritage around Kuibyshev
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reservoir is impacted. However, a more thorough process of monitoring and evaluating the present
state of cultural heritage is needed. This has to be done with the cooperation of local authorities and
stakeholders. The survey of the only left Palaeolithic site—Beganchik, has shown a fast degradation
with no mitigation measures from the local authorities. Beganchik site remains promising for regular
rescue archaeological excavations, despite the loss of more than a half of its surface, due to coastal
erosion over the last 30 years. Working on scenarios regarding the management of archaeological sites
around Kuibyshev reservoir represents one of our future goals.
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Abstract: Several remotely sensed images, acquired by different sensors on satellite, airplane,
and drone, were used to trace the beach ridges pattern present on the delta of the River
Ombrone. A more detailed map of these morphologies, than those present in the literature,
was obtained, especially at the delta apex, where beach ridges elevation in minor. Beach ridges
crests, highlighted through image enhancement using ENVI 4.5 and a DTM based on LiDAR data,
were then processed with ArcGIS 9.3 software. Starting from this map, a method to reconstruct beach
ridges segments deleted by the transformations of the territory is proposed in this paper. The best
crest-lines fitting functions were calculated through interpolation of their points with Curve Expert
software, and further extrapolated to reconstruct the ridges morphology where human activity,
riverbed migration, or coastal erosion eliminated them. This allowed to reconstruct the ridges
pattern also offshore the present delta apex, where the shoreline retreated approximately 900 m in
the last 150 years. Results can be further used to implement conceptual and numerical models of
delta evolution.

Keywords: beach ridges; mathematical reconstruction; curve fitting; Ombrone River Delta

1. Introduction

Deltas are dynamic depositional landforms, sensitive to changes in both the terrestrial and marine
environment [1,2], constantly reshaped by river input, tides, and waves [3,4]. Wave-dominated deltas
are characterized by a cuspate morphology, a steep offshore profile, and the presence of more or less
curved beach ridges parallel to past shoreline positions [5]. This allowed to reconstruct Holocene
delta formation phases for many rivers, and to date, the various morphologies when archaeological
remnants were present or if radiometric dating were executed [6,7].

Fluctuations in fluvial sediment supply were also assessed for several deltas, being the most
important factor controlling the spatial and temporal variation in beach ridges development [8,9].
Spits are frequently present near the river mouth, sometimes overpassed by the coastal progradation
and detectable in the delta area, others eroded by waves. Beach ridges frequently evolve in coastal dunes
which reflect a huge amount of sediments that are redistributed by waves and moved inland by winds
forming elongated and parallel morphologies behind the coastline [10]. A fast accreting coast makes
the formation of several low crests, whereas a slowly prograding or a stable one allows the growth
of few high dunes [11,12]. Beach ridges morphology and related pattern could be used as markers
of morphodynamic variations: they can give information on past wave regime, climate conditions,
sediment supply, and sea level change [13–16].
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In historical times, fast delta progradation is frequently induced by fluvial input increase,
ascribed to the population development on the catchment area accompanied by intensive
deforestation [17,18].

Just short (months) and medium time (years) changes in sediment input can induce delta apex
reshaping, resulting in different delta lobes morphology and beach ridges patterns. Fast progradation
periods, due to higher sediment input by the river, sees a sharp cusp and the rotation of the river mouth
towards the dominant wave front direction, as described for the Ombrone and Arno River deltas [19];
on the contrary, a reduced fluvial input determines a flattening of the cusp up to a rectification of the
coastline and downdrift shift of the river mouth [20,21].

Conceptual models of cuspate delta evolution have been proposed by ref. [19,22], whereas other
authors ref. [2,21,23,24] used numerical models to explain delta asymmetry and wave reshaping of
the river mouth during erosion and accretion phases. For deltas characterized by alternating phases
of growth and erosion, not all the beach ridges at the delta apex can be identified, since their most
offshore part has been beheaded during the erosion phases [12]; in addition, some segments can be
leveled by human activity, especially agriculture, or cut by the river course migration.

A full reconstruction of the delta evolution needs to know the delta shape at its extreme expansions,
even if later cut by erosion; this is of outmost importance when conceptual or numerical models based
on wings surface are to be developed.

The possibility to observe the secular trends of beach ridges on the Ombrone delta plain represents
a valuable opportunity to obtain useful information on its complex geomorphological evolution,
where one of the main drawbacks is represented by the loss of geographical information due to
natural and anthropic transformations of the territory over time and the lack, or inaccuracy, of ancient
cartography. The problem was solved through a mathematical reconstruction of the missing portions
of the beach ridges inspired form by the observation of their geometry and how their planar forms
remind of specific mathematical functions.

On Earth, a number of geomorphic elements have a regular shape, including small-scale
landforms such as cirques, drumlins, sand dunes, alluvial fans, dolines, polygonal soils and cracks,
columnar jointing, and scoria cones, to large-scale landforms such as composite and shield volcanoes [25].
Geomorphometry is the science of quantitative land-surface analysis and a variety of landforms are
fitted by mathematical functions, often by means of regression analysis [26].

Just to remain in coastal environment, zeta bays in equilibrium with approaching refracted waves
are fitted by a logarithmic spiral as proposed by Silvester and Hsu [27], or the equilibrium nearshore
profile is mathematically described by the Dean equation [28].

Following a similar approach, a method to reconstruct beach ridges, where they have been eroded
or razed by human activity, is hereafter proposed using fitting equations.

Results can be further used for a detailed model on the delta evolution reconstruction, which is
not the aim of this study.

2. Study Area

The Ombrone River delta is in Italy, located on the Southern Tuscany coast (Italy),
between Castiglione della Pescaia and Monti dell’Uccellina, in the Maremma Regional Park (Figure 1).
The dominant waves direction is from Souh-West [24], and for the present research, is assumed to be a
constant wave climate over the historical times [29,30]. The regional longshore transport direction is
from south to north [31,32]; subsidence in the alluvial plain was measured in 3 mm/year [33] and this
is the only significant vertical movement in the considered time lapse. Sea level rise is about 1 m since
the roman period [34].

The ancient gulf of Grosseto started to fill with the material transported by the Ombrone River
during the Holocene transgression, but the most internal beach ridge is very likely associated to a sand
bar closing a lagoon. When the lagoon was almost silted, the river could directly empty into the sea
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and started the delta formation. This is dated to the early Roman period [35] and explained with the
intense deforestation carried out within the watershed by the Etruscan, first, and by the Romans, later.

During the last twenty centuries, the delta apex grew for approximately 6.5 km at the apex,
with a very fast expansion in the 14th–18th century [36], when an intense deforestation occurred.
Some authors also see in this delta expansion, the effect of the Little Ice Age [35,37]. Two main erosional
phases have been identified, the first after the fall of the Roman Empire, and the second with the
Black Death epidemic; in both cases a strong population reduction induced the abandonment of many
cultivated areas and the growth of the forest [36].

Furthermore, at the end of the 19th century, these tendencies drastically reversed with the erosion
of the coastline at the river mouth, caused by agriculture abandonment, riverbed quarrying, dams and
weirs construction; whereas wetland reclamations, through river course diversion, started some
centuries before depriving the river load mostly in its finer fraction. Results of these works were poor
since sediment compaction was restoring the original wetlands [38].

Since the end of the 19th century, the delta apex started to retreat, and it is now approximately
900 m back from its most prominent position (depicted in a 1881 topographic map). Before shore
protection works were carried out in 2013–2014 on the southern lobe (submerged groins) and milder
in 2016 on the northern one (short wood permeable groins), the erosion rate was approximately
10 m/year [17].

 

Figure 1. The Ombrone River delta and the position of the two topographic profiles drawn in Figure 3
(Google Earth image).

Delta morphology is slightly different in the two lobes [6,36,37]. The northern side hosts inter-dune
swales and, near the river course, some permanent ponds, possibly old channels to connect salterns to
the sea. Dunes progressively merge to the north in few parallel ridges; the inner one is attributed to
the Etruscan period, the next five to the Roman time, followed by seven Medieval and the last four
belonging to the Modern Age [39].

Agriculture activity and urban development at Marina di Grosseto deleted some segments of
these dunes. The southern side is almost uninhabited, dunes are closer, and their continuity is more
preserved, but at the apex, where they are far lower, seasonal ponds form and in the wetter period
most of the apex is flooded. The Monti dell’Uccellina, with their seaward projection, limit sediment
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dispersion and, even if in the past centuries the prevalent longshore transport was to the north, the delta
could symmetrically grow. (Smaller volume but shorter base in the southern side). The River Ombrone
delta, hosts many beheaded ridges; but the well-preserved morphology of those remained allows to
test a methodology to mathematically reconstruct the lost segments.

3. Material and Methods

For this study, a detailed beach ridge map was obtained through the combination of several data sets,
produced by active and passive remote sensors, and processed with various methodologies. A LiDAR
(light detection and ranging) survey acquired in 2008 by the Ministry of the Environment, with 1 × 1 m
ground resolution, was used to derive a 3D model of the beach ridges area. Where agriculture
flattened the ridges, ad hoc topographic surveys were carried out, and a higher vertical resolution
DTM (digital terrain model) was produced from low altitude drone imagery using the structure from
motion (SfM) technique.

Satellite images used span from Landsat TM and Landsat ETM+ (from 1986 to 2002);
Quickbird (2004); Landsat 8 (2015) and Sentinel 2a (2017); in addition, some Google Earth images were
used. Pixel size goes from 2.44 m (Quickbird) to 30 m (Landsat TM).

Remotely sensed images helped in tracing ridge crests where ridges were flattened, and soil
moistures helps to discriminate sand from silty/clayey soils present in the interdune swales. This was
obtained with specific image processing, such as normalized difference of vegetation index (NDVI),
tasseled cup transformation (brightness, greenness, and wetness) [40], principal components analysis
(PCA), and RGB (red-green-blue) color composites of the results of the different elaborations.
Recent topographic surveys, regional cartography, and old aerial photos acquired in 1944 by RAF
(Royal Air Force ) were also used. Images were then wrapped on the Lidar 3D model to assist their
photo interpretation.

All these data were processed using ENVI 4.5 (Harris Geospatial Solutions Inc., Broomfield, CO,
USA) and ArcGIS 9.3 (ESRI) softwares in order to produce a detailed beach dunes/beach ridges map of
the delta area in the WGS84 UTM32 reference system (Figure 2) and leading information was derived
from LiDAR data, whose resolution was maintained also after the following image overlapping.

 

Figure 2. Ombrone River delta, beach ridges pattern mapped through the combination of different
data sets and elaboration methodologies.
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From LiDAR-DTM, several cross-shore profiles were extracted, and minor beach ridges sequence
and evolution phases were recognized and relatively dated, starting from the main delta evolution
periods described in the literature [36,37].

From the position, geometry, and height of some ridges it was possible to pair them across the
gap formed by the river or by agricultural flattering. In Figure 3, profiles crossing the dunes/ridges
system on the two delta wings are drawn and ridges associated and numbered (see Figure 1 for
profiles location). In the northern profile, all the morphologies are compressed, both because the
profile is located far from the delta apex, and because sediment is distributed along a wider area
(the northern limit of the cell—Punta delle Rocchette—is 24 km from the river mouth, whereas the
southern, one—Monti dell’Uccellina—is 7 km only).

Profiles show the differences in height and distance between ridges, and how some of the
highest/largest ones on the delta wings and associated to apex erosion or stability periods, comprise
more than one crest, due to an overlapping of more dunes.

Figure 3. North (A) and south (B) profiles from the early 15th (1) century until the limit of the
progradation in middle 19th century (9). Due to the difference in deposition rates, horizontal scale
cannot be considered a time scale.

Sixteen beach ridges from the early 15th to the middle-19th century have been selected representing
different periods of the delta evolution, both when accreting and when eroding. In the first case,
beach ridges plant geometry is more curved at the apex with ridges sharply converging (Figure 4);
on the contrary, soon after a period of delta erosion their planform is more rectilinear since beach
retreats at the apex but progradation goes on at the wings (actually it is a form of beach rotation) [12].

Along each beach ridge, several x,y points were digitized where each ridge crest was more evident;
one point every 50 m on average. Along this distance, ridges are almost rectilinear and more points do
not increase the accuracy. They were further rotated and shifted in a Cartesian coordinate system with
the y-axis coincident with the direction of the terminal river course.

In order to mathematically reconstruct the missing parts of the beach ridges, 33 families of linear
and not linear regression models were tested, both for progradation and for erosion beach ridge
shapes. The calculation was done using a specific curve fitting software (CurveExpert Pro 1.4, Hyams
Development, Chattanooga, TN, USA). The software provides a ranking of the best fitting functions
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and they are also displayed in the graphing window with statistical results, such as standard error and
correlation coefficient. Values x,y for points of interpolated and extrapolated curves are also available
and useful for the reconstruction of the missing parts of the delated beach ridges.

4. Results

Finding equations that well fit the ridges allows to reconstruct their original plan form in the
stretches where they have been erased by human activities or by coastal erosion.

Among all the 33 regression models tested, two distinct families of functions, respectively Weibull
(Equation (1)) and Morgan–Morgan–Finney (MMF) (Equation (2)), were found out with lowest values
of standard error and highest correlation coefficient. The former function better approximates more
rectilinear beach ridges of older coastlines or of erosional phases (more flat lines); whereas the latter
function better fits curved beach ridges of fast accreting stages (Table 1).

To a lesser extent, Hoerl (Equation (3)) and 3th degree polynomial (Equation (4)) were the following
two better equations in the fitting ranking.

Weibull : y = a− be−cxd
. (1)

MMF : y =
ab + cxd

b + xd
. (2)

Hoerl : y = a bxxc. (3)

Polynomial : 3th− degree y = a + bx + cx2 + dx3. (4)

Obviously, the robustness of the method depends on the extension of interpolated beach ridges too,
and is correlated to the segment form: linear or arcuate. For very short segments, results exponentially
lose significance.

Table 1. Relation between beach ridge and best four fitting mathematical functions. ER = apex erosion,
PR = apex progradation. In bold, the best standard error for each ridge.

Year (ca.) Evolution Type
Standard Error [m] for Four of the Best Different Fitting Models

MMF Weibull. Hoerl 3rd Degree Polynomial

1500 ER 5.1 3.2 4.0 3.3
1550 PR 14.4 16.6 16.4 22.2
1600 ER 16.6 12.6 14.5 19.2
1615 PR 7.0 11.4 15.8 27.5
1625 ER 14.3 12.8 16.8 23.9
1650 ER 12.5 8.2 7.2 16.3
1660 PR 5.5 9.3 12.3 18.9
1675 ER 16.6 10.0 11.9 12.6
1700 ER 15.2 7.1 9.4 8.4
1725 ER 13.4 8.5 10.2 18.2
1750 PR 9.3 12.1 21.2 16.2
1775 ER 18.8 14.7 19.6 32.7
1800 ER 16.4 11.5 13.1 9.5

1820 ER 16.5 5.6 18.7 21.1
1830 PR 6.4 14.9 15.5 23.8
1850 ER 29.7 13.2 20.7 11.8

In the table are reported precise year, just to have a temporal reference to be attributed to every
mapped beach ridge, but there may be indeed an uncertainty of several years. The correlation
coefficients range are from 0.999 to 0.997.

In Figures 4 and 5, the real 1625 (apex erosion phase) and 1750 (apex accretion phase) beach ridges
on the south lobe of the delta are drawn together with the best 4 fitting models produced through
extrapolation, near the river, of the first 4 km of each ridge. The graphs show Weibull (Equation (1))
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better approximates more rectilinear erosional beach ridges and MMF (Equation (2)) curved beach
ridges of progradation phases.

Figure 4. Real beach ridge 1625 ca., correlated to an erosional period, with the four best fitting
mathematical functions.

Figure 5. Real beach ridge 1750 ca., correlated to a progradation period, with the four best fitting
mathematical functions.

Starting from all the beach ridges mapped in Figure 2, the main evolution phases of the Ombrone
River delta, for the considered period, are reported in Figure 6. The considered period is from the early
15th to the middle 19th century, after which reliable topographic surveys are available.

Beach ridges deleted near the river because of watercourse shifting or truncated by a subsequent
erosive event have been mathematically reconstructed according to the methodology proposed.
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Beach ridges beheaded at the river mouth are represented in cyan and those related to the cuspate
progradation in red. In blue and purple, their reconstructed morphologies with mathematical functions.

Figure 6. Beach ridges reconstruction for main historical phases from the 15th to the 19th century.

5. Discussion

Quantitative approach in Geomorphology became established in the mid-20th century [41], but
equations fitting coastal landforms arrived a few decades later, like those aforementioned, by Dean [28]
and by Silvester and Hsu [27]; both, although developed on actual morphologies, are used to forecast
the shape a landform (nearshore profile and zeta-bays) will reach at equilibrium. What is done in this
paper is the reconstruction of ancient landforms in those parts which have been later eroded.

In a period in which approximately 31% of the world beaches are eroding [42], and considering
that erosion generally starts at the river mouth and gradually expand laterally [22], many present
cuspate river deltas lost their apex. Further, agricultural works and urbanization frequently flattened,
or at least hid, original morphologies. This makes it impossible to fully reconstruct the natural delta
morphology and study its historical evolution.

The proposed method needs high-resolution data, which was obtained from active and passive
remote sensing systems. In this way, a detailed reconstruction of beach ridges morphologies was done,
and several accretion and erosion phases mapped. Thirty-three different fitting curves were generated
though interpolation of control points on the beach ridges/dune crests and their accuracy in describing
those morphologies was assessed.

The further extrapolation of the last seaward points allowed to reconstruct the ridge segments
which were eroded during the last 150 years, thus obtaining information on the past delta apex shape.
On the other sides, interpolation made it possible to identify reaches flattened by agriculture or by
other anthropogenic activities. For ridges formed during delta expansions phases (more curved at
the tip), the MMF model proved to be more accurate than all the other tested; whereas ridges formed
during delta tip erosion, more flattens, were better reconstructed by the Weibull equation.

6. Conclusions

The mathematical interpolation and extrapolation of the functions fitting the ridge crests at the
Ombrone River delta allowed to reconstruct their entire morphologies, not only in the part eroded
during the last 150 years, but also where similar processes worked in the Middle and Modern Age.
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On these bases, it will be possible to develop more accurate models of delta evolution in order
to better explain the different morphology characterizing the updrift and the downdrift delta sides,
and to forecast future shoreline displacement in this coast rich in natural and economical elements.

The hoped application of this method to other deltas, using different equation coefficients, could
help to solve similar problems and improve the method itself.
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Abstract: Wave erosion has moved coastal cliffs and bluffs landward over the centuries. Now climate
change-induced sea-level rise (SLR) and the changes in wave action are accelerating coastline retreat
around the world. Documenting the erosion of cliffed coasts and projecting the rate of coastline retreat
under future SLR scenarios are more challenging than historical and future shoreline change studies
along low-lying sandy beaches. The objective of this research was to study coastal erosion of the West
CliffDrive area in Santa Cruz along the Central California Coast and identify the challenges in coastline
change analysis. We investigated the geological history, geomorphic differences, and documented
cliff retreat to assess coastal erosion qualitatively. We also conducted a quantitative assessment of cliff
retreat through extracting and analyzing the coastline position at three different times (1953, 1975,
and 2018). The results showed that the total retreat of the West Cliff Drive coastline over 65 years
ranges from 0.3 to 32 m, and the maximum cliff retreat rate was 0.5 m/year. Geometric errors,
the complex profiles of coastal cliffs, and irregularities in the processes of coastal erosion, including
the undercutting of the base of the cliff and formation of caves, were some of the identified challenges
in documenting historical coastline retreat. These can each increase the uncertainty of calculated
retreat rates. Reducing the uncertainties in retreat rates is an essential initial step in projecting cliff and
bluff retreat under future SLR more accurately and in developing a practical adaptive management
plan to cope with the impacts of coastline change along this highly populated edge.

Keywords: coastline; cliff and bluff retreat; erosion rate; uncertainty; sea-level rise; adaptive management

1. Introduction

Many diverse natural forces and processes interact along the shoreline, making the coastline one
of the world’s most dynamic environments [1–3]. Waves, tides, wind, storms, rain, and runoff combine
to build up, wear down, and continually reshape the interface of land and sea [3–5]. Through the 20th
century, however, global sea-level rise, due in a large part to human-induced climate change [6–8],
contributed to increase both cliff and beach erosion [9,10]. Coastline (cliff and bluff) erosion (covered in
this study) is different from shoreline (beach) erosion and is defined as the actual landward retreat of
a cliff or bluff. While a number of older references indicate that cliffs occur along about 80% of the
world’s coasts [10–12], more recent work using a GIS-based global mapping analysis and a detailed
literature review suggest that coastal cliffs likely exist on about 52% of the global shoreline [13].
Cliff retreat is distinct from beach erosion in that it is not recoverable, at least within our lifetime, by
any natural processes [10]. The terms cliff and bluff are often used interchangeably [10,14], but in this
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study cliff refers to coastal landforms that consist of harder and more resistant rocks that stand higher
and steeper than bluffs, which are generally composed of weaker materials and stand at gentler slopes
(Figure 1) [10].

 

Figure 1. (a,b): Coastal cliffs, (c,d): Coastal bluffs. Photos: © 2002-2015, California Coastal Records
Project [15].

The world’s coastlines will respond to global climate changes and the associated adjustment to
oceanographic forcing [16]. For cliffed coasts with limited beach development, there appears to be
a relationship between long-term cliff retreat and the rate of sea-level rise [17]. Satellite altimetry has
shown an average rise in global mean sea level (GMSL) of ∼3.4 mm/year since 1993 [10,18,19] and
this rate is increasing by about 0.08 mm annually, which implies that global mean sea level could
rise at least 65 ± 12 cm by 2100 compared with 2005 [20], enough to cause significant problems for
coastal cities around the planet [21]. However, more recent studies along California’s coastline indicate
the possibility of significantly higher sea levels by 2100, with levels at specific future dates highly
dependent on future global greenhouse gas emissions [22]. Future sea-level rise will increase the
frequency at which waves will attack the base of coastal cliffs and bluffs [23–28], and as a result, coastal
erosion will almost certainly be accelerated during the 21st century [23,27,29]. In addition, changes
in regional meteorological and climate patterns, including the frequency and intensity of El Niño
events, coupled with rising sea level, are predicted to result in increasing extremes in sea level [30] and
wave power [31]. Waves riding on these higher water levels will cause increased coastal erosion and
shoreline damage, more than that expected from sea-level rise alone [30]. Many major coastal cities
were developed in areas vulnerable to shoreline and/or coastal erosion [32]. With coastal populations
and associated economic assets continuing to increase [33], cliff, bluff top, and shoreline development
will be increasingly threatened by erosion and retreat [34]. This has led to an increased need for accurate
information on rates and trends of coastal recession [35] in order to respond and adapt to expected
future shoreline changes.
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In this study, we focused on California’s coast, which is experiencing well-documented sea-level
rise [22,36] and related coastal impacts including coastal erosion [10,30,37]. California’s coast reflects
a complex geological history and the interplay of tectonic or mountain building processes, geology,
climate, and the sea, and has always been identified with change [1,38]. At the close of the last ice
age 18,000 years ago, the coastline stood several to as far as 50 km offshore to the west [4]. As the
climate warmed, seawater expanded and ice melted. In response, sea level rose about 130 m and
advanced inland, moving the cliffs, bluffs, and beaches eastward. About 8000 years ago, the rate of
sea-level rise slowed from an average of about 11mm/year over the previous 10,000 years to less than
a millimeter per year. Over the past century or so, however, due primarily to anthropogenic global
warming, the global rate of sea-level rise has accelerated to about 3.4 mm/year (13.4 inches/century)
leading to an increase in rates of shoreline and coastline retreat.

The great majority (72% or about 1272 km) of California’s 1760 km coastline consists of actively
eroding sea cliffs and bluffs [4], and of the 1272 km cliffed coast—including the 5.8 km (3.6 mile) long
section of Santa Cruz coast covered in this paper—about 1040 km consists of low to moderate relief
cliffs and bluffs ranging in height from about 10 to 100 m, which are typically eroded into uplifted
marine terraces (Figure 2). Some cliff rocks are so hard and resistant, however, that photographs taken
of the coast 75 years ago look identical to those of today. Elsewhere, however, coastal bluffmaterials are
so soft and weak that the coast is being eroded at average rates of 2 m or more each year. These changes
are easily recognized when comparing historic ground photographs.

 

Figure 2. Typical morphology of much of California coast with cliffs eroded into an uplifted marine
terrace (photo by Gary Griggs, 2006).

The coast of California is dominated by uplifted marine terraces fronted by low cliffs, but
also includes steep coastal mountains and areas of coastal lowlands, estuaries, and dunes [30].
The two sea-level rise related hazards of greatest concern to any oceanfront development along the
California coast, whether public or private, are (1) coastal cliff and bluff erosion (Figure 3a) and (2)
more frequent flooding of low-lying areas by storm waves and high tides (Figure 3b), followed in
time by permanent inundation [39]. California’s coastline is approaching a crisis point, which has
resulted from a combination of natural processes and cycles, combined with human intervention
and population growth [10]. California’s population and economic centers are concentrated along its
coast [40]. Although California’s 19 coastal counties (including San Francisco Bay) make up only 22%
of the state’s land mass, they account for 68% of its population [41], 80% of its wages, and 80% of its
GDP [42]. In addition, California’s coastal population is expected to continue to grow significantly
over the coming decades [43], which will only compound the erosion and flooding problems at the
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edge. A recent study [27], showed that for California, the world’s 5th largest economy, over $150 billion
in property, equating to more than 6% of the state’s GDP and 600,000 people, could be impacted by
coastal flooding by 2100.

 

Figure 3. (a) The erosion of a coastal cliff has removed an ocean front street about 10 km from the
project site. (b) Flooding of a coastal parking lot during a period of elevated sea level and large waves
approximately 20 km from the study area.

2. Study Area

The West Cliff Drive coastline, which has been selected as a case study in this paper, extends
5.8 km along the western edge of the city of Santa Cruz between Point Santa Cruz and Natural Bridges
State Beach on the central California coast (Figure 4). This section of the coastline is somewhat unique
in California in having a public street (West Cliff Drive) extending the entire 5.8 km (3.6 mile) length,
along with a pedestrian/bicycle path. This allows unobstructed views of this dramatic coast without
the presence of homes or other development on the top of bluff, which is more typical of many of the
state’s coastal communities. As a result, this road has been a popular area for residents and visitors
alike for well over a century.

 

Figure 4. West Cliff Drive study area.

2.1. Geologic Setting

The striking features of California’s diverse landscape, the San Andreas Fault (which lies just
25 km east of the project area) and its associated earthquakes, the rugged coastal mountains, and the
uplifted marine terraces [36] and coastal cliffs that characterize much of the coastline, all have their
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origins in millions of years of large-scale tectonic processes that continue today [4]. The rocks exposed
along the coastline and in the sea cliffs provide evidence of this complex geological history and the
changes the landscape has undergone. Coastal cliffs along the state’s coast may consist of granitic,
volcanic, metamorphic, or sedimentary rocks.

The West Cliff Drive coastline consists of near vertical cliffs varying in height from about 6 to
12 m (20 to 40 feet), which form the outer edge of the lowest uplifted marine terrace along this coast
(Figure 5a). The lower bedrock portion of the seacliff consists of two different geologic units: The older,
harder, and more resistant Santa Cruz Mudstone of Miocene age (~5–7 million years old; Figure 5a)
and the younger and weaker Purisima Formation of Pliocene age (~3–5 million years old) (Figure 6).
The mudstone extends approximately 2100 m along the western section of the coastal area studied,
while the overlying Purisima Formation makes up the approximately 3700 m long eastern section.
The Purisima consists of interbedded mudstones, siltstones, and sandstones that are pervasively
jointed. It is the orientation of the joints sets that exerts a major control on the erosion of the bedrock
and the shape or morphology of the coastline (Figure 5b). The uppermost 2 to 4 m of the cliffs consist
of much younger (~100,000 year old) poorly consolidated, marine and non-marine terrace deposits,
primarily sand, gravel, and cobbles (Figure 6). The same processes that formed the coastal landscape
continue to act on it today, although at a nearly imperceptible rate. More noticeable, however, is the
rate of coastline erosion, as waves attack and undercut the emergent land and force the nearly vertical
bluffs to recede inland.

 

Figure 5. (a) Unprotected section of West Cliff Drive study area showing low eroding cliffs eroded into
the Santa Cruz Mudstone [15], (b) oriented embayments eroded along parallel joints in the Santa Cruz
Mudstone (Google Earth, 2018).
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Figure 6. This section of coastal bluff consists of three different geologic units: The Santa Cruz Mudstone,
the Purisima Formation, and the overlying unconsolidated terrace deposits, which erode differentially
and make selecting a bluff edge subjective.

2.2. Oceanographic Conditions

The central California coast experiences a mixed semi-diurnal tide with a maximum range of
about 2.5 m (8.2 feet), ranging from +2.0 to −0.50 m (+6.6 to −1.6 feet). During years with strong El
Niño events, however, water levels may be elevated as much as 30 cm above predicted water levels for
days [30,44], which brings large waves closer to the cliffs, and when coincident with high tides, often
produce failure of the bedrock, as well as erosion of the overlying and much more erodible terrace
deposits. Current wave conditions along West Cliff Drive were defined using historical data from the
Global Ocean Waves database [45] that covers the time period between 1948 and 2008. The offshore
wave data was propagated to the shore using the SWAN wave propagation model based on the models
developed for California with nearshore bathymetry information [46]. The wave propagation results
were used to reconstruct hourly time series of wave parameters (significant wave heights, Hs; and mean
periods), as described in Camus et al. [47], and calculate hourly wave energy at the 10 m depth contour
along West Cliff Drive. Prevailing winter storm waves approach this stretch of coastline dominantly
from the northwest and west and undergo little loss of energy through refraction as they approach the
coastline along West Cliff Drive. Significant wave heights of 1 to 2 m occur frequently in the winter
months (December through March). During major storms, however, wave heights may reach 4 m or
more. This is a high-energy coastline with occasional severe wave attack (Figure 7).
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Figure 7. Storm waves at high tide overtopping West Cliff Drive bluff (photos by Gary Griggs).

During the periods of largest waves and highest tides, waves are attacking essentially all of the
cliffs along this entire section of coast. About 600 m of the 5800 m long stretch of sea cliffs is buffered by
small pocket beaches, which come and go seasonally. These vary in length from about 30 to 300 m with
maximum widths of 25–50 m in the summer months. The beaches undergo strong seasonal fluctuations
in size in response to changing wave conditions, with sand levels dropping 2 m or more from summer
to winter months (Figure 8a,b).

 
Figure 8. (a) Summer and (b) winter beach sand levels along West Cliff Drive (photos by Gary Griggs).

The mean and 25% and 75% percentiles of annual wave energy, and corresponding directions
were then calculated using the hourly time series. There is significant variation in a high percentile of
wave heights (95% percentile of significant wave height, Hs95) and wave energy intensity and direction
(Figure 9). Annual mean wave energy decreases from west to east and rotates slightly anticlockwise
(Figure 9a). Changes in wave energy (Figure 9b) are more marked than the differences in high-values
of wave heights (Figure 9c). This is because annual wave energy not only represents conditions of
a single storm, but, in addition, high wave conditions accrue proportionally more energy than calmer
sea states [31]. Therefore, wave power not only shows a significant spatial variation across West Cliff
as a result of wave propagation, but may also serve as an indicator of erosion potential of wave action
on the cliffs over cumulative periods of time.
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Figure 9. Spatial variation of wave climate along West Cliff. (a) Locations of data points with time
series of wave parameters and mean direction and intensity of annual Wave Power. (b) Eastward
variation of cumulative annual wave power. (c) Eastward variation of the 95% percentile of significant
wave heights (Hs). The boxes represent the range between the 20% to 75% values, where the mean is
indicated in red. The crosses represent values exceeding that range.

3. Materials and Methods

In this research we used both qualitative and quantitative assessments to analyze coastal cliff and
bluff retreat along the West Cliff Drive coast as a case study to identify the challenges of determining
historical erosion rates.

3.1. Qualitative Coastline Change Assessment

We conducted a qualitative assessment by reviewing literature and relevant documents on
California coastline erosion, in addition to investigating the geological history, cliff geomorphic
differences, sea-level rise, and related impacts on coastal erosion and history of coastline changes
throughout the study area.
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3.2. Quantitative Coastline Change Analysis

• Materials

We selected two historical sets of aerial photograph from 1953 and 1975 (scale = 1:10,000),
and satellite imagery (Google Earth) from 2018 (Figure 10). This gave us a significant span of time
to achieve useful results for extracting coastlines and comparing them to detect coastline change,
identifying cliff and bluff retreat, as well as measuring the erosion rates along this coast. We also used
a hill-shaded digital surface model (USGS, 2018), as well as historical ground and modern photos of
the area to digitize and adjust the selected reference line in each segment as accurately as possible.
GIS tools were used to perform coastline change detection.

 

Figure 10. Aerial photographs (a) 1953, (b) 1975, and (c) satellite imagery (2018).

• Methods

Cliff and bluff retreat were analyzed through three main stages:

1. Defining the reference coastline: For digitizing the coastlines and being able to compare them in
order to measure coastal retreat, we defined the reference lines that were detectable on both the
aerial photographs and satellite imagery and that also could represent the cliff or bluff retreat
over the studied time span. Due to the diverse cliff and bluff profiles (Figure 11), three different
lines were defined and extracted from the vertical images: a. Cliff/bluff edge; b. the base of bluff;
and c. the base of cliff (Figure 12). Depending on data resolution and along different segments of
the coast, we selected the line that was the clearest and most detectable for extraction on both the
aerial photographs and satellite imagery to use in the analysis.

2. Geometric correction and extracting reference lines: In order to georeference the aerial photographs
and perform the nonsystematic geometric correction to reduce the distortion of both the aerial
and satellite imagery, we used 19 ground control points (GCPs) that were identified on the
two historical aerial photographs and the satellite imagery and collected their coordinates during
a field survey. To remove the spatial error (coastline positioning error) as much as possible,
we also performed a geometric correction on 31 different coastal segments (Figure 13) using
common features which were distinguishable on both aerial photographs and satellite imagery.
We then digitized the identified reference line of each segment independently.

3. Coastline change assessment: Analyzing extracted coastlines position led us to historical cliff or
bluff retreat rate measurements along West Cliff Drive and allowed us to evaluate the challenges
of widely used methods in coastline change studies.
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Figure 11. The various profiles and related reference lines (coastline) along cliffed coasts.

 

Figure 12. The defined reference lines along a cliffed coast. (a,b) profile view (c) vertical view. (In this
segment of coast, the detectable reference line on both aerial photographs and satellite imagery was
“the base of bluff”).
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Figure 13. Map of the 31 identified coastal segments, armored coastline, and unprotected areas along
the West Cliff Drive coast—(a) West side (b) East side.

4. Results

4.1. Qualitative Coastline Change Assessment

• Geology

Erosion along the West Cliff Drive coastline typically occurs through a combination of wave
impact, weathering and abrasion of the bedrock, rainfall and terrestrial runoff to a lesser degree,
and also relatively infrequent seismic shaking during large earthquakes. Bedrock erosion along weaker
stratigraphic layers or joint sets leads to focused erosion and the frequent formation of undercuts,
arches, caves, and embayments that made this area an early attraction for residents and visitors.
The Santa Cruz Mudstone is more resistant to wave attack than the Purisima Formation and retreats at
slower rates overall. As described above, it is primarily the well-developed joint in the latter formation
that focuses erosion and typically leads to the failure of large joint-bounded blocks or the collapse of
arches and caves. The unconsolidated sandy terrace deposits are much less resistant to wave attack,
and it is during periods of large storm waves coincident with very high tides that waves overtop
the bedrock and attack and erode the weaker terrace deposits. It is this erosion that has historically
threatened and undermined sidewalks, West Cliff Drive, and also a historic lighthouse. Coastal erosion
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or cliff and bluff retreat in the study area, as along most of the California coast, is an episodic process
with most of the major cliff failures occurring during the simultaneous arrival of large storm waves
and elevated sea levels.

• Coastal Protection and Erosion

Efforts to stabilize or protect this stretch of shoreline from wave erosion began in 1926 and have
continued intermittently to the present. Concrete retaining walls along the upper bluff and rip-rap
revetments at the base of the cliff have been the dominant type of armor emplaced, although broken
slabs of old streets and sidewalks and stacked bags of concrete were also used in the early years in
attempts to halt or slow cliff retreat. Today of the 5800 m of coastline studied, about 2600 m or 44.8% has
been armored (Figure 13), with 91% of this armor consisting of rock revetments (Figure 14). While this
has served to reduce and halt erosion, it has completely changed the natural condition and appearance
of this stretch of coast. These large revetments have also covered large areas of sandy beach that are
now removed from public use. The local government agency (City of Santa Cruz Department of Public
Works) received emergency permits to install much of the rip-rap, but some of these permits were
never finalized with the permitting agency (California Coastal Commission). The Coastal Commission
has recently required that the city evaluate the coastal erosion and protection issues, public use, and
economics of this 5800 m stretch of coastline and develop a long-term management plan for the future.

 

Figure 14. The placement of rip-rap over a 60 year period has reduced or eliminated bluff retreat along
about 50% of West Cliff Drive, thus complicating any measurements of natural rates of bluff retreat.

• Coastal Change from Historical Ground Photographs

As soon as cameras became widely available, residents, visitors, and commercial photographers
began to take pictures of the Santa Cruz coastline. The earliest dated photographs we have discovered
of this coast were taken 143 years ago (1876). Certain areas, the picturesque arches, sea stacks, and
distinct rock formations along West Cliff Drive, for example, were photographed frequently and
memorialized in hand-colored postcards and family albums. Over the subsequent years, as winter
storms have periodically battered the bluffs and beaches, and sea level has gradually risen, the coastline
has slowly retreated. Some areas have changed dramatically (Figures 15a–c and 16a,b), and others
have changed surprisingly little. The natural bridges, arches, and sea stacks that owe their origins to
wave attack of the weaker sandstones and mudstones have been destroyed by the same forces that
created them, with many fascinating and revealing photographs taken of these natural and unnatural
features along the way. While it is very difficult to get any quantitative measurements of cliff or bluff
retreat from old ground photographs, they do provide a clear record of the extent of change or retreat
that has taken place since the time the original photograph was taken. In many cases, and for most
people, a then and now set of photographs provides a more understandable record of coastal change
than a rate of retreat in cm/year [48].
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Figure 15. (a–c) Progressive erosion of an arch in the study area over a period of 50 years to ultimately
form a sea-stack. Dates of photos: (a) Before 1888, (b) ~1890, (c) 2005.

Figure 16. (a–c) Promontory in foreground and Bird Rock arch (in background) in 1909, 2005, and 2019.

4.2. Quantitative Coastline Change Assessment

• Documenting Coastal Erosion from Vertical Aerial Photographs and Maps

The first aerial photographs were taken of the Santa Cruz coast in 1928 and were in stereo.
This is quite amazing as Charles Lindberg had just made the first solo flight across the Atlantic Ocean
the year before. These photographs were taken in order to study the route of a potential highway
between San Francisco and Santa Cruz and aerial photographs were the easiest way to accomplish
that. These images provide us with a photographic record extending back 90 years and can be used to
determine qualitative changes; because of the only moderate resolution and lack of features from which
to take measurements from, they are of limited value in quantitative assessment of historic cliff erosion.
Vertical stereo photos were then taken in subsequent years along the Santa Cruz coast, which became
quite regular beginning in the 1940s and extending to the present. Aerial photographs were taken
more often in later years as various state and federal agencies became interested in documenting the
landscape including forest cover, agriculture land use, coastal conditions, and development, highway
and railway routes, among other purposes. Until relatively recently, historical aerial photographs were
the most common sources for documenting or measuring rates of coastal change such as coastal bluff
and cliff retreat. This required first determining the scale of the photograph, and then finding locations
where the position of the cliff edge could be measured from some fixed feature (a road, building,
etc.) over time. There are multiple challenges involved in this approach, including: a. The scale and
resolution of the aerial photographs; b. the sharpness or ease of recognition of the cliff edge; c. the
presence of vegetation obscuring the cliff edge making measurements difficult or unreliable; d. the
lack of a reference point on older photographs to measure from; and e. the time period covered by
the photographs.

The older aerial photographs are usually not of as high resolution as recent photos and useful
reference features present in more recent images may well not have existed at the time the older
photographs were taken. Even though we have aerial photographs that extend back 90 years for the
Santa Cruz coast, using conventional methods (such as an optical comparator or loupe, for example)
for measurement is hindered by photograph resolution and appropriate features from which to take
repeated measurements.

• Documenting Coastal Erosion from Satellite Imagery and DEMs
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In recent decades, the availability of satellite imagery (Google Earth, for example) and Lidar
(Light Detection and Ranging) derived DEMs also provided high-resolution data sets for documenting
coastal cliff or bluff erosion. With the inclusion of a series of historical satellite photographs in Google
Earth, adjusted to precisely the same scale on the website, typically extending back into the early 1990s,
or in some cases back to the 1980s, and a built-in measuring tool, a user can determine the distance
from some landmark or feature to the cliff edge relatively easy on multiple images all of the same scale.
The same issues that can affect the reliability of cliff erosion measurements from historic hard copy
aerial photographs still exist, however, a landmark or feature that can be recognized on all images,
the resolution and scale of the images, and the clarity or ease of recognizing the cliff edge. In addition,
and this is an issue along the section of Santa Cruz coast covered in this study, there are many coastal
bluffs and cliffs where the feature designated as the bluff or cliff edge is somewhat subjective because of
the varying geomorphology, which is related to the differences in geologic materials (Figures 6 and 17).
This makes determining erosion rates difficult.

 

Figure 17. A section of coastal bluff consisting of the overlying weaker terrace deposits that are mostly
vegetated, and the underlying Santa Cruz Mudstone that is being undercut. As in Figure 6, selecting
the edge of the bluff for comparative measurements is difficult and somewhat subjective.

In addition, applying the DEMs, as well as topographic maps to extract the indicator lines such
as the cliff edge are other approaches to conduct coastal change analysis. The lack of high-resolution
elevation data, and the differences in resolution, and scale of available elevation data, are the main
constraints to conducting a time-series analysis over a relatively long-period study and would increase
the uncertainties of cliff retreat rate retreat estimations.

Further complicating the measurement of changes in cliff or bluff edges is the armoring of this
coast, which has gone on for about 60 years (Figures 13 and 14), and depending upon when the
rip-rap was placed, this essentially brings erosion to a near halt for a number of years. As of 2019,
approximately 45% of the entire West Cliff Drive area had been armored.

• Documenting Coastal Erosion along West Cliff Drive as a Case Study

In addition to investigating the evolution of coastline change over time, we used both aerial
photographs and satellite imagery, as well as the hill-shaded DSM (USGS, 2018) to assess coastline
retreat along West Cliff Drive coast. The coastline was divided into 31 individual segments that were
evaluated independently (Figure 18). The results (Table 1 and Figures 19 and 20) showed the maximum
coastline retreat over the studied time span occurred in coastal segment number 16 (Figure 21),
where the retreat rate over 65 years ranged from 0.3 to 32 m (Figure 19), and the maximum retreat rate
was 0.5 m/year. (Figure 20).
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Figure 18. Two examples of digitized coastlines in segments 16 and 19.

Table 1. Coastline retreat along the West Cliff Drive Coast.

Time span

1953–1975 1975–2018 1953–2018

The range of coastline retreat (m) ~0.3–19 ~0.3–28 ~0.3–32

The maximum retreat rate (m/year.) ~0.9 ~0.6 ~0.5

 

Figure 19. Maximum coastline retreat along the 31 coastal segments (zero value indicates that the
change of the segment was undetectable).
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Figure 20. Maximum coastline retreat rate along the 31 coastal segments (zero value shows the coastline
of the segment was undetectable).

 

Figure 21. Oblique aerial photographs from coastal segment number 16 (a) 1972 [15], (b) 2018 [USGS,2018].
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• A Review of Cliffed Coast Retreat Studies

A number of coastal researchers have endeavored to document historical coastal cliff retreat and
project future retreat along the coast of California including the Santa Cruz coastline over the years
from aerial photographs, satellite imagery, and DEM, with all of the inherent challenges involved.
Hapke and Reid [37] completed the most comprehensive assessment. They evaluated cliff retreat
using map and photographic data for more than 350 km of the California coast over a period of
approximately 70 years, as part of the US Geological Survey’s Assessment of Coastal Change Program.
They compared one historical cliff edge digitized from old maps dating from 1920–1930, with a recent
cliff edge interpreted from LIDAR topographic surveys from either 1998 or 2002. Long-term (~70 year)
rates of the retreat were calculated using differences in the locations of the two different cliff edges.
The average rate of coastal cliff retreat over this time period for the sections of California coast studied
was 0.3 +/− 0.2 m/year. The average amount of total cliff retreat over the 70 year period was 17.7 m.
Due to the regional scale of the area studied, however, the shoreline projections were not always
accurate, which affected the erosion rate determinations in specific areas. The book “Living with the
Changing California Coast” [1], includes cliff and bluff erosion rates where they were published or
available for a number of locations along the state’s coast. Moore et al. [49] utilized aerial photos
corrected through softcopy photogrammetry for a detailed study of cliff erosion rates for both Santa
Cruz and San Diego counties as part of a national FEMA (Federal Emergency Management Agency)
assessment of coastal erosion hazards. Unfortunately, that study did not include the West Cliff Drive
area. Griggs and Johnson [50] reported on cliff erosion rates along the Santa Cruz County coastline,
including a few measurements along West Cliff. Their rates were based on comparative measurements
from aerial photographs taken in 1940 and 1960, but were limited by the photograph issues discussed
above. Young et al. [51] detected 30 individual cliff edge failures and maximum landward retreats from
0.8 to 10 m along the 7.1 km of unprotected coastal cliffs near Point Loma in San Diego over a 5.5-year
period (2003–2009). In a recently published study, decadal-scale coastal cliff retreat in southern and
central California [52], cliff erosion was detected along 44% of the 595 km of shoreline evaluated, while
the remaining cliffs were relatively stable.

Revell et al. [53] evaluated potential future erosion hazards along the coast of California by 2100
under a 1.4 m sea-level rise scenario. For cliff-backed shorelines future potential erosion is projected to
average 33 m, with a maximum potential erosion distance of up to 400 m. Young et al. [54] studied
cliff and shoreline retreat considering sea-level rise in southern California, and based on their model’s
results, mean and maximum scenario cliff retreat over 100 years ranged from 4–87 and 21–179 m,
respectively. Barnard et al. in a study on coastal vulnerability [16], demonstrated that El Niño events
result in wave directional shifts, elevated wave energy, and severe coastal erosion for the Central
Pacific and California. Limber et al. [29] applied a multimodel ensemble to project time-averaged sea
cliff position of the 475 km long coastline of Southern California over multidecadal time scales and
large (> 50 km) spatial scales. Results showed that future retreat rates could increase relative to mean
historical rates by more than twofold for the higher SLR scenarios, causing an average total land loss
of 19–41 m by 2100.

5. Discussion

One of the most important types of information needed prior to initiating or approving coastal
human and natural communities’ protection plans, as well as any development along the coast, whether
private or public, are the long-term rate at which the cliffs or bluffs are eroding. The longer the period
of record covered by the aerial photographs or other data sources, the more representative will be the
erosion rate calculated. Additionally, in recent decades, the challenges of a continuing rise in sea level
at an accelerated rate, and changes in wave climate, which will affect the long-term cliff erosion or
retreat rates, have increased the demand for historical erosion rate data that can be used to project
future cliff and bluff positions in highly developed areas. Knowing where the edge of the coastal
bluff or cliff is likely to be over time is important for future planning. However, most coastal change
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studies conclude that there are always different levels of uncertainty in erosion rate measurements and
coastline retreat projection results. In this study, some of the identified challenges that could increase
the result uncertainties were:

(a) Extracting a constant and continuous coastline on both the aerial photographs and satellite
imagery. The combination of a complex cliffed coast profile (Figure 22), as well as diverse geology,
led to several lines which could be considered as the erosion (cliff retreat) indicator. We extracted
the line that was the most detectable on 31 individual studied coastal segments independently.

(b) In some areas the existing armor, as well as vegetation coverage made it impossible to extract the
coastline retreat indicator, the cliff edge, for example.

(c) The low-resolution of historical aerial photographs made it difficult to recognize and extract the
identified indicator line along several coastal segments.

d) Considering the data availability, we employed a nonsystematic geometric correction, however
it did not completely remove the geometric errors along the coastal segments and, as a result,
we did not measure the retreat of such areas.

(e) There were two other types of coastal erosion that were not detectable on vertical aerial and
satellite images including undercuts and sea caves (Figure 23).

(f) The scale of the study could directly affect the accuracy of coastline change analysis. In this study,
examining quantitative coastline retreat along a relatively short section of coast enabled us to use
the ground photographs of the study area to adjust the modern coastline we had extracted from
satellite imagery.

 

Figure 22. A hill-shaded Digital Surface Model—DSM (USGS-2018) shows the complex profile of cliffed
coasts, as well as various lines which could be used in cliff and bluff retreat analysis.

Appropriately addressing the identified challenges in coastal cliff erosion studies (both qualitative
and quantitative assessments) could reduce the uncertainty of the historical erosion rate measurements
(cliff or bluff retreat) and, as a result, would improve the future bluff or cliff retreat projections. Erosion
models include substantial uncertainty, not only derived from the definition of future sea levels and
waves but also from the estimates of historical coastline retreat rates. Cliff erosion brings even more
complexity and uncertainty given the interaction of the coastal geology with sea levels and waves,
which produce different coastal sections with collapsing and eroding modes. Therefore, coastline
change models should be contrasted with historical rates from remote sensing and historical imagery
as a ground truth and expected erosion potential. While this approach may not provide quantitative
definition of the future coastline, it is adequate to identify the historical impacts, delineate erosion
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hotspots, and establish priorities for management, today and in the foreseeable future, both from
regular oceanographic conditions and episodic cycles such as El Niño.

 

Figure 23. Seacave (a) and undercuts (b) along West Cliff Drive.

6. Conclusions

As sea level continues to rise at an accelerated rate, the intensive development and infrastructure
along California’s coastline is under an increasing threat. Whether construction on coastal bluffs or
cliffs, or along low-lying shoreline areas, higher sea levels combined with storm waves and high tides
will lead to increased rates of cliff and bluff retreat and more frequent coastal flooding. Planning and
adapting to a new but uncertain coastline position is and will continue to be a major challenge for many
coastal communities. However, there are challenges and uncertainties in both accurately documenting
historic cliff and bluff retreat and in projecting these values into the future. There are significant
obstacles for developing and implementing future sea-level rise adaptation strategies, managed retreat
for example, along the coast, in particular cliffed coastal regions. Reducing or avoiding the problems
and concerns identified in this study in determining erosion rates as much as possible through using
the most reliable data sets and applying appropriate approaches is an essential process in developing
a roadmap for the future management of the area.

Coastal cliff retreat is the product of a complex interaction between the (1) intrinsic properties of
the cliff or bluffmaterials (lithology or rock type, internal rock weaknesses such as joint patterns, and
stratigraphic variations, for example) that combine to resist erosion, and (2) the extrinsic processes
(rock weathering, rainfall, wave energy, tidal range, storm frequency and intensity, and sea-level
rise, for example) that work to weaken the cliffmaterials and produce failure or erosion. While the
historic coastline data from ground and aerial photographs, maps, and satellite imagery can be used
with caution and experience to provide the most accurate measurements possible of past changes,
with the increase in sea-level rise rates and other aspects of climate change, conditions are shifting.
Implementing a detailed coastal monitoring program to document and track the present location
and condition of cliff and bluff edges, delineating armored and unarmored sections of coastline,
documenting rates of sea level change, and identifying erosion hazard zones will, over time, provide
a more robust foundation for future decision making.
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Abstract: The North Atlantic coast of Morocco is characterised by a flat rocky outcrop in the south
(Asilah Beach) and a sandy beach free of rocky outcrops in the north (Charf el-Akab). These natural
beaches were monitored for a period of two years (April 2005–January 2007) and two different profiles
(one for each beach) were analysed based on differences in the substrate. Topographic data were
analysed using statistics and empirical orthogonal functions (EOFs) to determine beach slope and
volumetric changes over time. Several morphologic phenomena were identified (accretion/erosion
and seasonal tilting of beach profiles around different hinge points), attesting to their importance in
explaining variability in the data. Periods of accretion were similar in both profiles, but the volumetric
rate of change was faster in the sand-rich (SR) profile than in the reef flat (RF) profile. Moreover, the
erosion rate for the SR profile was greater than the RF profile (135.18 m3/year vs. 55.39 m3/year).
Therefore, the RF acted as a geological control on the evolution of its profile because of wave energy
attenuation. Thus, special attention should be given to the RF profile, which has larger slopes, less
amounts of mobilised sand, and slower erosion/accretion rates than the SR profile.

Keywords: EOF; beach profiles; reef flat; coastal dynamics; sand rich; accretion; erosion rate

1. Introduction

The presence of rocky platforms on beaches is found worldwide. An RF beach is the name for
beaches that are perched on hard landforms. The US Army Corps of Engineers [1] and Larson and
Kraus [2] define this as a hard-bottom beach. Morphological changes on beaches due to the existence
of an RF are not well studied. A few investigations have focused on shape changes, such as Black and
Andrews [3] in New Zealand and New South Wales, and Sanderson and Eliot [4] in Australia. Other
authors have studied temporal changes, reporting winter erosion and summer accretion rates over
a limestone platform near Perth in south-west Australia [5]. Rock and coral landforms on beaches
can dissipate wave energy, as confirmed by researchers in Galicia (north-west Spain [6]), St. Martin’s
Island (Bangladesh [7]), and the fringing reef along Kaanapali Beach in Maui [8].

Sea level rise and other anthropic phenomena induce coastal recession worldwide [9], and
coastal researchers and engineers are interested in studying coastal evolution to properly design
mitigation and/or remediation measures [10]. Short-term and long-term morphological variability
must be considered in the design and evaluation of beach nourishments [11]. Evaluation over seasonal
time scales (months or years) is important to determine the rate of erosion and therefore determine
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future land use in areas adjacent to beaches. Medium-term responses, such as seasonal oscillations in
winter–summer profiles, provide information about the across-shore dimension of the berm and may
play an important role in the location of beach services such as showers, litter bins, toilets, as well as
ramps and bridges for wheelchair accessibility [12].

Levelling of beach profiles is a widely-used tool to monitor the evolution of the coast, and
various formulae have been proposed to calculate a general expression (e.g., Dean’s formula [13]),
although some authors have questioned their validity when an underlying shoreface geology exists [14].
Thus, several researchers have presented results of the influence of coastal reefs on the spatial and
temporal variability of beach morphology [15–19]. Other characteristics, such as wave attenuation
over reef platforms [20], wave-setup and water-level fluctuations [21], interannual changes in beach
morphology [22], modification of the A parameter of Dean’s formula [23,24] or sediment flux [25]
along reef-protected profiles, have also been discussed.

Nevertheless, few comparisons can be found between the behaviour of profiles on adjacent
beaches subject to the same wave conditions but with different geological substrates or boundary
conditions. It is worth noting that Muñoz-Perez and Medina [12] compared the behaviour of two beach
profiles from Victoria Beach (Cadiz, Spain) over a five-year period where one profile was perched on
a rock platform. The northernmost zone presented a rocky platform that emerged during low tide
and acted as a geological boundary for profile development, whereas the southern zone had no such
platform. Some differences in erosion and subsequent accretion rates were observed.

Thus, the aim of this paper is to compare how beach profiles change (volume and slope) over
time on two adjacent beaches (under the same climatic conditions), one of which is a sand-rich beach
(Charf el-Akab, SR) and the other beach is supported by a reef flat (Asilah, RF). Monitoring by beach
profiling was performed to analyse their morphological differences over a period of two years (April
2005–January 2007) to observe seasonal changes between summer and winter in order to draw useful
conclusions regarding the behaviour of beach morphology as it relates to differences in the seabed.

2. Study Area

Beach Location

The sites investigated in this paper are located along the North Atlantic coast of Morocco (Figure 1).
Two adjacent beaches were chosen. The northern beach is Charf el-Akab (35◦46’ N, 5◦48’ W), close to
Tanger. Immediately to the south is Asilah Beach, which takes its name from the homonymous city
(35◦28’ N, 6◦2’ W). Both beaches have an NNE–SSW orientation and are composed of the same quartz
sand. The main difference between the two sites is that Asilah presents an almost horizontal rocky
platform situated around the low tide level, which influences the dynamics of the coast, while Charf
el-Akab is a completely sandy beach.
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(a) 

 
(b) 

 
(c) 

Figure 1. (a) Location of Charf el-Akab and Asilah beaches on the north-west coast of Morocco facing
the Atlantic Ocean. Wave and climate data were collected from a virtual SIMAR buoy in front of Asilah
(www.puertos.es); (b) view of Charf el-Akab sandy beach; (c) view of the Asilah beach supported by a
reef flat. Photographs taken by the authors.

3. Methods

3.1. Meteorological Data

Meteorological data were collected from a wave prediction point (SIMAR point 5,041,003 from
www.puertos.es) located in front of the monitored stretch of coast (Figure 1a). The area is mesotidal,
with a tidal range of 2.7 m and a semidiurnal periodicity [26]. The hydrodynamic conditions are
principally controlled by storms approaching from occidental quadrants [27]. The predominant winds,
named “Chergui”, blow from the east (i.e., from land) 27% of the time and are especially abundant in
spring and summer, reaching maximum velocities of 130 km/h. Secondary winds (“Rharbi”) blow
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from the west (i.e., from the Atlantic Ocean) 16% of the time. Rharbi winds are wet and prevail in
winter and autumn [26].

The SIMAR database is obtained through numerical wave modelling from wind time series by
solving the equation of energy balance. This virtual database does not come from direct measurements.
However, it has been validated by numerous studies and used in practical applications along the
Spanish coast [28].

Both beaches are subject to the same wave and wind climatic regimes because of their proximity
to each other. The nearshore areas are uniform, and both beaches face the same direction. Figure 2
reports temporal series of wave height and period, wind speed, and wind direction from April 2005 to
January 2007.

Figure 2. Temporal series of (a) wave height (m); (b) wave period (s); (c) wind speed (m/s); (d) most
frequent wind direction: N = 0◦, E = 90◦, S = 180◦, W = 270◦ (adapted from www.puertos.es). The
dotted blue line refers to the average value, while the red one is the maximum value registered.

3.2. Field Data Surveying

The morphological changes of Charf el-Akab and Asilah beaches were studied through a
topographic monitoring program carried out every two months during a two-year period, from
April 2005 to January 2007. Data were collected on emerged beaches at low tide with a total station.
The vertical datum (or zero elevation surface) matches the lowest low-water level (LLWL). Some
fixed positions were selected and monitored at both beaches. Five profiles were taken in Charf
el-Akab (Figure 1b) and seven in Asilah (Figure 1c). The beach profile spacing was 50 m, following
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recommendations found in the literature [29–32], whereas the distance between adjacent points along
one profile was 5 m. However, because there were no appreciable differences between the profiles of
the same beach (the variance ranges from 0.015 for Asilah to 0.061 for Charf el-Akab), only two mean
profiles (one from each beach) were studied. Afterwards, analyses of the data collected were performed
by statistical way (Statgraphics Centurion software) and EOF (multivariate statistical analysis package
(MVSP)).

3.3. Statistics

Following Jimenez and Sanchez-Arcilla [33], a previous study by Anfuso et al. [34] chose to use
least-squares linear regression to analyse the evolution of the profile. Similar methodologies to the one
used by Anfuso et al. [34] were carried out to obtain the accretion/erosion volumes in this study. The
analysis of the mean profiles was carried out using the statistical software to find differences between
the behaviour of the RF and the SR profiles. The beach face slope and accretion/erosion volumes of
sand per unit of beach length were calculated. The area between two profiles of adjacent dates is the
accretion/erosion rate volume (m3/m). The slope was obtained as the mean of slopes calculated at 5 m
intervals along each profile. The use of EOFs enabled the identification of morphological changes [35]
and allowed us to obtain additional results from the data that better explained the spatial and temporal
variability of the beach profiles.

3.4. Empirical Orthogonal Functions (EOFs)

EOFs are a mathematical method and have been widely used in coastal geomorphology since
Winant et al. [36] studied variability in beach profiles. Other researchers have applied this technique to
different aspects of coastal morphology; for example, longitudinal variations in contour lines [37–39],
sand transport in a transverse direction [40], or the distribution of sediment grain size along a transverse
profile [41]. In addition, other phenomena have also been investigated using EOFs: responses to beach
nourishment at different times and spatial scales [11], behavioural changes in profiles over a fortnightly
tidal cycle [42], the capacity of this technique to identify modes of shoreline variability [38,39], and
changes in coastal dune profiles [43].

EOFs, also known as principal components analysis (PCA), provide a technique for separating
the spatial and temporal variability of beach-profile data; a detailed description of the method can be
found in statistics textbooks [44]. In brief, if a function h = (x,t) represents the profile elevation at a
particular position and time, such a function may then be defined as a linear combination of a few
spatial, Xn (x) and temporal, Tn (t), eigenfunctions (and their associated eigenvalues) as follows:

hij = h
(
xi, tj

)
=

N∑
l=1

Xl(xi) ∗ Tl

(
tj

)
∗ al = a1 ∗X1(xi) ∗ T1

(
tj

)
+ a2 ∗X2(xi) ∗ T2

(
tj

)
+ . . . . (1)

Eigenfunctions are ranked according to the percentage of variability they explain, defined as the
mean squared value (MSV) of the data. In some cases [36], the mean value is of such importance
in explaining the variability that it must be removed from the original data to allow for the better
and clearer identification of other smaller, but important, changes. Then, the MSV becomes part of
the variance. The first eigenfunction explains most of the MSV in the data, the second eigenfunction
explains the greater part of the remaining MSV, and so on. The MVSP software was used to calculate
the EOFs. Furthermore, according to Aubrey [45], assuming that a physical process provides most of
the variability, the corresponding eigenfunction would be related to that physical process.
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4. Results and Discussion

4.1. Topographic Profile Analysis

Topographic mean profiles carried out from April 2005 to January 2007 at the RF beach at Asilah
and the SR beach at Charf el-Akab were investigated in order to assess how the profiles change over
time and to compare the two types of beaches. A representation of the mean profiles over time is
shown in Figure 3. Since it is not easy to see a rational behaviour or trend, as previously mentioned
in Section 2, a statistical analysis was carried out with Statgraphics software to obtain the results
presented in Table 1 (i.e., net sand volume variations and rates of accretion represented by positive
values and erosion by negative values).

 

Figure 3. Topographic profiles. These are the mean profile of each beach over time from data collected in
the field. The profiles are used to perform the statistical calculations and the complementary empirical
orthogonal function (EOF) analyses. Profile dates are reported in the legend. High, mean, and low
water levels are represented as HWL, MWL, and LWL, respectively. Levellings of the mean profile (h)
are presented on the vertical axis.
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The results presented in Table 1 show the typical erosion/accretion cycle for both the SR and RF
beaches. The accretion phase took place during the “summer” season (usually from April to September)
due to the prevalence of relatively calm conditions. The erosion phase occurred during “winter”
months (from October to March), when high-energy events caused erosion along the foreshore.

The erosion rate (m3/m per year) was calculated as, first of all, the sum of the net volume eroded
(negative values) in the 21 months of study. Then, the erosion rate was multiplied by the correction
factor of 12/21 to compute the annual rate. Similarly, the accretion rate (m3/m per year) was also
estimated as the sum of the net accretion volume (positive values) across the entire time interval. The
erosion rate for Asilah (RF) resulted in 38.90 m3/m per year; this value was 77.25 m3/m per year for
Charf el-Akab (SR). The accretion rate was 36.46 m3/m per year for Asilah (RF), and a similar value
(40.30 m3/m per year) was recorded for Charf el-Akab (SR). Therefore, cross-shore transport for Asilah
(RF) ranged from −0.37 to 0.67 m3/m per day and from −0.98 to 0.35 m3/m per day for the SR beach.
The slopes ranged from 3.1 to 6.2% for Asilah (RF) and from 1.5 to 2.2% for Charf el-Akab (SR).

Charf el-Akab (SR) lost twice the volume of sand per year than that for Asilah (RF). The RF
dissipates the wave energy due to friction, causing less beach erosion. Nevertheless, Charf el-Akab
recorded higher accretion rates than Asilah, but the erosion rate at Asilah was faster than its accretion
speed; this favoured a negative sediment budget trend. Moreover, the slope of the RF beach was
double (and sometimes triple) that of the SR beach (Figure 4). Once again, wave energy reduction (due
to the friction on the RF) is the cause of the higher slope of the beach.

 
Figure 4. Slope (%) of the two kinds of beaches (reef flat, RF, is blue and sand-rich, SR, is red) during
the April 2005–January 2007 period.

On the other hand, the slope of the regression line (“m”) estimates the volumetric rate of change
during the surveyed period. Therefore, the “m” values in Figure 5 express the erosion/accretion per
month (m3/month). The higher the slope of the fitted line, the clearer the profile trend. In this way, the
SR beach presented high values of “m”; that is, clear tendencies. Both the SR and RF beaches have
low R-squared values due to seasonal variability and episodes of erosion and accretion (Figure 5).
The seasonal variability is clearly distinctive for the SR beach when summer periods have positive
volumetric changes (accretion) and winter periods have negative trends (erosion). Even though the
seasonal behaviour is similar for the RF beach, there were smaller changes in volume. The volume
changes over time for the SR beach presented a more marked tendency. Anfuso et al. [34] stated that low
correlation coefficients between volume changes and time indicate a high degree of beach variability.
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Figure 5. Evolution of sand volume of two types of beaches (reef flat, RF, and sand-rich, SR) during the
April 2005–January 2007 period. Units of the linear regression slope (m) are in m3/m per month.

Comparisons between SR and RF beaches from another country (Spain) were also carried out by
Muñoz-Perez and Medina [12] using EOF methodology. The values are similar between RF and SR
beaches from two different countries (Victoria Beach in southern Spain vs. Asilah and Charf el-Akab
beaches in Morocco). The results are shown in Table 2 in order to verify that both countries present
a similar behaviour depending on the kind of beach. The sand-rich profile of Victoria beach shows
losses of less volume per year than Charf el-Akab. Nevertheless, the reef flat part of Victoria beach
loses less volume per year than Asilah. Therefore, the rocky platform from Asilah experiences less
change in volume because it is wider than the one at Victoria. Wide rocky platforms offer more friction,
resulting in more wave energy dissipation. In the case of a sandy beach, the absence of a reef flat
causes even more erosion because it is not protected from wave energy on the bottom. Significant
differences between SR beaches and RF beaches indicate the importance of the presence and typology
of the rock platform

Table 2. Comparison of erosion and accretion volume rates between reef flat and sand-rich profiles.
The beaches are Victoria (Cadiz, Spain), Asilah and Charf el-Akab (Morocco).

Slope Variation
(%)

Erosion Rate
(m3/year)

Accretion Speed
(m3/day)

Reef flat profile Victoria 3.8–7.8 29 0.33
Asilah 3.1–6.2 55.4 −0.37 to 0.67

Sand-rich profile Victoria 1.2–2.8 121 1.01
Charf el-Akab 1.5–2.2 135.2 −0.98 to 0.35

4.2. EOF Analysis

To date, the analyses of the mean profiles have been statistically performed simply to identify
differences between the RF and SR profiles on slope and accretion/erosion rates. As mentioned in
Section 2, the EOF analysis allowed us to obtain more information from the data; in this way, it helped
explain the variability in temporal and spatial profiles. The following results were obtained using
EOFs applied to the profiles by subtracting the mean profile.

The first and second spatial components from the EOFs are plotted in Figure 6a (Asilah) and
Figure 6c (Charf el-Akab), and the mean profile is presented with levelling on the right axis. Temporal
components from EOFs are shown in Figure 6b,d. The variance described by the first component
was bigger in the sand-rich profile than in the reef-protected profile, at 77.3% vs. 57.9%. Therefore,
the second spatial component explained the greater weight in the variance for Asilah (33.6%) as
compared to Charf el-Akab (9.6%). Each spatial component described how the data collected changed
along the profile. Thus, the maximum and minimum points mark where either the accumulation or
erosion of the beach was observed. Taking this into account, zero means there was no transport of
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material at that point, which is called the “rotation point.” The temporal components describe the
beach erosion/accumulation cycle.

 
Figure 6. (a) Spatial EOF in Asilah (RF); (b) temporal EOF in Asilah (RF); (c) spatial EOF in Charf
el-Akab (SR); (d) temporal EOF in Charf el-Akab (SR). The height of the mean profile is reported on the
vertical axes. The percentages of variance described by the components are reported in the legends.

The first spatial component in Asilah beach (RF) crossed the rotation point at x = 75 m, which
corresponded to h = 0.67 m in the mean profile. The second component was always negative except
for a small part between x = 25 m and x = 40 m, which corresponded to h = 2.68 m and h = 2.18 m in
the mean profile, respectively.

The first spatial component in the Charf el-Akab beach (SR) presented a small part where it
changes sign between x = 20 m and x = 50 m and which corresponded to h = 3.64 m and h = 2.88 m in
the mean profile, respectively. The second component presented two points that passed through the
zero point: the first one at x = 105 m corresponded to h = 2.05 m in the mean profile, while the second
one at x = 155 m corresponded to h = 0.93 m.

Oscillations around null axes can be observed in the temporal graphs and cannot be associated
with seasonal variations. Indeed, two relative maximums and minimums were observed over the
period of two years, indicating that the beach profiles changed only once every year. The peaks of
the first component were observed in June 2005 and March 2006 for Asilah Beach, while the most
important peak in the second component occurred in April 2006. The peaks of the first component
in Charf el-Akab were recorded in September 2005 and March 2006, while the second component
presented an oscillation without relevant peaks.

4.3. Physical Interpretation of the Changes

The first spatial component was associated with the general seasonal change in beach profiles
as observed at Asilah; that is, typical of “storm” and “calm” conditions [13]. Similar characteristics
were observed at beaches in Cadiz [12,46]. The accretion/erosion periods and the portion of the profile
that reflected such changes were identified by the combined analysis of the spatial and temporal
components. Therefore, if the rotation point for the first component in Asilah Beach (RF) was x = 75 m,
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which corresponded to h = 0.67 m in the mean profile, the accretion periods were above h = 0.67 m in
summer and below this level in winter (Figure 7a). Moreover, Charf el-Akab Beach (SR) presented a
small part in which the trend changed, between x = 20 m and x = 50 m, which corresponded to h = 3.64
m and h = 2.88 m, respectively. Therefore, great volumetric changes observed at Charf el-Akab took
place from h = 2.88 m to the submerged zone, which corresponded with a period of accretion during
2005 and erosion during the first half of 2006. After that, the beach seemed to acquire equilibrium
(Figure 7b).

Figure 7. Sketch of seasonal changes in beach profiles at (a) Asilah and (b) Charf el-Akab beaches.

The behaviour of the second component was completely different. The increments of this
component were associated, as for the first component, with a change in the significant wave height,
but also with the prevalence of winds from the east. This condition produced aeolian transport on the
beach, but not a large wave regime because the fetch was small and did not allow wave formation [47].
Thus, it is clear that the second component was affected by different variables and not solely controlled
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by sea and wave conditions. Hence, the second component was responsible for the shape of the profile
and was related to different interactions among several variables, essentially sea regime and wind
conditions. Thus, this component influenced the morphology of the profiles under the combined
effects of wave and aeolian transport. Taking this into account, it is possible to state that the wind in
Charf el-Akab did not produce notable changes in the beach profile because of the shield of topography
and presence of some edification. Meanwhile, that was not the case for Asilah beach, which was
affected by sand transport when east winds were strong. The presence of tall buildings in Victoria
Beach is probably the reason why this behaviour was not observed in the Spanish coast. Beach
morphological changes have been described in other papers [48], but more detailed knowledge about
the interactions between wave transport and aeolian transport is less well described. Nickling and
Davidson-Arnott [40] associated the shape of beach profiles with usable sand volume.

5. Conclusions

The aim of this paper is to assess differences in profile morphology (volume changes and slope
variations of two beaches), taking into account the influence of the nature of the seabed (i.e., the
presence or absence of a reef flat). Two kinds of beaches along the north-west coast of Morocco
were studied; one is a sandy beach, and the other one is supported by a hard-bottom reef flat. The
comparison of the profiles over time helps us to understand the importance and influence on the beach
behaviour of the presence of a hard, rocky substrate. EOFs were used to determine the components
that describe the behaviour of the beach profiles. The first component was associated with seasonal
changes: erosion in winter months, when high-energy events cause significant erosion across the
foreshore, and accretion in summer months because of calm conditions. This was particularly evident
in the RF beach. On the other hand, the second component was associated with combined wave and
wind sediment transport, as observed in many cases in which increments and movement of sand are
associated with high winds and low wave heights. These results are similar to other studies based on
the use of EOFs. In addition, the behaviour of the beaches is comparable with a previous study of
Victoria Beach in the Gulf of Cadiz.

A typical yearly cycle of erosion and accretion can be observed at both beaches. Charf el-Akab
(SR) beach lost twice as much sand per year as Asilah (RF) beach. When a beach has a reef flat, the
beach profile suffers less erosion than a sand-rich beach where wave energy is not reduced by friction
when in contact with a rocky bottom. For the same reason, the slope of the RF beach is twice that of the
slope of the SR beach. Despite this, Charf el-Akab has higher yearly accretion rates than Asilah, but
the erosion rate for Asilah was faster than the accretion rate, producing an erosional trend, whilst the
Charf el-Akab beach seems to have reached a state of equilibrium.
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Abstract: Colombia has approximately 379,954 hectares of mangrove forests distributed along the
Pacific Ocean and the Caribbean Sea coasts. Such forests are experiencing the highest annual rate
of loss recorded in South America and, in the last three decades, approximately 40,000 hectares
have been greatly affected by natural and, especially, human impacts. This study determined, by
the use of Landsat multispectral satellite images, the evolution of three mangrove forests located
in the Colombian Caribbean Sea: Malloquín, Totumo, and La Virgen swamps. Mangrove forest at
Mallorquín Swamp recorded a loss of 15 ha in the period of 1985–2018, associated with alterations in
forest hydrology, illegal logging, urban growth, and coastal erosion. Totumo Swamp lost 301 ha in the
period 1985–2018 associated with changes in hydrological conditions, illegal logging, and increased
agricultural and livestock uses. La Virgen Swamp presented a loss of 31 ha in the period of 2013–2018
that was linked to the construction of a roadway, alterations of hydrological conditions, illegal logging,
and soil urbanization, mainly for tourist purposes. Although Colombian legislation has made efforts
to protect mangrove ecosystems, human activities are the main cause of mangrove degradation,
and thus it is mandatory for the local population to understand the value of the ecosystem services
provided by mangroves.

Keywords: mangrove; coastal dynamic; salinization; Rhizophora mangle; Avicennia germinans;
Laguncularia racemosa

1. Introduction

Mangrove forests are composed of unique plant species, that is, halophilic trees and shrubs
that have specific morphological, physiological, and reproductive characteristics that enable them to
survive in a critical interface among terrestrial, estuarine, and near-shore marine ecosystems in tropical
and subtropical regions around the world. They are considered one of the most productive natural
ecosystems on earth because of their relevant ecosystem services and ecological functions, such as being
a nesting habitat for fishes, birds, marine mammals, crustaceans, amphibians, and reptiles. They also
act as effective nutrient filters, support numerous rural economies, and protect coastal communities
from storms and floods by acting as windbreaks and wave barriers, reducing coastal erosion [1–7]. Last
but not least, mangrove forests, due to their great biomass (above- and below-ground) and capacity of
accumulation of sediments, are able to store more carbon (on average 22 ± 6 Tg year−1) than terrestrial
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forests, making them one of the most carbon-rich ecosystems in the tropics, with an estimated value of
USD 194,000 per hectare per year [8].

Mangrove forests currently occupy less than 14 million hectares, representing <1% of the world’s
coastal areas, of which more than two-thirds are located in 18 countries: Indonesia, Brazil, Australia,
Mexico, Nigeria, Malaysia, Myanmar, Bangladesh, Cuba, India, Papua New Guinea, Colombia, Guinea
Bissau, Mozambique, Madagascar, the Philippines, Thailand, and Vietnam [1,3]. It is estimated that
approximately 35% of mangrove forests disappeared during the last two decades of the 20th century,
mainly due to their direct conversion to different land uses [1,6,9,10] such as aquaculture, agriculture,
urbanization, and impacts due to alterations in the hydrology of river basins and changes in fluvial
sediment inflow, among others [3,5,7,11,12]. Although the rate of mangrove forest loss has decreased
significantly in the last two decades, it is still worrying, with rates of up to 3.1% per year in some
countries—this could lead to a loss of their functionality in less than 100 years. In addition, only 6.9%
of the world mangroves are protected, and hence it is mandatory to establish new areas of protection
in an effort to reduce the rate of loss [1,4,10,13]. It is estimated that between 0.02 and 0.12 Pg per
year of carbon have been released into the atmosphere as a consequence of mangrove degradation,
which represents 10% of the total emissions resulting from deforestation [7]. Therefore, global net
loss of mangroves would require the successful rehabilitation of about 100,000 ha per year unless the
necessary measures were taken to halt current mangrove losses [14]. Further, mangroves work as a
transitional intertidal ecosystem that is particularly vulnerable to the effects of climate change, mainly
those linked to rising sea level, surface water warming, warming and changes in the composition of
the atmosphere, and changes in rainfall, among others [5,12]. In different regions of Latin America
and the Caribbean, climate change is considered to be the main driver of environmental impacts
on mangroves [12]. Natural and anthropogenic stressors may interact in an additive or synergistic
manner, which could lead to accelerated and massive alterations of these ecosystems [11]. However,
mangrove forests are considered as a highly resilient ecosystem that has the capacity to adapt and
adjust to changing conditions [6], and hence it can play a fundamental role in the design of climate
change adaptation strategies.

Mangrove forests observed in Latin America and the Caribbean represent around 26% of the total
amount recorded at world scale. They cover an area between 3.58 and 4.54 × 106 ha, of which 80%
is found in six countries: Brazil, Mexico, Cuba, Colombia, Venezuela, and Honduras [12]. On the
western side of South America, the largest mangrove forest cover is found in the tropical zone of the
Colombian Pacific coast and in northern Ecuador [15]. Colombia is characterized as being the only
country of South America with coasts in the Pacific Ocean and the Caribbean Sea with an extension
of 1200 and 1800 km, respectively. Differences in precipitation and tidal range between both coasts
favor the existence of almost continuous strips of mangroves along the Pacific coast, whereas in the
Caribbean this ecosystem is closely linked to freshwater sources [16].

Overall, Colombia has a mangrove forest cover of around 379,954 ha, with 292,724 and 87,230 ha
respectively located on the Pacific and Caribbean coasts [15,17,18]. They show a total amount of eight
species: Rhizophora mangle, Rhizophora harrisonii, Rhizophora racemosa, Laguncularia racemosa, Conocarpus
erectus, Avicennia germinans, Avicennia harrisoni, Pelliciera rhizophorae, and Mora oleífera.

On the Caribbean coast of Colombia, in the Department of Atlántico (Figure 1), there are currently
around 613.3 hectares of mangrove forests located in different municipalities [19] and, along the coast
of the Department of Bolívar, they currently occupy a surface of around 7000 hectares [20]. This paper
determines the evolution, during the last decades, of the most extended and representative mangrove
forests on the Colombian Caribbean coast between Barranquilla and Cartagena de Indias (departments
of Atlántico and Bolívar)—Mallorquín, La Virgen, and Totumo mangrove swamps (Figure 1). This
study took into consideration both natural changes (due to coastal erosion/accretion, etc.) and those
produced by anthropic activities [21], which have influenced the evolution of the aforementioned
mangrove forests, in order to design adequate plans for their environmental improvement and sound
conservation strategies. The present paper investigates their evolution and their human (deforestation,
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road construction, etc.) and natural impacts (salinity variations, coastal erosion, etc.) on three mangrove
forests located at the departments of Atlántico and Bolívar, located in the Caribbean coast of Colombia
(Figure 1). Such areas are characterized by five mangrove species that are common along the Colombian
Caribbean Sea [21]: Rhizophora mangle, Avicennia germinans, Laguncularia racemosa, Conocarpus erectus,
and Pelliciera rhizophorae.

Figure 1. Location map with studied mangrove forests.

2. Study Area

The Caribbean coast of Colombia is a tropical environment with seasonal variations in rainfall
(Figure 2) from the dry season (December–March) and the transitional seasonal (April–July) to the
rainy season (August–November) [22,23].
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Figure 2. Rainfall and temperature variations at Colombian Caribbean coast (data recorded in the
1980–2010 period- IDEAM [24]): (a) Department of Atlántico; (b) Department of Bolivar.

The main regulator of rain cycles throughout the Colombian territory is the Intertropical
Convergence Zone [25,26]. This low pressure equatorial system follows the synchronization of
the sun [27] and a southern movement (between 27.5◦ S and 27.5◦ N), having the largest amount of
solar energy received by the planet [28]. Other oscillations, such as Maiden and Julian, as well as the
variability associated with the El Niño and La Niña phenomena (Southern Oscillation—ENSO) in the
Pacific, contribute especially to the intensity of the precipitation anomalies on the Colombian Caribbean
coast [26]. Tide has mixed semi-diurnal periodicity and microtidal variability, with maximum values
of 60 cm [22]. Wind average velocity is <12 m/s, with the strongest winds blowing from the northeast
in December–March and weakest values associated with easterly approaching winds, usually blowing
in September–November. The dominant sea surface current is the Caribbean current that flows during
almost all the year from east to west; an opposite current, the Darien or Colombia current, flows from
Panama northeastward [29]. Significant wave height is between 1 and 2 m and wave climate is
dominated by swell waves approaching from the northeast from November to May, and sea (smaller)
waves, approaching from the northwest, west-southwest, and southwest, during the remainder of the
year. Predominant longshore sediment transport is southwestwardly directed and a minor reversal
takes place during rainy periods when southerly winds achieve more importance, giving rise to
short erosive waves [30]. Coastal erosion is essentially linked to the impact of hurricanes and cold
fronts—the former events impacting the coast from June to November, and latter events from January
to March [31].

Mallorquín Swamp is located in the northwest part of the Department of Atlántico (Figure 1), on the
western bank of the Magdalena River, close to Barranquilla. It is a shallow estuarine coastal lagoon with
an area of around 650 ha, surrounded by floodplains and sand dunes. Three species of mangroves have
been reported in Mallorquín Swamp: A. germinans, R. mangle, and L. racemosa with a maximum average
height of 15.7 m. The most abundant species is A. germinans (71%), followed by L. racemosa (21%), and
finally R. mangle (8%) [32]. Salinity range was 9%�–22%� in surface water and 14%�–50%� in interstitial
water, that is, at a depth between 50 and 100 cm [32]. The mangrove leaves had cuts and perforations
associated with herbivory. The presence of climbing plants was also observed—they generate overweight
and strangulation of stems and branches [32]. The system has been affected by coastal erosion, increased
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sedimentation processes, and anthropogenic activities linked to the urbanization of nearby areas and
contamination processes due to solid waste and sewage discharges [33–37].

Totumo Swamp (Figure 1), located between the departments of Bolívar and Atlántico, is composed
by a main body of water with an approximate extension of 1361.06 ha and presents several mangrove
patches on the borders of the swamp. Totumo Swamp presents average salinity values from 0.1%�
to 2%�, and thus it is considered a fresh water body [38]. The vegetation adjacent to Totumo Swamp
belongs to the dry tropical forest and very dry thorny scrub. Lastly, along the swamp flood plains, an
abundant vegetation of Typha dominguensis was observed [38]. The swamp is partially protected by a
5 km long spit, namely, Galerazamba spit, made up of a wide beach with a gentle slope from 2◦ to 5◦,
which has undergone major morphological changes since its initial description by Francisco J. Fidalgo
in 1805 [39–41]. The spit encloses inland lagoons (e.g., La Redonda) that are fed by rainfalls, as well as
directly by the sea during the stormy season. La Redonda lagoon, inside the Galerazamba spit, has an
average salinity of 23%�, suitable for mangrove development [38]. On and nearby the spit, there are
several mangrove areas composed of L. racemosa (77%), which is located on the edge of the lagoon, and
C. erectus (23%), which is found at the mouth of the swamp. Mangroves have a shrubby growth, with
maximum average heights of 6.1 m for L. racemosa and 5.7 m for C. erectus. The vegetation is currently
under anthropogenic pressure, mainly due to the expansion of the agricultural frontier that has been
increasing in recent years, negatively impacting the mangrove forest by illegal logging and successive
land reclamation. Presently, the original brackish vegetation is changing towards a typical freshwater
vegetation ecosystem because of the reduced inputs of marine waters due to the construction of gates
(that are usually closed) at the lagoon inlet entrance [19,38].

North of Cartagena de Indias (Department of Bolívar, Figure 1), there is one of the most important
coastal wetland of Colombia, namely, La Virgen Swamp, which has an approximate surface of 20 km2

and a mangrove forest cover of around 824 ha, with a main drainage network consisting of 8 streams in
the rural area and 20 channels in the urban perimeter of Cartagena de Indias. Four species of mangrove
have been reported in La Virgen Swamp: A. germinans (67%), R. mangle (30%), L. racemose, and C. erectus
that, together, make up 3% of the swamp. R. mangle is located on the internal border of lagoons and
channels; A. germinans is found in the less intervened sites, reaching the limit with the tropical dry
forest; L. racemosa is mainly found on the edges of abandoned ponds; and C. erectus is only found at the
border between the mangrove forest and the mainland vegetation [42]. Salinity varies considerably,
and its most frequent peaks are in the range of 0%� to 35%� [42]. The average height of the mangrove
plants varies from 1 to 10 m, according to the forest sector [21,43].

The area is subject to various threats such as illegal logging; artificial filling; and terracing
for the implementation of fish farming, waste disposal, urbanization, and pollution; for example,
La Virgen Swamp receives about 60% of the Cartagena de Indias wastewaters, around 114,000 m3/day.
Further, because of the reduced capacity of water exchange between the lagoon and the Caribbean Sea,
several problems have arisen in the last decades, such as eutrophication, increased salinity, and fish
mortality [20,44,45].

3. Methodology

The methodology applied to assess the mangrove area changes was supported by multi-date
remote-sensed data. Using satellite images, it is possible to identify, calculate, and monitor mangrove
areas, as well as the surfaces affected by erosion processes [46–49].

3.1. Data Used

To determine the extent of mangrove ecosystems, we used Landsat 5 and 8 multispectral satellite
images (TM—thematic mapper, and OLI—operational land) with a spatial resolution of 30 m in their
optical channels available at the United States Geological Survey [50]. The dates of the images varied
between 1985 and 2018 (Table 1). The dataset was composed of the OLI sensor bands, already subjected
to a complex algorithm of adjustment of the atmospheric effects that was based on parameters estimated
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from the same sensor bands and the application of the model of the second simulation of the satellite
signal with the code known as solar vector spectrum (6SV) [51].

The images presented a good resolution due to the lack of cloudiness and atmospheric disturbances.
Similarly, Google Earth Pro images and thematic cartography available in DIMAR-CIOH [52],
INVEMAR [53], and a layer from the Humboldt Foundation cartographic base were used.

3.2. Digital Images Analysis

The manipulation of Landsat images was carried out using ARGIS 10.4. Initially, the coordinate
system was defined by processing the georeferencing according to the parameters defined for land
mapping in Colombia with the Magna Sirgas Datum Bogotá coordinate system.

The analysis, interpretation, and quantification procedures of the images used were performed
using band composition, as well as the normalized difference vegetation index (NDVI), which was
calculated using the following equation:

NDVI = (IVP − V)/(IVP + V) (1)

where IVP and V represent the reflectance values in the near-infrared and red infrastructure bands,
respectively. The NDVI varies from −1 to +1, with negative values and zero representing areas without
vegetation [54]. The procedure for delimiting the areas identified as mangrove forests was carried out
by manual vectoring on the classified images. This method requires a great deal of interpretation and
is time consuming, as each polygon must be determined individually.

Ortho-rectified satellite images were also used to map shoreline position. Shoreline migration
was analyzed in ARGIS 10.4 by the Digital Shoreline Analysis System—DSAS 5.0 [55].

Table 1. Details of multispectral remote sensing data and other documents used in this study.

Location Area
Sensor and/or

Document

Spatial
Resolution
(m)/or Scale

Year/Month/Day
of Acquisition

Source
Cloud Cover

(%)

Mallorquín Swamp

Landsat 5-OLI 30 1985/01/24 USGS <5

Landsat 5-OLI 30 1998/05/20 USGS <5

Landsat 8-OLI 30 2013/04/01 USGS <5

Landsat 8-OLI 30 2018/12/05 USGS <10

Totumo Swamp

Landsat 5-OLI 30 1985/01/24 USGS <5

Landsat 5-OLI 30 1998/09/20 USGS <5

Landsat 8-OLI 30 2013/05/13 USGS <5

Landsat 8-OLI 30 2018/12/05 USGS <5

La Virgen Swamp

Landsat 5-OLI 30 1985/01/24 USGS <5

Landsat 5-OLI 30 1998/09/20 USGS <5

Landsat 8-OLI 30 2013/05/13 USGS <5

Landsat 8-OLI 30 2018/12/05 USGS <5

All areas

Unidentified 4 All years Google
Earth Pro <5

Lidar-Spot 1 1:50,000 All years DIMAR-CIOH Unidentified

Layer
Colombia 2

Mangrove
1:5,000,000 2005 INVEMAR Unidentified

Mallorquín
Swamp/Totumo Swamp Spot-Aster 3 30

1986 INVEMAR Unidentified

2004 INVEMAR Unidentified
1 Atlas Geomorfológico del Caribe Colombiano [52]. 2 Sistema de información para la gestión de los manglares de
Colombia SIGMA [56]. 3 Ordenamiento Ambiental de la Zona Costera del Departamento del Atlántico [53].
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3.3. Field Visits

Detailed field visits were made to the three mangrove forests investigated in this study in order to
determine actual predominant plant species, their distribution, their conditions (leaf characteristics
and plant average height), and the typology of anthropic activities (road emplacement, expansion of
urbanized areas, disposal of waste materials, illegal logging, etc.) and their effects on the environment.
Characteristics of mangroves in past investigated time spans were essentially reconstructed from
unpublished reports carried out by environmental departmental authorities and research institutes.

4. Results and Discussion

4.1. Mangrove Swamps Evolution

The evolution of three most relevant mangrove forests along the Department of Atlántico
and Bolívar, that is, the Mallorquín, Totumo, and La Virgen swamps, is presented in the
following sub-sections.

4.1.1. Mallorquín Mangrove Swamp

The mangrove forest of Mallorquín Swamp presented small changes in the period of 1985–1998, a
reduction of around 51 ha from 1998 to 2013, and an increase of around 34 ha during the 2013–2018
period (Figure 3, Table 2).

  

Figure 3. Evolution of the mangrove forest (green) in the Mallorquín swamp (a) 1985, (b) 1998, (c) 2013,
and (d) 2018.
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Table 2. Variation of the mangrove forest cover (ha) in the Mallorquín, Totumo, and La Virgen swamps.

Year
Mangrove Cover (ha)

Mallorquín Totumo La Virgen

1985 302 496 725
1998 304 215 685
2013 253 229 941
2018 287 195 910

Until the beginning of the 1940s, the swamp had an estuarine regime constituted of different
coexisting and connected systems, that is, the Cantagallo, Mallorquín, La Playa, and Manatíes swamps,
which presented a wide variety of ecosystems and fishing areas [57,58]. After the construction of
the western jetty at the Magdalena River mouth, during the 1925–1935 time span, the sand bar that
encloses Mallorquín Swamp suffered—between 1939 and 1987—an erosion rate of 65 m/year, finally
acquiring its current configuration. The swamp recorded a strong hydrologic imbalance due to a deficit
in fresh water supplies that were essentially limited to the León stream and direct rainfall [53,59].
The deficiency in water supplies significantly affected the different ecosystems, impacting the fishing
activities and the mangrove forest health [57,58].

Concerning the period from 1985 to 1998, fairly unrepresentative changes were reported, that is, a
very small increase (Table 2) as a result of the mangrove loss observed at the sand bar that encloses the
swamp and the mangrove cover increase recorded in the southern part of the swamp (Figure 3a,b).
Despite such small changes, the swamp reflected a stressful environmental condition, mainly due to
the diminution of hydrodynamic processes. The effects of such an unfavorable situation continued in
following years, and were more evident at the beginning of the 2000s.

In this same period, the area of Mallorquin Swamp was reduced considerably. The bar migrated
landward on average 29.5 m/year, resulting in a period of relevant morphological changes and loss in
mangrove cover.

Changes in the hydrodynamic conditions, as observed since the end of the 1980s by
Galvis et al. [19,60], were linked to the few continental and marine water supplies, because of
the reduced fresh water supplies from the León stream and the lack of permeability of the western
jetty at the Magdalena River mouth. This brought to the modification of the mangrove ecosystem,
and A. germinans and eurihaline vegetation became the predominant species compared with R. mangle,
reflecting a process of salinization that continued in following years, reaching interstitial salinity values
from 20%� to 30%�, as reported by Galvis et al. and Ulloa-Delgado et al. [60,61]. However, the loss of R.
mangle was not only associated with the salinity increase but also with erosion processes that led to the
loss of trees and beach surfaces, which made the implantation of new R. mangle propagules impossible.

In the period from 1998 to 2013, around 51 ha of forest were lost (Table 2) as a result of urban area
expansion in the southern part of the swamp [19,61], where illegal forest cutting by local inhabitants,
accumulation of solid waste materials, and artificial infilling works were observed (Figure 3b,c). On
the other hand, mangrove growth was recorded in the sand bar because of the reduction of coastal
erosion (Figure 4) that allowed bar stabilization and propagules implantation and growth.

The most exploited species was L. racemosa, used for the construction of huts to provide shade for
tourists visiting local beaches. As for solid waste materials, which prevent the proper development of
seedlings and pneumatophores and hence favor a decrease in the self-healing capacity of the forest [62],
they essentially came from the Magdalena River that drains a basin of 257,430 km2, wherein 724
municipalities are located, representing 80% of the Colombian population [63]. Further mangrove
losses were related to the diminution of fresh water supplies, especially during the 1997–1998 period in
which Colombia was greatly impacted by the El Niño phenomenon that led to a generalized decrease
of rainfall and river discharges. During the most critical dry period (October 1997 to January 1998), the
flow of the Magdalena River fluctuated between 45% and 70% in its lower basin [64], considerably
decreasing its water contribution to Mallorquín Swamp and the consequent increase of salinity. The
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very narrow strip of R. mangle observed in 1998 in the southern, northeastern, and northwestern parts
of the swamp was later replaced by a monospecific forest of A. germinans, with the presence of few
individuals of L. racemosa and C. erectus and xerophytic plants (Prosopis juliflora, Capparis odorantissima,
Sarcostema sp., and Stigmaphyllon sp.) [61]. In general, the forest presented mature individuals, but of
little height (average: 3.86 m) and with leaves characteristic of xerophytic plants [61]. Such a trend
continued in 2005, as reported by INVEMAR [53] and GTA [57], but slightly decreased in 2007 when
salinity achieved values between 20%� and 35%� that allowed A. germinans to survive [65] and led to a
slow recovery in the general mangrove forest cover [53]. In addition, in 2007, reforestation programs
were initiated by the fishing communities with the support of local environmental authorities [53]. The
stabilization of the hydrological conditions and the reforestation programs had positive effects that
were observed in the following period investigated.

  
Figure 4. Evolution of the mangrove forest (green) in the Totumo swamp: (a) 1985, (b) 1998, (c) 2013,
and (d) 2018.

In the period from 2013 to 2018, an increase in mangrove coverage of around 34 ha was located on
the west part of the sand bar and in the southern part of the swamp (Figure 3c,d). In this period, the
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stability of the sandy bar was observed, as a consequence of the growth of a spit, as being connected to
the Magdalena western jetty, located to the north of the swamp. This new formed feature protected the
bar from incoming waves (Figure 3c,d).

Additionally, the recovery of the mangrove could be related to the reforestation campaigns carried
out by different entities [53] and the maintenance of the different channels that communicate the
swamp with the Magdalena River. In 2016, the Corporación Autónoma Regional del Atlántico (Local
Environmental Authority) carried out activities aimed at the environmental recovery of the swamp by
directly cleaning the channels and by installing meshes in the boxcoulverts to reduce waste materials
entering in the channels communicating the swamp with the Magdalena River [58]. Presently, an
ongoing project is being developed to declare Mallorquín Swamp a protected area [66].

4.1.2. Totumo Mangrove Swamp

The mangrove forest of Totumo Swamp presented a reduction of ca. 280 ha in the period from
1985 to 1998, an increase of ca. 13 ha in the period from 1998 to 2013 and a loss of ca. 33 ha during the
period from 2013 to 2018 (Figure 4 and Table 2).

The large loss of mangrove cover recorded in the first period (from 1985 to 1998) was related to the
transformation of the forest into a freshwater vegetation ecosystem [38]. Most relevant changes were
recorded in the northern part of the swamp (Figure 4a,b). Totumo Swamp communicated with the
Caribbean Sea through a natural inlet that allowed the entry of salt water, generating ideal conditions
for the growth of mangrove [38,53]. However, in the 1970s, gates emplaced at the inlet entrance,
20 m in width, greatly limited sea water entrance, turning much of Totumo Swamp into a freshwater
system (Figure 4) [38,67], which receives supplies from numerous streams, such as Punta Antigua, Lata,
Calabria, and Bombo [61]. As a result, during the rainy season, salinity was close to zero and, during
dry seasons (i.e., January–May and July–September), salinity increased up to 15%� [68]. Mangrove
plants presented shrubby and stunted forms and did not exceed 2 m in height. There were observed
specimens of R. mangle, L. racemosa, C. erectus, and A. germinans, the latter being the most abundant. A
considerable decrease of R. mangle was observed at the mouth of the swamp, and Typha dominguensis
was recorded on the west bank, alternating with C. erectus with rhizomes on the roots, stems, and lower
branches [61].

An increase of around 13 ha in mangrove surface was recorded in the period from 1998 to 2013 as
a result of mangrove growth on the western side of the swamp, on the Galerazamba spit, as well as a
decrease on the eastern side (Figure 4b,c).

Galerazamba spit has undergone relevant morphological changes since its original description
by Francisco J. Fidalgo in 1805 [39–41]. Anfuso et al. [69] reported spit evolution from 1947 to 2013,
recording an accretion of around 0.7 km2 and a down drift (i.e., southward) migration of about 80 m.
Hence, the increase in the mangrove area was directly related to the growth of the spit that enclosed
numerous small lagoons, among which the larger one was La Redonda Swamp, fed by rainfalls and by
the sea during stormy season [39,40].

On the eastern side of the swamp, INVEMAR [19] observed in 2004 that the mangrove cover was
reduced to a strip of approximately 5 to 10 m in width, mainly composed of C. erectus and L. racemosa.
At this area, the natural mangrove cover was progressively displaced by pastures and macrophytes
and human activities as livestock and agriculture [53]. On the southwestern side of the swamp, only a
very narrow line of C. erectus, with plants about 7.5 m high, was recorded; no natural regeneration or
flowering of mangroves was observed [19].

The mangrove forest of Totumo Swamp degraded in the period from 2013 to 2018, with a loss of
around 33 ha (Figure 4c,d). The decrease was mainly observed on the eastern side, whereas the western
side showed only a small increase associated with mangrove growth in the lagoons at Galerazamba
split. The overall reduction in mangrove cover was undoubtedly related to the loss of water exchange
with the Caribbean Sea. This turned Totumo Swamp into a freshwater ecosystem, wherein water is
nowadays mainly used for agricultural and livestock activities. The economic interests linked to the
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maintenance of such activities retain the gates at the inlet entrance that was closed to prevent seawater
entrance, thus prohibiting the restoration of the original swamp ecosystem.

4.1.3. La Virgen Mangrove Swamp

La Virgen mangrove forest presented a reduction of around 40 ha in the period from 1985 to 1998,
an increase of around 255 ha in the period from 1998 to 2013, and again a reduction of around 34 ha in
the period from 2013 to 2018 (Figure 5, Table 2).

 

Figure 5. Evolution of the mangrove forest (green) in La Virgen swamp: (a) 1985, (b) 1998, (c) 2013, and
(d): 2018.

The mangrove forest of La Virgen presented a reduction of approximately 40 ha in the period
from 1985 to 1998 (Table 2). This reduction was mainly observed in the northern part of the swamp
(Figure 5a,b) and was associated with different factors that were reported since 1984 by CARDIQUE [70],
among them are (i) the accumulation of waste materials, mainly plastics, observed especially at the
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roots of R. mangle [21]; (ii) the illegal logging—for the construction of houses by the communities living
on the banks of the swamp—of L. racemose, which consequently suffered a relevant pressure, with
mortality values of 92.9%; and (iii) the land filling for urban infrastructure emplacement, such as the
construction of a connection runway to the local airport and the roadway Cartagena-Barranquilla,
among others [45,70]. In the following years, the mentioned roadway greatly affected water exchanges
between the swamp and the Caribbean Sea, reducing the existing inlets to a single point located
at La Boquilla [43,71]. Therefore, water exchange capacity was significantly reduced, limiting the
oxygenation process and altering the constant flow of sediments and organic material, mainly due to
the periodic infilling of the inlet, which generated problems such as eutrophication, increased salinity,
and fish mortality [44]. In addition, the road construction at the border of the mangrove forest will
probably lead to the replacement of native vegetation by other vegetation types, as observed in Punta
Mala Bay, Panama [72]. During this investigated period, along and nearby the mentioned roadway, the
construction of many resorts and hotels also took place, which was done to satisfy the tourism market
demand, as well as the implementation of aquaculture activities (e.g., cultivation of tarpon fish) [71].

In the southern sector, the loss of mangrove areas occurred mainly through landfill processes and,
consequently, substitution by urbanization (Figure 5).

Concerning the period from 1998 to 2013, an increase of 255 ha was observed essentially along the
eastern border of the swamp (Figure 5b,c). This mangrove surface increase was linked to the execution
of a project, at the end of 2000, which stabilized the La Bocana area to guarantee the permanent water
entrance from the Caribbean Sea. The project consisted in the emplacement of different structures at
the inlet entrance and along the feeding channels (sand traps, gates, etc.) that favored the recirculation
of water within the swamp, improving the level of oxygenation and salinity; in this way, the lagoon
recovered the natural ecosystem services [73]. INVEMAR [19] recorded an increase of mangrove
vegetation in 2004, which was dominated by R. mangle and A. germinans (that together accounted
for 97% of the total amount), followed by L. racemosa and C. erectus. L. racemosa was rare and was
usually found on the edges of abandoned ponds, whereas C. erectus was the least frequent and was
only located at lagoon borders, along with the mainland vegetation. In addition, in 2004, a reforestation
program was carried out, wherein 401,564 plants (of four species of mangroves) were planted in an
area of 44.3 ha [19]. Summing up, the reestablishment of the hydrodynamic of the swamp and the
implementation of reforestation programs seemed to be the main reasons for the increase in mangrove
coverage between 1998 and 2013.

Concerning the last investigated period, from 2013 to 2018 (Figure 5c,d), the swamp presented
a reduction of mangrove forests of approximately 30 ha, essentially due to the conclusion of the
construction, in 2015, of the Cartagena-Barranquilla roadway, as well as a new roadway that included
the emplacement of a viaduct 5.39 km in length, 4.73 km of which passes over La Virgen swamp [74].
The environmental assessment prior to the construction of the viaduct stated that the structure would
impact around 52 ha of swamp surface and 41 ha of mangroves [75]. The National Environmental
Licensing Authority (ANLA) authorized in 2015 the logging of 1673 trees, among which 1158 were
mangrove trees [75]. The construction company has to compensate such actuations by creating a new
green area of 177 ha, which could in the next few years increase the total forest coverage [75]. In 2015,
the Institute Humboldt and the Foundation Omacha observed, as is the case in the northern zone
of the swamp, there is only R. mangle (64%) on the banks and A. germinans (33%) on the mainland,
whereas four species of mangrove were recorded in the eastern sector: A. germinans (65%), R. mangle
(33%), C. erectus (0,6%), and L. racemosa (0.3%). Inside the forest, there were no permanent flooding
events, and hence A. germinans dominated (with 97%), and both C. erectus and L. racemosa were rare
and interspersed with A. germinans [76]. Further losses of mangrove coverage in the period between
2013 and 2018 were observed in the southern and southeastern areas of the swamp that have been
progressively filled in and occupied by human illegal settlements and aquaculture ponds that are
generally linked to the illegal occupancy by people displaced by violent events from different territories
in Colombia and in Venezuela [43,45]. These different factors could together be the cause of the
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mangrove loss recorded in the analyzed time frame. Nowadays, the swamp shows around 775 ha of
mangroves, including R. mangle, A. germinans, and L. racemosa [45].

4.2. Environmental and Natural Concerns

Oceanographic, climatic, and geomorphological aspects; soil conditions; level and duration of
flooding; salinity; and sediment load determine the structure and floristic composition of mangrove
forests [77].

Salinity is one of the most important abiotic factors influencing the structure, seedling
establishment, and function of mangrove ecosystems, and small changes in salinity can lead to
abrupt ecological changes [6,78]. Most mangrove species can grow in fresh water, but growth is
stimulated under saline conditions, with optimal seawater concentrations ranging from 5%� to 50%�,
depending on the mangrove species [78,79]. High salinity soils limit seed germination and reduce plant
growth [80]. The low rates of water loss from the leaves, as a strategy for surviving under hypersaline
growth conditions, limit rates of carbon gain affecting the plant growth; as a result of this, individuals
of low stature and stunted growth (scrub mangroves) are observed [79]. Therefore, the degree of
tolerance to salinity determines the dominance of species within the mangrove forest. Mangrove
forests dominated by R. mangle can cope with wave strength and salinities close to those of sea water
(about 35%�), those dominated by A. germinans can tolerate and develop under salinity conditions
of 60–65%� and sandier substrates. Although L. racemosa tolerates salinities similar to R. mangle, it
requires a more open canopy, which allows a greater availability of light for regeneration, and therefore
is generally associated with disturbed areas [77]. The effect of the increased salinity on the mangrove
species was clearly observed in Mallorquín Swamp, which suffered a loss of diversity—A. germinans
and R. mangrove were replaced by A. germinans of low stature and a few individuals of L. racemosa [19].
The same condition was also described by Sánchez et al. [65] in a mangrove forest located in the
municipality of Puerto Colombia (Colombian Caribbean Sea). The authors detected that in soils with
high salinity (76%� at 0.3 m), the dominant species was A. germinans; meanwhile, R. mangle was
absent or very scarce. A similar trend, that is, the predominance of A. germinans associated with a few
individuals of L. racemosa, was also observed in the forest along the Indian River Lagoon (Florida,
USA), which is developed on high salinity soils due to low sea water inputs and high evaporation
rates [79]. Mangrove mortality due to hypersalinity conditions was reported in the Ciénaga Grande de
Santa Marta (Colombia), where sites with dead or dwarfed vegetation had an average soil salinity of
74%�, with values between 52%� and 100%�. Basal area and forest biomass volume were inversely
correlated with soil salinity [81]. Currently, the Mallorquin swamp presents salinity values between
14%�–50%� in interstitial water, which allow the growth of A. germinans, R. mangle, and L. racemosa [32].
In addition, new sandy bodies are being formed in front of Mallorquín Swamp, where mangrove
seedlings are observed (Figures 3d and 6a). This could generate ideal conditions prone to the increase
of this mangrove forest. However, the presence of solid waste is one of the main problems that this
forest presents; therefore, cleaning and educational campaigns should be carried out in the surrounding
communities and also should be devoted to the tourists that visit the forest (Figure 6b).
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Figure 6. (a) Mangrove seedlings growing in the new sand bar, and (b) plastic waste observed in the
mangrove forest of Mallorquín Swamp.

The mangrove, as a facultative halophyte plant, can tolerate fresh water conditions for a limited
time but not during its entire life cycle [82,83]. The flowing of seawater into the mangrove forest system
reduces the possibility of survival for plant species that are not salt tolerant [82]. The mangrove forest
of Totumo Swamp was transformed on its eastern side into an ecosystem dominated by freshwater
plants (Typha dominguensis and Eichhornia crassipes) due to the loss of seawater input that brought
salinity to zero (Figure 7a); meanwhile, mangrove remnants were recorded on its western side that is
characterized by brackish water conditions (Figure 7b). La Virgen Swamp was affected mainly by the
construction of a road that impedes the normal exchange of water with the Caribbean Sea. The swamp
receives about 60% of the city wastewater, which has an approximate volume of 114,000 m3/day [44,45].
The lack of communication with the Caribbean Sea generated an increase in wastewater concentration,
generating eutrophication processes that affected the mangrove forest.

 
Figure 7. (a) Eastern side of Totumo Swamp characterized by fresh water conditions; (b) mangrove
remnants (Rhizophora mangle) in the western side of Totumo Swamp characterized by brackish
water conditions.

Deforestation is considered one of the main anthropogenic causes of mangrove degradation [84].
Colombia has the highest annual rate of deforestation in South America, showing values between 1.1%
and 0.6% for 1980–1990 and 2000–2005 periods versus average values of 0.69% and 0.18% observed in
South America [85]. In Colombia, mangrove areas have been converted mainly into agricultural land,
ponds for aquaculture, and urban development (mainly for tourism). Illegal logging has been reported
for the three mangrove forests investigated in this paper (Mallorquín, La Virgen, and Totumo), but
each one was associated with different activities.

In Mallorquín Swamp, the logging was particularly linked to an increase in urban growth, mainly
in the southern part of the swamp (Figure 3d). In La Virgen Swamp (Figure 8a) urban growth for
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tourism, road construction (Figure 8b), aquaculture, and the use of wood for house building were the
main factors associated with the felling of the mangrove forest. In Totumo Swamp, the expansion of
the agricultural frontier and the increase in livestock activity on the margins of the swamp were the
main factors associated with the felling of the mangrove forest. With respect to land uses in Totumo
Swamp, they include extensive livestock farming (5209.43 ha), annual or seasonal crops (53.75 ha),
pasture cultivation (3049.85 ha), and aquaculture (155.82 ha) [38].

p q

 
Figure 8. (a) Mangroves (R. mangle) in good condition in the west sector of La Virgen Swamp;
(b) mangrove cutting due to the construction of the viaduct over La Virgen Swamp.

Deforestation modifies the mangrove phytogeographic landscape and reduces its biological
diversity [84]. Deforestation not only decreases the number of mangrove specimens, but also produces
ecological effects on the forest, such as stunted and shrubby growth, canopy opening, stem mortality,
decreased regeneration of harvested species, and changes in species composition, among others [86].
The extraction of woody and non-woody products has degraded many areas of mangroves, resulting in
the development of plants of low height and thin diameter [85], as reported mainly in the Mallorquín
and Totumo swamps. Mangrove deforestation is linked to the lack of adequate methods to assess their
economic value; this has led people to consider them as worthless wastelands and as unhealthy risk
areas that should be adapted to alternative and more lucrative uses [84].

Mangrove forests are also subject to natural disturbance related to changes in the amount and
seasonality of rainfall. This is one of the most relevant factors in the Colombian Caribbean coast,
an example being the intensification of the El Niño phenomenon, which generates decreases in the
productivity of mangrove forests dominated by R. mangle and, in the long term, their replacement
by A. germinans [77]. This was observed in the mangrove forest of Mallorquín Swamp that, due to
alterations in its hydrology caused by anthropic activities (e.g., construction of the western jetty at the
Magdalena River mouth) and natural phenomena such as a relevant reduce of precipitations due to
El Niño (1997–1998), recorded not only alterations/degradation in its cover, but also in its composition
becoming a monospecific forest consisting only of A. germinans.

Mortality events associated with climate extremes (e.g., tropical cyclones and El Niño and La Niña
phenomena) could increase in the coming years because mangroves are important sentinels of global
climate change processes [87].

5. Conclusions

The results obtained in the framework of this paper show how, during different periods of time,
mangrove forests at localities investigated in the Colombian Caribbean Sea have been impacted by
diverse and complex anthropogenic activities and natural disturbances. Although natural disturbances
such as the El Niño phenomenon have greatly affected, at times, the cover and the structure of
mangrove forests, human activities were the main cause of degradation and loss. Alterations in the
hydrology of swamps, which lead to increases or decreases in salinity, urban growth, illegal logging,
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expansion of agricultural frontiers, and road construction, were the main causes associated with the
loss of mangrove cover.

Although losses of mangrove covers were observed in all investigated sites, it is worth noting
that different activities carried out by local environmental authorities, together with local inhabitants,
favored mangrove forest cover stabilization and, at places and times, led to an increase, such as in the
Mallorquín and La Virgen swamps. In Totumo Swamp, different economic interests, essentially linked
to agricultural activities, prevented mangrove forest recover. At many places, illegal activities such as
logging continue to affect the mangrove forests investigated in this paper, and thus it is mandatory
for the Colombian environmental authorities to develop strategies aimed not only at protecting and
recovering these ecosystems, but also at raising awareness among the local inhabitants concerning the
ecological value of these ecosystems, as well as their importance in coastal adaptation and mitigation
function of climate change-related processes.
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Abstract: This paper deals with the characterization and evolution of dune systems along the
Mediterranean coast of Andalusia, in the South of Spain, a first step to assess their relevant value
in coastal flood protection and in the determination of sound management strategies to protect
such valuable ecological systems. Different dune types were mapped as well as dune toe position
and fragmentation, which favors dune sensitivity to storms’ impacts, and human occupation and
evolution from 1977 to 2001 and from 2001 to 2016. Within a GIS (Geographic Information System)
project, 53 dune systems were mapped that summed a total length of ca. 106 km in 1977, differentiating
three dune environments: (i) Embryo and mobile dunes (Type I), (ii) grass-fixed dunes (Type II)
and (iii) stabilized dunes (Type III). A general decrease in dunes’ surfaces was recorded in the
1977–2001 period (−7.5 × 106 m2), especially in Málaga and Almería provinces, and linked to dunes’
fragmentation and the increase of anthropic occupation (+2.3 × 106 m2). During the 2001–2016 period,
smaller changes in the level of fragmentation and in dunes’ surfaces were observed. An increase of
dunes’ surfaces was only observed on stable or accreting beaches, both in natural and anthropic areas
(usually updrift of ports).

Keywords: dune characterization; anthropic occupation; fragmentation index; dune surface

1. Introduction

Human interest in coastal processes and evolution has greatly increased in recent decades due
to the increment of human developments recorded in coastal areas [1] and the impacts of extreme
events, such as hurricanes and storms [2,3], the effects of which are enhanced by sea level rise and
other climatic change-related processes, such as the increasing height of extreme waves, or changes in
the tracks, frequency and intensity of storms [4–7]. Coastal development, which is essentially linked
to tourism—one of the world’s largest industries [8]—continues to increase, and some 50% of the
world’s coastline is currently under pressure from excessive development [1]. In Europe, the rapid
expansion of urban artificial surfaces in coastal zones during the 1990–2000 period [9] has occurred in
the Mediterranean and South Atlantic areas, namely Portugal (34% increase) and Spain (18%), followed
by France, Italy and Greece.

Activities and infrastructures related to tourism and other human developments too (e.g., fishing
and industrial activities) are significantly affected by the impacts of storms and hurricanes that,
over the past century, have caused huge economic losses along with high mortality rates along the
world’s coastlines [10–13]. Coastal erosion and flooding processes have reduced beach and dune
ridges’ width and produced the loss of associated touristic, aesthetic and natural values [14–17].
Beach erosion/accretion cycles are often recorded at an inter-annual time scale and are related to
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seasonal wave climate variations due to temporal and spatial distributions of high-latitude storms
and hurricanes/typhoons [3,18–22]. Erosion is observed after storm events, at high latitudes recorded
during winter months, but beach recovery takes place during fair weather conditions, which is
known as “seasonal” beach behavior [10,23], and in general happens at longer time intervals, from
weeks to months [24,25]. Hence, natural beach recovery guarantees the reformation of a wide
beach and its associated protection function and touristic use, but dune response to erosive events
is very different. Meanwhile, dune erosion is always very rapid and time located accretion is a
process that usually takes place with low rates over a long time, from several months to years in the
Andalusia Atlantic littoral [26]. Hence, the determination of coastal dune characteristics, behavior
and evolution need special attention in the attempt to reduce erosive/flooding processes’ impacts on
natural and urbanized coasts. Several recent investigations [27,28] have identified dunes as one of the
most relevant coastal ecosystems as a natural defense able to reduce flood sensitivity/vulnerability
and hence, dunes’ maintenance/emplacement has been considered as an effective coastal protection
measure included among possible “Disaster Risk Reduction” (DRR) strategies in several European
directives [28–32]. In fact, dune ridges protect large sections of low-lying coasts against flooding during
extreme storms [9,33,34], and hence, lateral dune continuity and level of fragmentation are extremely
relevant [35–38].

This paper is the first one that deals with the characterization and evolution of all dune systems
along the Mediterranean coast of Andalusia (South of Spain), and this is a first step to assess their
great ecological value, sensitivity and relevance in coastal flood protection. Different dune types have
been mapped as well as their level of fragmentation (by means of a new index proposed in this paper)
and present human occupation and evolution from 1977 to 2016. Results obtained are of relevance
to enhance the general database on dune characteristics along the Mediterranean coast of Andalusia
and the possibility of use ecosystem-based solutions in coastal protection along with, or instead of,
traditional engineering approaches [27,28].

2. Study Area

Located in South Spain, the Mediterranean coast of Andalusia administratively belongs to the
provinces of Cádiz, Málaga, Granada and Almería (Figure 1). It has a prevailing rectilinear E-W
outline, with two NE-SW easterly facing sectors, i.e., the Gibraltar Strait and the Almería easternmost
coastal sector (Figure 1). It is a micro-tidal environment (tidal range < 20 cm) with a total length of ca.
546 km, including rocky sectors (ca. 195 km) and intermediate to reflective beaches (ca. 350 km) [39],
usually composed of medium to coarse dark sands and/or pebbles. Dune systems, which have a total
length of ca. 76 km, are especially observed along the provinces of Cádiz and Almería ( Figures 1
and 2) [25,40,41].

The Betic Range, a tectonically active mountain chain that, at places, reaches relevant elevations
higher than 2200 m above sea level (m a.s.l.) close to the coast, determines coastal orography and
morphology, forming cliffs, embayments and promontories. Several small coastal plains are especially
extended at the mouth of short rivers and ramblas (seasonal streams) draining the chain, the most
important being the Guadiaro, Guadalhorce, Guadalfeo, Adra and Andarax rivers (Figures 1 and 2).
In the past decades, river basin regulation plans devoted to water management for tourist and
agricultural purposes have enhanced the construction of dams and reservoirs that have reduced
sediment supplies to the coast and have promoted coastal retreat in most deltas [39,42–44].

Large coastal towns are Málaga (>500,000 inhabitants), Almería (ca. 200,000 inhabitants) and
the tourist towns along the western part of Costa del Sol area, namely Marbella (150,000 inhabitants),
Fuengirola (80,000) and Torremolinos (70,000). Málaga is the province that has experienced the most
important coastal occupation, in particular due to the construction of structures related to national
and international tourism [45]. Main commercial ports are located at Almería, Algeciras, Cádiz and
Málaga, and several marinas at Costa del Sol [46–48].
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Figure 1. Location of the study area and average wind speed roses at 5 points of SIMAR (SImulación
MARina), from the wave reanalysis model by Puertos del Estado (PdE).

Concerning weather characteristics, the provinces of Cádiz, Málaga and Granada have a
Mediterranean climate with sub-tropical characteristics, with coastal orientation and the Betic Chain
favoring average annual temperature of ca. 13 ◦C and, in July and August, the average is 19 ◦C.
Annual rainfall ranges from 400 to 900 mm, with the most abundant values observed at Gibraltar Strait.
The province of Almería presents a Mediterranean climate with sub-desert characteristics, i.e., rainfall
is extremely limited (ca. 200 mm/year), average annual temperature is 21 ◦C and in July–August,
temperature is 26 ◦C [49].

The coast is generally exposed to winds blowing from E to W and from NNE to SW in the
easternmost part of Andalusia (i.e., at Carboneras, Figure 1), with minimum and maximum velocities
ranging from 0.4 to 9.0 m/s [50]. The wave climate and storm energy are very variable [13,50]: the
coast of Cádiz province is mainly affected by eastern storms, Málaga, Granada and (partially) Almería
provinces are exposed both to western and eastern storms, whereas the easternmost portion of the
coast of Almería province is primarily exposed to eastern storms [13,50].

The mean duration of storm events ranges from 0.9 to 7.0 days, despite their intensity. Waves
show a clear seasonal behavior with storm conditions being recorded during November–March,
i.e., the winter season [42,50,51], with mean values of significant wave height that reaches 5.18 m
in extreme storm conditions [50]. A storm characterization for the studied area was developed by
Molina et al. [50], using the Energy Flux parameter to classify storm events into five classes, from
weak (Class I) to extreme (Class V). They observed that the most energetic area was the central part of
the Mediterranean Andalusian coast, i.e., the coast between Málaga and Almería provinces, highly
exposed to storms belonging to all classes, and specially to most energetic ones that can have a great
impact on both natural and urbanized sectors [50].

Due to shoreline orientation, predominant easterly winds (Figure 1) and associated storm waves
give rise to sea wave conditions generating a prevailing westward littoral drift [51]; meanwhile, an
opposing drift is particularly important in certain coastal sectors and/or periods [42,50].
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Figure 2. Location of the studied dune systems. Natural protected areas are in green. The capital letters
A–G in the main subplot refer to the zoomed areas in the other subplots.

3. Materials and Methods

Aerial orthophotographs dated 1977, 2001 and 2016 (Table 1) were used to map different dune
systems, and to quantify their surface evolution, level of fragmentation and the progression of human
occupation. Aerial orthophotographs were obtained from the Web Map Services (WMS) of the Open
Geospatial Consortium (OGC) of the Andalusia Regional Administration [52].
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Table 1. Aerial orthophotos used [52], 2001 and 2016 orthophotos are from Plan Nacional de
Ortofotografía Aérea (PNOA).

Year Scale Spatial Resolution(m) Flight

1977 1:5000 0.5 Iryda flight 1977
2001 1:10,000 0.5 PNOA 2001
2016 1:5000 0.25 PNOA 2016

Orthophotographs were elaborated within a GIS project (reference system WGS84–UTM 30N) by
means of the ArcMap application from ArcGIS Desktop, Release 10 Redlands, CA: Environmental
Systems Research Institute. All dune systems with a minimum longshore seaward front of 100 m
in length were mapped, summing a total of ca. 106 km in 1977, including 53 systems (Figure 2).
Within each system, three dune environments were mapped according to Sanjaume Saumel and Gracia
Prieto [25], who defined, on the base of the most important coastal dune habitats in Spain [53], i.e.,
(i) embryo and mobile dunes (Type I), (ii) grass-fixed dunes (Type II) and (iii) stabilized dunes (Type III).
Coastal dune habitats described at the study area corresponded to the Sites of Community Importance
(SCI’s) of the European Commission Habitat Directive listed in Table 2.

Table 2. Sites of Community Importance (SCI’s) described in the study area and their correspondence
with the dune typologies mapped in this work [54].

Sites of Community Importance (SCI’s) Classification

2110—Embryonic shifting dunes
2120—Shifting dunes along the shoreline with Ammophila arenaria (“white dunes”) I—Embryo and mobile dunes

2130—Fixed coastal dunes with herbaceous vegetation (“grey dunes”)
2150—Atlantic decalcified fixed dunes

2210—Crucianellion maritimae fixed beach dunes
2230—Malcolmietalia dune grasslands

2240—Brachyopodietalia dune grasslands with annuals

II—Grass-fixed dunes

2250—Coastal dunes with Juniperus spp.
2260—Cisto-Lavanduletalia dune sclerophyllous scrubs

2270—Wooded dunes with Pinus pinea and/or Pinus pinaster
III—Stabilized dunes

The first group (Type I) comprises embryo and mobile dunes, which are the first band of colonizing
vegetation and the first important continuous sandy relief. The second group (Type II) comprises
grass-fixed dunes, which develop in a more stable soil and form a more continuous plant cover based
on lawns or even some woody plants and bushes. The third group (Type III) comprises the stabilized
dunes, is the innermost band of the dune system, and is made up of fully fixed vegetated dunes, with
structured and stabilized soils. Its vegetation evolves into forests and a dense and diverse vegetation
cover is developed.

The main characteristics used to distinguish between each dune type was the color and vegetation
density, so that as systems evolve, color darkens and plant density increases, i.e., embryo and mobile
dunes are often called “white” or “yellow” dunes and fixed dunes are called “grey” dunes because of
their characteristic color. Díez-Garretas et al. [55], in their study on spatio-temporal changes of coastal
ecosystems in Southern Iberian Peninsula (Spain), used a similar classification, taking into account the
phytosociological plant communities present at the location studied and the habitat code. They related
the habitat code with the ecological units present in their study, including mobile dunes, semi-fixed
dunes and stable dunes. Pintó et al. [56] recognized the distinct habitats present in their study area
and related them to the sea-to-land ecological gradient and the Habitats of Community Interest. Their
classification is more detailed, attending more to morphological than ecological criteria.

The position, evolution and fragmentation of the dune toe position was also reconstructed, and
the latter aspect favors dune sensitivity to storms’ impacts [40,57–59]. Further, the total surface of each
one of the 53 system and dunes’ surfaces occupied by human structures/interventions was calculated.
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The proxy used to map the dune toe was the seaward dune vegetation line, manually detected by a
GIS operator [13,39,48,60–62]. To calculate dune fragmentation, a database was obtained for each dune
system containing three shape files: the first file included a polyline of the total length of the dune toe
line, the second file included the length of all breaks observed along the dune toe line of each system,
and a third file, which was the result of the differences between the two previous shape files. The level
of fragmentation was calculated by determining the ratio between the length of all breaks and the
whole dune toe length at each dune system and year. These values were normalized according to a
constant length of 100 m by dividing the total length of all breaks in the shorefront dune toe (“l”) by
the entire length of the dune toe (“L”):

F =
l
L

(1)

The F Index is a new index proposed for the first time in this paper vaguely based on the coefficient
of infrastructural impact “K” [63]. It was applied along unitary coastal sectors of 100 m in length in
order to reduce the importance of dune seaward length. The F Index was calculated for the systems
present in all investigated periods (37 out of 53 systems), that is, the dune systems that disappeared in
the second period were not taken into account to avoid interpreting a decrease in fragmentation when,
in the reality, the entire system was lost. Values of the F Index used to express the fragmentation level
were classified into three classes using the Natural Breaks Function [64], from Class 1 (“Null or very
low fragmentation”, 0.00 < F < 0.06), Class 2 (“Medium fragmentation”, 0.06 < F < 0.16) to Class 3
(“High fragmentation”, 0.16 < F < 0.41).

4. Results

4.1. Dune Systems’ Distribution and Evolution

Of the 53 dune systems investigated in the Mediterranean coast of Andalusia, 10 belonged to
natural protected areas and, from an administrative point of view, 10 were located in Cádiz province,
18 in Málaga, 2 in Granada and 23 in Almería province (Figure 2, Appendix A Table A1). In Cádiz
province, dune systems were equally divided between the Algeciras Bay and an exposed, rectilinear
shoreline, including both natural and urbanized areas (Figure 2A). In Málaga province, they were
mainly located at the westernmost part of the littoral (Figure 2B), and south of the Guadalhorce river
mouth and west of the Vélez river delta (Figure 2C). In Granada province, only 2 dune systems were
observed, located in an area updrift of the port of Motril and at Carchuna (Figure 2C). In Almería
province, 5 systems were located close to delta areas, namely at Adra and, especially, at Andarax river
delta (Figure 2E,F), and 8 were located at rectilinear coastal sectors limited by ports, promontories or
river deltas (Figure 2E–G). Very developed dune systems were located in the relevant protected area of
Punta Entinas-El Sabinar (Figure 2E); meanwhile, several systems were located at the easternmost area
of Almería province and the most relevant system was observed in a large pocket beach (Los Genoveses)
(Figure 2F,G).

A total of 15 dune systems disappeared from 1977 to 2016, 7 of them located in Málaga, 7 in
Almería and 1 in Cádiz provinces. Dune systems’ extension was changing during the periods studied
without a clear trend; meanwhile, a clear decrease in size was evident for the three largest dune systems
(Appendix A Table A2). Surfaces of “Embryo and mobile dunes” (Type I), “Grass-fixed dunes” (Type II)
and “Stabilized dunes” (Type III) were calculated within each one of the 53 dune systems and per
each time span considered. The progressive decrease of typologies I and II was observed, meanwhile,
“Stabilized dunes” (Type III) recorded a decrease from 1977 to 2001 and a slight increase from 2001 to
2016 (Figure 3).
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Figure 3. Yearly surface values of each dune typology, i.e., “Embryo and mobile dunes” (Type I),
“Grass-fixed dunes” (Type II) and “Stabilized dunes” (Type III). Value on top represents the surface of all
dune typologies and in brackets the surface that was lost with respect to the previous year is reported.

The distribution of the different dune typologies within each dune system varied during the
studied period (Figure 4). At all provinces (but Cádiz), a reduction of all dune typologies was recorded
during the 1977–2001 period; meanwhile, a decrease in all provinces (but Almería) of types I and III
and an increase of Type II was recorded in the 2001–2016 period (Figure 4).

Figure 4. Distribution of dune surface typologies, i.e., “Embryo and mobile dunes” (Type I), “Grass-fixed
dunes” (Type II) and “Stabilized dunes” (Type III), by province during the studied periods. The value
on top represents the sum of dune surfaces (in m2) and in brackets the value of lost dune surface with
respect to the previous year is presented.
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The comparison of the total amount of eroded/accreted surfaces recorded in each system for the
periods 1977–2001, 2001–2016 and 1977–2016 showed a clear negative balance for 49 systems and a
positive one for 4 systems (Figure 3). The dune systems that showed a positive balance were located
at Playa del Rinconcillo (System no. 2, 38,884.4 m2), at the Guadarranque (no. 5, 19,262.8 m2) and
at the Guadalquitón (no. 9, 260,531.7 m2) rivers’ mouths in Cádiz province (Figure 2A), and in the
Albufera de Adra (no. 31, 6708.5 m2), a natural protected area at the Adra river delta (Almería province,
Figures 1 and 2E). The most eroded dune systems were located at Ensenada de San Miguel (System no.
34, −557,765.0 m2), Punta Entinas–El Sabinar (no. 35, −4,166,157.9 m2) and Vera (no. 53, −567,841.2 m2)
areas, in Almería province.

Comparing the evolution of each system in the 1977–2001 and 2001–2016 periods, it was observed
that 3 systems recorded accretion and 23 erosion in both periods, and the others showed different
behaviors. Regarding the distribution of these records, the 3 accreting dune systems were located
in Cádiz province and most of the dune systems that recorded erosion or disappeared were located
in Málaga province, and dunes in Granada province presented erosion for both periods. In Almería
province, the systems located in Almería Bay and at the easternmost part of the province presented
a negative trend for both periods, and the group located from the Adra river delta to Ensenada de
San Miguel presented erosion and then accretion. The two dune systems located at Roquetas de Mar
disappeared in 2001–2016 (Figures 2E and 5).

 
Figure 5. Dune systems urbanized in Málaga and Almería provinces. System no. 14 Playa Nueva
Andalucía in 1977 (A) and 2016 (B), and System no. 36 Playa de Roquetas in 1977 (C) and 2016 (D).

4.2. Anthropic Occupation Evolution

Surfaces occupied by human structures/interventions were calculated within each one and per
each year of the 53 dune systems (Figure 6). The greatest increase (ca. 2.3 × 106 m2) was observed in
the 1977–2001 period.

104



Water 2020, 12, 2094

Figure 6. Evolution of the surfaces occupied by anthropic interventions during the studied periods.
The number on top of histograms represents the total value of surface occupied, and in brackets shows
the increment recorded among successive periods.

Comparing the evolution of human occupation of each system in the 1977–2001 and 2001–2016
periods, it was observed that 21 out of 53 systems presented an increase of human occupation in both
periods and 2 systems a decrease due to the removal of small installations (Figure 7). Further, 4 systems
recorded an increase in the first period and a decrease in the second due to the urbanization of a part
of the dune system, and the removal of small installations, and the opposite was true for 1 system due
to coastal erosion problems since the shoreline retreatment forced the removal of human structures
(Figure 7).

 

Figure 7. Removal of small constructions in Cádiz and croplands in Almería provinces. System no.
9 Guadalquitón 1977 (A), 2016 (B), with a decrease of the occupation area of 112.90 m2 in 1977–2001
and 263.31 m2 in 2001–2016. System no. 43 Las Algaidas-Las Marinas in 1977 (C) and 2016 (D), with a
decrease of 117.14 m2 in 1977–2001 and 184.07 m2 in 2001–2016.

105



Water 2020, 12, 2094

At places in System no. 2 Playa del Rinconcillo (in Cádiz province), the increase of dune surface
and anthropic occupation was linked to the formation of a new beach at the northern side of the port
of Algeciras (Figure 8). Summing up, the decrease of occupation was essentially due to the removal of
buildings and was always very small.

Figure 8. System no. 2 Playa del Rinconcillo registered an increase of dune surface of 732.26 m2 in
2001–2016. (A) 1977, (B) 2001 and (C) 2016.

4.3. Dune Fragmentation

Analysis of the dune toe fragmentation was carried out for such systems (37 out of 53) that were
observed in all investigated periods and a general increase of fragmentation was evident (Figure 9),
confirming the trend observed for the evolution of human occupation.

Figure 9. Fragmentation Index. The number on top of histograms represents the total value of
fragmentation per year and in brackets is the increment recorded among successive periods.
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Considering the 1977–2016 timespan, 23 dune systems presented an increase of fragmentation,
3 systems recorded a decrease (they were located in erosive coastal sectors within natural protected areas)
and 11 presented no variations. The two systems that recorded a major increment of fragmentation
were Punta del Río (no. 41), in Almería province, and Playa de las Chapas (no. 20), in Málaga province,
with an increase of +0.25 and +0.22, respectively. Conversely, the two systems that recorded the
major decrease of fragmentation were Playa de Río Real (no. 16) and Playa de la Misericordia (no. 26)
in Málaga province, with a decrease of −0.20 and −0.09, respectively. Comparing the evolution of
fragmentation at each dune system in the 1977–2001 and 2001–2016 periods, it was observed that
only 7 out of 23 presented an increase of the fragmentation at both periods, in general due to coastal
zone urbanization (Figure 10A–C). Only 1 dune system showed a decrease of fragmentation (no. 16)
(Figure 10D–F), and 8 presented no variation in both periods.

 

Figure 10. System no. 20 Playa de las Chapas, in Málaga province, recorded an increase of fragmentation
due to the increment of anthropic pressure, changing from (A) Class 1 (F = 0.003) in 1977 to (B) Class 2
(F = 0.12) in 2001 and to (C) Class 3 (F = 0.22) in 2016. System no. 16 Playa de Río Real, in Málaga
province, where the modification of the coastal zone and the emplacement of a touristic urbanization
produced the destruction of the already fragmented dune system. Remnant dune systems presented a
lower Fragmentation Index, changing from (D) Class 3 (F = 0.20) in 1977 to (E) Class 2 (F = 0.15) in 2001
and to (F) Class 1 (F = 0.0) in 2016. Red line represents dune toe position.

Other dune systems presented a different behavior at both periods: 4 systems recorded an increase
in the first period and a decrease in the second and the opposite was true for 1 system (Figure 11).
In general, the increase in fragmentation occurred along with the increase of urbanization and anthropic
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pressure, while the opposite was observed in natural protected areas. At places where systems were
already fragmented, their erosion implied a reduction in their fragmentation since: (i) very fragmented
sectors often disappeared and the remaining ones presented low fragmentation (Figure 10D–F and
Figure 11A,B) and (ii) coastal erosion produced the loss of the most fragmented part of dune toe
(Figure 11B,C). An increase of fragmentation in 7 dune systems was due to the increment of erosion
processes and/or the formation of pedestrian pathways.

 

Figure 11. System no. 10 Torreguadiaro (in Cádiz province) recorded a slight decrease of fragmentation
in the 1977–2001 period and an increase in the 2001–2016 period due to the reduction of a high
fragmented dune sector that was replaced by the port structure. The dune system located in front of
the natural protected Torreguadiaro Lagoon was not modified. In the 2001–2016 period, the growth
of new dunes at the northern part of the system and the increase of pathways at both sides of it was
observed. This resulted in a decrease of fragmentation that changed from (A) Class 1 (F = 0.08) in 1977
to (B) Class 2 (F = 0.03) in 2001 and an increase of fragmentation to (C) Class 3 (F = 0.20) in 2016. Red
line represents dune toe position.

5. Discussion

5.1. Erosional Dune Systems

Erosion or complete disappearance of dune systems can be produced by human activities or
natural processes [65–67]. Anthropic impacts were related to: (i) urban developments, mainly due to the
coastal tourist demand, and the associated opening of pathways on dune ridges, which was especially
evident in Málaga province (Figure 5) [41,46,48,55,68], (ii) dunes’ occupation due to the demand for
agricultural uses, as observed at different locations in Andalusia, and reported by References [67,69–73]
in other Mediterranean Spanish areas (in Catalonia, [56]) or on the Mediterranean coast of Morocco [74]
and (iii) the decrease of sediments’ inputs to coastal environments due to the construction of ports
and harbors, as observed along the study area by Malvárez et al. [46] and Manno et al. [48], and the
reduction of the sedimentary load of rivers due to the construction of dams in river basins, especially
in Málaga and Almería provinces [43,46,75], also observed in other Mediterranean rivers, e.g., for the
Ebro [76] and the Arno [77] rivers.

Among natural processes, there are the impacts of chronic erosion processes and of extreme
storms, the impacts of which are often enhanced by climatic change-related processes, e.g., an increase
of storm intensity and frequency and Sea Level Rise [11,35,37,67,78–83]. Specifically, for the studied
area, storm characterization was described by Guisado et al. [42] and Molina et al. [50]; meanwhile,
it seems that Sea Level Rise is not relevant at the studied area [84–86].
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Of the 53 dune systems studied, all but 4 recorded a reduction of their surface, or even
disappeared, and this was especially evident where the systems were affected by hard human
interventions [41,55,68–73] and, secondarily, by shoreline erosion [71,87,88]. The greatest loss of dune
surface was recorded in the 1977–2001 period due to the massive urban occupation of coastal areas,
although in the 2001–2016 period, a decrease in the loss of dunes’ surfaces was observed because
the main causes of their destruction recorded in the previous period partially ceased. Cases of
disappearance due to urban occupation were still observed, especially in Málaga province [41], but the
anthropic pressure derived from the tourist use of beaches and the decrease in river contributions were
not so evident as in the 1977–2001 period [46,68–73].

The loss of dune surface was at places and times linked to the progressive fragmentation of the
dune toe (i.e., the increase of dune discontinuity), which is a factor that has to be considered in order to
estimate coastal and dune vulnerability [40,57–59] since a fragmented dune system is more vulnerable
to temporary flooding and hence, it is less effective against storm surges [35,40,58,59,89–91]. In this
study, the most fragmented (and hence susceptible sectors) were observed at the west side of the
Andarax river delta in Almería province (no. 41, Figures 1 and 2), which was the most fragmented
dune system located in a natural area (Appendix A Table A2) and the system at Las Chapas beach in
Málaga province (no. 20, Figures 1, 2 and 10), located in a strongly developed urban area.

At almost all sectors, dunes‘ fragmentation was mainly due to the opening of pathways and to
their progressive expansion due to marine- and wind-induced erosion processes, as also observed by
Gracia et al. [40], Pintó et al. [56], Rangel-Buitrago and Anfuso [58] and Rizzo et al. [59]. Due to the
accuracy of the orthophotos used in this study, dune discontinuities caused by overwash processes
were only detected at few places (Figure 12). Such processes were distinguished from other types of
fragmentation due to the absence of vegetation at the areas presenting the characteristic shape of a
washover fan; meanwhile, pathways showed narrow rectilinear shapes.

Summing up, the majority of the dune systems that showed an aerial decrease were affected by
anthropic factors, highlighting the importance of urban and agricultural occupations that were very
relevant in Málaga and Almería administrative districts.

 

Figure 12. Details of the central area of System no. 9 Guadalquitón (Cádiz province), where washover
fans and pathways were observed. Red line represents dune toe position. (A) 1977, (B) 2001 and
(C) 2016.

5.2. Accretional Dune Systems

Conditions for dune formation and development were discussed by a large number of authors
who agree that the temporal variation of the sedimentary contribution and the wind regimes are the
most important factors controlling the beach–dune system relationship [65,92–95].
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The increase of systems located in the Bay of Algeciras (Figure 2A) was associated with the
sedimentation processes recorded in such beaches [96] that receive the sediment supplies of the
Palmones and Guadarranque rivers [73]. Such beaches are located next to two large coastal protection
structures that promote sedimentation processes. In the case of the system observed at El Rinconcillo
in 2001, it began to form after the expansion of the port of Algeciras (Figure 8). Instead, systems at
Guadalquitón and Albufera de Adra (Figure 2) were located in areas that registered an important
erosion [39,96] and a significant human occupation linked to urban development in the case of
Guadalquitón and intense agricultural occupation in Albufera de Adra. The Guadalquitón dune
system recorded the highest increase during the 1977–2001 period, and it was due to the degradation
of the vegetation that facilitated the inland dune migration. The formation of large mobile dunes
in this area was also due to strong east winds (Figure 1), especially on the east-facing beaches [73].
In the case of the Albufera de Adra system, an important loss of dune surface in the 1977–2001
period was caused by shoreline erosion and the significant anthropic pressure (intense agricultural
activities) [39,43,96]; however, the sedimentation produced at the north side of the system [39,96]
supported the development of mobile dunes.

5.3. Dune Types’ Evolution

Several dune systems studied in this paper were described by different authors [41,55,68–73,87,88],
but none of them provided a description of all dune systems along the whole Mediterranean coast
of Andalusia.

Unlike tidal-influenced coasts, in which the sedimentary contribution can be obtained through
periodic exposure of the intertidal plain, on micro-tidal coasts such as the Mediterranean one, the
beach itself is the main source of sedimentary contribution to the dune systems. In addition, when the
beaches are composed of gravels, as is the case of many beaches of Málaga and Almería, it is more
difficult to ascertain the source of sandy sediment necessary for the dune systems, so the rivers become
the main sediment suppliers of the system [72]. As stated before, river systems at the Mediterranean
coast of Andalusia are mostly short or seasonal streams and, in general, provide a coarse grain size on
the beaches. Further, the accentuated relief observed nearby the coast and the presence of reflective
beaches represent great limitations for the development of coastal dunes [72].

Further points to be taken into consideration are the intensity and direction of predominant winds
that, to be effective in dune formation, should be shore normal. Due to their coastal orientation, which
is normal to predominant winds, the provinces of Cadiz (especially) and Almeria constitute areas
favorable for dune formation. According to Bardají et al. [72] and Gracia et al. [73], the central part of
the Andalusia coastline is parallel to predominant winds that give rise to a relevant longshore transport
that supplies different dune systems, e.g., at Artola-Cabopino [72,88].

Analyzing the evolution of each dune typology is of relevance since each typology represents a
clear evolution state from Embryo and mobile dunes (Type I) to Stabilized dunes (Type III) [65,92].
The increment over the 1977–2016 period of the Stabilized dunes (Type III) (Figure 3) was due to the
progressive evolution of Grass-fixed dunes (Type II), a natural process described by Hesp [65,92].

Surface variations of the different types of dunes’ systems were relatively homogeneous (Figure 4).
With the exception of the province of Cádiz, the rest of the provinces showed a decrease of the three
types of dunes in the first period and, in the second period, a decrease of types I and III and an increase
of Type II in all provinces except Almería. The general decrease recorded in the period 1977–2001 was
mainly due to urban occupation, intensive agricultural exploitation and the extraction of sand—such
activities were not regulated until the approval of the Coastal Law in 1988 [41,46,47,55,68–73]. Dune
destruction was especially evident in Málaga and Almería provinces, where entire dune systems
disappeared: in Málaga province, a total surface of 1,766,711 m2 was lost, of which ca. 1 × 106 m2

were Type II dunes and ca. 600,000 m2 were Type III dunes, and in Almería, ca. 56,300,000 m2 of
dune surface was lost, of which ca. 4,360,000 m2 were Type II dunes. Some examples of papers
that quantified the loss of dune surfaces in specific areas were by Viciana Martínez-Lage [71], who

110



Water 2020, 12, 2094

quantified a loss of 262 ha of dunes in Punta Entinas–El Sabinar, in Almería province, due to sand
extractions, or Gómez Zotano [41], who quantified a reduction of 44.5% of the dune surface in Saladillo
area, in Málaga province, during the 1956–2007 period.

The increase, in the 2001–2016 period, of the Type II in Málaga province was linked to the
degradation of Type III dunes, especially evident in an area west of Marbella (Figure 2B) that was
greatly impacted by urban developments, a quite common trend in Málaga province [41,46,47]. The
increase of Type III in Almería was due to the stabilization of Type II dunes, especially in the area
from Albufera de Adra to Almerimar and at Cabo de Gata (Figure 2E,F), which are areas where the
shoreline is stable [39]. Overall, in Cádiz province, a slight increase of Type III was observed, and the
other dunes’ types recorded small variations (Figure 4). Such behavior was due to the low human
pressure, the stable or even accreting conditions of the area [39,96] and the action of strong east winds
(Figure 1) that favored dunes’ growth and mobility [73].

6. Conclusions

This study analyzed the evolution of the dune systems along the Mediterranean coast of Andalusia,
focusing on their characterization, level of fragmentation and anthropic occupation, for the 1977–2001
and 2001–2016 periods. Within a GIS project, there were 53 dune systems mapped that summed a total
length of ca. 106 km in 1977 and ca. 76 km in 2001 and 2016.

Of the 53 dune systems, all but 4 recorded a reduction of their surface, or even disappeared, and
this was especially evident in 1977–2001 when dune systems were affected by hard human interventions,
such as the emplacement of buildings and touristic constructions, especially at Málaga province, and
agricultural expansion at Almería province, and secondarily, at places by shoreline erosion processes.

Dunes’ loss was at places and times linked to the progressive fragmentation of the dune toe, mainly
due to the opening of pathways and to their progressive expansion due to marine- and wind-induced
erosion processes. An increase of dunes’ surface was observed in both natural and anthropic areas in
Cádiz and Almería provinces, in accreting and stable beaches, usually on the updrift side of ports or
due to strong east winds on the east-facing beaches.

Concerning the evolution of the Embryo and mobile dunes (Type I), Grass-fixed dunes (Type II)
and Stabilized dunes (Type III), most of the provinces showed a decrease of the three types of dunes
in the 1977–2001 period and, in the 2001–2016 period, a decrease of types I and III and an increase
of Type II in all provinces. The increase of Type II dunes was linked to the degradation of Type III,
observed in the 2001–2016 period at very anthropized areas; meanwhile, an increase of Type III was
observed in stable and accreting areas.

Results obtained could be used to enhance the general database on dune characteristics along
the Mediterranean coast of Andalusia and the possibility of utilizing ecosystem-based solutions in
coastal protection, along with, or instead of, measures based on traditional engineering approaches.
The methodology used in this study could be applied in other locations with a similar database.
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Appendix A

Table A1. Name and protection typology of each dune system and balance for the entire studied period.

System
No.

Name Protection

1977–2016

Dune Surface
(m2)

Occupation
(m2)

Fragmentation

1 Playa de Getares Estrecho (1) −70,477.70 41,768.39 0.16

2 Playa del Rinconcillo 38,884.38 732.26

3
Marismas del Río

Palmones Marismas del Río Palmones (2) −47,670.51 3352.14 0.12

4 Guadarranque W −59,167.52 57,534.25

5 Guadarranque E 19,262.80 2136.58 0.22

6 La Línea de la Concepción −102,603.90 30,682.41 0.04

7 La Alcaidesa S −3796.38 3967.45 0.03

8 La Alcaidesa N −14,072.90 20.88 0.17

9 Guadalquitón 260,531.70 −376.21 0.09

10 Torreguadiaro Laguna de Torreguadiaro (3) −145,337.38 89,006.50 0.11

11 Playa del Saladillo W −65,592.18 25,389.60 0.15

12 Playa del Saladillo E −52,295.06 37,351.43 0.01

13
Playa de San Pedro de

Alcántara −97,452.20 28,411.01

14 Playa Nueva Andalucía −29,702.08 26,131.94

15 Playa del Pinillo −27,738.26 9490.44 0.06

16 Playa de Río Real −16,322.02 3643.28 −0.20

17 Playa de los Monteros −373,156.19 355,081.76 0.14

18 Playa del Alcate −49,725.72 32,996.16 0.16

19 Playa Real de Zaragoza −200,549.55 41,358.39 0.10

20 Playa de las Chapas −171,835.74 152,819.73 0.22

21 Playa de Artola Dunas de Artola (4) −21,575.89 5068.88 0.16

22 Cabopino-Calahonda 0.00 0.00

23 Torrenueva - Mijas −64,545.36 64,344.35

24
Playa de Canuela -

Torremolinos −44,014.67 970.12

25 Playa de San Julián −412,157.55 2085.54 0.10

26 Playa de la Misericordia Desembocadura del
Guadalhorce (2) −98,481.69 84,116.14 −0.09

27 Arroyo de los Íberos −54,160.94 90.78

28 El Hornillo −19,501.79 2698.63

29 Playa del Poniente - Motril −59,813.96 15,990.88 0.05

30 Carchuna −115,558.06 38,433.86 0.00

31 Albufera de Adra Albufera de Adra (5) 6708.50 0.00 −0.01

32 Playa de Balerma N −17,100.05 994.82 0.01

33 Playa de Balerma S −294,158.23 260,649.68 0.10

34 Ensenada de San Miguel −557,765.03 259,966.94 0.06

35 Punta Entinas-El Sabinar Punta Entinas – El Sabinar (2,5) −4,166,157.86 239,842.20 0.03

36 Playa de Roquetas S −65,618.01 32,255.48

37 Playa de Roquetas N −36,963.45 66.72

38 Playa de los Bajos Arrecife Barrera de Posidonia
(4) −18,995.79 408.82 −0.07

39
Playa Urbanización de

Aguadulce −14,309.26 5344.12

40 Playa Ciudad Luminosa −11,118.95 3916.61
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Table A1. Cont.

System
No.

Name Protection

1977–2016

Dune Surface
(m2)

Occupation
(m2)

Fragmentation

41 Punta del Río W −2429.22 0.00 0.25

42 Punta del Río E −8830.07 0.00 0.16

43 Las Algaidas-Las Marinas −109,308.76 −1102.88 0.01

44 Cabo de Gata Cabo de Gata-Níjar (1) −395,189.20 404,678.11 0.14

45 Los Genoveses Cabo de Gata-Níjar (1) −31,645.57 −40.32 0.12

46 Playa de Bolmayor −27,747.41 −301.21 0.04

47 Playa Venta del Bancal −11,300.77 3577.15 0.08

48 Playa Cueva del Lobo −11,748.40 4166.26

49 El Cantal −35,578.88 15,662.30 0.02

50 Playa del Descargador −15,373.75 3011.05

51 Playa de Rumina −12,937.51 41.41

52 Playa Marina de la Torre −29,181.18 365.40 0.00

53 Vera −567,841.25 233,429.88 0.10

Typologies of protection: (1) Natural Park, (2) Natural Site, (3) Special Plan for the Protection of the Physical
Environment, (4) Natural Monument, (5) Natural Reserve. Fragmentation index was not calculated for periods
where the dune system disappeared.

Table A2. Results obtained at each dune system.

System
No.

1977 2001 2016

Dune
Surface

(m2)

Occupation
(m2)

Fragmentation
Dune

Surface
(m2)

Occupation
(m2)

Fragmentation
Dune

Surface
(m2)

Occupation
(m2)

Fragmentation

1 144,188.37 9597.20 0.03 77,746.64 51,237.13 0.18 73,710.67 51,365.59 0.19

2 0.00 0.00 12,339.80 0.00 38,884.38 732.26

3 205,724.64 3178.45 0.23 157,943.70 6516.26 0.31 158,054.13 6530.60 0.36

4 59,167.52 1633.27 0.00 59,167.52 0.00 59,167.52

5 6316.76 1510.25 0.00 22,658.14 3717.80 0.13 25,579.56 3646.84 0.22

6 684,586.98 2295.32 0.07 719,675.84 3095.54 0.07 581,983.08 32,977.74 0.11

7 5370.58 0.00 0.00 2877.63 0.00 0.00 1574.20 3967.45 0.03

8 31,114.12 70.97 0.03 21,839.17 58.06 0.09 17,041.22 91.85 0.20

9 947,015.74 807.87 0.06 1,167,066.53 694.96 0.02 1,207,547.44 431.65 0.15

10 194,657.12 504.84 0.08 51,787.89 89,372.03 0.04 49,319.73 89,511.34 0.19

11 78,121.80 273.30 0.04 18,609.35 25,662.89 0.08 12,529.62 25,662.89 0.18

12 82,690.38 0.00 0.04 40,109.17 37,351.43 0.05 30,395.32 37,351.43 0.05

13 97,452.20 6377.47 36,487.89 22,027.47 0.00 34,788.48

14 29,702.08 0.00 0.00 26,131.94 0.00 26,131.94

15 39,444.19 0.00 0.04 21,835.12 5905.71 0.17 11,705.93 9490.44 0.10

16 19,307.50 0.00 0.20 2956.27 3643.28 0.15 2985.49 3643.28 0.00

17 412,867.48 0.00 0.03 38,602.94 348,097.72 0.12 39,711.29 355,081.76 0.17

18 67,942.45 0.00 0.03 6744.90 32,996.16 0.05 18,216.73 32,996.16 0.19

19 286,323.39 5333.48 0.11 82,951.01 46,657.53 0.15 85,773.84 46,691.87 0.21

20 199,167.71 1830.11 0.00 21,955.35 154,649.83 0.13 27,331.97 154,649.83 0.22

21 306,301.24 6506.44 0.00 246,613.13 11,448.04 0.22 284,725.35 11,575.32 0.16

22 0.00 0.00 4837.91 0.00 0.00 0.00

23 64,545.36 201.01 0.00 64,545.36 0.00 64,545.36

24 44,014.67 2722.12 0.00 3692.24 0.00 3692.24

25 430,219.96 799.40 0.10 33,563.96 797.38 0.16 18,062.41 2884.93 0.20

26 153,324.54 0.00 0.11 63,109.77 84,116.14 0.02 54,842.86 84,116.14 0.02

27 54,160.94 635.79 0.00 726.58 0.00 726.58

28 19,501.79 0.00 0.00 2698.63 0.00 2698.63

29 68,178.56 1102.48 0.10 8705.37 17,108.96 0.29 8364.60 17,093.36 0.15
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Table A2. Cont.

System
No.

1977 2001 2016

Dune
Surface

(m2)

Occupation
(m2)

Fragmentation
Dune

Surface
(m2)

Occupation
(m2)

Fragmentation
Dune

Surface
(m2)

Occupation
(m2)

Fragmentation

30 165,721.54 115.73 0.04 142,747.51 38,473.11 0.01 50,163.48 38,549.59 0.04

31 21,286.91 0.00 0.04 8193.76 0.00 0.05 27,995.40 0.00 0.03

32 27,651.90 39.11 0.05 9352.84 826.33 0.07 10,551.85 1033.93 0.05

33 440,474.93 701.17 0.01 125,373.21 257,051.80 0.09 146,316.70 261,350.84 0.11

34 806,346.40 5696.20 0.03 199,426.12 264,867.83 0.09 248,581.37 265,663.15 0.10

35 9,389,288.69 653,813.65 0.03 6,030,071.83 895,307.46 0.03 5,223,130.83 893,655.85 0.06

36 65,618.01 0.00 0.00 32,255.48 0.00 32,255.48

37 36,963.45 0.00 0.00 66.72 0.00 66.72

38 36,092.39 218.00 0.08 30,662.57 311.90 0.05 17,096.59 626.82 0.01

39 14,309.26 0.00 4399.52 3429.40 0.00 5344.12

40 11,118.95 1182.32 0.00 5098.93 0.00 5098.93

41 17,274.33 0.00 0.08 9693.33 0.00 0.10 14,845.11 0.00 0.08

42 16,891.37 0.00 0.03 13,529.19 0.00 0.08 8061.30 0.00 0.16

43 582,481.36 15,199.95 0.05 477,646.62 10,837.79 0.12 473,172.60 14,097.07 0.17

44 3,305,029.98 118,675.34 0.03 2,950,549.49 321,804.73 0.11 2,909,840.78 523,353.44 0.07

45 231,633.59 95.61 0.05 198,067.08 55.29 0.12 199,988.03 55.29 0.17

46 42,559.55 561.69 0.03 17,828.63 444.56 0.11 14,812.14 260.48 0.07

47 13,831.67 0.00 0.00 1729.15 3496.24 0.00 2530.90 3577.15 0.08

48 11,748.40 0.00 6694.07 697.64 0.00 4166.26

49 45,547.32 4386.12 0.05 9285.69 15,269.76 0.01 9968.44 20,048.42 0.07

50 15,373.75 165.32 2855.83 1601.84 0.00 3176.38

51 12,937.51 1214.63 4958.36 2923.88 0.00 1256.04

52 29,896.87 0.00 0.00 11,900.67 365.40 0.06 715.69 365.40 0.00

53 722,709.90 21,902.89 0.03 152,125.47 240,022.68 0.06 154,868.65 255,332.76 0.13

Fragmentation index was not calculated for periods where the dune system disappeared.
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Abstract: This research aims to present new data regarding the relative sea-level variations and
related morpho-evolutive trends of Naples coast since the mid-Holocene, by interpreting several
geomorphological and historical elements. The geomorphological analysis, which was applied to
the emerged and submerged sector between Chiaia plain and Pizzofalcone promontory, took into
account a dataset that is mainly composed of: measurements from direct surveys; bibliographic data
from geological studies; historical sources; ancient pictures and maps; high-resolution digital terrain
model (DTM) from Lidar; and, geo-acoustic and optical data from marine surveys off Castel dell’ Ovo
carried out by using an USV (Unmanned Surface Vehicle). The GIS analysis of those data combined
with iconographic researches allowed for reconstructing the high-resolution geomorphological map
and three new palaeoenvironmental scenarios of the study area during the Holocene, deriving from
the evaluation of the relative sea-level changes and vertical ground movements of volcano-tectonic
origin affecting the coastal sector in the same period. In particular, three different relative sea-level
stands were identified, dated around 6.5, 4.5, and 2.0 ky BP, respectively at +7, −5, and −3 m MSL,
due to the precise mapping of several paleo-shore platforms that were ordered based on the altimetry
and dated thanks to archaeological and geological interpretations.

Keywords: coastal landscape evolution; geomorphological analysis; palaeo-shore platform; relative
sea-level changes; sea-level proxy; vertical ground movements; campi flegrei volcanic area

1. Introduction

The susceptibility of coastal towns and metropolis to the negative effects of the ongoing sea-level
rise [1–5] depends on a series of factors, among which the behaviour of the land in terms of vertical
ground movements (VGMs). In this regard, remote sensing methods can resolve ongoing vertical
motions at sub-mm/year precision, which provides very precise and useful data [6–9].

However, in tectonically active areas, the chronological observation window has to be enlarged,
by also considering the local vertical ground movements that occurred in the last centuries or millennia.
Said movements can be identified and measured by dating a variety of possible proxies [10–16]
indicating past positions of the relative sea levels (RSL). The obtained data are then corrected by
subtracting the component due to eustatic and glacio-hydro-isostatic processes [10,12,17–21].

Among the proxies traditionally used to determine past RSL positions are those of geomorphological
nature, such as coastal notches [22], marine terrace and shore platforms [23–25], or sedimentary
facies [26–32]. Shore platforms, in particular, are initially created by wave quarrying and abrasion
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activities, but they can also be modelled by bio-erosion and weathering, particularly where tidal
exposure is significant. The dimensions of shore platforms, under stable sea-level conditions, depend on
the duration of the sea-level stand and they are intimately related to the intensity of wave processes,
hardness, and structure of the rocks forming the platform, and the height of the sea cliff to be worn
back [25,33,34]. Relict shore platforms also have a relevant role in the present study, since Naples,
the second most populated conurbation of Italy, has a hilly topography and its coast alternates
promontories and narrow coastal plains.

On the other hand, on a Mediterranean scale, the geomorphological analysis of these coastal
landforms along with the interdisciplinary interpretation of the main sea-level indicators carried out in
several recent studies [5,10,11] allowed for reconstructing the glacio- and hydro-isostatic influence on
the Holocene sea-level changes. In particular, in Mediterranean regions that were affected by minimal
tectonic influence, the glacio-isostatic adjustment (GIA) was the major driver of the decametric RSL rise
in the last 8000 years. On the contrary, in geologically complex sectors, as the case of the mid-eastern
Tyrrhenian coast in which the study area falls, complex volcano-tectonic behaviours that are primarily
influenced the RSLs variations and related coastal changes during the Holocene [35]. Nevertheless,
coastal vertical movements can be also fundamental for calibrating earth rheology models and ice
sheet reconstructions in seismic active sectors, as in the case of North-Eastern Aegean Sea, which is
mainly influenced by the activity of the North Anatolian Fault [20].

In the last ten years, the knowledge about the ancient vertical ground movements and related
RSLs variation along the Naples coasts was deeply improved thanks to several geoarchaeological
studies carried out during the excavation of a new coastal line of the subways systems. These studies
analyzed complex stratigraphic records of former littoral deposits, well-dated by the presence of
pottery fragments and the remains of ancient coastal structures [36–41].

In particular, during the Late-Holocene, the Neapolitan coastal sector has been affected by a
subsiding trend, both along the high rocky coast of Posillipo and in the adjacent low coast of Chiaia
and Municipio up to the limits of the Sebeto Plain [36,37,42–46]. In the case of Posillipo promontory
(western periphery of Naples), the relative sea-level rise that was caused by this subsidence resulted in
a retreating trend of the coastline. On the contrary, despite the subsidence, the coastal plains of Naples
experienced a progradation of hundreds of meters thanks to the strong sediment supply that is ensured
by both the longshore drift and torrential discharge from the hilly hinterland, probably favoured by
anthropic impact [37–40].

A sector for which no specific study has been carried out till now is the Pizzofacone promontory.
It was the starting point of our investigation, which was later extended to the nearby coastal plain of
Chiaia and the seafloor between the said promontory and the islet of Castel dell’Ovo, formerly called
Megaride. (see Figure 1 for location).

In this paper, new data are presented regarding the relic landforms that charcterize the western
part of Naples coasts. In particular, we present the results of a geomorphological interpretation of
high-resolution topographic models of the onshore and nearshore stripes, obtained from both direct
and indirect measurements. For landforms that were masked by modern constructions, it was also
essential for the study of documental data from historical sources. The aim was to gather elements
for reconstructing the late Holocene evolution of the coastal landscape and gain new additional data
about the local history of vertical ground movements during the Holocene.

2. Geological and Geomorphological Background

The city of Naples is located along the Tyrrhenian coasts, in the western sector of Campi Flegrei
volcanic area [41]. This 60 ky old active volcano is known worldwide for the VGMs that have affected
its territory in the last millennia and they have strongly influenced the Holocene evolution of its
coasts [47–54].

The Campi Flegrei volcanic area is a poly-calderic system made of structural depressions that
cover an area of about 230 km2 and it is mainly shaped by three super-eruptions. The older one was
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the Campanian Ignimbrite (CI) eruption that occurred 40 ky BP [55,56]. After this complex event,
the northern part of the just-formed caldera was invaded by the sea. The second eruption, which led to
the formation of the Masseria del Monte Tuff, occurred 29.3 ky BP [57]. It preceded the Neapolitan
Yellow Tuff (NYT Deino et al. [58]) eruption occurred 15 ky BP that contributed to the formation of the
younger caldera [59,60].

After 15 ky BP, the volcanic activity of Campi Flegrei was characterized by three eruptive epochs,
E1 between 15 and 10.6 ky BP, E2 between 9.6 and 9.1 ky BP, and E3 between 5.5 and 3.5 ky BP [61].
During each epoch, alternating magma/hydrothermal fluid inflation and deflation processes controlled
the morphological evolution of this volcanic area.

Further, vertical ground movements (VGM) of meter-scale occurred in the periods preceding and
following each eruption, which produced rapid relative sea-level variations along the whole coastal
sector (Isaia et al. [62] and reference therein).

During the periods of volcanic quiescence dividing each eruptive epoch, the Campi Flegrei
coasts were modelled by the wave action, recording erosional and depositional traces of these relative
sea-level stands. The better-preserved evidence of this alternation (between VGMs and quiescence) is
recorded in the sedimentary succession of La Starza hanging marine terrace that shows a sequence
of depositional events that outline the interplay between inflation and deflation episodes (62 and
reference therein). In this sequence, the three eruptive epochs (E1,15–10.6 ky, E2,9.6–9.1 ky, and E3,
5.5–3.8 ky, [61]) appear to be coupled with prevalent uplift and possible minor deflating episodes.
The major uplift, greater than 100 m, occurred before the beginning of the E3 epoch activity. On the
contrary, prevailing subsidence occurred during quiescent periods, from 8.59 to 5.86 ky, and generally
after 3.8 ky BP and before the Monte Nuovo eruption (1538 AD), the last volcanic event that deeply
modified the morphology of the area. This eruption, which led to the formation of Monte Nuovo tuff
cone [63–66], represents the only example showing important ground uplift (up to 15 m), coupled with
an eruptive activity (1538CE; [67,68]).

Several effects of the CF volcano-tectonic activity were recorded in Naples city that is located in
the peripheral sector of this volcano. Indeed, its present landscape is the result of the mantling of
preexisting volcanic edifices [36] by the NYT, and pyroclastic units that are related to the three eruptive
epochs. Important evidence of this intense volcano-tectonic activity is also represented by several fault
scarps, mainly SW-NE and NW-SE oriented (e.g., [36,37,69]).

The morphology of Naples coastal sector (Figure 1) is characterized by landforms due to
endogenous dynamics [37,70], superimposed torrential dissections, and erosive traces of wave
action [36].

The resulting coastal landscape is made of alternating small bays hosting both narrow coastal
plains and cliffed promontories, such as that of Pizzofalcone (Figure 1).

Depositional sequences of pyroclastic deposits, reworked by alluvial and/or colluvial processes,
are recorded in the main coastal plains of Chiaia and Municipio and they were deeply studied in the last
years, thanks to the underground excavations [37–40]. The present elevation of well-dated shoreface
deposits demonstrates that an overall subsidence affected these areas in the last 4000 years [37], even if
a prograding/aggrading trend mostly prevailed because of sedimentary inputs coming from the
hillslopes, probably favoured by anthropic forcing.

The present morphology of the cliffed promontories led to suppose that complex morphogenesis,
which are related to the interplay between volcano-tectonic activity and marine processes,
modelled these landforms since the Holocene transgression.

In the case of Pendino terrace, Cinque et al. [36] supposed that it formed during the early Holocene,
because the depositional volcanic sequence presents at the top the fallout of “Soccavo 4” eruption
(belonging to E1 eruptive epoch), and it also includes the fallout deposits of the Agnano-Monte Spina
eruption (belonging to E3 eruptive epoch). Furthermore, other minor hanging terraces can be detected
along the slope of Pizzofalcone promontory and in Chiaia plain. Regardless, presently, not enough
chronological and morphogenetic data have been acquired about these landforms, even if they can be
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considered to be crucial to understanding the coastal evolution of this sector, when considering that
they represent clear evidence of ancient sea-level stands.

 

Figure 1. Geological sketch of Naples and Campi Flegrei (after Isaia et al. [71]; DiVito et al. [68]).

3. Materials and Methods

In this study, several direct and indirect surveys were carried out in the emerged and submerged
sectors to obtain a detailed geomorphological characterization of the whole study area (black square in
Figure 1). In particular, several direct surveys were carried out in the emerged coastal sector between
Chiaia coastal plain and Castel dell’Ovo. Instead, the underwater sector off Castel dell’Ovo was
surveyed using a USV (Unmanned Surface Vehicle) that was equipped with morpho-acoustic and
optical sensors [72–75].

By overlaying these new data with historical sources, ancient pictures and maps, bibliographic,
geological, and coring data, High-resolution digital terrain model (DTM) from Lidar and bathymetric
data, the knowledge on the Holocene morpho-evolutive trend of Naples coasts were improved
(Figure 2). On the other hand, the analysis of iconographic sources is a visualizing approach to
geomorphological interpretations that can be considered to be highly efficient in urban contexts where
the original landforms were masked by anthropogenic interventions [76,77].
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Figure 2. Flowchart describing the methodological approach used in this research.

3.1. Data and Sources

As described in the following sections, the new data from morpho-acoustic surveys (SSS ad
Bathymetry) were GIS-processed together with data from direct underwater surveys to interpret the
underwater landforms (point 1 in Figure 2), i.e., submerged paleo-shore platforms sculptured in tuff
and precisely mapped in the following geomorphological map of the study area.

The geological units presented in the map were GIS-reconstructed by integrating data from [71]
with those that were obtained by reinterpreting several stratigraphic records (see Figure 4 for location)
contained in the 1967 Geological Report of Naples Municipality, and measurements taken during direct
inspections carried out in the whole coastal sector (point 2 in Figure 2, Table 1).

Table 1. List of data and sources used in this research.

Type Source Date Resolution (m)

Recent photos New data -
SSS mosaic New data 2019 0.5 × 0.5

Bathymetric data New data 2019 0.1 × 0.1
DTM from LIDAR Ministry of Environment 2013

Isobaths CARG project 2013 1 line/meter
Geological units [68,71] 2016 -

Coring n. 66 Naples Municipality Report 1967 -
Painting by Consalvo Carelli Jpg—free source 1836 -

n. 2 1800’ photos Jpg—free source 1800 -
Painting by William Marlow Jpg—free source 1790

The painting by Lancelot-Théodore Turpin de Crissé Jpg—free source 1819
Painting by Anton Pitlo Jpg—free source 1820
1800’ painting of Chiaia Jpg—free source 1800

Map of Naples by Lafrery Jpg—free source 1566

Besides, the GIS project was populated with several bibliographic data from previous studies,
georeferenced historical maps, data interpreted from ancient pictures, and high-resolution DTM from
Lidar (Table 1, Figure 2). The result was the reconstruction of the original shape of some ancient
emerged shore-platforms, used here as sea-level markers (points 2,3,4 in Figure 2) and deeply described
in the Results section.
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3.2. Morpho-Acoustic and Underwater Survey

The underwater sector was surveyed with direct and indirect methods.
The indirect survey mainly consisted of an integrated marine survey (Figure 3) that was carried

out using a prototype of unmanned surface vessel (USV). MicroVeGA is a technological project
of USV pursued by the GEAC (Geologia degli Ambienti Costieri) research group of Parthenope
University, intending to carry out high-resolution surveys of the submerged landscape, particularly in
the presence of archaeological structures that can be intended as witnesses of this ancient coastal
landscape [54,72–75].

 

Figure 3. MicroVeGA survey in the marine area off Castel dell’ Ovo (photos taken by the authors
during the surveys).

All of the data are broadcast in real-time both to a base station and to all operators involved in the
research (geophysicist, archaeologist, geomorphologist, etc.).

The main task is the acquisition of data that are related to the morphology of the seabed, in order to
reconstruct the underwater three-dimensional landscape, using geophysical (Single Beam Echo Sounder
and Side Scan Sonar) and optical (underwater cameras for photogrammetry) instruments [78–85].
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The onboard instrumentation mainly consists of a 200 KHz digital echosounder; a 450 KHz digital
side-scan sonar; and, a high definition underwater photographic system.

The Single-Beam Echo Sounders (SBES) is an Ohmex with 200 KHz acquisition frequency and 60 m
as maximum measured depth, which is therefore optimized for coastal bathymetric measurements.

The Side Scan Sonar (SSS) Tritech StarFish 450 C is optimized for coastal waters (450 KHz CHIRP
transmission) and engineered for installation on drones. Under optimal conditions, the instrument
has a resolution of 0.02 m. During the survey, the slant range of the instrument was 50 m with a 50%
overlap between lines, in order to obtain a total coverage and reconstruct the morphology of both the
target and the seabed [70].

The photographic system that was installed on-board of MicroVeGA consists of two Xiaomi YI
Action cameras and a GoPro Hero 3 [74].

The main underwater targets that were detected during the indirect survey were surveyed by
a team of specialized scuba divers (two geomorphologists and an archaeologist), assisted by two
surveyors on a support boat with GIS-GPS cartographic station, which were useful for detecting the
georeferenced targets. For each target, a direct measurement of its submersion was performed using a
graduated level staff, in order to better constrain the archaeological interpretations and evaluate the
present submersion of both natural landforms and main archaeological structural elements.

3.3. Geomorphological and GIS Analysis

The geomorphological analysis that was applied to the emerged and submerged sectors of the
study area allowed for discriminating between natural/anthropic landform shapes. Among the main
morphological elements interpreted as evidence of ancient landscapes, several terraced surfaces were
detected by overlaying photo-interpretation, onsite surveys, analysis of high-resolution DTMs, and the
interpretation of historical paintings and/or maps.

These landforms were interpreted according to the following criteria:

1. morpho-structural analysis of the coastal sector by in situ surveys;
2. morphometric analysis of extension, slope, and borders by spatial-analyzing the high-

resolution DTMs;
3. altimetric ordering and connectability between terrace relicts;
4. analysis of historical sources, painting, and maps describing the landforms before the anthropic

modifications; and,
5. definition of the primary process forming the surface (erosion, deposition, etc.).

A specific procedure was applied to the collected data in order to obtain the above-mentioned
interpretations. In the first instance, an onshore-offshore DTM was built by interpolating the LIDAR
(from the Ministry of Environment, 0–200 m MSL) and bathymetric data (from the CARG project,
0–20 m MSL) with a Topo to Raster interpolator (1 × 1 m grid).

Secondly, the slope map, which was obtained from the abovementioned DTM, was reclassified
in three classes based on the slope value: sub-horizontal surfaces between 0 and 5%; gently sloping
surface between 5 and 15%; steep slopes greater than 15%.

The sub-horizontal surfaces thus identified were interpreted as terraced surfaces, if sculptured
in rock and matching with criteria at points 1 and 2. In the case of emerged terraced surfaces,
the geological characterization was obtained from direct surveys and the analysis of both coring
data and historical painting. Instead, in the case of the submerged ones, the classification of their
geological and geomorphological characters was obtained from the analysis of the SSS signal and
direct underwater surveys [45].

Finally, the terraced surfaces were interpreted as paleo-shore platforms, according to [25], and then
classified in three orders, depending on their altimetry and dating, as described in the Results section.
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3.4. Shore Platforms as Sea-Level Indicators

The paleo-shore platforms that were detected in this study were interpreted as sea-level index
points (SLIPs), by detecting the inner margin of each landform [2]. The inner margin forms at the
same level of the mean higher high water (MHHW), i.e., the average of the higher high water
height of each tidal day observed over a Tidal Datum Epoch (National Oceanic and Atmospheric
Administration-NOAA). Consequently, the RSL that is associated with this indicator is:

SLIPi = Ei −MHHW

where Ei is the present elevation of the inner margin of paleo-shore platform i.
When considering that a micro-tidal range characterizes the study area [86], the present elevation

of their inner margin was corrected for the value of MHHW that, in the Gulf of Naples, is 0.45 m
(data from Rete Ondametrica Nazionale). About the local wave climate, the Gulf is characterized
by frequent marine stormy events during winter and autumn with wave height values up to 4.8 m,
mainly approaching from 180◦ to 210◦. In the same way, seasonal data demonstrated that the study area
is also strongly exposed to prevailing waves whose approaching directions range from S to SW [87–94].

If the inner margin of a shore platform is not precisely detectable, the medium-altitude of these
landforms can be considered a marine limiting point (sensu Vacchi et al. [10]).

4. Results

The geology of the study area is characterized by a bedrock made of NYT, only outcropping along
the steepest hillslopes, and a cover of Holocene pyroclastic and volcanoclastic units occurring with a
variable thickness on terraces, footslopes, and coastal plains.

In the plains and, in particular, in Chiaia coastal plain, the bedrock is covered by alluvial deposits
related to the climatic instability that occurred during the transition from humid to arid conditions
in the late Holocene [37]. Indeed, in the near high rocky coast sector, the NYT crops out along the
paleo-sea cliffs still visible at Pizzofalcone promontory and Castel dell’ Ovo islet.

The trans-disciplinary analysis of documental data from historical sources and high-resolution
topographic data from direct and indirect measurements of the onshore-offshore sector of Naples
produced several relevant results concerning the Holocene evolution of this coastal sector.

Firstly, the relicts of three orders of paleo-shore platforms were detected along the coastal
sector and intended as evidence of ancient sea level stations. Precisely, these forms represented
the starting point for the geomorphological interpretations that were carried out in this study,
which produced three main results: the high-resolution geomorphological map of the Naples coastal
sector (Figure 4); the morpho-evolution model since the mid-Holocene (see Figure 14); and, the relative
sea-level variations and related vertical grounds movements occurred in the area in the same period
(see Figure 15).

The first result, i.e the geomorphological map of the study in Figure 4, was obtained by overlaying
the bibliographic data with those derived from our geological and geomorphological analysis,
as described in the Methods section.

In the map, the three orders of the paleo-shore platforms and the Greek–Roman littoral deposits
were mapped and they represented the key strength of the Holocene evolutive model proposed in
this study for the Naples coastal sector. In addition, the emerged scarps were differenced in natural,
when preserved their original shape; anthropically modified, when the primary morphogenetic factor
was of natural origin, but the shape was modified by anthropogenic activities; anthropogenic scarps,
when the primary morphogenetic factor was the human intervention.
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Figure 4. Geomorphological map of the study area: geological units were reconstructed by integrating
data from [71] with those obtained by reinterpreting several stratigraphic records contained in the 1967
Geological Report of Naples Municipality (numbered in green in the map), and measurements taken
during direct inspections carried out in the whole coastal sector.

4.1. First-Order Paleo-Shore Platforms

The first order (i.e., highest) of platforms is an emerged landform that extends from near the
point of Pizzofalcone promontory to the Chiaia plain. This terrace has never been reported previously,
probably because the strong urbanization affecting the area since the late 19th century made it difficult
to perceive all of the topographic details of the area and—more relevant—to discriminate the natural
component from the anthropic one.

Fortunately, this coastal sector appears depicted in several ancient painting and this helped us to
understand the local geomorphological situation before the complete urbanization.

By overlaying the results from field surveys, high-resolution DTM analysis (Figure 5), and the
study of ancient maps and photos, it became evident the old age of the 4◦-inclined terrace that occurs
a few meters above sea level, below the cliff that borders the Pizzofalcone hill. Nowadays, its inner
margin runs at about 9 ± 1 m MSL.
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Figure 5. High-resolution DTM of the study area (1 × 1 m) with the first order paleo-shore platform
highlighted with inclined green lines, contour lines in grey, elevation spots in black, and the roads
described in the main text in dashed red.

Nowadays, the outer edge of the terrace is poorly visible as it is partially buried. The active sea
cliff in NYT, which appears in ancient depictions (Figure 6), was buried by landfills in 1869 when a
new coastal road (Via Caracciolo) was also constructed.

 
(a) 

Figure 6. Cont.
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(b) 

 
(c) 

Figure 6. Cont.
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(d) 

 
(e) 

Figure 6. Five images showing ancient views from the south of Pizzofalcone promontory, see Figure 5
for point of view. The black arrows indicate the active sea cliff in NYT, detected downslope of the first
order platform (red arrows). (a) Painting by Consalvo Carelli 1836, view from SW; (b) 1800’ photo,
view from SW; (c) 1800’ photo, view from SE; (d) painting by Anton Sminck Pitloo 1820, view from S;
and, (e) painting by William Marlow 1790, view from SW.

Measurements that were taken on more paintings of the 18th and 19th centuries allowed for
estimating in 6–7 m the height of the ancient sea cliff (Figure 6).
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The fact that the platform at issue is cut in the same cemented tuff forming the whole promontory
(the NYT; see Section 2) was also ascertained by some direct inspections in the basements of modern
buildings that are dug into the platform itself.

It was impossible to base the interpretation of the terrace on sedimentological and/or
palaeo-ecological characters of associate deposits because of the urbanization of the area and the
consequent lack of outcrops. However, it was interpreted as an ancient abrasion platform by excluding
other possible interpretations in virtue of the morphological properties of the terrace itself and the
scarp above it (Figure 7).

 

Figure 7. Six topographic profiles across the first-order platform (x and y axis are in metres): the black
line is the present profile; the dotted red line is the original profile of the terrace and the light-grey
area is the artificial anthropic infill built in the last 150 years. The green area in the inset map defines
the perimeter of the 1st order platform and the red box represent the area in which the six profiles
were reconstructed.

In particular, the hypothesis of a structural origin was discarded because of the angular
unconformity between the terraced surface and the attitude of the bedrock strata. On the other
hand, the terrace at issue cannot be ascribed to fault duplication of Pizzofalcone hill flat top, because the
course of the scarp above the terrace is too sinuous (Figures 6e and 7) to be interpreted as a fault scarp.

Finally, the alternative interpretation of the terrace as an ancient tuff quarry floor, which is
shaped by human activities, implies that the scarp above the terrace should be interpreted as the
corresponding quarry front. However, this hypothesis can be excluded when considering the lack of
any geometrical regularity—typical of quarry fronts—in the projections and recesses characterising the
cliff (Figure 7), whose original shape is visible on paintings that predate the masking by buildings,
barbicans, and retaining walls (Figures 6e and 8).
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Figure 8. Pizzofalcone promontory. The highest reach of the paleo-sea cliffmarking the inner margin of
the cliff is cut and disappears under retaining walls and buildings (photo taken by the authors during
the surveys).

Against the “quarry hypothesis”, there are also (i) the great areal extent of the landform (about
13,000 m2) and (ii) the excessive height of the hypothetical quarry front (up to 50 m, Figures 7 and 8).
Two arguments that acquire particular value by considering that the quarry at issue should be dated to
the Greek–Roman antiquity. One of the artificial caves marking the inner edge of the terrace at issue
hosted a sanctuary of Serapis during the Greek–Roman period (Figure 9), as demonstrated by both
archaeological evidence and narrations by the old authors [95,96].
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Figure 9. The painting by Lancelot-Théodore Turpin de Crissé “View of a Villa, Pizzofalcone, Naples”
(1819), National Gallery of Art, New York.

Moreover, the antiquity of the terrace is also suggested by the traditional toponym Chiatamone,
which derives from the Greek word Platamon, meaning—among others—‘flat and large stone’
(in Homer, 6th century BC) and Flat rock emerging from the sea (in Aratus, 3rd century BC).

Taking into account all of the above-mentioned evidence, the platform at 7–10 m MSL (hereinafter
“Chiatamone terrace”) is interpreted as a substantially natural landform. More exactly, it is interpreted
as an abrasion platform cut in the NYT. Its development occurred side-by-side with the retreat (and
height increase) of the sea cliff bordering Pizzofalcone promontory. This platform—whose age will be
discussed below—arose above sea level not later than the 2nd century BC, allowing for the extraction
of tuff blocks in caves at the base of the former sea cliff. Later on, the caves (Figure 9) were used for
religious purposes, as demonstrated by an ancient marble inscription that was dedicated to Serapis [96].

The Chiatamone terrace becomes less and less topographically expressed moving from the point
of Pizzofalcone promontory north-eastward (Figures 7 and 8). Nevertheless, the analysis of historical
painting led to recovering pieces of evidence destroyed by the strong urbanization. In particular, in the
foreground of a painting by Pitloo (1820, Figure 6d), a flattened relict in NYT of this platform is visible.

In the adjacent central part of the Chaia plain, the relative sea-level stand that allowed for
the sculpturing of the Chiatamone terrace is probably testified by a depositional coastal terrace.
Notwithstanding the presence of a late cover of primary and reworked pyroclastics and the complete
urbanization of the area, such a terrace may be recognized in the strip of minimum topographic
gradient that occurs between 7 and 11 m MSL.

This geomorphological element appears clearly on the DTM of Figure 5 and it is followed
downslope by a scarplet a couple of meters high, which is also evident in some paintings of the 19th
century, such as the two in Figure 10, where the Lafrery (1566) map, also show this evidence.
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(a) 

 
(b) 

Figure 10. Cont.
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(c) 

Figure 10. (a) Painting by Anton Sminck Pitlo 1820, view from S; (b) 1800’ painting, view from S;
and, (c) Antony Lafrery (1566), map of Naples with the evidence of the uplifted terrace at Chiaia plain
in the central part of the map.

The terrace width ranges from 40 to about 230 m, while its inclination does not exceed 4.2◦.
Indeed, historical beach deposits [37] buried the footslope of the downslope paleo-sea cliff.

Unfortunately, our scrutiny of pre-existing drilling data did not discover any well-log reporting
also palaeo-environmental information for the sediments that form the terrace at issue. However,
the log of a well-drilled near the inner margin of the terrace (n. 66, see Figure 4 for location) shows the
top of the NYT at −24 m MSL, followed by beds of pyroclastic materials up to −17.5 m MSL and then by
alternations of sands and gravelly sands that reach up to 3.5 m MSL. They are tentatively interpreted
as shoreface deposits, probably truncated by a phase of subaerial erosion. The said littoral sands are
covered by 4.5 m of primary and reworked pyroclastics that could be related to Agnano Monte Spina
and Astroni eruptions (4.5 and 4 ky BP; [61], already detected at the footslope of the scarplet [37].

Other stratigraphic indications come from a study that was conducted a few years ago during
the excavation of a new subway rail station [37]. It regarded a site located immediately downslope of
the scarplet delimiting seaward the terrace at issue. That study allowed for detecting—at elevations
ranging from −4.8 to −0.5 m MSL—an abrasion platform that was cut in Agnano Monte Spina and
Astroni tephras that were buried by a sequence of littoral sediments testifying palaeo-shorelines
migrations between 4.0 ky BP and the 16th century AD [37].
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Around the age of this first-order terrace, it postdates the NYT eruption (15 ky BP) and predates
the second-order of shore platforms (4.0 ky BP, see Section 3.2).

The data emerging from other studies in the coastal sector east of Pizzofalcone promontory
also corroborate this assumption. There, the studies conducted during the excavations for the
new subway stations Municipio, Università, Duomo, and Piazza Garibaldi [38–41,97] showed that
the tectonic behaviour of the area has been dominated by subsidence with a rate between −2.5
and −1.2 mm/year [40] since at least the Early Bronze Age. As the first order terrace rests at an elevation
(7–10 m MSL), demonstrating a subsequent uplift, it must be older than, at least, the 4.0 ky BP.

The residual uncertainty (15 to 4.0 ky BP) can be further reduced by discarding those millennia,
during which the rate of post-glacial sea-level rise was too fast to permit the formation of sub-horizontal
wave-cut platforms on rocks of appreciable resistance, such as the NYT. Therefore, we believe that the
most probable age of our first order terrace does not exceed 6.5 ky (Figure 11).

 

Figure 11. Global eustatic sea-level curve in the last glacial-interglacial circle, after Benjamin et al. [12].

Consequently, an uplift could have been responsible for the lifting of the first order platform some
15 m above the relative sea level (−4.5 m MSL) that was obtained from the Early Bronze Age second
order shore-platforms.

Anyway, when considering that in the Gulf of Naples, the average retreat rate of sea cliffs in tuff is
around 0.04 m/year [14,98], the time that is required to abrade the Chiatamone terrace (up to 60 m wide)
can be estimated in about 1500 years, under conditions of sea-level stand or low rate in sea-level rise.

4.2. Second and Third Order Paleo-Shore Platforms

The second-order paleo-shore platforms (Figure 12a) was precisely mapped at −4.5/−5 m MSL
in the nearshore sector of Castel dell’ Ovo islet during the morpho-acoustic survey (Figure 12a,b).
The analysis of the acoustic signal, along with several direct surveys, allowed for defining that this
landform is cut in NYT.
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(a) 

 
(b) 

Figure 12. (a) Side Scan Sonar (SSS) map of the nearshore sector of Castel dell’ Ovo islet; (b) Bathymetric
map of the nearshore sector of Castel dell’ Ovo islet with the precise mapping of the second (blue dashed
lines) and third (red dashed lines) order submerged paleo-shore platforms (after Pappone et al. [45]).
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The southern part of this platform has a very narrow shape in SW-NE direction (max 15 m) and it
extends for 350 m in the NW-SE direction, with a medium slope of 2.5◦. Instead, in the northernmost
sector, overlooking the promontory of Pizzofalcone, the platform reaches about 100 m of extension
seaward (Figure 12b). The two relicts of this paleo-shore platform are separated by a depositional
surface, as demonstrated by the backscattering signal analysis [45].

When considering that the main storms and prevailing waves in the area coming from the S and
SW sectors [87–94], it is possible to assume that the underwater channel separating the two landforms
was shaped by the erosive effects of the wave action that also induced the formation of the sea-stack,
where Castel dell’ Ovo is now located.

In the close Chiaia plain, a buried landform at the same elevation range was detected during the
geoarchaeological excavations that were related to the subway construction [37]. This buried landform
is cut into Agnano Monte Spina and Astroni tephras (4.5 and 4.0 ky BP, respectively) and it is covered
by archaeological remains, leading to suppose that it was shaped between the 4.0 ky BP and 600 BC.

It is reasonable to assume that submerged landform at −5 m MSL near Castel dell’ Ovo was
shaped in the same period.

The RSL in this period was deduced at −4 m MSL by measuring the present elevation of the inner
margin in a well-preserved part, as described in the method section.

The spatial analysis of the morpho-acoustic data also allowed the detection of the third order
paleo-shore platform at −3 m MSL (Figure 12).

This landform extended seaward 25–30 m in the nearshore sector close to Castel dell’ Ovo and
has a slope up to 2.2◦ (Profile 02 in Figure 13). Indeed, only a small witness is still visible in the
northern area, as the platform was buried by an anthropogenic infill during modern times (Profile 01
in Figure 13).

 

Figure 13. NE–SW profiles of the two relicts of the submerged paleo-shore platforms; for their location
see Figure 11b.

The dating of this landform was possible thanks to the geoarchaeological study that was carried
out by Pappone et al. [45] on the submerged archaeological remains laid on this platform. During direct
and indirect surveys, several submerged targets were detected on a complex structure sculpted in tuff
and extending along the outer margin of the third order of platform. The archaeological interpretation
of these targets led to suppose that the structure was an ancient fish tank related to the Lucullus
villa built on the Castel dell’ Ovo islet during the 1st century BC [99]. The fundamental structural
element that was used to evaluate the relative seal level (RSL) in this period was a well-preserved
walkway, nowadays positioned at −1.8 m MSL. When considering that the functional clearance of this
element with respect the ancient high tide (MHW, sensu Shennan, [24]) has been evaluated in 0.2 m by
several authors (Aucelli et al. [53] and reference therein), a RSL at −2.2 m during the first century BC
was deduced.
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Moreover, this paleo-sea level is perfectly compatible with that obtained from the present elevation
of the inner margin of the third order paleo-shore platforms measured in the best-preserved part.

Consequently, we can deduce that this shore platform, what was probably widened by human
activity, was active during the Roman period.

5. Discussion

The interpretation of new data coming from direct and indirect surveys carried out in the coastal
sector between Chiaia plain and Pizzofalcone promontory, corroborated by the analysis of bibliographic
data and historical pictures, led to the detection of emerged and submerged terraces, testifying three
Holocene episodes of relative sea-level stand, at +8 m, −4.5 m, and −2.2 m MSL, respectively.

On the promontory of Pizzofalcone and in the proximity of the islet Castel dell’ Ovo, the three
orders of paleo-shore platforms are represented by wave-cut platforms, while, in the adjacent bays
(Chiaia plain and Piazza Municipio), also by sedimentary bodies.

The geomorphological evolution of the study area during the Holocene can be summarized,
as follows (Figure 14).

During the Holocene, maximum marine ingression in the area occurred 6000 years ago, and the
decrease of the sea-level rise rate favoured a sea cliff retreat in the whole coastal sector-characterized
at that time by active sea cliffs—and the formation of the first order paleo-shore platform nowadays
uplifted at 7–9 m MSL. In the same period, the sea stack nowadays hosting Castel dell’ Ovo probably
formed (Figure 14a).

Later on (between 4.0 ky BP and 2.2 ky BP), after an uplift of a metric entity, the RSL stood at
about −4 m MSL, which was long enough to allow the wave action to partially dismantle that raised
platform and form a new one below it (2nd order platform; Figure 14b).

The relicts of these platforms are nowadays buried by recent littoral sands in Chiaia plain and
sculptured in tuff in the submerged sector of Castel dell’ Ovo. Other erosional traces of the palaeo-sea
level at −4.5/−5 m MSL were detected in the nearby Posillipo coastal sector [43], where they mainly
consist of abandoned sea cliffs in NYT. In this sector, several port-like landing structures dated at
the 1st century BC were built on these platforms, demonstrating that during the Roman period these
platforms were already completely submerged [43,44].

(a) 

Figure 14. Cont.
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(b) 

(c) 

Figure 14. Morpho-evolution of Naples coastal sector since the mid-Holocene (a) Paleo-landscape after
the Holocene marine transgression (6.5 ky BP); (b) Paleo-landscape after the volcano-tectonic uplift
occurred 5.0–4.5 ky BP; and, (c) Paleo-landscape during the Roman period.

Since that time, a subsiding trend—which was also recorded in La Starza sequence [62]—affected
the area bringing the relative sea-level up to −2.2 m during the Roman age. In this period, a low rate in
sea level change favoured the formation of the third order paleo-shore platforms in the Castel dell’
Ovo sector at −3 m MSL, as a result of sea cliff retreat. The effect was different inside the adjacent bay
of Chiaia [37]. Being a coastal reach with a positive sedimentary budget, a prograding trend prevailed,
as demonstrated by the littoral sands dated thanks to pottery remains of Greek–Roman (Figure 14c).

The natural evolution of the area ended in 1800 with the construction of coastal gardens and streets.
A new curve of Mid-Holocene relative sea-level variation was proposed for the Naples coastal

sector as a result of our geomorphological interpretations (Figure 15).
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Figure 15. Relative sea-level curve for Naples in the last 6000 years. Black lines indicate the bi-directional
uncertainty, but in the case of the marine limiting point related to the first order paleo-shore platform,
the temporal uncertainty between 15 and 7 ky BP is a dotted line, because our interpretations led to
discarding those millennia during which the rate of post-glacial sea-level rise was too fast to permit the
formation of sub-horizontal wave-cut platforms.

Some novelties emerged by comparing our data with the framework of knowledge that was
acquired during the underground excavations [36–41]. In the first instance, the geoarchaeological
studies that were carried out in Chiaia and Municipio coastal plains precisely reconstructed the
landscape modifications and the relative sea-level variations occurred in the last 4000 years, but no
specific data have been acquired until now on the coastal palaeo-morphologies detectable along the
interposed Pizzofalcone promontory, which separates the two coastal plains. In particular, such studies
mainly measured the differential rate of a subsiding trend that occurred in the same period, but any
evidence had been highlighted on the mid-Holocene uplift of a metric entity described in this study.
On the other hand, the overlay between this result, previous studies, and several morpho-acoustic
surveys of the underwater sector allowed for reconstructing the main morpho-evolutive trends of
Naples coasts in the last 6000 years.

By comparing our study at a wider Mediterranean scale, it demonstrates the efficiency of an
integrated interpretation of geomorphological and historical elements in terms of former sea-level
indicators in tectonically complex sectors, as various authors similarly proposed for the Greek coasts,
another Mediterranean coastal area. This sector suffered a subsiding trend during the Holocene with
some episodes of uplift related to seismic activities [20,100–105]. In particular, Crete Island and the
Perachora Peninsula recorded several geomorphological and archaeological traces of a nine-metre
coseismic uplift that occurred in the historical period and were related to the tectonic activity of
North-Eastern Aegean Sea [104,106]. Even in this case, historical sources allowed for interpreting
this event, leading to obtaining some substantial information on the effect that the 8.5-magnitude
earthquake occurred in 365 AD had the fasten landscape changes also occurred in the surrounding
areas [104,105].

This comparison between Greek and Neapolitan coasts demonstrates the high reliability of
multidisciplinary studies in interpreting past geological events that strongly changed coastal landscapes,
thus inducing fast RSL variations.
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6. Conclusions

In this study, some novelties were proposed for the Late-Holocene morpho-evolution of Naples
coast. The main result obtained is the unveiling of a raised paleo-shore platform, ranging between 7 and
9 m MSL. nowadays almost undetectable due to the massive urbanization. No absolute chronological
constraints were found; nevertheless, some regional geological dynamics and eustatic considerations
led to suppose that it formed between 7 ky BP and 4.5 ky BP.

The mentioned strong urbanization of the area with the consequent lack of outcrops, and the
absence of recent stratigraphic records on the raised platform, prevented from obtaining direct
evidence on sedimentological and/or palaeo-ecological characters of deposits that are associated to this
sea-level stand. Consequently, landform was interpreted as a paleo-shore platform by interpreting the
morphological properties of the platform itself and the scarp above it, obtained from the interplay
between historical sources, direct inspection of the few outcrops still visible, and a morphometric
analysis of the high-resolution DTMs, as discussed in the Results section. Although that platform is not
yet precisely dated and the details of its original morphology are obscured by the heavy urbanization
of the area, that landform is very important because it is the first appeared evidence that the Naples
area also experienced some uplift during the Holocene.

In the underwater domain of the study area, we identified two orders (second and third) of wave-cut
platforms at −4.5 and −3 m MSL, respectively, by integrating the high-resolution morpho-acoustic and
direct surveys. The second order was shaped between the 4.0 ky BP and 600 BC, when considering
that, in the Chiaia plain, it is cut into Agnano Monte Spina and Astroni tephras (4.5 and 4.0 ky BP,
respectively) and covered by archaeological remains. The third order, separated from the previous
one by a 1.5-m high scarp, was dated at the Roman period due to the presence of the remnants of a
fish tank.

By comparing our measurements of ancient relative sea levels with the Glacio-Hydro-Isostatic
Adjustment (GIA) model that was proposed by Lambeck et al. [19], the vertical ground movements of
the area during the Holocene can be reconstructed, as follows:

(T1) period of substantial stability between 7.0 and 5.0 ky BP during which the first order
platforms formed;

(T2) an uplift of 10 to 13 m occurred shortly before the formation of the second order platforms about
5.0 ky BP;

(T3) short period of stability during which the second order platform was abraded; and,
(T4) period of prevailing subsidence covering the last 4 ky, which accelerated before the second century

BC, considering that the RSL changed from −4.5 to −2.2 m MSL. This trend totalled about 2 m of
lowering and was interrupted by a brief pause during the second century BC, when the third
order platform formed, and the fish tank of the maritime villa at Castel dell’ Ovo was constructed
on it.

The subsiding movements at issue can be interpreted as the background regional trend due to
the extensional tectonics of the whole Campania Plain and Gulf of Naples [106,107]. On the contrary,
the uplift characterizing the period T2 is interpreted as a volcano-tectonic event that is probably related
to the Campi Flegrei volcanic complex. According to this attribution, there is the fact that—about
5 ky BP—the area around Pozzuoli (central part of Campi Flegrei) experienced a phase of strong and
fast volcano-tectonic uplift that raised the La Starza marine terrace. There, the displacement was in the
order of tens of meters (up to about 100 m according to Isaia et al. [62], while Naples could have been
more slightly affected due to its peripheral position.

In conclusion, this research, which belongs to a wider framework of studies concerning the
Holocene landscape evolution of the Gulf of Naples [42–45,53,54,79,108,109], on one hand, improved
the knowledge on the coastal landscape evolution of Naples and, on the other hand, provided new
data on the VGM affecting this area and referable to the CF recent activity.
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1 Department of Natural Sciences, Klaipeda University, Herkaus Manto str. 84, 92294 Klaipeda, Lithuania;
arvydasurbisku@gmail.com

2 Laboratory of Climate and Water Research, Nature Research Centre, Akademijos str. 2,
08412 Vilnius, Lithuania; rasa.simanauskiene@gamtc.lt (R.Š.); julius.taminskas@gamtc.lt (J.T.)

* Correspondence: ramunas.povilanskas@gmail.com; Tel.: +370-615-71-711

Received: 12 May 2019; Accepted: 4 June 2019; Published: 7 June 2019

Abstract: The main objective of the study was to elicit key concepts determining the aesthetic appeal
of coastal dunes and forests using the example of the Curonian Spit (Lithuania). The mixed approach
included three methods: (1) paired comparison survey of 45 coastal landscapes, (2) semi-structured
interviews with local inhabitants, and (3) eliciting the key aesthetic appeal concepts by a panel of
experts using the Delphi technique. The results of the paired comparison survey show that the
most aesthetically appealing landscapes of the Curonian Spit are: (1) white mobile dunes, (2) white
dunes with grey (grassland) dunes in the background, and (3) grey dunes with white dunes in the
background. The local inhabitants considered the concept of visual coherence as the best, explaining
the aesthetic appeal of the dune and the forest landscapes on the spit. The experts of the Delphi
survey considered that the concepts of stewardship, naturalness, imageability, and visual scale best
define the scenic appeal. The appeal of the least attractive landscapes, in their opinion, was shaped
by the concepts of naturalness, disturbance, and complexity. We conclude that the notions of visitors,
local inhabitants and experts differ on the aesthetic appeal concepts of coastal dunes and forests,
suggesting potential management conflicts.

Keywords: aesthetic appeal; Baltic Sea; coastal dunes; Curonian Spit; Delphi technique; paired
comparison survey; psychophysical approach

1. Introduction

Aesthetic appeal of landscapes for tourism is among essential intangible ecosystem services [1].
In particular, scenery plays an ever-increasing role in the provision of ecosystem services in coastal
areas with high conservation value and recreational appeal [2]. The results of numerous recent surveys
of beach attractiveness to visitors around the world show that nearly all beaches with the highest
scenic value are located in protected natural coastal areas in Europe [3–8] and worldwide [9–16].
However, regarding the attractiveness of coastal areas for tourism, the challenge of accommodating
nature conservation requirements with tourist interests, including their quest for scenic beauty, arises.
This challenge is difficult yet necessary to meet [17]. It is difficult because, very often, matching the
ecosystem services, the conservation regulations, and the landscape perceptions by the visitors can
be problematic [18]. It is necessary because recreation demands must be balanced with conservation
needs for natural resources and ecosystem services [19].

This study aimed to explore the psychophysical relationship between the visitors’ perceptions
and the key aesthetic appeal concepts of coastal dunes and forests on the Curonian Spit, a UNESCO
world heritage coastal cultural landscape (Figures 1 and 2).
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Figure 1. Location of the Curonian Spit on the southeast Baltic Sea coast.

In the study, we assessed a full range of scenes representing coastal dune and forest landscapes of
the Curonian Spit—from white (open) mobile dunes and grey (grassland) dunes to Scots pine wood
plantations and natural Black alder forests. Our study lies within this broad and rapidly advancing
field of eliciting a comprehensive assessment of coastal non-use (intangible) ecosystem values for
tourism. It is essential for integrated management of the complex coastal territories which are, as in our
case, a transboundary world heritage cultural landscape, a national park, and a popular seaside resort.

We hypothesize that open white and grey dunes are an overlooked asset for sustainable tourism
development on the Curonian Spit. The scenic appeal of the dunes is one of the main reasons why
tourists visit this unique peninsula. However, despite their immense aesthetic value, the dunes are
mostly inaccessible for lay visitors and are overgrown with a natural mixed forest of Scots pine and
Silver birch because of excessively strict conservation policies. Hence, the main conclusion of our study
was that imageability and visual scale of open and semi-open dune landscapes support the notion of
the importance of the “tourist gaze“ [20] for the aesthetic appeal of coastal areas as tourist destinations.

Considering the assessment of aesthetic appeal of landscapes, we faced a dilemma of choosing
between visitor-based, i.e., “subjective”, and expert-based, i.e., “objective” approaches. It is noted
in [21] that when investigating visual landscape aesthetics and preferences, a subjective approach is
more meaningful and can be adopted, especially concerning the issues involving public interests. On
the contrary, as argued in [8], perception varies from person to person, and while there is nothing
wrong with a subjective view of the scenery, from a management viewpoint, objectivity should be
a must.

This methodological divide predetermines the answer to the critical question of whether the
scenic value is a real property inherent in a landscape or a subjective impression based on individual
cognitive processes [22]. In other words, the former approach presupposes that scenic beauty is
inherent in an original setting [15,23], whereas the latter assumes that scenic beauty is “in the eyes of
the beholder” [24,25].
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Figure 2. Locations of the sites for taking photos (the numbers refer to the habitats from Table 3).

Daniel et al. [26] were the first to separate aesthetic appraisal into the detailed inventory and
the public preference approaches. Zube et al. [25] provided the most comprehensive classification of
the approaches in landscape aesthetics, identifying four paradigms of landscape perception research
(Table 1). Daniel and Vining [27] refined the classification, and Uzzell [28] extended it to include
socio-cultural dimensions. The psychophysical paradigm, an approach grounded in environmental
psychology, is a quantitative holistic methodology integrating both “objectivist” and “subjectivist”
aesthetic appraisal approaches [29,30]. Psychophysics is defined as a segment of measurement theory
and procedure, which attempts to relate environmental stimuli to human sensations, perceptions, and
judgments [31,32].

The psychophysical paradigm relies on the assumption that specific, measurable parameters
contribute to the perception of scenic beauty and therefore can be predicted [33]. It emphasizes the
relationship between the occurrence of environmental events (the physical world) and the perceptual
response (the psychological world) of the observer [34].

In other words, from the psychophysical perspective, the aesthetic appeal of a landscape results
from an interaction between the physical features of the environment and the perceptual and the
judgmental processes of a human observer. It means that aesthetic appeal is neither “inherent in
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the landscape” nor purely “in the eye of the beholder”. The psychophysical paradigm is, therefore,
particularly suited for modeling landscape preferences based on geographical data of the physical
landscape [35].

Table 1. Paradigms of landscape perception research.

Authors
Paradigms

Objectivist (Physical) Subjectivist (Psychological)

Lothian [22], Zube et al. [25] Expert Psychophysical Cognitive Experiential

Daniel and Vining [27] Uzzell [28] Ecological/Formal aesthetic Psychophysical Psychological Phenomenological

In psychophysical landscape preference surveys, the respondents are asked to evaluate the
attractiveness of a scene, typically with a single response concerning aesthetic preference or appeal [36].
The relationships of interest are those between the physical features of landscapes, such as topography,
vegetation, and water, and the psychological responses of the viewers expressing judgments of
preference or attributing scores for attractiveness. Multiple linear regression is the most commonly
used technique to determine relationships [37]. Many studies do not specify any quantitative functions
but describe the characteristics of preferred and less-preferred landscapes in relative terms [27,36,38].
Extensive psychophysical aesthetic valuation studies require a full range of scenes to be selected to
represent all of the physical characteristics used as predictors of aesthetic values [39]. They are sensitive
to subtle landscape variations and consistently provide robust aesthetic quality assessments regarding
changes in both landscapes and observers [27,32].

Another advantage of the psychophysical approach towards aesthetic valuation is that it can
accommodate evolutionary and cultural interpretations of landscape aesthetics. The evolutionary
interpretation advocates for a persistent cross-cultural preference for certain landscape types or the
environmental context in which the transactions between individuals and landscapes occur. It stems
from an intrinsic standard of beauty developed by humans in the hunter-gatherer phase of their
evolutionary development [21,40–43]. It can be especially pertinent for studying the aesthetic appeal
of coastal landscapes, since sheltered coasts, along with savannah-type landscapes, have been the
habitats satisfying biological needs of early humans to survive and to spread worldwide [44].

Adepts of the cultural interpretation of landscape aesthetics argue that the appreciation of
natural landscapes relies on a dynamic, poly-sensual, and active interaction with the environment
and an understanding of its ecosystem functions and services [29]. In other words, the perception
or the experience of the landscape is dependent on cultural background and personal attitudes,
beliefs, and ideas of each observer focusing either on perceived functions of the observer [45] or on
cultural conventions regarding landscapes [46]. Human factors affecting aesthetic preference include
socio-cultural groupings, education, personality, profession, and involvement [47]. There are many
pieces of evidence that individual preferences change in response to the context in which they are
sought depending on an individual’s qualifications, their understanding of the cultural background of
a landscape, and their experiential connection with it [48,49].

An integrated approach to accommodate both interpretations was developed summarizing the
aesthetic quality research outputs of the last half-century, covering both theories and identifying
four hierarchical levels of aesthetic abstraction ranging from nine abstract concepts to concrete
descriptors of the physical landscape: concepts→ dimensions→ landscape attributes→ indicators [50].
The “concept” and the “dimension” level are both abstract conceptual levels, whereas landscape
attributes and indicators are the aspects of a physical landscape.

A concept is an umbrella term that includes several visual dimensions [50]. These dimensions
define different aspects of the concepts at a general level. Dimensions are predetermined by physical
attributes of the landscape, while the landscape attributes are expressed using visual indicators.
The indicators represent the basic level at which the physical landscape attributes are measured to allow
different landscapes to be compared or to identify any change in the same landscape over time. Such
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a systematic rendering is consistent with the psychophysical approach towards aesthetic valuation,
reflecting the interdependence and the multi-dimensionality among human attitudes and landscape
perceptions [51–54].

2. Materials and Methods

The 32.6-km long Great Curonian Dune Ridge of 40 m to 60 m high mobile dunes is the second
longest coastal mobile dune ridge in Europe [55]. It is protected as a strict nature reserve within
Kurshskaya Kosa national park on the Russian part of the spit (est. 1987) and Kuršių Nerija national
park on the Lithuanian part (est. 1991). Due to its unique blend of nature and culture values, in 2000,
the whole Curonian Spit was included in the UNESCO World Heritage List as a transboundary cultural
landscape of outstanding international importance [56].

The unique landscape features of the Curonian Spit as we see them today have resulted from an
intensive advance of mobile dunes from the 17th to the 18th century and their stabilization in the 19th
century. In that period, ancient forested parabolic dunes, which have prevailed since Holocene, were
destroyed by the sand intensively washed ashore from the Baltic Sea and were replaced by mobile
barchans [57]. Much of the necessary primary work on dune stabilization of the Curonian Spit ended
by the beginning of the 20th century [58]. These efforts stopped the rapid evolution of dune landscapes
on the spit, thereby creating a rather specific landscape mosaic where the natural landscapes of the
mobile dunes and the relics of the parabolic dunes—overgrown with natural mixed forest—are found
along with various forest landscapes [59].

The Curonian Spit is a special place among the Lithuanian coastal areas, since it bears salient
societal connotations such as “unique landscape”, “place of outstanding natural beauty”, “the greatest
natural treasure of Lithuania”, and “national pride”. The objective of the Kuršių nerija national park is
to preserve the Grand Curonian Dune Ridge, mobile bare dunes with marram grass (“white dunes”),
fixed dunes with herbaceous vegetation (“grey dunes”), fossil dune and soil relics. Although forests
are not even mentioned among the nature conservation targets of the National Park, they form an
indispensable part of the local landscape. A forest plantation symbolizes the victory of the human
order over the dune wilderness. Care for the forest plantations is ideologically motivated as the
responsibility for the future generations [56], and foresters are cherished as wardens of the care for the
coastal environment [60].

On an international scale, mobile dunes are valued as very diverse and variable environments
and as multifunctional systems with great importance for our society [61]. Human activities such as
forestation, recreation, or urbanization are perceived as disorder and left outside the reversed and the
ecologically delimited boundaries of the concept of dunes. Forests and other human interventions
into dunes are aliens to the intrinsic natural order of the very dynamic mobile dune area. As dynamic
systems, mobile dunes are considered to be highly fragile, and their natural order is very vulnerable.
The appeal is apparent; it is a challenge to ecologists, planners, engineers, and politicians to stop further
deterioration and destruction of these fragile environments [61].

Along with Silver birch and Black alder forests, other forest landscapes under consideration
comprise Norway spruce, Scots pine, and Mugo pine plantations that were planted to stabilize mobile
dunes in the 19th and the 20th centuries. As a side effect of the maintenance of these plantations (which
play an essential recreational role), forest vegetation proliferates into the white and the grey dune areas,
thus accelerating the succession of vegetation and the natural forestation [62]. This process results
in a loss of open dune landscapes. Hence, some visitors perceive the forested dune landscape of the
Curonian Spit as a natural habitat, while others view it as a monument to the arduous toil of foresters
who stopped the menacing sand drift.

The third group of visitors appreciate the beauty of open dunes and regard forest plantations as a
redundant alien intrusion to be erased [56].

The variety of approaches taken to apply visual methods for examining people’s perceptions of
destinations range from the highly interventionist, wherein researchers choose the visual images to
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be studied, to the highly participatory, where the research subjects themselves collect photographic
representations of those images, which are subsequently analyzed by the researchers [63]. Hitherto,
practical application of the psychophysical approach for eliciting the preferences for and the
attractiveness of coastal landscapes founded in the landscape’s physical attributes was limited.
Due to the complexity of the psychophysical approach using photographs as visual stimuli, coastal
research case studies focusing on aesthetic appeal still mostly rely on the objectivist paradigm [64].

However, a mixed approach to the psychophysical interpretation of aesthetic appeal combining
both quantitative (paired comparison survey) and qualitative methods (semi-structured interviews
and the Delphi technique) can deliver results that contribute substantially to the development of a
comprehensive methodology for the aesthetic appraisal of coastal landscapes as tourist destinations.
The rationale for employing the mixed approach for interdisciplinary coastal management studies
is explained in-depth in our previous study [18]. This innovative approach advances research in
scenic aesthetics perception and appraisal and is the first study of this kind worldwide (Figure 3).
The study employed a combination of quantitative and qualitative methods requiring a quantitative
paired comparison survey, whose results were interpreted using the Delphi technique and face-to-face
semi-structured interviews.

We applied the method of paired comparisons for the relative ranking of dune and forest
landscapes of the Curonian Spit using an approach drawn from the literature [22,65,66]. This response
method consists of the systematic pairing of objects or stimuli. As each pair is presented, the observer
makes a judgment indicating which member of the pair has a higher value of some attribute. In this
way, aesthetic values of several landscapes can be elicited by presenting pairs of landscape scenes to
the observer. On each presentation, the observer would indicate which scene is perceived to be more
attractive regarding scenery. The advantage of this method is that it presents a relatively simple task
for the respondent [19].

The photographer used a digital camera Nikon N5005 wide zoom with a 28–200 mm focal length
Tamron lens with an approximately 75◦ degree field of view. It was fixed on a high-angle Gitzo tripod.
It is commonly considered that photographs taken with a 50 mm lens are closer to the experience
of the landscape; yet, work undertaken by Wherrett [32] found the differences between 35 mm and
50 mm focal lengths negligible. Images were obtained at a high resolution (1536 × 1024 pixels). All
photographs were taken on several beautiful days in summer by the same photographer.

To avoid a potential problem of photographic representations recording a limited field of view [67],
we used panoramic images presenting a viewshed within an angle of approximately 150◦ (double
width wide zoom photos). The foreground (20 m × 20 m) was the spatial dimension used for the
photographs of the forested dunes, and the near view (next 20 m × 20 m) was the spatial dimension for
the photographs of the open dune landscapes. It was of an appropriate size for habitat definition and
heterogeneity to be evident on a photograph measuring 30 cm × 15 cm while allowing for vegetation
detail to be seen [65,68].

Finally, in the screening phase, a team of professional judges made a unanimous group decision
on the ultimate selection of the photographs, ensuring that all possible combinations of the surveyed
landscape attributes (stages of succession, heterogeneity, and naturalness of scenery) were indeed
represented by the images selected [32,68]. The final set comprised monochromatic double photos
representing all dune landscape types and land features on the Curonian Spit from different viewing
positions. As the visual conditions are quite diverse, and the level of patchiness of the landscapes is
quite high in the dunes, we used three photographs for every analyzed landscape type [19].

Although some references on photograph-based landscape simulations indicate that lack of color
makes a difference in simulation validity [69], applying larger samples of landscape photographs in
the questionnaires in field conditions requires substantial funds for printing. This limitation rendered
it possible to use only monochrome photographs in our survey.
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Figure 3. Research flow chart.

We relied on the argument that monochrome photography supposedly captures both the historical
ambience and the closeness of tourists to the “other” nature, landscape, heritage, or local culture [19,70].
This argument is coherent with the psychophysical approach on which our study relied.

Before the survey, we compiled a full list of dune, forest, and successive transitional habitats of the
Curonian Spit using a pre-existing national database of NATURA 2000 habitats. Then, we compiled all
short-range viewshed combinations of the habitats in the foreground and the near view. As a result, the
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complete list of the short-range viewsheds of the Curonian Spit landscapes under scrutiny comprised
45 combinations of dunes, brushwood, and forest habitats in the foreground and the near view. Other
potential short-range viewsheds of dunes, brushwood, and forests are either absent on the spit or are
so rare that visitors rarely encounter them in practice.

A pre-test of the survey instrument was conducted using a Chi squared-test to identify whether
the difference among different landscape type images and the equivalence of the three different images
representing the same landscape type was statistically significant. As the main result of the pre-testing,
we proved (p < 0.00001) that lay visitors of the Curonian Spit indeed distinguish different landscapes
and their combinations portrayed in monochrome photographs [19]. Therefore, the 135 images
representing 45 forest and dune landscapes of the Curonian Spit as well as their intermediate succession
and management stages served as visual stimuli for the main paired comparison study.

The respondents had a chance to see any ten of all possible pairs of the objects (N * (N − 1)/2 =
990 if N = 45 sorted in random order. The objects were repeated 15 times with each of three photos
representing each landscape with equal chances to be paired with any of the photos representing other
landscapes. It yielded a final sample of 14,850 pairs presented to 1485 randomly selected visitors of
the Curonian Spit. Every respondent had equal chances to receive any of the 14,850 pairs of large
monochrome images for the assessment provided in ten randomly sorted pairs of photographs in
a flipper album. The limit for a single evaluator was kept as low as ten pairs of photographs to be
examined, considering this number to be the highest possible for an attentive and dedicated judgment
by an individual [19,21,65], thus preventing visual and mental fatigue of the evaluators.

The paired comparison survey took place in July and August 2017 at the ferry pier upon leaving
the Curonian Spit for the continent. While the ferry pier was convenient for the interviewer, it also was
the best location because the visitors had completed their stay on the spit and had enough time while
waiting for the ferry. An additional advantage was that upon departure, information was accumulated
from the whole vacation experience [71], since a vacation provides an episodic memory containing
personal experiences related to a particular time and place [72]. The surveys took place throughout
the day, both on weekdays and weekends. The average time used by a visitor in responding to the
questionnaire, including socio-demographic questions, was approximately 15 min. Respondents were
assured verbally that the information they provided would be used only for research purposes and
that their responses were anonymous and confidential.

The population in the study comprised all domestic summer visitors to the Lithuanian part of
Curonian Spit, currently amounting to 387,000 according to the data from the toll-point (Table 2).
The sample (n = 1485) included randomly selected adult domestic visitors to the Curonian Spit (0.38%
of the total visitors population). We assessed two principal socio-demographic factors (age and gender)
for their effects on landscape preference. The results show that the sample of respondents was not
significantly different from all domestic visitors to the Lithuanian part of the Curonian Spit during the
two-month study period of the peak tourism season (July and August) in terms of average age and
gender (p < 0.05). We also found that age and gender did not have any significant effects on landscape
preferences, which was in line with other similar studies [32].

Interpretation of the survey results started from the ranking of the surveyed landscapes relative
to each other regarding their aesthetic appeal. The ranking was done using a simple ranking technique.
It involved the calculation of the proportion of times each photo was judged as “more attractive” than
any other photo. These proportions were then transformed to normalized values that represented the
judgments on aesthetic values of various landscapes. For the interpretation of the ranking results, we
conducted twelve interviews with local inhabitants of the Curonian Spit in April 2018 and February
2019. The interviews were in-depth, open-ended, and semi-structured around the concepts defining
the aesthetic appeal of the Curonian Spit [50,73,74].

The interviewees included officials, park rangers, resort staff, and inhabitants of the Curonian Spit
(Table 2). The sample was evenly distributed between women (50%) and men (50%).
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Table 2. The sample characteristics and the survey methods of quantitative and qualitative surveys.

Sample Characteristics and
Survey Methods

Quantitative Survey Qualitative Survey

Number of respondents 1485 12

Representativity Representative sample of domestic
summer visitors

Representative sample of local
stakeholders

Survey method applied Paired comparison survey Semi-structured face-to-face
interviews

Survey months July, August April, February

Average duration ~15 min. 25–30 min.

Number of landscape types 45 45

Number of photographs 135 135

Additional questions asked Socio-demographic questions (age,
gender, residence, visit frequency)

Socio-demographic questions and
opinion about the presented
landscape appeal concepts

The mean age of the respondents was 43 years. The kick-off question for the interviews was “What
are, in your opinion, the key elements of scenic beauty and conservation values of the spit?”; next,
the stakeholders were introduced to the different concepts of landscape appeal and shown different
landscape types used in the quantitative survey. They were not asked to compare but rather to tell
which concepts best described the most appealing landscape types.

The concepts defining the aesthetic appeal of the five most attractive and the five least attractive
landscapes of the Curonian Spit were elicited using the Delphi technique. The technique uses a series
of iterative rounds interspersed by controlled feedback for the formulation of consensus judgment
within a group of experts in a relevant field who do not interact directly with each other. For our study,
three rounds of expert judgment were performed using an approach drawn from previous Delphi
studies in landscape management and heritage tourism found in the literature [75–81]. This Delphi
study was completed in April–September 2018 using the e-mail communication to relate a panel of ten
experts in coastal tourism, landscape architecture, and dune geomorphology.

The visual concepts of landscape aesthetics defined by Tveit et al. [50] include:

1. Stewardship (the presence of a sense of order and care contributing to perceived accordance with
an “ideal” situation and reflecting care for the landscape through management).

2. Coherence (a reflection of the unity of a scene enhanced through repeating patterns of color and
texture, and a reflection of the correspondence between land use and natural conditions).

3. Disturbance (lack of contextual fit and coherence where elements deviate from the context due to
temporary and permanent interventions occurring in the landscape).

4. Historicity (historical continuity reflecting the visual presence of different time layers and historical
richness related to the amount, the condition, and the diversity of cultural elements).

5. Visual scale (perceptual units reflecting the experience of landscape visibility and openness).
6. Imageability (qualities of a landscape present in totality or through elements; landmarks and

unique features, both natural and cultural, making the landscape create a strong visual image in
the observer and making landscapes distinguishable and memorable).

7. Complexity (diversity and richness of landscape elements and features and their interspersion).
8. Naturalness (closeness to a preconceived natural state).
9. Ephemera (elements and land-cover types changing with season and weather).

In the scoping round, the selected experts were introduced to the conceptual framework of the
hierarchical levels of aesthetic abstraction ranging from the abstract concepts to the concrete descriptors
of the landscape [50]. They were asked to attribute the most suitable primary and secondary concepts
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from the offered nine options to the landscape types of the Curonian Spit using the photos from the
paired comparison survey and to explain their choice. The first judgments were collected, summarized,
and sent back to the panelists for further evaluation.

They included the responses of other panelists so that participants could read the other opinions
and adjust their own opinions.

In the next two iterative convergence rounds, the revised judgments with the feedback from other
panelists were sent back again to the participants. The Delphi technique aims to achieve a higher
quality of response on expert issues than a single round questionnaire could achieve [75]. As we fed
back the results from the previous rounds, there was a tendency among the panelists to converge their
opinions around the emerging key concepts and look for a consensus.

The objective to narrow the judgments of the respondents was successfully achieved, and a partial
consensus of 80% (162 of 200) of the judgments by the experts regarding the primary and the secondary
concepts defining the aesthetic appeal of the ten landscape types was reached after the third round.

3. Results

The main results of the study are summarized in Table 3 and explained in Figure 4. They show
that the five most aesthetically appealing landscapes of the Curonian Spit are: (1) white mobile dunes
(Figure 5), (2) white dunes with grey dunes in the background (Figure 6), (3) grey dunes with white
dunes in the background (Figure 7), (4) mature Scots pine wood with dry grassland in the background
(Figure 8), and (5) mature Scots pine wood (Figure 9). Meanwhile, the five least attractive landscapes of
the Curonian Spit are: (41) middle-aged Scots pine woods with Juniper, (42) mature Black alder forest
with middle-aged Black alder in the background, (43) young Silver birch stands (Figure 10), (44) young
Black alder stands, and (45) deciduous forest clearings (Figure 11).

The results of our research also show that summer visitors of the Curonian Spit prefer open
landscapes with a clear visual scale (white and grey dunes and edges of mature Scots pine woods with
dunes and grassland). They also prefer artificially nurtured landscapes (Scots pine plantations) to
ecologically richer landscapes of mixed young stands and brushwood. Also, all local inhabitants of the
Curonian Spit value the landscapes that are denoted by the concept of coherence (Figure 4).

Coherence is a reflection of the correspondence between land use and natural conditions [50]. The
key dimensions defining coherence are harmony, unity/holistic, land-use suitability, and readability of
a landscape, while the main physical landscape attributes are pattern and structure [73]. In the case of
the spit, coherence designates familiarity, comprehensiveness, and readability of landscapes both as a
recreational space and a fragile heritage. It is enhanced by anything that helps to organize the patterns
of light, size, texture, or other elements into a few significant units [82].

The most coherent landscape of the spit, i.e., which best “hangs together”, according to the
interviewed local inhabitants comprises mobile dunes with some patches and edges of forest vegetation
(up to 50%) and occasional clumps of trees. As a whole, it presents a complex yet comprehensible
scene [83].

The coherence of the plantations with an open background is notable for its similarity to the
savanna environments of our speciation [42]. It offers the visual relationship between the landscape
components that simultaneously afford prospect (open views from which hazards can be spotted) with
refuge (protected settings that prevent one from being seen) [40]. Coherence enhances people’s ability
to orient themselves, which is dependent on the legibility of the landscape [84]. A coherent landscape
presents itself as a structured wholeness—as a unity—which is experienced aesthetically as a pleasing
harmonic entirety, a capability “to tell its story” or to deliver orientation patterns [85].

On the contrary, in the opinion of the Delphi expert panel, another two primary concepts define
the aesthetic appeal of the most and the least attractive of the 45 dune and forest landscapes on the
Curonian Spit, namely, naturalness (both in favorable and unfavorable terms) and stewardship (only
in favorable terms) (Table 3). The secondary concepts defining the aesthetic appeal are the concepts of
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imageability and visual scale defining the aesthetic appeal in favorable terms, while the concepts of
disturbance and complexity define the aesthetic appeal in unfavorable terms.

Table 3. Results of the paired comparison and the Delphi survey of the Curonian Spit landscapes.

Rank Normalized Rating Landscape Type
Key Concepts [50]

Primary Concept Secondary Concept

1. 1.00 White (open) mobile dunes (Figure 5) Naturalness Imageability

2. 0.92 White dunes with grey dunes (Figure 6) Naturalness Visual scale

3. 0.91 Grey dunes with white dunes (Figure 7) Naturalness Visual scale

4. 0.82 Mature Scots pine with grey dunes (Figure 8) Stewardship Visual scale

5. 0.79 Mature Scots pine (Figure 9) Stewardship Visual scale

6. 0.76 Young Scots pine with Grey dunes n.a. n.a.

7. 0.76 Grey dunes n.a. n.a.

8. 0.74 Middle-aged Silver birch n.a. n.a.

9. 0.73 Mature Norway spruce n.a. n.a.

10. 0.69 Middle-aged Scots pine with Mugo pine n.a. n.a.

11. 0.69 Mature and middle-aged Scots pine n.a. n.a.

12. 0.68 Forest glade in mature Scots pine stands n.a. n.a.

13. 0.68 Mature Silver birch n.a. n.a.

14. 0.68 Mature Silver birch with dry grasslands n.a. n.a.

15. 0.67 Mature Silver birch with Scots pine n.a. n.a.

16. 0.66 Dry grasslands n.a. n.a.

17. 0.62 Middle-aged and young Scots pine n.a. n.a.

18. 0.59 Grey dunes with middle-aged Scots pine n.a. n.a.

19. 0.59 Young Scots pine stands with Mugo pine n.a. n.a.

20. 0.59 Young and mature Norway spruce n.a. n.a.

21. 0.59 Middle-aged Scots pine n.a. n.a.

22. 0.59 Middle-aged Black alder n.a. n.a.

23. 0.59 Middle-aged Norway spruce n.a. n.a.

24. 0.59 Mature and middle-aged Norway spruce n.a. n.a.

25. 0.58 Juniper brushwood n.a. n.a.

26. 0.58 Young and middle-aged Scots pine n.a. n.a.

27. 0.58 Mature Silver birch with Norway spruce n.a. n.a.

28. 0.57 Grey dunes with young Scots pine n.a. n.a.

29. 0.57 Young Scots pine n.a. n.a.

30. 0.56 Mugo pine with middle-aged Scots pine n.a. n.a.

31. 0.52 Young Norway spruce n.a. n.a.

32. 0.52 Mature Black alder forest n.a. n.a.

33. 0.49 Dry grasslands with Mugo pine n.a. n.a.

34. 0.48 Middle-aged Scots pine with Grey dunes n.a. n.a.

35. 0.47 Juniper with middle-aged Scots pine n.a. n.a.

36. 0.46 Willow stands with young Scots pine n.a. n.a.

37. 0.45 Grey dunes with Willow stands n.a. n.a.

38. 0.45 Mugo pine plantation n.a. n.a.

39. 0.42 Young and mature Silver birch n.a. n.a.

40. 0.42 Willow stands with Grey dunes n.a. n.a.

41. 0.39 Middle-aged Scots pine with Juniper Naturalness Disturbance

42. 0.39 Mature and middle-aged Black alder Naturalness Disturbance

43. 0.35 Young Silver birch (Figure 10) Naturalness Disturbance

44. 0.35 Young Black alder Naturalness Complexity

45. 0.34 Deciduous forest clearing (Figure 11) Naturalness Complexity
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Figure 4. Key aesthetic appeal concepts of coastal dunes and forests of the Curonian Spit.

Figure 5. White (open) mobile dunes of the Curonian Spit (photo by Arvydas Urbis).

Figure 6. White dunes with grey (grassland) dunes in the background (photo by Arvydas Urbis).

Figure 7. Grey dunes with white dunes in the background (photo by Arvydas Urbis).
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Figure 8. Mature Scots pine wood with dry grasslands in the background (photo by Arvydas Urbis).

Figure 9. Mature Scots pine wood (photo by Arvydas Urbis).

Figure 10. Young Silver birch stands (photo by Arvydas Urbis).

Figure 11. Deciduous forest clearing with undergrowth (photo by Arvydas Urbis).

The concept of naturalness indicates how close a landscape is to a perceived natural state, where
perceived naturalness can be different from ecological naturalness [50]. The main dimensions of
naturalness are intactness, wilderness, naturalness, and ecological robustness. As the results of the
aesthetic valuation studies in the Netherlands show, opinions of different social groups differ most
concerning the appreciation of natural, unmanaged coastal landscapes, such as marshes and dunes [35].
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Indeed, concerning the “naturalness” concept, mobile dunes are widely acknowledged as a “natural”
coastal landscape in terms of aesthetics [14] but also ecological terms [86].

Additionally, forests of the Curonian Spit might look entirely natural for lay visitors, particularly
the old stands of Scots pine and Norway spruce with dense understorey vegetation. However,
different from a standard assertion that the level of the succession is an expression of naturalness [84],
the succession on the Curonian Spit does not indicate the degree of naturalness. The proliferation of
forest to mobile dunes is a natural phenomenon. However, the national park rangers heavily regulate
it by forest management activities. Instead, a more significant indicator is a varied edge between the
forest and the dune habitats, which may be perceived as more natural compared to a straight edge [45].

The concept of stewardship reflects human care for the landscape through active and careful
management as the presence of a sense of order and care contributing to perceived accordance with an
“ideal” situation [50]. Sevenant and Antrop [87] found that stewardship or maintenance as a concept
describing scenic beauty is correlated by viewers with the term “well maintained” as a cognitive item.
In order to analyze the presence of care in the landscape, “cues of care” are used [46]. These cues are
familiar to visitors and tell them whether the landscape is well-nurtured or not.

In the case of the Curonian Spit, tidy and well-kept Scots pine plantations are the most obvious
example of dedicated human care for the landscape [88]. The visitors of the national park regularly
mention the sense of order, the sense of care, and the upkeep as essential items determining landscape
preference [18]. On the spit, large monocultural forest plantations indicate a lower level of naturalness
than small forest patches in the mobile dunes. This observation is different from the notion that a
landscape in which woodland consists of small, fragmented patches rather than one sizeable woodland
patch may be interpreted as less natural [73].

The secondary concept of imageability designates qualities of a landscape present in totality or
through elements, landmarks, and unique features—both natural and cultural—making the landscape
create a sharp visual image in the observer and making landscapes distinguishable and memorable [50].
Imageability applies to qualities that are special for a landscape and hence make the place distinguishable
from other places [89]. The landscape of the mobile dunes of the Curonian Spit is one of the most
iconic landscapes in Lithuania due to its exotic features, which are unique for this country, and due to
its liminality and sublimity [90].

Visual scale as a concept comprises perceptual units that reflect the experience of landscape
visibility and openness. Weinstoerffer and Girardin [91] use it as an indicator defined by the ease with
which an observer can obtain an extensive view over the landscape. Sevenant and Antrop [87] also
found that visual scale as a concept describing scenic beauty is correlated by viewers with the term
“vast” as a cognitive item. The vast landscapes of white and grey dunes of the Curonian Spit together
with the dry grassland in the background of mature pine woods are appreciated for their beauty and
salient societal connotations [56,90].

The concept of disturbance is defined as a lack of contextual fit and coherence where elements
deviate from the context [50]. Other dimensions related to disturbance are intrusion, alteration, and
impact understood both in terms of scenery and of landscape ecology [92]. It is a broadly interpreted
concept, as the context of introduced elements determines the pattern and the scale of the impact [50].

For instance, in the worldwide survey of coastal scenery, the disturbance is defined as an audial
factor rather than a visual intrusion, causing discomfort for beach visitors [3,13]. For the natural
and the semi-natural landscapes of the Curonian Spit, the perceived disturbance is of natural origin
epitomized by a mixture of dense forest stands with brushwood with low appeal for tourists in terms
of both aesthetic delight and visitation comfort.

The concept of complexity is similar to the heterogeneity or the patchiness of the landscape structure
correlated with landscape diversity [65]. The main dimensions are diversity, variation, the complexity
of patterns, and shapes. Also, it can be divided into two properties (or dimensions), diversity and
edge [93]. Diversity refers to the abundance and the evenness of land-cover classes in the view, and
edge refers to the number of ecotones dividing up habitat types. However, in the case of the Curonian
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Spit, complexity is interpreted as a proxy concept for landscape fuzziness in terms of attractiveness for
tourists according to comments provided by the Delphi study panelists.

4. Discussion

The results of this study are coherent with the findings of other similar studies from various
parts of the world. Experiences developed through tourist–landscape interactions are independent of
any historical knowledge or cultural awareness of the landscape itself. They are dependent upon the
cultural and the knowledge background of the viewer [94]. While comparing the landscape perception
of an expert and lay people, Vouligny et al. [95] found that those two groups use different visual criteria,
since an expert does not experience the landscape continuously.

Therefore, to capture the value of ordinary landscapes (i.e., landscapes that do not stand out in
any particular way), a combination of expert and lay people approaches is necessary [95]. Our case
study proves that this is also true for outstanding landscapes as well. As results of a similar case study
from Australia show, people tend to give high importance to those attractions which are known as
tourist icons for the region [96]. Likewise, a survey of forested landscapes in east Texas has shown that
spatial configuration, especially openness, has an essential impact on scenic beauty [97].

Another important feature that matches the dune landscapes of the Curonian Spit with other
coastal landscapes, such as the coastal landscapes of the North Sea or the Baltic Sea or the riparian
landscapes of vast river valleys, is their widely appreciated aesthetic appeal [98,99]. Hence, a broad
agreement is that the attention recently paid to ecosystem services, which includes cultural services
such as spiritual and aesthetic experiences, encourages the consideration of scenic landscape values in
land management policies [100]. However, the specific perceptions of landscape values may widely
differ from one society to another. These cultural characteristics play a crucial role in how people act
on the landscape; different cultures see the physical environment in different ways [101].

5. Conclusions

Three conclusions regarding the key aspects defining the aesthetic appeal of coastal landscapes
for tourism could be drawn from the results of the study. First, the findings of our study support
the notion that the psychophysical approach towards aesthetic appraisal using proxy visual stimuli
is appropriate for the assessment of the aesthetic appeal of coastal landscapes eliciting realistic and
reasonable rankings. The psychophysical approach towards valuation of the aesthetic appeal of coastal
dunes and forests of the Curonian Spit embraces both the evolutionary and the cultural interpretations
of landscape aesthetics in terms of “ordering of nature” [56]. It takes into account the interdependence
and the multi-dimensionality among human attitudes and landscape perceptions.

The second conclusion is that it is essential to collect a representative sample of both lay and
professional evaluators in order to elicit realistic ranking values of aesthetic appeal and to set a
proper framework for their interpretation. As we have seen from the results of the survey and their
interpretation, ecological robustness and aesthetical appeal may mean different things to different
stakeholders. For instance, the locals of the Curonian Spit are well aware of the World Heritage status
awarded to the Curonian Spit by UNESCO. However, there is no clear understanding or consensus
of what this means. Many locals relate the UNESCO status to the beauty of the local nature and to
keeping the Curonian Spit, as a seaside resort, tidy and clean [18].

Finally, it is necessary to realize that the aesthetic appeal of a landscape or a scene for tourism
is transient and contingent on various landscape history and legacy effects resulting in variations
of how different landscapes are valued [1,102]. The values, particularly those of coastal landscapes,
change with changes in perceptions of the users towards ecosystems and their functions [103,104].
Environmental attitudes, knowledge, and experiences might influence the aesthetic appreciation of
iconic and symbolic landscapes [105].

However, it is evident that imageability and visual scale of open and semi-open dune landscapes
in contrast to the “messiness” of disturbance and complexity of ecologically more diverse wet forests
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and clearings support the notion of the importance of the “tourist gaze” [20] for the aesthetic appeal of
coastal areas as tourist destinations. With both key concepts of naturalness and stewardship related to
the highest aesthetic value scores of the dune and the pine wood landscapes, we cannot confirm an
essential cognitive opposition between these two concepts [50,73]. The main practical implication of
the study is that the proposed method can help the National Park authorities in regulating uses and
activities in landscapes that are under protection without conducting new surveys each time when
they have to decide about the landscape management priorities.
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18. Povilanskas, R.; Armaitienė, A.; Dyack, B.; Jurkus, E. Islands of prescription and islands of negotiation.
J. Destin. Market. Manag. 2016, 5, 260–274. [CrossRef]
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Abstract: Extreme coastal storms, especially when incident in areas with densely urbanized coastlines,
are one of the most damaging forms of natural disasters. The main hazards originating from coastal
storms are inundation and erosion, and their magnitude and extent needs to be accurately assessed for
effective management of coastal risk. The use of state-of-art morphodynamic process-based models is
becoming standard, with most being applied to straight coastlines with gentle slopes. In this study,
the XBeach model is used to assess the coastal response of a curvilinear sensitive deltaic coast with
coarse sediment and steep slopes (intermediate-reflective conditions). The tested hypothesis is that
changes in wave direction may cause large variations in the magnitude of storm-induced hazards.
The model is tested against field data available for the Sant Esteve Storm (December 2008), obtaining
an overall BSS (Brier Skill Score) score on the emerged morphological response of 0.68. Later, the
2008 event is used as baseline scenario to create synthetic events covering the range from NE to
S. The obtained results show that storm-induced hazards along a highly curvilinear coast are very
sensitive to changes in wave direction. Therefore, even under climate scenarios of relatively steady
storminess, a potential shift in wave direction may significantly change hazard conditions and thus,
need to be accounted for in robust damage risk assessments.

Keywords: XBeach; inundation; erosion; BSS; Sant Esteve 2008; coarse sediment

1. Introduction

The impact of extreme storms on the coast is one of the costliest forms of natural disasters (Kron [1];
Bertin et al. [2]). In heavily urbanized coastal areas, such as the Mediterranean (in general) and the
Catalan coast (in particular), where properties, infrastructures and businesses are located close to the
shoreline, this kind of event usually results in the damage or destruction of exposed assets (Jiménez
et al. [3]). These effects are the integrated consequences of two main storm-induced coastal hazards:
inundation and erosion. In this context, an accurate assessment of the magnitude, location and
extension of these hazards is becoming an essential part of the risk management process (e.g., Ciavola
et al. [4,5]; Van Dongeren et al. [6], Jimenez et al. [7]; Plomaritis et al. [8], Harley et al. [9]) and, in this
sense, the use of process-oriented models to forecast storm-induced morphodynamic changes under
given scenarios is now standard (e.g., Roelvink et al., [10]; McCall, [11]; Van Dongeren et al. [12] and
references therein, Dissanayake et al. [13]). Most of the studies on testing state-of-art morphodynamic
process-based models have addressed cases characterized by straight coastlines and gentle slopes
(i.e., conditions close to the comfort zone of the models) (e.g., McCall, [11]; Harter and Figlus [14]).
However, applications to estimate costal hazards in hihgly curvilinear environments (e.g., deltaic
cuspate coasts) have seldom been tested (e.g., Roelvink et al., [15]; Valchev et al., [16]; and Dissanayake
et al. [13]). Furthermore, the effect of testing models based on surf-beat (i.e., the infragravity wave
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band) on steep slopes and coarse sediment has been recently undertaken mainly in 1D applications
(e.g., Vousdoukas et al. [17]; Elsayed and Oumeraci [18]) but rarely so in fully 2DH (2-dimensional,
depth-averaged) simulations.

Within this context, the magnitude of storm-induced hazards on a highly curvilinear coast by
using XBeach is assessed in the present study. The relevance and main aim of this work is twofold:
first, from a general standpoint, to test the use of Xbeach on a highly curvilinear coast characterized by
coarse sediment reflective beaches, and second, from the local standpoint, to analyze the sensitivity
of an already identified hotspot, the Tordera Delta (NW Mediterranean) (Jiménez et al. [7]), to assess
storm impacts for different storm direction scenarios. Thus, the largest recorded storm in the area is
used as base case scenario. It occurred in December 2008 and had the typical incoming direction of
current climate conditions where eastern (E) incoming storms dominate (e.g., Mendoza et al. [19]).
Existing storminess projections under climate change scenarios for the Western Mediterranean do
not predict any increase in wave height (e.g., Lionello et al. [20]; Conte and Lionello [21]), but some
projections identify potential changes in wave direction (Cases-Prat and Sierra [22,23]). Due to this
and to the great sensitivity of cuspate coastlines to wave direction resulting from their curvature (e.g.,
Slott et al. [24]; Johnson et al. [25]), the study aims to assess the potential effects of changing wave
direction on extreme storm-induced hazards for the Tordera Delta. The hypothesis to be tested is that
changes in wave direction may cause large variations in the magnitude of storm-induced hazards.
Other studies have included the sensitivity to incoming storm direction in their assessments, such as
those by Mortlock et al. [26] in Australia, or de Winter and Ruessink [27] in Holland.

The article is arranged as follows: the second section introduces the study site and the data used,
describes the Sant Esteve 2008 event, which is used as the base case storm-scenario, and presents the
methodological part, i.e., the used morphodynamic model and the comparative assessment framework
descriptions; the third section presents obtained results; and finally, the discussion and concluding
remarks are presented in the fourth section.

2. Materials and Methods

2.1. Study Area

The Tordera Delta is located in the NW Mediterranean Sea approximately 60 km northwards of
Barcelona (Figure 1). It is a coarse sand delta (i.e., sediment in the range between 0.8 and 1.6 mm)
with an aerial surface of approximately 4.2 km2 at the end of a small river basin of approximately
879 km2 (Vila and Serra [28]). The Tordera river is dry during most part of the year, with long dry
summers and episodic discharges after heavy rainfall (Martin-Vide and Llasat [29]). Coastal storms
and heavy rainfall events are usually uncorrelated at the area and, in fact, during the simulated storm,
significant river outflow was present after the storm peak, with a phase delay of 1 day (Sanchez-Vidal
et al. [30]). It has a cuspate configuration with two well differentiated parts at each side of the river
mouth (Figure 1). The northern part is fronted by the S’Abanell beach, which is oriented towards the
E. It has a steep nearshore bathymetry without any relevant geomorphological features in shallow
waters The northern hinterland presents a higher topography, except for the zone closest to the river
mouth outlet. The southern part is fronted by the Malgrat de Mar beach and is oriented towards the S,
which serves as natural protection of a lower hinterland. Shallow water bathymetry is characterized
by the presence of a longshore bar running parallel to the coast from the river mouth to the SW, which
encloses a plateau at 4 m water depth.

The delta coastline has been eroding during the last several decades as the net result of the
littoral drift and the decrease of the Tordera river sediment output, with maximum measured retreats
of approximately 120 m Jiménez et al. [31]. The combination of a progressively narrowing beach
protecting a low-lying hinterland and this being mainly occupied by campsites makes this area a
hotspot for storm-induced hazards (Jiménez et al. [7]) with different consequences depending on storm
characteristics and beach morphology at the time of impact (see e.g., Sanuy et al. [32]). As Jiménez
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et al. [31] noted, under former accretive-stable deltaic conditions only extreme storms were able to
exceed the capacity of protection provided by wide beaches, but under present medium/long-term
erosion conditions, smaller storms have become able to exceed the dissipation capacity of the narrower
beaches, increasing the frequency of storm-induced problems (e.g., Jiménez et al. [3]).

Figure 1. Tordera Delta study area, location and model set-up. (a) SWAN (Simulating Waves Nearshore)
grids (red) with boundary wave-spectrum nodes (yellow), wave buoys (blue triangles), and significant
wave height wave rose for the period 1948–2009 (Global Ocean Waves, GOW, Reguero et al. [33]) at
the Tordera wave buoy location. (b) XBeach set-up, curvilinear grid domain (red) and interest areas
(orange) and pre-storm topobathymetry.

Wave climate at the NW Mediterranean is characterized in the wave rose in Figure 1 (Global
Ocean Waves, GOW dataset hindcast, Reguero et al. [33]). Storm events are defined as events with
significant wave height (Hs) exceeding 2 m during a minimum of 6 h (Mendoza et al. [19]). The main
incoming wave direction at the site is NE and E, with some events arriving from the S, especially during
spring. Within this two main groups, some residual events, can also be found. Thus, in propagated
conditions (nearshore area) storm conditions can be characterized with waves in the range NE-S being
the two extremes of the range the most frequent situations. Nonetheless, some studies rise concerns at
the Catalan coast about future climate-induced changes in storm direction, particularly a frequency
transfer from the current main cluster (NE-E) towards the secondary one (S) (Casas-Prat et al. [22,23]).
The area is micro-tidal, with storm surges having a limited role in storm-induced processes due to
its relative weight when compared to the wave component. Notably, surges are uncorrelated with
waves, are most frequently under 25 cm, with some extreme events showing maximum recorded
surges around 50 cm (Mendoza and Jiménez [34]).
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2.2. Data

The wave data used in this study to characterize the Sant Esteve storm and validate the models
were measured by a directional wave buoy located off the Tordera Delta at approximately 70 m water
depth (Figure 1) belonging to the XIOM (Xarxa d’Instruments Oceanogràfics i Meteorològics) network,
which is no longer operative (Bolaños et al. [35]). The Tordera Buoy was a Datawell waverider,
sampling during 20’ every hour, and thus providing sea states and statistics with an hourly time-step.
It covers the period from 1984 to 2013.

Wave spectra from deepwaters and wind fields used to force the model chain were provided by
Puertos del Estado, from the WAM (WAve Model, version 4, European Centre for Medium-Range
Weather Forecasts, Reading, UK) and HIRLAM-AEMET (HIgh Resolution Local Area Modelling
version 7, Agencia Estatal de METeorología, Madrid, Spain) models respectively. Both datasets
have a temporal time-step of 1 h. Nearshore water levels were obtained from the same source,
provided by the HAMSOM model (HAMburg Shelf Ocean Model, barotropic version, Center for
Marine and Atmospheric Sciences. Institute of Oceanography, Hamburg, Germany) with the same
temporal resolution.

Storm-induced topographic changes have been quantified by using LIDAR-derived topographies
obtained before (16 October 2008) and after the storm impact (17 January 2009) by the Institut Cartogràfic
i Geológic de Catalunya. The data were provided as high-resolution digital elevation models (DEMs)
with a 1-m grid step, a maximum vertical precision of 2–3 cm and overall RSME of 6 cm (Ruiz et al. [36]).

The bathymetry of the study area has been obtained by combining an offshore grid with a spatial
resolution of 0.28’ derived from the GEBCO (General Bathymetric Chart of Oceans) database [37],
and a finer inner topography while nearshore bathymetry was built by combining the LIDAR-derived
topography and multi-beam bathymetric data provided by the Ministry of Agriculture, Fish, Food,
and Environment, covering the whole area from the +2 to the −50 m with a 5 × 5 m resolution. Multiple
bathymetries were available from different years, including 2006 and 2010, and these information
was merged to properly fit the 2008 LIDAR shoreline and link the emerged topography with the
submerged bed.

2.3. The Sant Esteve 2008 Storm

The storm of reference used in this study was a V-class (extreme) event, according to the
classification of storms in the NW Mediterranean of Mendoza et al. [19]. This storm, known as the Sant
Esteve storm, occurred on 26 December 2008 in the northern part of the Catalan Sea. It was created
by the presence of a low-pressure center located over the Balearic Sea, with a minimum pressure
of 1012 hPa, along with a high pressure center over northern Europe (1047 hPa). This is one of the
typical mechanisms of cyclogenesis in the Mediterranean (e.g., Trigo et al. [38]), and it is the most
common situation originating extreme storms along the Catalan coast (Mendoza et al. [19]). Under
these conditions, the action of very strong NE winds in the Gulf of Lyon (wind velocities up to 20 m s−1

were recorded at the coast) generated a wave field with a clear spatial pattern, with Hs values and
power content decreasing from north to south along the Catalan coast (Jiménez [39]; Sánchez-Vidal
et al. [30]). Thus, according to the data recorded by the Palamós buoy (see location in Figure 1),
the storm lasted 73 h (Hs > 2 m) reaching a Hs of 7.5 m at the peak of the storm and a maximum wave
height (Hmax) of 14.4 m. The associated return period of this storm was approximately 125 years
according to the data on extreme climate obtained by Puertos del Estado [40] for this buoy and in light
of data previous to the storm. The storm progressively lost strength as it moved south and, off the
study site, the values recorded by the Tordera buoy showed a storm with a duration of 66 h, reaching a
Hs at the peak of the storm of 4.65 m and Hmax of 8.0 m. Mean wave direction during the storm was E,
which corresponds to the dominant direction during extreme storms in the area (Mendoza et al. [19]).
Figure 2 shows the recorded values of wave parameters during the storm by the Tordera buoy (see
location in Figure 1).
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Figure 2. Wave records off the study site (Tordera buoy, see Figure 1) during the San Esteve storm. Blue
dots indicate SWAN output at the same location.

The impact of the storm produced a significant coastal morphodynamic response in the form of
erosion and overwash for most beaches along the northern part of the Catalan coast (Plana-Casado, [41];
Jiménez et al. [42]; Durán et al. [43]). Moreover, the magnitude of the storm was so considerable that
many benthic ecosystems were also significantly affected (Sánchez-Vidal et al. [30]; Teixidó et al. [44];
Pagès et al. [45]).

Storm-induced topographic changes in the surroundings of the Tordera river mouth are shown in
Figure 3. The observed response was different on both sides of the river, with the largest erosion taking
place in the northern part, the s’Abanell beach. This beach is oriented to the East, nearly perpendicular
to storm waves, and thus, the beach presented a generalized erosive behavior along its total extension
(2.4 km). The volume of sediment eroded from the subaerial part of the beach was approximately
66,000 m3, with a beach-averaged erosion rate of approximately 30 m3/m and a maximum value of
approximately 80 m3/m at its northernmost part (section SB-1 in Figure 3). Storm-induced wave
overtopping occurred along the entire beach, and in its southernmost part, close to the river mouth,
overwash deposits up to 6 m3/m were detected (section SB-3 in Figure 3). These volume changes
resulted in a beach-averaged shoreline retreat of 11 m, with a maximum recession of approximately
30 m (Plana-Casado, [41]; Jiménez et al. [42]).

From the river mouth to the south, the coast experienced a different morphodynamic response.
This section, the Malgrat de Mar beach, is oriented to the S, resulting in a large obliquity to E
incoming waves during the storm. Just south of the river mouth a small post-storm accretion spot of
approximately 7000 m3 was detected. This seems to be related to the alongshore deposition of material
eroded from the northern part. South of this area, the coastline shows a nearly generalized moderate
erosion together with significant overwash deposits in the subaerial part of the beach (Figure 3).
The spatially averaged erosion of the emerged beach was approximately 10 m3/m (one third of that
observed for the northern beach) whereas the averaged overwash accumulation was approximately
7.5 m3/m (Plana-Casado, [41]; Jiménez et al. [42]).

175



Water 2019, 11, 747

Figure 3. Morphologic changes after the St Esteve 2008 storm. Dashed line pre-storm and continuous
line post-storm profiles. Grey shaded area represents de position of the promenade (north) or road
(south).

2.4. Models

Simulations have been done by using a model setup composed of the SWAN model (Simulating
Waves Nearshore, version Cycle III v41.01, Delft University of Technology, Deltares, The Netherlands)
(Booij et al. [46]; Ris et al. [47], TU Delft [48]), which propagates waves to the coast, and of the
XBeach model (eXtreme Beach behavior, Kingsday version, Deltares, Delft, The Netherlands) (Roelvink
et al. [10]), which is used to assess two storm-induced coastal hazards: inundation and erosion.

SWAN (Simulating Waves Nearshore) is a third generation wave model which is based on the
wave action balance equation. It simulates short-crested wind generated waves by incorporating
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wave–water interactions, wind growth and dissipation processes such as whitecapping, bottom friction,
and depth-induced breaking. For more detailed insight into these mechanisms controlling energy and
wave propagation processes the reader is referred to the SWAN manual and to SWAN scientific technical
documents at http://swanmodel.sourceforge.net/. The implemented model version uses the Komen
et al. [49] formulation to calculate whitecapping. This version permits counteracting the previously
reported under-predictions of significant wave height and wave period in areas characterized by
fetch-limited conditions under the influence of transient winds (see e.g., Bolaños [50]; Pallares et al. [51]),
which are typical conditions for the NW Mediterranean coast.

The model has been implemented using a nested grid configuration (Figure 1). A coarse grid
with a total extension of approximately 80 × 70 km is used to transfer offshore wave conditions to the
study area. The bathymetry grid has a spatial resolution of 0.28′ whereas the wind field grid has a
spatial resolution of 5′. This coarse setup is fed with wave spectra at 15 positions distributed along
the offshore boundaries of the grid (Figure 1). The inner fine grid covers a domain of approximately
20 km × 26 km with a spatial resolution of 0.06’. This grid has been generated to properly reproduce
the existing sharp changes in the bathymetry between intermediate-shallow waters due to the large
steepness of the lower shoreface. This can permit a better simulation of wave propagation in the region
close to the XBeach coastal grid (external boundary at 20 m water depth). A limitation of the SWAN
model is its inability to simulate storm surges. To characterize storm surges in the study area we
use water level predictions obtained with the HAMSOM model implemented by Puertos del Estado
(Ratsimandresy, et al. [52]) at three locations close to the study site. The storm surge contribution to the
total water level in the study area is of low magnitude and significantly smaller than wave-induced
runup during storm conditions (e.g., Mendoza and Jiménez [34]). The validated SWAN model has
been used to propagate waves from deep to shallow waters during the entire storm duration. Since a
simultaneous time series of measured wave data was available within the modelled domain, it was
possible to obtain transfer coefficients for wave conditions (wave height and direction) for any point in
the grid with respect to buoy location. With this information, the recorded wave conditions at the buoy
have been transferred to selected grid points to be used as input data for Xbeach modelling.

Once the forcing conditions during the storm have been propagated from deep water to nearshore,
the remaining task is to propagate these conditions to the coast and to assess the magnitude of
storm-induced hazards, i.e., erosion, overwash and overtopping, which is done with the XBeach
model. XBeach is an open-source 2D depth averaged model which solves wave propagation, flow,
sediment transport and bed level changes for varying wave and flow boundary conditions (Roelvink
et al. [10]). It solves the time-dependent short wave action balance on the scale of wave groups, which
allows for the reproduction of directionally spread infragravity motions (so called surf-beat) along with
time-varying currents. The frequency domain is represented by a single representative peak frequency,
assuming a narrow banded incident spectrum. Shallow water momentum and mass balance equations
are solved to compute surface elevation and flow. Additionally, to solve the contribution of short
waves to mass fluxes and return flows, XBeach uses the Generalized Lagrangian Mean formulation
(Roelvink et al. [10]).

Sediment transport rates are calculated from the spatial variations in depth-averaged concentration,
which are calculated from advection-diffusion equations with a source-sink term based on an
equilibrium sediment concentration. The equilibrium concentration takes into account both the
contribution of the suspended and bed loads by means of the Soulsby-Van Rijn formulation (Soulsby [53])
with a limitation of the maximum stirring velocity based on the Shields number at the start of the
sheet flow (McCall et al. [11]). For deeper insight into the XBeach description, setup and equations,
see Roelvink et al. [10].

The model has been implemented by using a curvilinear grid with variable cell size in both
alongshore and cross-shore directions (see Figure 4). The extension of the mesh is approximately 1.5 km
in the cross-shore direction, with cell size ranging from 5~6 m at the offshore boundary (20 m depth) to
0.7–0.8 m at the swash zone. In the alongshore direction the model has an extension of 4.5 km and the
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cell size ranges from 25 m at the lateral boundaries down to 2–3 m around the river mouth. The grid
was obtained by means of the Delft3D-RGFGRID module, imposing consecutive maximum cell-size
changes ~5–10% to ensure proper smoothing, while maintaining valid orthogonalisation. The final
result has 669 alongshore by 568 cross-shore nodes. The model wave boundary conditions consist of
wave characteristics specified at four different locations along the offshore boundary (see Figure 1),
with a time-step of 1 h, which is the same resolution of the original data used to force SWAN. The use of
four different locations aims to capture the difference in wave conditions on both sides of the river due
to the different coastline orientation. Water level variations during storms to be simulated are directly
introduced in the model from HAMSOM simulations, also with a time-step of 1 h. XBeach model
computations (i.e., hydrodynamics and morphodynamcis) are performed with a temporal resolution
of 1 s (dtbc = 1).

Figure 4. Distribution of cross-shore and alongshore grid resolution over the XBeach domain. Orange
boxes show the location of post-processing subdomains, being SN and SS sectors (left) for the
morpholodynamic analysis and NORTH, SOUTH sectors (right) for the inundation assessment.

The morphology of the study area, characterized by coarse sand and steep reflective beaches,
makes XBeach modelling a demanding exercise in terms of predicting beach morphodynamic response
during storms (see e.g., Vousdoukas et al. [17,54]). Notably, coarse sediment environments are
characterized by a lower frequency of the avalanching processes, a greater importance of the bed load
over the suspended transport, and higher importance of mechanisms such wave asymmetry, or water
infiltrations and groundwater effects. All these are by default configured in XBeach to work for fine
sand environments, and must be revised and modified for its application at the study site, modelled
with a D50 of 1.3 mm and a D90 of 1.9 mm.

To properly reproduce morphodynamic changes, both the surf-beat and the non-hydrostatic modes
of the XBeach model were initially tested. The surf-beat model was observed to under-predict overwash
when using typical XBeach-grid resolution for straight and mild-slope coasts. This under-prediction
is also caused by the lower contribution of infragravity waves to the total run-up in steep profiles
(Wright and Short [55]). However, the surf-beat model accurately reproduced the alongshore patterns
of erosion in the entire domain. In contrast, the non-hydrostatic model was observed to have better
performance in reproducing wave-by-wave run-up but lower accuracy in reproducing the alongshore
morphodynamic patterns of erosion and deposition, with a quite higher computational cost (since it
requires denser grids). An additional difficulty was using XBeach with a curvilinear grid to properly
reproduce alongshore processes driven by the change of coast orientation at both sites of the river
mouth. The final adopted approach was to use the surf-beat model with a higher resolution than
the typically used in straight and gentle-slope coasts, which considerably improved the overwash
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prediction. The average cross-shore resolution of 5.2 m (typically 20~25 m) at the offshore boundary,
going down to 0.7 at the swash zone, ensured a better reproduction of wave propagation. This setting
aimed to properly capture the abrupt changes in the bathymetry from the 20 m to the 5 m depth
by using a larger number of cells. In addition, the average alongshore resolution around the river
mouth, where the largest alongshore gradients are present, was increased up to 2.3 m (typically 5~10 m)
(Figure 4).

2.5. Scenario Testing

Since the recorded Sant Esteve 2008 event had the characteristics of a V-class extreme storm in the
area, with the largest recorded Hs and with a typical E direction, it was used as base case scenario
(C0). From this, six additional scenarios were defined to test the effect of different incoming wave
directions. The procedure consisted of simulating the exact same wave time series as the Sant Esteve
2008 storm (keeping the same Hs, Tp, and directional spreading) and only changing the mean wave
direction. This approach permits maintaining the same storm wave intensity as the reference case at
the offshore boundary but under a different direction. The tested conditions were two scenarios where
wave direction was shifted 20◦ and 40◦ counter-clockwise to the North (C20− and C40−) and four
scenarios shifting 20◦, 40◦, 60◦, and 80◦ clockwise to the South (C20+, C40+, C60+, and C80+). Thus,
seven different scenarios, including the baseline condition, were simulated and compared to assess the
differences in storm-induced hazards under incoming directions ranging from ~60◦ N (C40−) to ~180◦
N (C80+). The scenarios have been chosen to cover the tipical range of incoming conditions at the
−20 m depth with directional spans of 20◦.

The magnitude of storm–induced hazards was quantified in different control sectors along the
study area to capture main factors potentially affecting the beach response to different incoming
directions. Thus, the morphodynamic response was analyzed in five sectors: two 250 m long sectors
northward of the river mouth (SN1, SN1), and three sectors southward of the river mouth (Figure 4).
These S sectors are as follows: (i) SS1, a 200-m-long stretch between the river mouth and an existing
rigid structure at the shoreline; (ii) SS2, a 200-m-long sector, southward of the mentioned existing
structure; and (iii) SS3, a 500-m-long stretch at the southernmost end. At each sector, three variables are
used to characterize morphodynamic changes: erosion volume (m3/m), overwash volume (m3/m) and
profile retreat (m). All of the variables are calculated within sectors from XBeach gridded output, from
which sector-averaged values and standard deviations are derived. Erosion volumes are computed in
the inner part of the beach, from the subaerial part down to the −2 m level, which roughly determines
the water depth where main inner profile changes occur. Overwash volumes are computed as deposited
sediment volumes in those parts of the subaerial beach where vertical growth is detected. The profile
retreat is measured at three elevations at the beachface (1, 1.5, and 1.75 m above mean water level).

To characterize inundation, just two sectors were selected, one for the region at the north of the
river mouth and another to the south (Figure 4). The selected variable to characterize inundation was
the inundation surface (Ha) over different thresholds of inundation depth: 0.05, 0.25, 0.5, and 1 m.

3. Results

3.1. Base Case Scenario (C0). The Sant Esteve Storm

This base case scenario corresponds to the model validation using the recorded Sant Esteve 2008
Storm event. The SWAN model was validated with wave conditions recorded by the Tordera wave
buoy and by comparing the measured and modelled wave conditions (Hs, θ), shown in Figure 2.
As can be seen, the model reproduces well wave parameters during the storm, especially during the
peak of the event, when simulated variables almost coincide with recorded ones. The obtained root
mean squared error (RMSE) of the model during the entire duration of the storm is 0.53 m in Hs and
12.5 degrees in θ, with the largest contributions to the error taking place during the relaxation phase of
the storm, whereas error values at the storm peak are significantly lower (Figure 2). Since the largest
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storm-induced morphodynamic changes occurred during the storm peak, we can accept that the use of
the SWAN model to simulate wave propagation in the study area is acceptable for the purposes of
this research.

To calibrate XBeach, the model’s results were compared with LIDAR measurements of the emerged
beach. The calibration of the model was performed by adopting a double approach: (i) by optimizing
the Brier Skill Score (BSS), which quantifies model performance by comparing model output to the real
post-storm LIDAR measurements of the emerged profile; (ii) by performing a qualitative assessment of
the modelled features, such as alongshore and cross-shore patterns of bed level changes, magnitude,
and location of the overwash deposits and validation of the inundation reach according to the available
qualitative information on the event. The used BSS to characterize model predictive skill takes into
account the measurement error (ΔZe) as in Harley and Ciavola [56], and thus, the BSS score is given by:

BSS = 1− (
∑

(|zmf − zmod| − ΔZe)
2/(
∑

(zmf − zmi)
2 (1)

where zmf is the final LIDAR measured bed level, zmod the final modelled bed level, and zmi the
initial bed level. Here, ΔZe is considered as the LIDAR measurement error (i.e., RSME of the overall
LIDAR product), which is 0.06 m. According to Sutherland et al. [57], the classification of models’
performance based on the BSS score can be considered to be very good for values over 0.4 and excellent
for values over 0.5–0.6. Due to the morphology of the study area, which induces a differentiated
morphodynamic response along the coast (Figures 5 and 6), three BSS were calculated: (i) a global BSS,
which is calculated for the entire area; (ii) a local BSS at the north of the river mouth; and (iii) a local
BSS southward of the river mouth. Since the BSS assessment can only be performed for the emerged
profile (where pre- and post-storm topographic data exist), a qualitative assessment of the modelled
submerged profile was also performed. To this end, we analyzed the final shape of the modelled
submerged profile taking into account the expected typical morphodynamic response under storm
conditions at the site.

Figure 5. XBeach validation with LIDAR measurements of the emerged morphological changes. BSS:
Brier Skill Score.
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Figure 6. Comparison between XBeach simulated and measured beach profiles after the impact of the
storm (see profiles location in Figure 5).

Although different combinations of model parameters resulted in BSS scores over 0.4 for the
emerged profile, the qualitative assessment highlighted that some of them produced excessive
deposition volumes in the submerged part. The final setup parameters, which resulted in an overall
BSS of 0.68 (measured at the northern beach and first 600 m of the southern beach) and a meaningful
qualitative simulation of the predicted submerged profile and alongshore bed level change patterns,
are shown in Table 1 along with parameter description and tested ranges.

Table 1. Calibration parameters. Range of tested values and final parameter setup.

Parameter Tested Values Description Final Set-up 1

gamma 0.55–0.7 Breaker parameter in Baldock or Roelvink
formulation (default = 0.55) 0.7

delta 0–0.5
Fraction of wave height to add to water
depth in wave breaking formulations

(default = 0)
0.5

facAs 0.2–0.7 Calibration factor time averaged flows
due to wave asymmetry (default = 0.1) 0.6

facSk 0.2–0.7 Calibration factor time averaged flows
due to wave skewness (default = 0.1) 0.6

wetslp 0.3–0.8 Critical avalanching slope under water
(dz/dx and dz/dy) (default = 0.3) 0.7

gwflow 0 and 1 Turn on groundwater flow (default = 0) 1

sedcal 0.1–1 Sediment transport calibration coefficient
per grain type (default = 1) 0.1

1 based on best BSS score and qualitative assessment.

The implications of the selected values are as follows. First, the increase in wave-attack on the
coast improves the behavior of the model in terms of reproducing observed overwash deposits (gamma
and delta). Second, the contribution of avalanching to bed level changes was limited, taking into
account the steepness of the site (wetslp). Third, the non-linearity effect on sediment transport for
steep profiles (facAs and facSk) may be taken into account as reported in Elsayed and Oumeraci [18].
Fourth, sediment particle mobilization may be limited (sedcal). With respect to this, other authors
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have already reported an excess of modelled sediment suspension because the shear stress values
required to initiate particle motion are higher than those predicted by using the Shields curve, as noted
in Elsayed and Oumeraci [18] or McCall [11]. Fifth and finally, the groundwater module was turned on
(gwflow) because the role of infiltration is more significant in coarse sediment environments, such as
the Tordera Delta, where grains are close to gravel-size. The value of the permeability factor has been
estimated using the Kozeny–Carman formula as described in Carrier [58]. For the grain size in the
study area, the value of the permeability factor was estimated to be 0.0058 m/s. The results of the
storm-induced morphological changes simulated with the final adjusted set of model coefficients
are shown in Figures 5 and 6. As it can be seen, the measured changes in beach elevation at both
sites of the river mouth are well reproduced by the model, with a BSS of 0.68 when the entire area is
considered. The model also properly reproduces the differentiated response at both sites of the river
mouth, mimicking the effects of change in coastal orientation with respect to the storm wave direction
and the differences in coastal morphology.

Figure 7 shows the modelled depth-averaged wave-induced circulation during the peak of the
storm, where a different circulation pattern is observed at both sides of the river mouth. Mean XBeach
output (average conditions at 1 h output time-step) is used to average the current velocity and sediment
transport during 4 h around the maximum peak of the event. At the northern part, where the beach
is fully exposed to storm waves (i.e., a relatively small obliquity during the storm) and without any
submerged morphological features, wave-induced circulation shows a typical quasi-uniform longshore
current structure along the beach until the river mouth at the southern end. At the southern part, the
coast is partially sheltered from storm waves (i.e., a large wave obliquity during the storm) and there
is an alongshore bar running parallel to the shoreline with varying crest levels. This bar delimits a
shallow shelf of approximately 4 m water depth to the shoreline. In this area, the induced circulation
pattern during the peak of the storm shows a longshore current directed towards the south close to the
shoreline and a local inversion of the current towards the N over the shallow shelf (Figure 7).

Figure 7. Simulated depth-averaged currents and sediment transport. Mean XBeach output at each 1 h
time-step is averaged during the 4 h of maximum storm intensity.
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With respect to morphodynamic changes (Figures 5 and 6), the model predicts, for the northern
part, a nearly continuous erosion along the beach without significant alongshore gradients in sediment
transport, and with significant sediment mobility down to about −5 m depth. The model properly
reproduced the observed increase in erosion magnitude from B2 (P4) to B1 (P3), as well as most of the
overwash deposits, which increase towards the south as the height of the berm decreases. In summary,
the model reproduced well the observed variability in beach erosion and overwash along this northern
site with a local BSS of 0.75. Southwards of the river mouth (Malgrat Beach), induced sediment
transport and beach erosion present significant alongshore variations, with the largest erosion taking
place just southwards of an existing structure located at the northern part of the sector, A2 (P2), which
should act as a local boundary condition. This local effect can be seen in Figure 7 where a gradient in
the longshore sediment transport, starting at the rigid structure north of A2, is detected. Longshore
transport rates are larger than in the north, and mainly concentrated down to −3 m water depth.
The model reproduced observed beach topographic changes with large erosion and overwash deposits
due to a relatively low beach berm (A2, P2). At the southernmost part, erosion is only taking place
at the upper level of the profile, whereas part of the material is deposited around zero level (A1, P1).
The obtained local BSS for this sector was 0.60.

3.2. The Effects of Wave Direction on Storm-Induced Hazards

As was previously mentioned, once the morphodynamic model was calibrated, it was used to
analyze the sensitivity of the area to changes in wave direction during storm impacts. Simulated
morphodynamic changes and inundation for cases C20− (~80◦ N) to C40+ (~140◦ N) at northern
and southern parts of the study area are shown in Figure 8, whereas the variation of integrated
control variables for each sector can be seen in Figures 9 and 10 for inundation and morphodynamic
changes respectively.

Figure 8. XBeach-simulated inundation depth (m) (bottom) and bed level changes (m) northwards
(top) and southwards (middle) of the Tordera River.
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With respect to inundation, the beach northward of the river mouth (Figure 9a) experiences an
increase of the predicted inundation surface from C40− to C20+, when the surface reaches its maximum
extension (5.47 Ha with 1 Ha over 0.5 m depth). Wave direction in this scenario corresponds to a nearly
normal wave attack on the local coastline orientation. As incoming wave direction continues shifting
towards the south, the predicted inundation surface progressively decreases, reaching values for the
C80+ case similar to those observed for the C40− case. At the southern coast, the obtained pattern is
significantly different (Figure 9b). Thus, for wave direction scenarios dominated by NE components
(C40−, C20−) no significant inundation is observed, and this is consistent with a large sheltering from
highly oblique wave incidence. For wave directions shifting from the base scenario to the south (C0 to
C80+), the predicted inundated surface increases, reaching a maximum value for scenarios C60+ and
C80+ of approximately 74 Ha (for an inundation depth above 0.05 m) and 33 Ha (for an inundation
depth of 0.5 m), the C80+ case. Taking into account the total inundation of the study area, we can state
that the magnitude of the inundation hazard significantly increases as wave direction shifts to the
south. The southern coast is the most affected in terms of the magnitude of expected changes due to
the local low-lying topography.

Figure 9. Variation of simulated inundated surface for different inundation depths as a function of the
simulated storm direction for the northern (a) and southern (b) control areas (see Figure 4 or Figure 8
for location).

Regarding morphological changes, the northern beach (S’Abanell) shows a relatively low sensitivity
to wave direction for scenarios C40− and C20+when erosion volumes and profile retreats are considered
(Figure 10). For this range of wave directions, the local wave-induced circulation is characterized by a
southward directed longshore current along the beach (see Figures 7 and 11) which turns north when
the wave direction is C20+ (Figure 11). As the incoming wave direction turns southwards, a stronger
north-directed alongshore current is induced with velocity increasing along the beach (Figure 11)
which results in an increasing erosion and profile retreat. Figure 11 also shows hatching areas in the
velocity field which originate in those areas where wave incidence is orthogonal to the nearshore
bathymetry, characterized by a heterogeneous bar in front of the coast. This beach erosion increase is
particularly observed at the southernmost end of the section (SN1), just northwards of the river mouth,
where an existing revetment acts as a boundary condition (barrier) for northwards directed transport.
This overall modelled behavior is consistent with local field observations, where the northern part
of the beach (out of the domain) experiences a significant sediment deposition under the impact of
southern storms, bringing sediment from the south.
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Figure 10. Variation of simulated morphodynamic parameters (see text for description) at selected
control areas the N (left) and S (right) coasts for tested storm directions (see Figure 4 or Figure 8 for
location). Continuous lines denote variable mean, shaded areas represent standard deviation and
dashed lines indicate maximum profile retreat at each sector.

185



Water 2019, 11, 747

Figure 11. XBeach simulated depth-averaged currents. Mean XBeach output at each 1 h time-step is
averaged during the 4 h of maximum storm intensity.

Overwash deposits along the northern section present a variation pattern with wave direction
consistent with modelled inundation. The largest overwash verifies in the southern end of this sector
(SN1) due to its lower beach berm. Thus, maximum overwash deposition verifies at SN1 under C20+
and C40+, which were the scenarios producing the largest inundations. As wave obliquity increases
(scenarios C60+ and C80+), overwash significantly decreases, which is also in agreement with the
observed inundation decrease under these conditions.

Southwards of the river mouth (Malgrat de Mar), the analysed sectors show a differentiated
response due to the local effect of the existing building in the coastline which acts as a boundary
condition for sediment transport. The northernmost end, SS1, just southward of the river mouth,
experiences accretion (i.e., positive profile displacement) under C40− and C20− storms, which would
correspond to the deposition of sediments brought by the southward directed longshore transport from
the northern beach. As wave direction shifts to the south (from C20+ to C80+) this area becomes slightly
erosive. This morphodynamic behavior is consistent with the observed switch in alongshore current
direction for scenarios C20+ and C40+ (Figure 11). The central sector SS2, located just southwards of
the mentioned obstacle, shows a different morphological response with storm direction to that observed
in SS1. Thus, the largest erosion rate verifies under C0 due to combined effect of the orientation of the
coast, a gap in the submerged bar and the presence of the hard structure at the northern end of the
sector. This can be seen in Figure 7, where a significantly large gradient in sediment transport rates
under C0 is observed. As wave direction shifts towards south, erosion rates significantly decrease,
reaching a nearly null integrated value under C40+ to C80+ scenarios. The largest erosion under
scenarios C20− to C0 in this sector, in comparison with the rest of the southern coast, seems to reflect
the effect of the revetment on enhancing local downcoast erosion, similar to the well-known flanking
effects in seawalls (e.g., Kraus and McDougal [59]). The southernmost sector, SS3, is far from the local
effect of the revetment, so much so that the aforementioned downcoast erosion enhancement is not
detected and, under highly oblique storms, erosion rates are significantly lower. Total volumetric
changes in this sector present a relative low sensitivity to changes in wave direction for southern wave
scenarios (C20+ to C80+).

Regarding overwash, the southernmost section SS3 presents a wave-direction influence similar to
the influence observed for inundation, with overwash rates growing as wave direction turns to the
South. The sectors closer to the river mouth SS2 and SS1 present a similar response with a maximum
for C20+ and C40+ scenarios, when the wave directions are close to local orthogonality (Figure 8),
and they are significantly larger for SS2 (~12 m3/m) than SS1 (~2 m3/m).

4. Discussion and Conclusions

In this study, the potential effects of changing wave direction for the storm-induced hazards
on a highly curvilinear coarse sandy coastline have been assessed. This sensitivity test has been
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selected because although storminess projections under climate change scenarios for the Western
Mediterranean do not predict any increase in wave height (e.g., Lionello et al. [20]; Conte and
Lionello [21]), some existing projections identify potential changes in wave direction (Casas-Prat and
Sierra [22,23]). These changes in wave direction may have significant implications for coastal sediment
transport and coastal stability, as has been confirmed for the interannual changes influenced by El Niño
(e.g., Barnard et al. [60]). Moreover, regarding cuspate coastlines such as the study area, their greater
sensitivity, due to their curvature, results in even more significant implications (e.g., Slott et al. [24];
Johnson et al. [25]).

The tested hypothesis is that changes in wave direction may cause large variations in the magnitude
of storm-induced hazards. This effect has also been addressed in other studies such as those by Mortlock
et al. [26] and de Winter and Ruessink [27], which specifically analyzed the effects of changes in wave
direction on the storm-induced hazards in the SE Australian and Holland coasts respectively. To this
end and to isolate the influence of wave direction, we used a recorded long-return period storm as a
base case scenario and we built test scenarios just by changing wave direction while maintaining the
other wave parameters as recorded during the base storm (wave height and period).

In any case, tested conditions have not been designed to be used as climate change induced
projections, as that may require the proper forecasting of regional wave conditions under given climate
scenarios (e.g., Casas Prat and Sierra [23]). These have to be considered from the perspective of coastal
risk management, in which a set of possible conditions are analyzed to characterize coastal vulnerability
and resilience to inform risk management under uncertainty (see e.g., Hinkel et al. [61] for an application
of this perspective to analyze sea level rise). In the study area, the current storm wave conditions
depend on direction, with largest wave height and power being associated with NE-E waves, whereas
S storms are less frequent and present a smaller associated power (e.g., Sánchez-Arcilla et al. [62];
Mendoza et al. [19]). To assess the potential variability on storm-induced hazards, tested scenarios
were built by just changing wave direction while the remaining recorded parameters (representative of
a worst case scenario, according to recorded conditions) were maintained.

This analysis has been performed by using the SWAN and XBeach models to simulate
storm-induced hazards. Both models were calibrated by using data recorded during the impact
of an extreme storm recorded in December 2008, which is used as the base case scenario. Although it is
desirable to use more than one event to properly calibrate/validate the models (e.g., Ranashinge [63]),
data availability during storm conditions was restricted to this event. However, on the positive side,
it has to be considered that this storm was the largest event recorded in the area and representative of
extreme storms with a very long return period (Mendoza et al. [19]) under current climate conditions.
The SWAN model was very successful in simulating wave conditions during the development phase
of the storm up to the pass of the peak of the storm, with the larger differences between measured
and simulated waves being detected during the relaxation phase of the storm, when most of the
induced changes had already occurred. The default parametrization of the XBeach model had to be
adapted for application at the side to represent the effects the coarse-sand environment. Sediment
transport was limited by using the sedcal parameter, avalanching was limited by increasing the
critical slope, wave asymmetry was increased as suggested in literature for steep slopes (Elsayed and
Oumeraci [18]) and groundwater effects were included. Gamma and delta wave breaking parameters
were also tuned (Table 1). Calibrated parameters setup for XBeach in the study area led to a BSS
score of 0.68 in spite of the out-of-comfort tested conditions (i.e., highly curvilinear coast, steep beach,
coarse sediment). Although the predictive skill was very good for the northern and southern beaches,
the model performance was better in the northern domain (BSS = 0.75) than in the southern one (BSS =
0.60), since this last area presented a significantly larger obliquity to wave direction during the storm,
and a more complex bathymetry.

The obtained results show a very high sensitivity of storm-induced processes, i.e., inundation
and erosion, to changes in storm wave direction. With respect to inundation, expected changes in
hazard magnitude are very significant, especially in the southern part of the study area, since its
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morphology is characterized by a lower berm, and its low-lying unprotected hinterland makes this
area sensitive to storm flooding (Jiménez et al. [7]). Thus, as storm waves turn from the base case
(C0) to the south, the inundated surface along this southern beach dramatically increases due to its
direct exposure to the south. On the contrary, a potential shift of wave direction to the N will have a
positive impact on inundation in this area, since it will be more sheltered from wave action. At the
northern beach, the largest increase in inundation hazard verifies under C20+ and C40+ scenarios
when waves face nearly orthogonally to the coastline, although due to local morphology, the affected
surface is much lower than in the southern beach. The hinterland of the study area is mostly occupied
by agriculture land and, in the outer fringe just behind the shoreline, by campsites. In this sense, to
transfer the potential change in hazard magnitude to changes in damage risk, it should be important to
consider not only the change in direction but also its seasonality. Thus, risk may vary dramatically
between the summer season (when the campsite facilities are used by visitors) and the rest of the year
when only installations will be affected (e.g., Merz et al. [64]). An analysis of the risk associated with
storm-induced inundation for different storm conditions can be seen in Sanuy et al. [32].

Similarly, storm-induced morphodynamic changes are more sensitive to directional changes on
the southern beach, where the magnitude of the changes is larger. The beaches at the south of the
river mouth present a larger spatial variability than those in the north due to the presence of a local
boundary condition in form of a revetment at the shoreline. This revetment, which modifies local
longshore transport, significantly enhances downcoast erosion under storm conditions. This induces a
southwards directed longshore sediment transport while simultaneously promoting the accumulation
of upcoast sediment. This contrasting behavior is particularly observed in the base case scenario which
seems to represent the optimum conditions for longshore sediment transport in the area, thus inducing
the largest changes in the surroundings of the structure.

In a particular case, under C40− and C20− scenarios, when wave direction turns north, the beach
sector just south of the river experiences an important sediment accumulation due to the apparently
efficient transfer of sediment from the northern beach across the river mouth and the partial barrier
effect of the existing revetment.

The magnitude of the erosional response along the two control sectors in the northern beach is
similar, although a higher variability is detected in the area closest to the river mouth. In general, there
is a slight increase in erosion rates as wave direction turns south. This variation should be indicative
of the role of longshore sediment fluxes during storm conditions. Thus, as the controlled northern
area is just besides the river mouth, where there is another structure acting as a boundary condition,
the increase in longshore sediment transport as waves turn S (scenarios from C20+ to C80+) will
increase sediment losses, which will be transported further to the north. This behavior is currently
observed in the northernmost part of this beach (out of the control zone in Figure 10) which experiences
sediment accumulation under the impact of southern storms.

As expected, changes in the magnitude of overwash deposits follow observed changes in
inundation, i.e., they increase as wave direction turns to the south, with maximum values around C20+
and C40+. The exception to this is the predicted changes in the southernmost sector, which present the
largest overwash for C80+ conditions. The spatial variability in the northern beach is significantly
lower than in the south, with small variations in magnitude across the tested range. Moreover, and
reflecting the observed differences in inundation, the magnitude of overwash deposits is much higher
in the southern sector.

Finally, and as a concluding remark, this analysis has shown that storm-induced hazards along a
highly curvilinear coast are extremely sensitive to changes in wave direction. This means that even
under a climate scenario of relatively steady storminess (wave power and frequency), a potential
shift in wave direction may significantly change hazard conditions and, in consequence, need to be
accounted for in robust damage risk assessments. To this end, an analysis such as the one presented
here also permits an assessment of how coastal geomorphology modulates induced changes. In the
study area, the low-lying nature of the southern beach and its orientation with respect to the current
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dominant storm direction make this area much more sensitive to directional changes. This is especially
relevant from the coastal management standpoint because this area has been already identified as a
hotspot for storm impacts under current conditions. The use of detailed process-based models has
permitted the identification and quantification of the drastic increase in sensitivity when anthropogenic
perturbations are present along the coast. These perturbations act as boundary conditions modifying
local hydrodynamics and associated transport. For the case study analyzed here, the obtained results
clearly identify the hazardous potential of the existing revetment in the southern beach, which has
also been identified under current conditions, suggesting that its removal will soften the estimated
morphodynamic response.
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Abstract: Jakarta city has been vulnerable to sea level rise and flooding for many years. A Giant
Seawall (GSW) was proposed in Jakarta Bay to protect the city. The impacts of sea level rise and river
discharge on the tidal dynamics in Jakarta Bay and flooding areas in Jakarta city were investigated
using the finite-volume coastal ocean model (FVCOM). Model results showed that the bay is diurnally
dominated by the K1 tidal component. The diurnal tides propagate westward, while the semidiurnal
tides propagate eastward in the bay. The rise of sea level increases the diurnal tidal component and
the inundation areas due to the increased tidal forcing: when considering a sea level rise of 0.6 m,
the K1 amplitude increases by ~1% (0.25 cm) near the coastline and the current magnitude increases
by 16.6% (0.05 m/s). The inundation area increases with the sea level rise in the low land elevation
areas occurring near the coastlines: the inundation area increased by 29.68 km2 (7.1%) with a sea
level rise of 0.6 m. The increase of river discharge amplified the diurnal tidal component as well as
the inundation areas at the river mouth due to increased fluvial forcing: if 10 times the mean river
discharge occurs, the K1 amplitude increases by ~1% (0.25 cm) and the current magnitude increases
by 100% (0.4 m/s), and the inundation areas increase by 26.61 km2 (6.2%). The K1 tidal phase remains
almost unchanged under both the sea level rise and river discharge conditions. The combined increase
of sea level rise and the river discharge amplifies the inundation areas and the tidal currents due
to increased tidal and fluvial forcing. The construction of GSW would decrease the tidal prism and
dissipation effects of the bay, thus slightly increasing the K1 amplitude of the tidal level: by less than
1% (0.2 cm). There would be no significant change of phase lag for the K1 component. Although this
study is site specific, the findings could be applied more widely to any open-type bays.

Keywords: Jakarta Bay; sea level rise; river discharge; flooding; tides; currents

1. Introduction

Jakarta Bay is located on the northwest coast of Java Island, extending from 5.8◦ S to 6.2◦ S and
106.6◦ E to 107.1◦ E [1]. It is a shallow bay with an average depth of about 18 m and an area of
662 km2 [2]. The bay is bordered by Pasir Cape to the west and Karawang Cape to the east, with a total
coastline length of about 72 km.

Jakarta Bay is essential for the development of Jakarta city, the capital city of Indonesia. Jakarta city
is the economic, cultural and political center of Indonesia. There are 10 million people in Jakarta city
and more than 28 million people in the satellite cities of Jakarta [3]. The large population and the rapid
development of the city have brought increasing urban development issues. The demographic change
influenced by the urbanization causes large-scale rural land conversion and new town development in
Jakarta city. This massive urbanization has led to some environmental issues. One of the environmental
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problems is related to flooding and sea level rise. Flood, in terms of river flooding and coastal flooding,
is the most common natural disaster affecting populations in Asia [4]. For example, extreme rainfall
events will increase in frequency and severity within the twenty-first century and lead to extreme river
discharges [5].

Jakarta city experiences annual flooding disasters due to heavy rains, high river discharges, and
high tides. An extreme flood occurred in 2007, when north Jakarta was hit by unusually high tides and
heavy rains. The total inundation area in the extreme flood covered 400 km2. Approximately 70% of
Jakarta was flooded with water depth of up to 4 m. This extreme flood cost was around 890 million
USD in direct losses and more than 620 million USD in indirect losses [6]. Nearly 600,000 people were
displaced and 79 people died. Many roads were closed, including the highway to the international
airport, and electricity and telephone lines were cut. Some researchers believed that land subsidence
contributed to the heavy flood in 2007. The land subsidence due to groundwater extraction was the
main cause for lowering the land topography. At that time, the rate of land subsidence was about
1–10 cm per year [7].

As well as the flooding issue, the problem of rising sea levels has become a major concern in Jakarta
Bay. During the 20th century, the mass loss of glaciers and ice caps contributed to sea level rise [5].
These losses were estimated to be 0.5 ± 0.18 mm in sea level equivalent (SLE) per year between 1961
and 2003. Global warming of ocean waters produces water molecule expansions that are responsible
for sea level rise. The average contribution of the thermal expansion to sea level rise is 0.42 ± 0.12 mm.

To overcome the flooding and sea level rise, a Giant Seawall (GSW) at Jakarta Bay has been
proposed to protect the city from flood events increasing due to subsidence, exceptional high tides,
and sea level rise [8]. The GSW project will include sea wall construction, land reclamation, toll roads,
and a port extension in Jakarta Bay. The GSW will offer a long-term protection and flooding solution,
and at the same time facilitate social-economic development. The GSW project may also have large
impacts on tidal level, flow pattern, current and flooding area in Jakarta Bay. There have been many
studies around Jakarta Bay, but relatively few focused on river discharge and subsequent sea level rise
effect. Most of the applied models of Jakarta Bay have taken into account only tides and winds as the
predominant forces to study circulation and hydrodynamics.

Ningsih’s model for Java Sea showed that monsoon wind plays important roles in the general
circulation of this area [9]. The flow pattern in Jakarta Bay is mainly driven by monsoon winds
with current moving easterly during northwest monsoons (NWM), and reversed during southeast
monsoons (SEM) [10–12]. In general, the southeast monsoons (SEM) are stronger than northwest
monsoons (NWM) [13]. During flood conditions, the westward current induces a clockwise circulation
through Jakarta Bay, and an eastward counter-clockwise circulation at ebb conditions [1,14].

Land subsidence in Jakarta is the predominant driver exacerbating coastal floods, followed by the
influence of sea level rise [4]. The potential flood area in the 2025–2050 period is estimated to be 3.4 times
greater than during the 2000–2025 period [15]. The sea level rise effects on tidal hydrodynamics along
the northern Gulf of Mexico have been observed and modelled [16]. Tidal amplitudes within the bays
increased by as much as 67% (10 cm) in some areas. Most of the bays would experience faster tidal
propagation due to changes in harmonic constituent phases in future scenarios. The tidal inundation
increases along the NGOM study area, especially in low-lying marsh areas and barrier islands with
low dune elevations.

In recent years, estuaries and coastal system have been modelled successfully using the
finite-volume coastal ocean model (FVCOM). Fukuoka Bay has been modelled using the FVCOM and
Princeton Ocean Model (POM) [17]. A comparison of these two models showed that FVCOM provides
a better result because FVCOM can describe the coastline geometry better. Benoa Bay, which has
shallow water depth, has also been modelled with FVCOM [18]. FVCOM can successfully produce the
residual current and vertical salinity profile, which is significantly affected by fresh water discharge.
In Saemangeum in Korea, FVCOM has been used to successfully explain the mechanism of decreasing
tidal current and tidal amplitude after the construction of a sea dike [19]. Thus, FVCOM is a powerful
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tool for modelling the hydrodynamics in Jakarta Bay. The unstructured grid of FVCOM would be
suitable for the irregular coastline and bathymetry of Jakarta Bay.

In this paper, an FVCOM model for Jakarta Bay was used to construct tidal dynamics and the
flooding occurrence in Jakarta city. The impacts of the river discharges and sea level rise on tidal
dynamics and flooding areas were numerically examined, and the effects of the GSW on tides and
flooding were investigated.

2. Materials and Methods

The influence of river discharge and sea level rise on the hydrodynamics of the bay was investigated
through numerical modelling. The hydrodynamic model (Figure 1) in this paper was based on the model
previously established by Rusdiansyah et al. [1], with the model domain being expanded to cover the
entire area as described in the Master Plan National Capital Integrated Coastal Development [8]. The
impacts of river discharges and sea level rises were analysed using numerical experiments in this study.

2.1. Hydrodynamics of Jakarta Bay

Jakarta Bay is an open type bay (Figure 1) with a water depth less than 60 m. Surface currents
in Jakarta Bay are mainly in an east to west direction during spring tides, with peak current speed
occurring at the bay mouth and near the river mouths (Figure 2a,b) [1]. Inside the bay, the current
speed is mainly below 0.2 m/s. The ebbing currents are slightly larger than the flood currents due
to the river discharge. The current speeds near the bottom level reach 0.1 m/s in Jakarta Bay during
spring flood tides (Figure 2c,d). During spring ebbing tides, the bottom currents are small (within
0.07 m/s) in almost the entire bay.

Figure 1. Map of the location of Jakarta Bay, and the Giant Seawall (GSW) as described in the NCICD
Master Plan (Source: Master Plan NCICD). Numbers 1 to 13 correspond to rivers.
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To overcome the flooding issues in Jakarta, Indonesia’s government proposed the Giant Seawall
(GSW) construction through the Master plan National Capital Integrated Coastal Development [8].
The GSW construction is considered through three phases: phase A, B, and C. In phase A the existing
sea wall and river embankments are strengthened (the solid blue line in Figure 1), including land
reclamation (the light grey color along the coast in Figure 1). In phase B, the outer sea wall is constructed
and land is reclaimed (the dark grey color in Figure 1). This phase B is mainly determined by the
required storage capacity of giant water reservoir between the coastline and seawall. There are two
reservoirs in the GSW to adjust the water discharges from rivers. Phase C covers the long-term
development in the east of Jakarta Bay (the dashed lines).

Figure 2. Currents (m/s) during spring tides in Jakarta Bay: (a) flooding and ebbing (b) ebb currents
near the water surface; (c,d) show flooding and ebbing currents near the bottom level.

2.2. Tides in Jakarta Bay

The tidal level can be decomposed into different tidal components using harmonic analysis with
the least squares method in MATLAB [20]. There are eight astronomical tidal components, named M2,
S2, N2, K2, K1, O1, P1, and Q1 tides. When tides propagate into shallow water areas, the shallow water
components are generated. For example, the MF, MM, M4, MS4, MN4 tides are all shallow water tides.

The Global Sea Level Observing System (GLOSS) by the Intergovernmental Oceanographic
Commission (IOC) provides the sea surface level data for Kolinamil Station, Jakarta. The measurements
at Kolinamil Station are from 2 June to 30 June 2015. The maximum tidal range at Kolinamil Station is
0.87 m. The maximum tidal range at Jakarta Bay is about 1 m with the highest level at around 0.6 m
and the lowest level at around −0.4 m during spring tides relative to the mean sea level.

Defant (1961) [21] classified tidal type based on the amplitudes of tidal harmonic components
called Formzahl number. The Formzahl number (F) is obtained from:

F =
AmpK1 + AmpO1

AmpM2 + AmpS2
(1)

where AmpK1, AmpO1, AmpM2 and AmpS2 indicate the amplitude of the corresponding tidal component.
The classification of the Formzahl number is as follow: F < 0.25 is semidiurnal type, 0.25 < F < 3 is
mixed type, and F > 3 is diurnal type.

196



Water 2019, 11, 1384

According to the Formzahl number (F) by Defant (1961) [21], the tidal pattern in Jakarta bay is
diurnal indicated by the Formzahl number of 3.95 observed at Kolinamil Station. Hence, the tides in
Jakarta Bay are diurnal.

2.3. Description of the Flow Model

The finite-volume coastal ocean model (FVCOM) was used to simulate the hydrodynamics of
Jakarta Bay. The finite volume approach and unstructured meshes with 3-D primitive equations make
FVCOM ideally suited for coastal areas [22]. The unstructured grid of FVCOM provides topography
flexibility that is adequate for the irregular morphology of Jakarta Bay. A σ-coordinate transformation
system in a vertical direction is used to get a clear representation of the irregular bottom topography.
The σ-coordinate transformation is defined as:

σ =
z− ζ

D
(2)

where total water column depth is D = H + ζ, while H is bottom depth (relative to z = 0) and ζ is the
height of the free surface (relative to z = 0).

Under the σ-coordinate system, the continuity and momentum equations can be written as
Equations (2)–(5), and salinity, temperature, and density as Equations (6)–(8):
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ρ = ρ(S, T) (9)

where x, y, and σ are the respective east, north, and vertical axes in the σ-coordinate; u, v, and ω are
velocity components; S and T are salinity and temperature; ρ is total density; ρ′ is the reference density
of ρ0; f is the Coriolis parameter; g is gravitational acceleration; Km is thermal vertical eddy viscosity
and Kh is thermal vertical eddy diffusion; Fu, Fv, Fw, FS, FT are horizontal momentum, salt diffusion,
and thermal terms.

The finite volume discrete method is applied in the model. The Mellor and Yamada level 2.5
(MY-2.5) turbulent closure scheme [23] was used for vertical mixing and the Smagorinsky scheme for
horizontal mixing [24]. More details regarding the model can be found in Chen et al. (2006) [22].

2.4. Flow Model Setup

The computational domain covers Jakarta Bay, extending from 5.8◦ S to 6.15◦ S and 106.6◦ E to
107.1◦ E (Figure 3). This domain is covered by two grids, one with no GSW (Figure 3a) and one with
GSW (Figure 3b). The model grid for Jakarta Bay with no GSW (Figure 3a) consists of 63,932 nodes
and 127,273 elements, while the grid for Jakarta Bay with a GSW (Figure 3b) consists of 62,880 nodes
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and 122,986 elements. The computational grid has a high resolution varying from ~2.3 km at the open
ocean boundary to ~25 m near the coastlines. Land areas of ~4.5 km from the nearest coastline have
resolutions varying from ~25 m to ~300 m. Ten uniform vertical layers in a sigma coordinate system
are set in the model according to sensitivity analysis.

Figure 3. Model Grid for Jakarta Bay (a) reference scenario 1 and (b) Jakarta Bay after the Giant Seawall
(GSW) construction (scenario 3). The numbers indicate rivers. The blue dot and triangle indicate
field stations.

Coastline data were extracted from the Navy Chart Indonesia and Google Earth (2014).
Bathymetrical data were obtained from survey data provided by the Ministry of Public Works and
combined with nautical charts of Jakarta Bay. Jakarta Bay is a shallow water bay with maximum depth
around 60 m. Land topography was obtained from the Consortium for Spatial Information (CGIAR-CSI)
(http://srtm.csi.cgiar.org). The SRTM (Shuttle Radar Topographic Mission) digital elevation data were
used for this land topography with a high spatial resolution of 90 m. The CGIAR-CSI SRTM data
product applied a hole-filling algorithm to provide continuous elevation values [25].

The observation data of tidal elevation and currents from two field stations (Figure 3) were used
to validate the numerical model. The blue dot represents Kayangan Station, which provided tidal
elevation and current data, while the blue triangle represents Kolinamil Station, which provided tidal
elevation data.
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The numerical simulation is driven by ocean tides, winds, and river discharges. The open
boundary condition is used for ocean tides as the main forcing, while the closed boundary condition is
used for river discharges as the main forcing. The wind data were used as the atmospheric forcing
at this research. Other types of external forcing such as precipitation, evaporation, heat flux, and
groundwater input were not included in the simulation. Initial conditions for tidal levels and currents
were set to zero.

Oceanic tides play an important role when considering the flooding effect. The tide in the Java
Sea is a diurnal type with maximum tidal range around 1 m during spring tides. Tidal forcing data
were obtained from the TPXO (http://volkov.oce.orst.edu/tides/tpxo8_atlas.html) [26]. Thirteen tidal
constituents included eight basic components (M2, S2, N2, K2, K1, O1, P1, and Q1) and five shallow
water components (MF, MM, M4, MS4, MN4).

Jakarta Bay itself is sheltered by many islands and so wind plays a very limited role [27]. However,
a monsoon wind still impacts the dynamic circulation in Jakarta Bay. Wind data were derived from
the European Center for Medium-Range Weather Forecast (ECMWF). ECMWF can be accessed at
ERA-Interim reanalysis (http://apps.ecmwf.int). The spatial and temporal resolutions of the wind data
were 0.125◦ × 0.125◦ and 6 h, respectively.

Thirteen rivers discharge into Jakarta Bay. The total mean river discharge from these 13 rivers
was around 205 m3/s throughout the year 2012 [28]. Detailed information of the annual distribution of
river discharge can be seen in Table 1.

Table 1. River discharge in Jakarta Bay based on Wulp et al. (2016) [28]. For rivers location see Figure 3.

No Name Discharge (m3/s) No Name Discharge (m3/s)

1 Cisadane 36.3 8 Cakung 0.2
2 Cengkareng 2.4 9 Blencong 0.1

3 Banjir Kanal
Barat 0.5 10 Banjir Kanal

Timur 0.2

4 Muara Angke 0.1 11 CBL 16.6
5 Muara Baru 0.1 12 Keramat 0.8
6 Ciliwung 8.2 13 Citarum 136.5
7 Sunter 2.7

Sea surface salinity in the western Java Sea varied from 30.6–32.6 PSU [29], while sea surface
temperatures in northern Java ranged from 29–31 ◦C [30]. In this state, the initial salinity and
temperature were set as constant values of 31.5 PSU and 31 ◦C, respectively. In this paper, water
density was assumed to be homogeneous. The authors assumed that the Manning coefficient for
bottom roughness varied from 0.004 at the open ocean to 0.008 near the islands and coastal region.
The model ran for 17 days starting from 3 to 19 June 2015. Courant Friedrich Levy (CFL) was used as
the numerical stability condition to calculate the external and internal step. The external time step
numerical stability is defined as:

ΔtE ≤ ΔL√
gD

(10)

where ΔtE is the time step of the external model and ΔL (computational length scale) is the shortest
edge from individual triangular grid element, and D is the local depth. The internal step is defined as:

ΔtI ≤ ΔL
CI

(11)

where ΔtI is the time step of the internal model, and CI is the maximum phase speed of the internal
gravity waves. Since CI is usually smaller than CE =

√
gD, ΔtI could be larger than ΔtE. The external

time step was 0.15 s and the internal time step was 5 s based on the numerical stability condition.
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2.5. Scenarios

The prevention of future coastal flooding in Jakarta is vital because of the phenomenon of future
sea level rises and the frequent occurrence of high river discharge conditions. The Intergovernmental
Panel on Climate Change (IPCC) reported that the temperature in Indonesia will increase from 1.3
◦C to 4.6 ◦C. As the temperature increases, sea surface levels will also increase. The rate of sea level
rise accelerated between the mid-19th and the mid-20th centuries based on tidal gauge and geological
data [5]. The TOPEX/POSEIDON satellite is joint venture between NASA (National Aeronautics and
Space Administration) and CNES (National Centre for Space Studies). The satellite observed that the
rate of sea level rises along the coast of Indonesia was approximately 7 mm/year between 1992 and
2015 and that value was used in this paper. There are three scenarios for the sea level; the first is the
scenario 1 (reference model), the second is with a sea level increase of 25 cm (scenario 2a), and the third
is with a sea level increase of 60 cm (scenario 2b).

On the other hand, high river discharge occurs due to high precipitation and intraseasonal effects
such as La Niña. High precipitation usually occurs under the northwest monsoon (NWM) conditions
from December to February [13]. There are two high river discharge scenarios, 1.5 times the average
discharge (scenario 1a) and 10 times the average discharge (scenario 1b). Scenario 1a is linked to the
northwest monsoon (NWM) conditions, while scenario 1b is assumed for extreme river discharge.
These scenarios for river discharge are combined with the scenarios for sea level rise to give a view of
the areas affected by coastal flooding.

The impact of the GSW on coastal flooding was also included in this model. The effectiveness of
the GSW in preventing the city from coastal flooding was examined using river discharges (scenarios
3a and 3b) and the sea level rises (scenarios 4a and 4b), presented in Table 2.

Table 2. Descriptions of different scenarios for Jakarta Bay. Scenario 1 is the reference scenario before
the construction of the GSW and covers the 3–19 June 2015 period.

Scenarios Descriptions

1 Jakarta Bay without GSW (reference scenario)
1a With 1.5 times mean river discharge based on scenario 1
1b With 10 times mean river discharge based on scenario 1
2a Sea level +25 cm based on scenario 1
2b Sea level +60 cm based on scenario 1

3 Add the GSW based on scenario 1
3a With 1.5 times mean river discharge based on scenario 3
3b With 10 times mean river discharge based on scenario 3
4a Sea level +25 cm based on scenario 3
4b Sea level +60 cm based on scenario 3

The numerical scenarios are listed in Table 2, showing Jakarta Bay (scenario 1) as the reference
scenario before the construction of the GSW. This scenario covers a period from 3 to 19 June 2015.

3. Model Validation

The reference model was validated by comparing with the observation data. Data from two field
stations, Kayangan Station (tidal and current) and Kolinamil Station (tidal), were used to validate the
model. Data from the Kolinamil Station were obtained from http://www.ioc-sealevelmonitoring.org.
Tidal and current data at Kayangan Station were collected by the Ministry of Public Works. Tidal data
from the Kayangan Station were collected from 2 to 15 June 2015 and current data from 12 to 14 June
2015. During the June period, Jakarta experienced a dry season because of the southeast monsoons
(SEM) conditions. Wind direction moved westward with maximum wind speeds at the simulation
period around 4 m/s.
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Ma et al. (2011) [31] suggested a statistical method to assess model skill for verification. This skill
indicates the corresponding degree of deviation from prediction and observation data. A skill value of
1 means perfect agreement between model and observation.

Skill = 1−
∑N

i=1

∣∣∣Xmod −Xobs
∣∣∣2

∑N
i=1

(∣∣∣Xmod −Xobs
∣∣∣+ ∣∣∣Xobs −Xobs

∣∣∣)2 (12)

Tidal verification data at Kolinamil Station started from 6 June 2015 to 19 June 2015 (Figure 4a),
while the data at Kayangan Station were from 6 to 15 June 2015 (Figure 4b). The skill parameters for
the tidal level calibration at Kolinamil Station and Kayangan Station were 0.97 and 0.96, respectively.
The tidal data at Kolinamil Station and Kayangan Station were reproduced by the model with root
mean square error (RMSE) of 0.08 m and 0.09 m, respectively. These two tidal verifications show good
agreement between the model and observation data.

Figure 4. Comparisons of tidal level between the model results and the field data at (a) Kolinamil
Station and (b) Kayangan Station.

Current verification was conducted at Kayangan Station, where the data were collected from 12 to
14 June 2015 (Figure 5). The skill scores between the modelled and the observed current velocity and
direction were 0.96 and 0.88, respectively. The velocity and direction at Kayangan Station had RMSE of
0.015 m/s and 50◦, respectively. These skill values indicate that the model has good agreement with the
observation data.

Figure 5. Comparisons of current speeds and directions between the modelled and observed data at
Kayangan Station (12–14 June 2015).
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4. Results

4.1. Tidal Dynamics in Jakarta Bay

Sea surface level data in the reference model were analyzed using harmonic analysis [20] to
examine the main components of tides in Jakarta Bay. The four main astronomical tidal constituents
(K1, O1, M2, and S2) explain about 80% of the total variances of water level in the bay. The diurnal
components (K1 and O1) account for more than 70% of the tides, with tidal magnitudes of approximately
0.25 m and 0.13 m, respectively. The semidiurnal tides just account for a small part of the tides in the
bay, with amplitudes of M2 and S2 tides of ~0.04 m and ~0.07 m, respectively (Figure 6).

Model results showed that diurnal tides and semidiurnal tides propagate differently. Diurnal tides
mainly propagate westward, while semidiurnal tides propagate eastward. The different propagation
pattern of diurnal and semidiurnal components is caused by the topography of Jakarta Bay, as the
bay is located at the Java Sea and near to the Sunda Strait. Ray et al. (2005) [32] reported that the
semidiurnal response is clearly dominated by the large tides from the Indian Ocean, while, in contrast,
the diurnal tides come from the Pacific Ocean. These diurnal tides propagate westward in the Java
Sea. The diurnal tides from the Java Sea propagate westward and meet waves coming from the South
China Sea and the Karimata Straits [13,32,33]. The semidiurnal tides penetrate north and merge with
the diurnal tides at western Kalimantan. In Jakarta Bay, the diurnal components are mainly driven by
tides that come from the Pacific Ocean. The semidiurnal components are driven by tides that come
from Indian Ocean. The shallow bathymetry and complicated coastlines generate the distribution
pattern of the tides in the bay.

K1 and O1 tides share a similar pattern of propagating westward, from the Pacific Ocean through
the Makassar Strait and the Molucca Sea. The semidiurnal components show another behavior.
The eastward propagation of an M2 tide comes from the Indian Ocean through the Sunda Strait, while
an S2 tide shows a more complicated pattern. An S2 tide comes from the Sunda Strait then propagates
northward, and from the Karimata Strait then propagates southward. The complex patterns of tides in
the bay are affected by the standing waves which occur in the west part of Java, and the amphidormic
point occurring at the Sunda Strait.

Figure 6. Co-tidal charts of the main tidal constituents (K1, O1, M2, and S2).
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In the reference model (scenario 1), the total inundation areas of Jakarta Bay amount to 32.36 km2,
which is 7.7% of the total land area in the study domain (420.13 km2). These inundation areas relate to
the land topography around the coastlines of the bay. Some parts of the topography are already under
mean sea water level. Most of the inundated parts occur at the eastern part (near the river number
13) and central part of Jakarta (between the river number 6 and 7). In the eastern part, the Citarum
River (river number 13) has the highest river discharge of all 13 rivers in Jakarta Bay. The topography
of eastern Jakarta also has the same elevation as the coastal areas at around 0 m. In the central part
of Jakarta Bay, the elevations of most of the inundated areas are below mean sea water level. The
inundated areas are caused by sea water overtopping, as the rivers only have small amounts of
river discharge.

Jakarta Bay, without GSW, had the highest water elevation of approximately 0.6 m at high spring
tides. In scenario 1a, there is almost no change of water elevation in the entire bay. In scenario 1b, the
water elevation along the coastline increased by less than 2.08% (1.25 cm) at the western part of the
bay (from river numbers 1 to 6), and 0.9% (0.5 cm) at the center part of bay (from river numbers 6 to
11), and 3.33% (2 cm) at the eastern part of the bay (from the Keramat River to the Citarum River).
In scenario 2a, there is a slight change of water elevation increase, 0.33% (0.2 cm) at the center and
eastern parts of bay (from river numbers 6 to 13). In scenario 2b, water elevation increases by 4.17%
(2.5 cm) at the center part of the bay (near river numbers 2 to 7) and reaches a maximum, 6.67% (4 cm),
at the eastern part of the bay (near river number 13).

4.2. Impacts of River Discharge on Hydrodynamics in Jakarta Bay

The impacts of the river discharge in Jakarta Bay were tested in scenarios 1a and 1b. Wulp et all
(2016) [28] reported that in wet seasons mean river discharge in Jakarta increased 1.5 times than the
averaged river discharge. If scenario 1a were applied, the total inundation areas of Jakarta Bay would
be 33.88 km2 (8.06% of the total land areas in the study domain), increasing by 1.55 km2 compared
with the reference scenario 1. The inundation areas slightly increase near the eastern part of Jakarta
where the Citarum River is located.

Under extreme conditions, when the river discharge is 10 times the normal one (scenario 1b),
flooded areas in Jakarta Bay are 58.52 km2 (13.93% of the total land area), an increase of 26.61 km2 with
respect to scenario 1 (Figure 7). The inundation areas mainly occur in the western and eastern part of
Jakarta. A major cause of this extreme condition is the Cisadane and Citarum rivers (river numbers 1
and 13, respectively), which have larger river discharges than the others. The central part of Jakarta is
relatively unaffected in this scenario due to the small amount of river discharge nearby. As the river
discharge increases, the inundation areas become larger, especially in the eastern part of Jakarta.

To further examine the impacts of river discharge on tidal amplitude, the dominant astronomical
tidal component K1 was chosen to represent the changes in the bay. In scenario 1a, the K1 tidal
amplitude increases only near the river mouths (river numbers 11 to 13) by 0.8% (0.2 cm). In scenario
1b, the K1 amplitude increases by 1% (0.25 cm) in the western and eastern parts (river mouth numbers
1, 11, and 13) and 0.5% (0.125 cm) in the center part (river number 6) of the bay. There is no significant
change for the phase lags in K1 in scenario 1a. In scenario 1b, the phases for K1 advanced, meaning
that high tides would occur earlier than in the reference scenario 1.
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Figure 7. Changes in K1 tidal amplitudes (cm) and inundation areas in Jakarta Bay between scenario
1b and scenario 1. Black dots indicate the inundation area in scenario 1, and red dots indicate the
increased inundation area in scenario 1b. Color contours indicate the changes in K1 amplitude (cm).

Surface current directions in Jakarta Bay are largely westward during flood spring tides. The surface
current pattern changes slightly due to the variations of river discharge (Figure 8). River discharge
strengthens the current magnitude at the eastern part of Jakarta Bay and weakens the current magnitude
at the central and western parts of Jakarta Bay. In scenario 1a, current velocities decrease by 33.33%
(0.1 m/s) at the center of the bay. In scenario 1b, current velocities increase by around 50% (0.2 m/s) at
the center of bay and by around 100% (0.4 m/s) at river mouths (numbers 1, 11, and 13).

Figure 8. Differences in surface current velocity (m/s) and direction under flood condition spring tide
(a) scenario 1a and (b) scenario 1b. Black vectors are for scenario 1, and grey vectors are for scenario
2a/2b. Color contours indicate the change in magnitude (m/s) of the surface current velocity.
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4.3. Impacts of Sea Level Rise on Hydrodynamics

The impacts of sea level rise on the hydrodynamics of Jakarta Bay were tested in scenarios 2a and
2b (Figure 9). In scenario 2a (0.25 m sea level rise), the total inundation areas were 43.37 km2 (10.32%
of the total land area), increasing by 11.01 km2 from the reference scenario 1. In scenario 2b (0.60 m sea
level rise), total inundation areas were 62.04 km2 (14.77% of the total land area), with an increase of
29.68 km2 from the reference scenario 1. The flood areas of Jakarta Bay occurred near the coastal region
from the western to the eastern part.

Figure 9. Changes in K1 tidal amplitudes (cm) and inundation areas in Jakarta Bay between scenario
2b and scenario 1. Black dots indicate the inundation area in scenario 1, and red dots indicate the
increased inundation area in scenario 2b. Color contours indicate the changes in K1 amplitude (cm).

When the sea level rise is 0.25 m (scenario 2a), the K1 tidal amplitude increases by around 1%
(0.25 cm) at the eastern part of the bay (from river numbers 11 to 13) and decreases by about 2% (0.5 cm)
between river numbers 10 and 11. There is a small phase lag change for the K1 component, compared
with that in the scenario 1.

When the sea level rise is 0.60 m (scenario 2b), the increase of the K1 amplitude is about 1%
(0.25 cm) near the coastlines at the eastern part of the bay, which is almost the same as that in scenario
2a. On the other hand, the K1 amplitude decreases between river numbers 10 and 11 by around 3%
(0.75 cm), which is larger than that in scenario 2a. The K1 tidal phase remains almost unchanged.
The K1 tidal amplitude increases with the rate of sea level rise.

The pattern of surface currents remains largely the same as the sea level rises (Figure 10). A greater
rate of sea level rise strengthens the current magnitude in the entire bay, except in the middle part of
the bay. Under a sea level rise of 0.25 m (scenario 2a), current velocities increase by 8.3% (0.025 m/s) in
the entire bay and decrease by 13.33% (0.04 m/s) in the middle of the bay. Under conditions of sea level
rise of 0.6 m (scenario 2b), current velocities would increase by 16.6% (0.05 m/s) near the coastal region
and decrease by 24.9% (0.075 m/s) in the middle of the bay.
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Figure 10. Differences in surface current velocity (m/s) and direction under flood condition spring tide
(a) scenario 2a and (b) scenario 2b. Black vectors are for scenario 1, and grey vectors are for scenario
2a/2b. Color contours indicate the change in magnitude (m/s) of the surface current velocity.

5. Discussion

This research improves the understanding of sea level rise and river discharge effect on the Jakarta
Bay hydrodynamics. As the Jakarta Bay tidal range is no more than 2 m, it can be classified as a
microtidal region. Moreover, it is likely that the other microtidal regions with similar characteristics to
Jakarta Bay will experience the same conditions under the effects of sea level rise. These findings can
be used to assess future hydrodynamic conditions due to sea level rise effects. The projected change of
tidal hydrodynamics and inundation areas in this study will be helpful to adopt sound management
strategies and adaptation plans.

The impacts of the GSW on the Jakarta Bay flooding area are shown in Table 3. To overcome
flooding disasters, the construction of the GSW has been proposed for Jakarta Bay. The construction of
the GSW will slightly increase the maximum tidal range by 0.01 m [1] because of the reduced tidal
prism by 20% and increased tidal choking in the bay.

Table 3. Flooding areas of Jakarta Bay due to sea level rise and river discharge.

Scenarios Flooding Area (without GSW, km2) Scenarios Flooding Area (with GSW, km2)

1 32.36 3 33.47
1a 33.88 3a 36.7
1b 58.52 3b 420.13
2a 43.37 4a 44.05
2b 62.04 4b 63.56

In scenario 3, the total inundation areas of Jakarta Bay are 33.47 km2 (7.97% of the total land area),
increasing by 1.11 km2 from scenario 1. There would be a slight change in flooding area after the GSW
had been constructed.

After the construction of the GSW, a slight change would occur to tidal amplitudes during high
spring tides near the coastline, compared with scenario 1 (Figure 11). Tidal amplitudes would increase
by around 1 cm (2% from scenario 1) at the eastern reservoir. At the western reservoir, tidal amplitudes
near the coastal area would increase by around 3 cm (5.88% from scenario 1) and 1 cm (2% from
scenario 1) near the channel on the left side of the western reservoir. There would no change in tidal
amplitude on the right side of the western reservoir. Tidal amplitudes in the eastern part of the bay
(from river numbers 12 to 13) will decrease by around 1 cm (2% from scenario 1).
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Figure 11. Changes in water elevation (m) between scenario 1 and after the Giant Seawall (GSW)
construction (scenario 3).

5.1. Effects of the Giant Seawall on Sea Level Rise

The effects of the GSW on sea level rise were tested in scenarios 4a and 4b (Figure 12a).
The inundation area in scenario 4a would be 44.05 km2 (10.49% of the total land area in the study
domain), increasing by 10.58 km2 from scenario 3 (the reference model with GSW). In scenario 4b, the
total inundation area would be 63.56 km2 (15.13% of the total land area in the study domain) increasing
by 30.09 km2 from scenario 3. The inundation areas in scenarios 4a and 4b would increase by less than
1% compared with scenarios 2a and 2b. The construction of the Giant Seawall in Jakarta Bay would
need further design improvement to prevent a flooding hazard due to sea level rise. Furthermore,
the implementation of the GSW design should also consider strengthening and increasing the current
seawall height on the shore to prevent sea water overtopping the wall.

Compared with scenario 3, when the sea level rises by 0.25 m in scenario 4a, the K1 tidal amplitude
slightly increases by around 0.2% (0.05 cm) in the eastern reservoir and on the left side of the western
reservoir, and decreases by 0.65% (0.1 cm) near the Cisadane River (river number 1). There are small
phase lag changes for the K1 component near the reclamation island areas outside the western reservoir.

When the sea level rises by 0.60 m in scenario 4b, the K1 tidal amplitude increases by around 0.4%
(0.1 cm) in the eastern reservoir (from river numbers 9 to 11) and by 1.22% (0.3 cm) near the coastlines
inside the western reservoir. The K1 tidal amplitude also decreases by 0.8% (0.2 cm) on the right side of
the western reservoir, the eastern reservoir (from river numbers 7 to 8), and the mouth of the Cisadane,
Keramat, and Citarum rivers (river numbers 1, 12, and 13). There is no significant change of phase lag
for the K1 component.

5.2. Effects of the Giant Seawall on River Discharge

The impacts of a Giant Seawall on river discharge were tested in scenarios 3a and 3b (Figure 12b).
When river discharge is increased 1.5 times (scenario 3a), inundation areas are 36.7 km2 (8.74% of the
total land area in study domain) increasing by 2.82 km2 from scenario 3. The inundation areas in scenario
3a would increase by 0.6% compared with scenarios 1a. The K1 amplitude remains almost the same
in the entire bay. There is a small increase of around 0.42% (0.1 cm) at river mouth numbers 11 and 13.
There are no significant changes in phase lag for the K1 component in scenario 3a compared to scenario 3.

If river discharge is 10 times higher (scenario 3b), all the areas are flooded due to a blocking of
the tidal inflow. Further design improvement is needed for the construction of the GSW to prevent
a flooding hazard due to high river discharge, especially under extreme conditions (25-year return
period). The designed dike height should be increased along the rivers to prevent overland flow from
high river discharge. Protection of the inundation area after construction of the GSW under sea level
rise and high river discharge can be considered in mitigation strategies. Overall, this research will help
to improve coastal management in Jakarta Bay.
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Figure 12. Changes in tidal amplitudes (cm) and inundation areas (red dots) in Jakarta Bay: (a) K1
tidal component between scenario 4b and scenario 1 and (b) K1 tidal component between scenario 3a
and scenario 1. Color contours indicate the changes in amplitude (cm), and the black/white dashed
lines indicate the phase change.

6. Concluding Remarks

The impacts of sea level rise and river discharge on the hydrodynamics of Jakarta Bay have been
investigated using FVCOM. Sea surface level and current data at two field stations were used to
validate the model. The model reproduced tidal elevation and current very well, with statistical skill
parameters of 0.96, 0.96 and 0.88 for elevation, current velocity and direction, respectively. Numerical
experiments were designed to examine the contribution of sea level rise and river discharge to the
changes of hydrodynamics in Jakarta Bay.

The distribution of the amplitudes and phases of diurnal and semidiurnal tides in Jakarta Bay are
quite different to other bays as the bay is located in the Java Sea and near the Sunda Strait. The diurnal
tidal wave moves westward, while the semidiurnal tidal wave moves eastward. Diurnal tides come
from the Pacific Ocean through the Makassar Strait and Mollusca Sea and propagate westward into the
Java Sea. In contrast, semidiurnal tides come from the Indian Ocean through the Sunda Strait and
propagate northward and from the Karimata Strait, propagating southward. The shallow bathymetry
and complicated coastlines contribute to generating the distribution pattern of the tides in the bay.

Future sea level rise and river discharge variations will affect the hydrodynamics and coastal
flooding areas in Jakarta Bay. The increase of river discharge amplifies the tidal components as well as
the inundation areas near the river mouth due to increased fluvial forcing: the K1 amplitude increases
by ~1% (0.25 cm), the current magnitude increases by 100% (0.4 m/s), and the inundation area increases
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by 26.61 km2 under the 10 times of mean river discharge. The rise of sea level increases the diurnal
tidal component due to the increased tidal forcing: when sea level rise is 0.6m, the K1 amplitude
increases by ~1% (0.25 cm) near the coastline and current magnitude increases by 16.6 % (0.05 m/s).
The increasing sea level rise and river discharge would amplify the inundation areas and the tidal
currents due to the increased tidal forcing and the river discharge amounts.

The GSW construction would slightly increase the water level by around 1 cm at the eastern
reservoir due to the reduced tidal prism, while in the western reservoir, the water level would increase
by up to 3 cm. If sea level rise occurs together with flooding, the K1 amplitude would slightly increase
by less than 1% (0.2 cm), due to the reduction of the dissipation effects. The design of the GSW will
need further improvement to prevent flooding hazards in the event of sea level rise and the effect of
high river discharge. Strengthening the current seawall on the shore and increasing the dike height
along the rivers would help to prevent a flooding hazard in Jakarta Bay. The outcome of this research
improves our understanding of the sea level rise and river discharge effects in open type bays.
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Abstract: In northern Europe, beach erosion, coastal flooding and associated damages to engineering
structures are linked to mid-latitude storms that form through cyclogenesis and post-tropical cyclones,
when a tropical cyclone moves north from its tropical origin. The present work analyses the
hydrodynamic forcing and morphological changes observed at three beaches in the north coast of
Northern Ireland (Magilligan, Portrush West’s southern and northern sectors, and Whiterocks), prior to,
during, and immediately after post-tropical cyclone Katia. Katia was the second major hurricane of
the active 2011 Atlantic hurricane season and impacted the British Isles on the 12–13 September 2011.
During the Katia event, offshore wave buoys recorded values in excess of 5 m at the peak of the storm
on the 13 September, but nearshore significant wave height ranged from 1 to 3 m, reflecting relevant
wave energy dissipation across an extensive and shallow continental shelf. This was especially so
at Magilligan, where widespread refraction and attenuation led to reduced shore-normal energy
fluxes and very minor morphological changes. Morphological changes were restricted to upper beach
erosion and flattening of the foreshore. Longshore transport was evident at Portrush West, with
the northern sector experiencing erosion while the southern sector accreted, inducing a short-term
rotational response in this embayment. In Whiterocks, berm erosion contributed to a general beach
flattening and this resulted in an overall accretion due to sediment influx from the updrift western
areas. Taking into account that the post-tropical cyclone Katia produced £100 m ($157 million,
2011 USD) in damage in the United Kingdom alone, the results of the present study represent a
contribution to the general database of post-tropical storm response on Northern European coastlines,
informing coastal response prediction and damage mitigation.

Keywords: wave energy; Hurricane Katia; longshore transport; dissipative
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1. Preamble: Katia Cyclone Description

Hurricane Katia’s formation was instigated by a wide low-pressure system on the 28th of
August 2011, offshore of the western coast of Africa (Figure 1). The low pressure system moved
westward and, on 29 August, acquired sufficient convective intensity to be designated as a tropical
depression when it was located about 695 km southwest of the south westernmost Cape Verde Islands
(https://www.nhc.noaa.gov, accessed on 18 April 2020). The depression moved to the west-northwest
for the next 24 h and gradually strengthened, becoming a tropical storm on 30 August about 787 km
southwest of the Cape Verde Islands. The cyclone maintained a west-northwest trajectory at around
27.8 km h−1 for the next two days and steadily strengthened to reach hurricane intensity on the
Saffir-Simpson Hurricane Wind Scale by 1 September when it was located about 2176 km east of the
Leeward Islands. After achieving hurricane status, Katia turned northwest and continued to strengthen
and reached hurricane category 4 status on 5 September with wind peak intensity of 220 km h−1 and
a central low pressure of 942 mb when the hurricane was located about 870 km south of Bermuda.
Such extreme conditions lasted one day only and the hurricane then slowed down and gradually
turned north-east on 9 September (Figure 1). After this, the wind field expanded and weakened.
When Katia was located about 650 km northwest of Bermuda, it turned toward the east-northeast and
increased in speed, to approximately 92 km h−1, arriving over the cold sea-surface temperatures (22 ◦C)
of the North Atlantic Ocean. The combination of cold water and strong vertical wind shear favoured
the quick transition from a hurricane status into a powerful post-tropical low-pressure system by 1200
UTC 10 September when it was located about 463 km south-southeast of Cape Race, Newfoundland.
On 11 September, Katia cyclone, a large and powerful post-tropical storm, turned north-east towards
the northern British Isles with an average velocity of 85 km h−1. The post-tropical cyclone reached the
northern coast of Scotland on 12 September and produced sustained gale-force winds across most of
the British Isles and hurricane-force wind gusts in Scotland, Northern Ireland, and northern England
with average wind speed from 101 to 188 km h−1 with peak values of 212 km h−1 recorded in North
Wales. On the 13 September the cyclone continued north-eastward and dissipated over the North
Sea. In Europe, the post-tropical cyclone Katia impacted numerous locations, downing trees, bringing
down power lines, and leaving thousands without electricity. In the United Kingdom the storm was
responsible for two deaths and caused approximately £100 m ($157 million 2011 USD) in damage [1].

 

Figure 1. Track of Katia cyclone obtained from NOAA [1].
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2. Introduction

Coastal development continues to increase and some 50% of the world’s coastline is currently
under pressure from excessive development [2,3], mainly in the form of tourism, one of the world’s
largest industries [4,5]. In Europe, the rapid expansion of urban artificial surfaces in coastal zones
during the 1990–2000 period [6], has occurred in the Mediterranean and South Atlantic areas, namely
Portugal (34% increase) and Spain (18%), followed by France, Italy and Greece. Ireland, a more
peripheral holiday beach destination, has also had significant development of urban artificial surfaces
in the coastal zones. In Northern Ireland, in 2018, 2.8 million visitors and over 2 million Northern
Ireland residents took an overnight trip to the region, spending an unprecedented £968 million,
£42 million more compared with 2017 [7].

Activities related with tourism can be significantly affected by the impacts of storms and hurricanes,
producing damages to recreational and protective structures, with associated reduction of beach width
and general aesthetics [8]. Over the past century, several storms and hurricanes have caused vast
economic loses along with large numbers of deaths along the world’s coastlines [9]. According to
Dolan and Davis [10], the most powerful storms that have struck the Atlantic coast of USA, occurred
on the 7–9 March 1962 (the “Ash Wednesday” storm), 7–11 March 1989, and on the 28 October–1
November 1991 (the “All Hallows’ Eve”).

Morton and Sallenger [11] investigated hurricanes and tropical cyclones that impacted the Gulf
of Mexico and the Atlantic coast of USA, evaluating damages and washover penetration linked to
hurricanes Carla (1961), Camille (1969), Frederic (1979), Alicia (1983) and Hugo (1989). According to
Sallenger [12], the greatest coastal changes are recorded when the beach system completely submerges
in an inundation regime: it can take place locally on a barrier island, incising a new inlet, as happened
during Hurricane Isabel (2003) in North Carolina, Charley and Ivan in Florida (2004), and Katrina
(2005) in Alabama. Additionally, inundation can submerge tens of kilometres of coast as occurred on
the Bolivar Peninsula (TX, USA) during hurricane Ike (2008) and in Louisiana during Rita and Katrina
events in 2005.

In northern Europe, damages to coastal structures, beach erosion and flooding inundation are
often associated with mid-latitude (or extratropical) storms that form through cyclogenesis in the
mid-latitude westerly wind belt and, secondly, post-tropical cyclones that form when a tropical cyclone
moves north from its tropical origin [13].

In terms of the effects of mid-latitude storms, Bonazzi et al. [14] reconstructed spatial maps of
peak gust footprints for 135 of the most important damaging events in 15 European countries in the
past four decades, i.e., 1972–2010. The most important storms were 87J, Daria, Vivian, Anatol, Lothar,
Martin, Erwin/Gudrun, Kyrill, Emma, Klaus and Xynthia. They observed 64% of events used in
their analysis occurred during North Atlantic Oscillation positive phase (NAO+) months and their
inter-annual variability, described by the NAO, modulated the main orientation of the storm tracks
and the frequency of storm events.

On the Atlantic edge of Europe, Anfuso et al. [15] characterized, using the Storm Power Index [10],
the distribution of storms in the Gulf of Cadiz during the 1958–2001 period and, highlighted particularly
stormy years, e.g., years characterized by more storms and extended storm durations. Rangel-Buitrago
and Anfuso [16] and Anfuso et al. [15] also observed the most powerful stormy years in Cadiz occurred
every 5–6 years (e.g., in 1995–1996, 2002–2003, 2009–2010) with a 7–8-year periodicity recorded by
Ferreira et al. [17] and Almeida et al. [18] in Faro (Southern Portugal).

The energetic conditions recorded in the Cadiz Gulf area during the 1995–1996 period also
corresponded with similar weather conditions observed over the same period in Wales (UK) by
Phillips [19] and Phillips and Crisp [20]. Dodet et al. [21] highlighted a highly unusual sequence
of extratropical storms over the 2013–2014 winter period along Europe’s Northeast Atlantic region,
incorporating wave analysis over the period 2002–2017 for the northwest of Ireland, the Bay of Biscay
and west of Portugal and beach erosion/recovery in five beaches in SW England, Brittany and the Bay
of Biscay (France) that were surveyed on a monthly basis for more than 10 years. That winter recorded
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the most energetic conditions along the Atlantic coast of Europe since at least 1948 [22] resulting in
most of western Europe’ coastlines being severely impacted [23–25] albeit with the exception of beaches
in NW Northern Ireland (this field site).

Santos et al. [26] examined waves around UK that exceeded the 1 in 1-year return level analysed
from 18 different buoy records for the period from 2002 to mid-2016, de-clustered into 92 distinct storm
events. The majority of events were observed between November and March, with large inter-annual
differences in the number of events per season associated with the West Europe Pressure Anomaly.
The 2013/2014 storm season represented an outlier in terms of the number of wave events, their
temporal clustering and return levels.

The strength and position of extratropical cyclones is influenced largely by the pattern of
atmospheric circulations over the North Atlantic Basin, which, in turn, are reflected in the signal and
strength of the North Atlantic Oscillation Index [27]. However, Atlantic tropical cyclones that move
northward from the tropics and undergo extratropical transition may also cause high-impact weather
events in Western Europe [28]. Tropical cyclones generated in the Atlantic basin drift westward at
tropical latitudes within the easterly Trade winds, and migrate northward affecting the east coast
of the US. Usually once every 1–2 years, these cyclones move eastward undergoing extratropical
transition and reach western Europe as post-tropical storms often with hurricane force-winds [29].
In Northwest Ireland, the earliest reported high-magnitude event was the ‘Night of the Big Wind’,
which was probably the tail-end of a hurricane reported in January 1839. Cooper and Orford [30]
described the occurrence and impacts of post-tropical cyclones on the British Isles using historical and
contemporary information. Examining the period between 1922 and 1998, they identified nine major
tropical cyclones that traversed the Atlantic and impacted the British Isles. MacClenahan et al. [31]
identified Hurricane Debbie (September 1961) as the largest storm that impacted Ireland during the
second half of the 20th Century. Recently, Guisado-Pintado and Jackson [32,33] described the effects of
the post-tropical Storm Ophelia (2018) and Storm Hector (2019) in Ireland’s NW Donegal coast.

The post-tropical cyclone Katia impacted the British Isles during the 12–13 September 2011 causing
£100 m ($157 million, 2011 USD) in damage. The present work analyses what, if any, morphological
changes occurred during the Katia cyclone in three beaches in the north coast of Northern Ireland,
taking into account that storm-induced waves persisted until the 15 September, a couple of days after
the cyclone dissipation. The importance of the present study lies in the necessity of understanding and
predicting morphological changes associated with the impacts of hurricanes and intense post-tropical
storms that, while infrequent, can sometimes have significant impacts on exposed coastal areas of the
British Isles and cause relevant economic losses [30]. The behaviour of these coastal systems can be
greatly affected in the future due to observed and modelled changes in frequency and intensity of
extreme storms, and particularly the poleward migration of the maximum intensity of tropical cyclones
as a result of global climate changes [34]. There is also concern that a possible change in hurricane
tracks could lead to such destructive events impacting more frequently Southern European coasts,
resulting in potentially more dramatic responses [35,36]. The results of the present study contributes
to our understanding of beach and coastal response to post-tropical storm events along the coast of
Northern Ireland and adds information to the general database of storm response on coastlines of this
nature, informing damage mitigation and coastal response prediction.

3. Study Area

This paper examines the morphological change in three sandy beach sites, Magilligan Strand,
Portrush (West Strand) and Whiterocks (eastern section of Curran Strand) (Figure 1, Table 1).
These beaches are located on a high wave energy, microtidal, 20 km section of Northern Ireland’s
northern coastline [37,38]. Magilligan Strand, the most westerly beach studied, is part of a 10 km long,
dissipative beach that stretches from Magilligan Point in the west to Downhill in the east. The area
of beach monitored at Magilligan has been accreting since 1980 [39] and is backed by large dunes,
approximately 10 m in height, which are densely vegetated with Ammophila arenaria.
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Table 1. Main attributes of selected sites.

Site Name
Location

Sand Grain
Size (mm)

Beach Slope
(tan β)

Tidal Range
(m)

Beach Type Local Geomorphology

Magilligan 0.17 0.0375 1.6 Intermediate to
dissipative

Extensive dune systems, tidal inlet,
sand ridge plain

Portrush
northern 0.186 0.0320 1.5 Dissipative Modified dunes, human modification

(sea wall) along coastline
Whiterocks 0.197 0.0352 1.5 Intermediate Extensive dune system behind beach

West Strand (Portrush) is an 850 m long, concave shaped beach bounded by basalt headlands to
the northeast and southwest. Two sectors have been investigated within this pocket beach, one at the
northern and one at the southern part and respectively noted as ‘Portrush southern’ and ‘Portrush
northern’ sectors. The beach has undergone significant development beginning in 1825 when a jettied
harbour was constructed against the north eastern headland [40]. In the 1960s, a promenade and car
park were constructed on the dune complex behind the beach and a recurved seawall constructed on
the back beach replaced the natural foredune. This development resulted in significant lowering of the
beach surface elevation [41].

Whiterocks beach is located at the easternmost extremity of Curran Strand and is the most easterly
study site investigated. Curran Strand is a 3 km long beach constrained by a basalt headland to the
west and chalk cliffs to the east. The beach is convex in shape due to the sheltering effect of the Skerries
islands located approximately 1.5 km offshore, however wave refraction around the islands produces
high energy waves at the eastern extremity of the beach. The section of beach monitored at Whiterocks
is backed by chalk boulders and a single steep vegetated foredune ranging from 6–25 m in height
behind which a golf course has been constructed.

High-resolution multibeam bathymetric data for this coastline, collected in the framework of
the Joint Irish Bathymetric Survey completed in September 2008, demonstrates an irregular and
dynamic configuration of the continental shelf and shoreface of the North Coast of Northern Ireland,
with tidal banks and sand waves indicating complex flow patterns and active sediment transport
pathways (Figure 2). The substratum of the shelf and shoreface of this coastal area is predominantly
composed of fine to medium sand sediments, with most exposed bedrock and stony outcrops close to
the shore [42]. A wide and relatively flat shoreface extends for over 6 km with depths of less than 15 m
offshore Magilligan beach, flanked by the Tuns Bank, a large ebb-delta associated with the Foyle River.
The shoreface of Portrush beach is much narrower and steep, with a relatively linear configuration and
reaching depths in excess of 18 m approximately 1.2 km seaward of the beach. The offshore shelf and
shoreface at Whiterocks presents a complex configuration, influenced by the presence of the Skerries
islands and their influence on wave, tidal and sediment transport fluxes. The most exposed section
of Whiterocks shoreface is relatively similar to Portrush beach, reaching depths in excess of 20 m
approximately 2 km seaward of the beach.
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Figure 2. Location map with used grid for wave propagation and offshore buoys.

4. Methodology

A beach monitoring program was undertaken to investigate the impacts of storm Katia by
surveying beach morphology before, during and after the storm. Surveys were conducted at Magilligan
from 7 to 14 September 2011 while surveys at Portrush West Strand (at two sectors) and at Whiterocks
beach took place between the 12 and 15 September 2011. Beach morphological changes were determined
through topographic surveys extending from the back beach to low water level using a differential
GPS (Trimble 4400) with 1–3 cm accuracy. Survey data were used to quantify the impact of Katia on
beach morphology and volumetric changes at each sector. Cross-shore profiles were also extracted and
their vertical morphological variability analysed to identify the main active zones [43,44].

Morphological and volumetric variations were compared with nearshore wave forcing to assess
the process-response relationships in the monitored beaches, using the nearshore wave power, wave
steepness and alongshore wave energy flux. These parameters have been extensively used for
exploring morphological changes in wave-dominated beaches and found to be relevant indicators
to understand beach erosion and accretion [45]. Here, we computed wave forcing indicators based
on shallow water wave parameters obtained from high-resolution nearshore wave modelling using
SWAN [46,47]. SWAN was implemented using a nested modelling scheme and forced in the western
and northern boundaries with observed wave parameters measured at the M4 offshore buoy (55◦
N, 10◦ W), maintained by the Irish Marine Institute, and the Blackstones buoy (56◦03’ N, 7◦03’ W)
operated by CEFAS (Figure 2). Waves were initially propagated over a large-scale computational grid
with a resolution of 250 m and using the 2018 EMODnet bathymetry dataset [48] that extended from
the buoy locations all the way into the north coast region (Figures 2 and 3a), in order to obtain the
boundary conditions for a finer resolution run focused on the study area (Figures 2 and 3b). The model
was run with an hourly timestep from 00:00 on the 7 September 2011 to 23:00 on the 16 September
2011. The nested nearshore wave runs were performed using a 5 m high-resolution computational
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domain, implemented with a detailed bathymetric grid based on JIBS multibeam dataset for the
North Coast (Figure 2). The nearshore runs were performed for the exact same time period indicated
above, using wave spectra obtained from the large-scale run. The nested runs considered variable
water levels obtained from the hourly records of Portrush Tide Gauge. SWAN was implemented
in third generation, 2D stationary mode, using a JONSWAP spectral shape to represent the wave
field, directional discretization in regular classes of 5◦ and frequency discretization in 33 logarithmic
distributed classes between 1 and 0.03 Hz. Following Loureiro et al. [49] and Matias et al. [50], SWAN
runs used default parameters for wave growth, whitecapping dissipation, depth-induced breaking
according to the β-kd model for surf-breaking [51], triad and quadruplet wave-wave interactions.
Outputs from SWAN provided wave conditions for the nearshore area in each survey site, extracted
for a single point in front of the beach in 4 to 5 m water depth.

Figure 3. Modeled wave heights (m) for peak offshore storm conditions (a) and nearshore wave
heights (m) (b) during above offshore wave conditions.

Based on SWAN outputs, wave forcing indicators for analyzing process-response relationships
were computed assuming the shallow water approximations for linear wave theory following
Komar [52]. Wave power (Ps) provides an indication of the rate at which energy is transferred
by moving waves and is widely recognized as an important parameter for exploring wave-induced
morphological change in sandy beaches (e.g., [45,52]). Wave power was computed according to:

Ps = ECg (1)

where E is wave energy, computed according to:

E = (1/8) ρ g Hs
2 (2)
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where ρ is water density (1025 kg/m3), g gravitational acceleration (9.81 m/s) and Hs is nearshore wave
height. Wave group velocity (Cg), was also obtained using the shallow water approximation:

Cg =
√

g h (3)

where h is the water depth. Wave steepness (Ls) was determined according to:

Ls = T
√

g h (4)

where T is the nearshore wave period.
Recognizing the importance of wave direction in combination with wave energy in driving

longshore sediment transport and alongshore variable morphological changes during energetic
conditions, particularly along indented or embayed coastlines (e.g., [45,53]), the alongshore component
of the wave energy flux was also computed according to Komar’s [52] approximation, given by:

Pl = Ps sin αb cos αb (5)

where αb is the wave breaking angle, determined according to the nearshore wave direction and
beach orientation.

Wave steepness, obtained from the ratio of wave height (Hs) with wave length (Ls) was also
computed for analyzing process-response relationships, considering the established association among
high steepness waves (H/L > 0.02), offshore sediment transport and beach erosion in contrast to
low steepness waves (H/L < 0.02), that are associated with onshore sediment transport and beach
accretion [54].

5. Results

5.1. Wave Energy Spatial and Temporal Distribution

Wave conditions differed significantly between the offshore location where the wave records
were obtained in the western coasts of Ireland and Scotland, and the nearshore areas adjacent to the
monitored sites on the north coast of Northern Ireland (Figure 3).

Storm waves generated by the Katia post-tropical cyclone lasted until the 15 September, two days
after the cyclone dissipated. Significant wave heights ranged from 1 to 3 m in the nearshore region, while
offshore the wave buoys recorded values in excess of 5 m at the peak of the storm on 13 September 2011.
Significant wave attenuation across the wide and irregular shelf and shoreface of Northern Ireland is
evident from the exposed open ocean locations of the buoys to the relatively sheltered north coast area
(Figures 2 and 3a,b). Considering in higher detail the variability within the north coast high resolution
grid (Figure 3b), it is observed that wave heights also change significantly between the western, more
protected area, towards the eastern more exposed one. Water levels recorded during the storm at
Portrush’s tidal gauge and modelled wave characteristics in each investigated site are presented in
Figure 4. Maximum water levels were recorded on the 13 September 2011 (Figure 4a), with a storm
surge effect ranging between 0.2 and 0.5 m induced by the low atmospheric pressure during the passage
of the storm on the 13 September. Nearshore wave heights, even during the most energetic period of
the storm, recorded between the 13 and 14 September and shown in Figures 3 and 4b, are relatively low,
ranging from around 0.8 m in Magilligan to around 1.6 m in Portrush.
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Figure 4. Water levels (a) at the Portrush tide gauge were reported as values above Ordnance
Datum Malin (equivalent to Mean Sea Level). Wave height (b), wave steepness (c), wave power (d),
wave direction (e) and alongshore wave energy flux (f) at different investigated sites.

This pattern is confirmed by the comparison of the time series for the different sites of interest;
wave heights during storm Katia were not considerably high, having undergone significant attenuation
and dissipation as they propagated through the shallow and irregular shelf of the north coast of Ireland.
This is particularly noticeable for Magilligan, fronted by a wide and shallow shoreface, and Whiterocks,
partially protected by the Skerries islands, while the more exposed Northern and Southern sectors
of Portrush experienced more energetic conditions. Wave steepness (Figure 4c) displays significant
spatial variability, while temporal changes largely reflected the variation in wave height during the
surveyed period (Figure 4b). Lowest values were recorded in the most sheltered location, Magilligan,
where the steepness ranged from ca. 0.002, during less energetic conditions (i.e., 11–12 September) to
ca. 0.007 during more energetic conditions (i.e., 8–10 and 13–15 September periods). Steeper waves
were observed at Portrush southern sector (Figure 4c), with values of ca. 0.015 and 0.025 for less and
more energetic conditions, respectively. Such an increase in wave steepness, on the order of 0.05,
from lower to moderate steepness conditions, was also observed in the other study sites (Figure 4c).

Spatial and temporal variability in wave power also reflected the changes in nearshore wave
height, with distinct differences recorded among the different surveyed locations. The lowest values
were observed at Magilligan whilst the highest were found at Portrush southern sector (Figure 4d).
The dependence of nearshore wave power on water depth is particularly evident in Portrush southern
sector, with clear temporal variation associated with the tide-induced changes in water level during
the most energetic wave conditions. The influence of wave direction on morphological changes
experienced in the four beaches during the storm, explored through the angle of approach and
alongshore wave energy flux, indicate that relevant southward fluxes were experienced in the
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more exposed Portrush Northern and Southern sectors, while at Whiterocks alongshore fluxes were
easterly directed. In Magilligan, waves arrived fully refracted and shore normal, inducing negligible
alongshore wave energy fluxes (Figure 4e,f).

5.2. Morphological and Volumetric Beach Changes

5.2.1. Magilligan

During the 7–10 September 2011, the beach showed limited elevation changes (on the order of
5–10 cm), which were largely uniform along both the cross-shore, i.e., along the dry beach and the
foreshore and the longshore direction (Figure 5a). Volumetric variation indicates some general beach
erosion (Table 2). The survey carried out on the 14th, i.e., after the most energetic waves impacted
the beach (Figure 4b,d), showed longshore uniform erosion in the dry beach, with vertical erosion of
ca. 10 cm, and an equivalent accretion at the central part of the beach according to a beach pivoting
mechanism. Volumetric changes reflected a general, very small, accretion (Figure 5b, Table 2), with an
alongshore uniform pattern consistent with the shore normal waves that impacted this beach during
the storm (Figure 4e,f).

 

Figure 5. (a) Profile 2 evolution and (b) 3D morphological changes at Magilligan.

Table 2. Volumetric variation (m3) between surveys and at the end of the monitoring program.

Location/Date 7 to 9 September 9 to 10 10 to 11 11 to 14 Whole Period 7th to 14th

Magilligan −184.3 +82.9 +20.7 +50.9 +64.4

Location/date 12 to 13 September 13 to 14 14 to 15 - Whole Period 12th to 15th

Portrush southern −1.1 +512.3 −226.9 - +123.9
Portrush northern −432.6 +253.5 +9.5 - −233.3

Whiterocks +316.5 +158.6 +109.2 - +623.2

5.2.2. Portrush, Southern Sector

During the initial phases of the storm, the beach presented very small morphological and
volumetric changes (Figure 6 and Table 2) with a shore normal directed energy flux (Figure 4f).
A uniform accretion along the cross-shore profile of ca. 10 cm was recorded on the 14 September
(Figure 6a) and corresponded with a volumetric increase of 512.3 m3 (Table 2). This was linked to
the sediment supply from the Portrush northern sector due to northerly approaching waves that
induced a southward directed flux (Figure 4f). During the last stages of the storm, approximately
5 cm of vertical erosion was observed in different parts of the profile, especially in the central and
lower parts (Figure 6a and Table 2) probably due to the reduction of sediment inputs availability from
the northern sector. Overall, from the 12 to 15 September, the beach presented a vertical accretion of
10–15 cm especially in the central-upper part (Figure 6b) associated with a volumetric accretion of
123.9 m3, likely due to sediment supplied from the northern sector that recorded erosion (Figure 7).
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The uppermost part of the beach showed different behavior, as its dynamic is strongly affected by a
backing concave concrete seawall.

 

Figure 6. (a) Profile 2 evolution and (b) 3D morphological changes at Portrush Southern Sector.

 

Figure 7. (a) Profile 2 evolution and (b) 3D morphological changes at Portrush Northern Sector.

5.2.3. Portrush, Northern Sector

The main morphological and volumetric changes were recorded in the first stages of the storm,
i.e., on the 13th September (Figure 7a and Table 2). A well-developed berm, 20–30 cm in height present
along the whole sector investigated, was completely eroded with a sediment loss of approximately
432.6 m3 (Table 2). The berm was essentially transported southward to feed the southern sector of this
pocket beach and, to a lesser extent, the middle and lower part of the profile (Figure 7a). This is the
result of a relevant (2000 N/s) southward directed wave energy flux, forced by northerly approaching
waves observed during that period (Figure 4e,f). In the following surveys only very small changes, of
few centimetres, were observed. Overall, the beach recorded 30–35 cm of vertical erosion (Figure 7a,b)
along the upper part, through the erosion of the berm, which corresponded to a volumetric change of
−233.3 m3 (Table 2).

5.2.4. Whiterocks

Prior to the storm, the beach presented a well-developed berm, ca. 30–40 cm in height (Figure 8a).
During the first stages of the storm, on the 13 September, relevant morphological changes took place
linked to the erosion of the berm and the landward and seaward transport of the eroded sand according
to a process of beach flattening—but no net erosion was recorded (Table 2), this indicating a supply of
sediments from the western part of Curran strand driven by eastward alongshore wave energy fluxes
under low energy westerly approaching waves (Figure 4e,f). No relevant morphological changes
took place in following days and accretion was recorded along all the profile (Figure 8a and Table 2).
Overall, at the end of the storm, the beach recorded a volumetric accretion of 632.2 m3 visible on the
dry beach and at the lower foreshore (Figure 8b).
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Figure 8. (a) Profile 2 evolution and (b) 3D morphological changes at Whiterocks.

6. Discussion

The Northern and Western coasts of Ireland are classified as high-energy coastlines and are often
affected by energetic storms and the tail-end of a small number of Atlantic Hurricanes [32,33,55–57].
The effects of some of these events have been described by different authors [32,55–60], but the specific
impacts of a recent post-tropical cyclone on Northern Irish beaches have not been investigated so far.

Coastal morphological changes investigated in this paper were related to the effects of the
post-tropical cyclone Katia that impacted the coast of Northern Ireland from the 12 to the 15 September
2011 with sustained winds of ca. 95 km h−1 and offshore waves in excess of 5 m in height. The cyclone
originated as a tropical depression over the eastern Atlantic on 29 August, strengthened into a tropical
storm the following day and than developed into a hurricane by 1st September, becoming a Category
4 hurricane with winds of 225 km h−1 by 4 September moving eastward towards the east coast
of USA and downgraded to a post-storm cyclone one day before reaching the British Isles on the
12–13 September 2011.

The earliest reported high-magnitude event in the Northwest of Ireland was the ‘Night of the Big
Wind’, which was probably the tail-end of a hurricane that hit Ireland in January 1839. More recently,
an analysis of instrumental storm records since the 1950s [60], identified Hurricane Debbie as the
largest storm that impacted Ireland during the second half of the 20th Century [31,60,61]. Hurricane
Debbie moved west across the Atlantic still maintaining hurricane-force winds and affecting Ireland
in September 1961, with winds of up to 181 km h−1 for more than 5 h along the west of Ireland [60].
Furthermore, Guisado-Pintado and Jackson [32,33] mentioned the effects of Hurricane Charley (1986),
which was considered a post-tropical storm when it reached the south coast of Ireland, and described in
detail the effects of the extratropical storm Ophelia. This event, re-classified as a “post-tropical” storm
but being previously a Category 3 hurricane [61], reached the western coast of Ireland on the 16 October
2017, triggering a nationwide severe weather warning and causing substantial coastal flooding.

During storm Katia, offshore wave buoys recorded values in excess of 5 m at the peak of the event
but nearshore significant wave height ranged from 1 to 3 m, reflecting relevant wave energy reduction
linked to a variety of dissipation processes, that is: although offshore conditions in the exposed Atlantic
section of the coast were very energetic, when waves propagate and refract to reach the study areas
(Figure 2), they dissipate significant amounts of energy due to bottom friction, refraction and diffraction
along the wide, shallow and irregular shelf and shoreface, and indented coastline [56]. This was
particularly noticeable at Magilligan, as this area is protected towards the west by a resistant rocky
headland and the shoreline is situated on the lee side of the Innishowen Peninsula that prevents the
arrival of large amounts of wave energy from the SE, SW or NW quadrants [57]. Finally, at Magilligan,
because of the wide shoreface adjacent to it and its long-term association with a large ebb-delta
(Tuns Bank), bottom friction dissipation and refraction are more significant than at other sites examined
here and the waves arrived almost perfectly shore parallel. This leads to a very small angle of approach
and minimal alongshore wave energy fluxes. As a result, at Magilligan, there was limited wave forcing
over the whole period, both in terms of wave height and power, but also reduced wave steepness
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and almost insignificant alongshore fluxes. Specifically, with respect to other locations, wave power
observed here was the lowest (i.e., 5 × 103 kW m−1 during the peak of the storm), much smaller
than what was observed during the last phases of Ophelia storm (20 × 103 kW m−1) [32]. As a result,
only minor morphological changes were recorded at Magilligan with erosion of the upper beach and
flattening of the foreshore, a trend similar—but with much smaller vertical morphological variations—to
the one observed at Five Finger Strand in NW Ireland [32].

Less significant nearshore wave refraction favoured higher (compared to Magilligan) wave height
and wave power values in Portrush and Whiterocks. Wave power ranged from 10 to 20 × 103 kW m−1

and presented a clear longshore component, predominantly southward at both Portrush sectors and
eastward at Whiterocks. Hence, longshore transport was evident at Portrush sectors that are included
within a morphological sediment cell [9] enclosed by a harbour, in the northern end, and a headland in
the southern end. The northern sector presented erosion while the southern sector accreted, probably
from a point of pivoting in beach planform located in between the two sectors as observed at other
morphological cells [9,62], which is consistent with a short-term rotational response identified in small
embayments in various other settings [63–65] and in other studies of large embayed beaches [66–68].

At Whiterocks, a trend similar to the one noted at Portrush was observed. Berm erosion took
place by means of a general beach flattening and this resulted in an overall accretion due to an influx of
sediment from the western section of the beach.

Overall, storm Katia produced relatively limited impacts on the beaches of the north coast of
Northern Ireland. This was also noted by Guisado-Pintado and Jackson [32] and Cooper et al. [56] that
indicated that, to have a relevant impact on dissipative beaches of Northern Ireland, storms need to be
directed onshore and coincide with high tide, rendering storm duration and offshore intensity of less
importance. Katia, which reached approximately 96 km h−1 presented much lower intensity that Debbie
(181 km h−1), but was marginally higher than Ophelia (gusts of 74 km h−1) and had a longer duration
than the previous events. This was not reflected in terms of morphological changes since during
Katia the storm track and prevailing wind directions, which are relevant aspects in determining storm
damages [23], were from the SW and W directions, while the beaches investigated are mainly exposed
to N, NW and NE quadrants. Interestingly, this was also the case for previous hurricane/post-tropical
cyclones Debbie and Ophelia. As observed by Cooper et al. [56], Northern Irish coasts facing NE and
N are more susceptible to lower magnitude and longer duration storms, characterised by short sea
waves, from a northerly direction. Further, as reported by Cooper et al. [56] and Guisado-Pintado
and Jackson [32,33] and confirmed by this study, morphological changes produced on the coast were
very localized and dependant on nearshore wave propagation driving cross and alongshore energy
fluxes, since the volume and direction of transport during storm impact was highly site-specific.
A similar trend, i.e., changes in the direction of longshore transport and morphological and volumetric
(positive/negative) modalities of beach response to storms impacts, was recorded in SW England during
the 2013–2014 storm winter season [69]. At Magilligan and Whiterocks, erosion processes did not
greatly affect the dry beach and did not impact at all on the frontal dunes since this depends on storm
peak coincidence with high tidal levels [32,56,65]. As observed by Cooper et al. [56] at Magilligan,
the formation of the local dune escarpment is relatively rare and is typically associated with storms that
occur at or close to high tide, with predicted tidal elevations of 2.1 m (high spring tide). During Katia
storm, maximum water elevation was 1.4 m (high neap tide). The upper beach in Portrush, which
is backed by a concrete concave seawall, experienced more relevant vertical changes, especially at
the southern sector where the upper beach connects directly with the seawall and the backshore
is inexistent.

7. Conclusions

Despite offshore wave buoys values in excess of 5 m wave height at the peak of the post-tropical
cyclone Katia on the 13 September 2011, nearshore significant wave height ranged from 1 to 3 m.
This was due to the dissipation processes experienced by waves as they propagate and refract along
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a shallow and irregular shelf and shoreface to reach the studied coastal sectors. Such propagation
process produced a very small angle of approach and minimal alongshore wave energy fluxes at
Magilligan and, as a result, this location only recorded minor morphological changes with erosion of
the upper beach and flattening of the foreshore. More limited nearshore wave refraction favoured
higher waves at Portrush and Whiterocks, leading to increased wave power with a clear longshore
component, ranging from southward at both Portrush sectors to eastward at Whiterocks. Longshore
transport at Portrush favoured erosion in the northern sector and accretion in the southern sector,
which is consistent with a short-term rotational response. At Whiterocks, a trend similar to the one
noted at Portrush was observed, i.e., an overall accretion due to an influx of sediment from the western
section of the beach.

Katia post-tropical cyclone, as other similar events—e.g., hurricane Debbie and post-tropical
cyclone Ophelia, produced moderate impacts in the beaches investigated because the storm track and
prevailing wind directions were from the SW and W directions, while the monitored beaches are mainly
exposed to N, NW and NE quadrants. Overall, it is not possible to predict a general and homogeneous
response of the north coast of Northern Ireland to such kind of events because morphological changes
produced are very site-specific and dependant on water level during the storm and, especially, wave
transformation across the shelf and shoreface that controls the volume and direction of sediment
transport and hence, beach morphological response.
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Abstract: This paper addresses the tsunami propagation and subsequent coastal areas flooding
by means of a depth-integrated numerical model. Such an approach is fundamental in order to
assess the inundation hazard in coastal areas generated by seismogenic tsunami. In this study we
adopted, an interdisciplinary approach, in order to consider the tsunami propagation, relates both to
geomorphological characteristics of the coast and the bathymetry. In order to validate the numerical
model, comparisons with results of other studies were performed. This manuscript presents first
applicative results achieved using the weakly dispersive Boussinesq model in the field of tsunami
propagation and coastal inundation. Ionic coast of Sicily (Italy) was chosen as a case study due to
its high level of exposure to tsunamis. Indeed, the tsunami could be generated by an earthquake
in the external Calabrian arc or in the Hellenic arc, both active seismic zones. Finally, in order to
demonstrate the possibility to give indications to local authorities, an inundation map, over a small
area, was produced by means of the numerical model.

Keywords: tsunami propagation; tsunami flooding; sicilian coast; coastal hazard

1. Introduction

In the study of the tsunami propagation phenomenon is very important to model the wave
frequency dispersion because of its significant role during wave transformation from deep to
intermediate waters. During the propagation to the shore, dispersive waves refract, shoal, due to
coastal bathymetry morphology. Long waves have an high impact on surf-zone dynamics, sediment
transport and beach erosion. In the Mediterranean sea, the effects of tsunamis on the coasts could
be similar to the effects of large storms [1,2] and the detailed modeling of the shoreline movement is
important in order to avoid big uncertainties [3]. Tsunamis are huge waves generated by earthquakes,
submarine volcanic eruptions or landslides. In very deep oceanic waters tsunami do not dramatically
increase in height. But as the waves travel onshore, they increase in height as the bathymetry gradually
decrease, becoming potentially destructive (e.g., the tsunami in Indian Ocean in December 2004,
or in Japan in March 2011). Usually the tsunami were modelled as solitary waves and obliviously
the shoaling, breaking, and run-up are phenoma of major interest for researcher [4–9]. The high
computational power of modern computers and parallel computing make it possible to solve more
and more complex fluid dynamics problems. Indeed, it is possible to solve 3D Reynolds Averaged
Navier–Stokes (RANS) equations and use methods like Smoothed Particle Hydrodynamics (SPH) or
Volume Of Fluids (VOF) [10–12]. Unfortunately, 3D tsunami modeling requires high computational
efforts that are not consistent with practical purposes. To overcome this problem we used the weakly
dispersive model described by [4,13]. This kind of approach, also called the non-hydrostatic Non
Linear Shallow Water Equations (NLSWE) method, usually solves, in the horizontal coordinates and
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time, free surface motion with a single value function. This requires a much lower vertical resolution
than 3D methods. Moreover, the used model has an accurate modeling technique of wetting/drying
processes [4,13]. The Western Ionian area, due to the clash between the African and Eurasian tectonic
plates, is exposed to a high seismic risk causing possible tsunamis whose origin is directly related to
earthquakes. In particular, the Greek and Italian (Calabrian and Sicilian ones) coastal areas are among
the most exposed sites to such a hazard. These coastal areas, have a strong anthropization which makes
them more vulnerable [14]. In order to plan actions useful for risk mitigation, it is necessary to produce
flooding and exposure maps that can be used for prevention and protection purposes. In the last
decades, due to the recent tsunami disasters, researchers developed numerical models of increasingly
quality. Ref Samaras et al. [15], to simulate the effects of a tsunami striking the Greek and Sicilian coasts,
used two-dimensional Boussinesq equations with a high order of approximation. Ref Schambach
et al. [16] used a non-hydrostatic three-dimensional model coupled with a non-linear and dispersive
two-dimensional model to simulate the propagation of a tsunami on the coast, generated by the
earthquake struck the city of Messina on 28th December 1908. Ref Mueller et al. [17] used, instead,
the well-known Cornell Multi-grid Coupled Tsunami model (COMCOT), which solves the NLSWE
in spherical and Cartesian coordinates, to analyze the effects of scenarios of a flood near the Maltese
coasts. The same two-dimensional model was adopted by [18] to examine the characteristics of an
earthquake-induced tsunami in the south of the province of Bali (Indonesia). In this paper, we present
preliminary results regarding hypothetical strike of an earthquake induced tsunami on Sicilian coast.
Furthermore, an inundation map, over a very small area, was produced by means of the weakly
dispersive Boussinesq model [4,13].

2. Materials and Methods

Many Mediterranean coastal areas are potentially exposed to the tsunami risk [15]. Specifically,
the Sicilian coasts are highly exposed, because they have morphological characteristics able to enhance
flooding effects and because they are densely populated and plenty of infrastructure. One of the most
exposed Sicilian coastal area, to probable tsunami events, is the Ionian Mediterranean area [19]. In fact,
two important tectonic structures are located in this area, the external Calabrian Peloritano Arch and
the Hellenic Arch; both originated due to the clash between the Eurasian Plate and the African Plate,
Figure 1).

Figure 1. Possible seismic sources in the Ionian Sea. The data-set is taken from the
DISS Working Group [20], Caputo and Pavlides [21].
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The tectonic structure of this area includes also several smaller plates [19] making more difficult
the analysis of earthquake-induced tsunami (Figure 1). The outer Calabrian Arc has impressive deep
reverse fault systems (Figure 1), with a predominantly NW-SE direction [14,22], which could originate
earthquakes with significant magnitudes [23]. The Hellenic Arc (about 1000 km long) is also one of the
most seismically active areas near Greece (Figure 1). This structure consists of three main elements:
an outer area (South) consisting of three ocean tranches, an intermediate area with an island arc and
a North area characterized by a volcanic islands arc [24]. The coastal area of study was the South
of the Ionian Sicilian coast. The coast is articulated with low and rocky coastlines and with sandy
beaches, with a slight slope and variable width, delimited by small promontories. This area, depicted
in Figure 2 was used for numerical test adopting a weakly dispersive numerical model (see Section 2.1).
The location chosen as a case study is Marzamemi (from the Arabic marsa for port and memi for small),
a little coastal village on the Sicilian Ionian area (Italy). This village was selected because it falls into
specific typologies: (a) it has a big exposure to seismic areas that can cause tsunamis; (b) the coast
has a flat topography (at about 300 m from the coastline altitudes ranging between 1 and 6 m above
sea level); (c) in this coastal sector, the continental shelf is tight (about 17 km) and it is engraved by
little canyons; (d) despite being a fishing village, Marzamemi is densely populated both during the
summer and during the international frontier film festival; (e) it is a site of archaeological-industrial
interest because, in its main square, an old tuna factory is still present. Figure 2 shows an overview
of studied coastal area, a magnification of the promontory area of Marzamemi and the boundaries
of the numerical domain. The village develops on the promontory northward the small fishery port,
this promontory is partially exposed to the wave action. In particular, the shoreline of the promontory
northern part is preceded by the rocky shelf that has small water depths (about 0.2 m).

Figure 2. The case study area. The red rectangle shows the Marzamemi promontory, the yellow
dash-dot line highlights the boundaries of the numerical model.
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2.1. The Numerical Model

The numerical model here adopted is a weakly dispersive Boussinesq type of model ([4,13]),
which is a depth integrated model derived from the incompressible continuity and averaged
Navier-Stokes Reynolds momentum equations. Generally, a good numerical model for water waves
should guarantee a balance between the frequency dispersion and nonlinearity and the Boussinesq type
of models are ones of the most suitable. Basically, the governing equations include a non-hydrostatic
pressure term in order to better reproduce the frequency dispersion than the classical hydrostatic model
(NLSWE). The model dispersive properties were achieved by adding the non-hydrostatic pressure
component in the governing equations. In the z momentum equation, both the vertical local and
convective acceleration terms were kept. The numerical solver has shock capturing capabilities and
easily addresses wetting/drying problems. The governing equations are written in a conservative form,
this property guarantees that the models can properly simulate discontinuous flows (e.g., breaking,
hydraulic jumps, and bores) [25–27]. In the following are listed the non-hydrostatic depth-integrated
continuity and momentum equations:
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where U, V and W are the depth-integrated velocity components in the x, y and z coordinates. Uh,
Vh and Wh are the specific flow rate components. qb = q̂b/ρ, q̂b is the dynamic pressure and n is the
Manning coefficient. Indeed, the total pressure was decomposed by means of:

p = ρg(H − z) + q̂ (5)

Figure 3 shows the definition scheme of the adopted variables, the subscript b refers to bottom.

z = 0

MWL

Free surface

Bottom

h
H

zb

Figure 3. Definition scheme of the adopted variables.

The governing equations Equations (1)–(5) are a system of Partial Differential Equations in the
unknown variables h, Uh, Vh, Wh and qb. The solution of the system of equation was performed using
the fractional time step procedure [13]. The governing equations were solved using a fractional time
step procedure, where a hydrostatic problem and a non-hydrostatic problem are sequentially solved.
The dynamic pressure terms in the momentum equations are neglected when solving the hydrostatic
problem and were kept in the non-hydrostatic problem. Furthermore the hydrostatic problem was
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solved by a prediction-correction scheme, in the corrector step of the hydrostatic problem, a large
linear system for the unknown water levels and dynamic pressures is solved.

3. Validation of the Numerical Model

3.1. The Carrier and Greenspan Numerical Solution

In order to validate the numerical model two comparisons with the results of other authors were
performed. A test to propagates a sinusoidal wave train incident an inclined plane was performed.
Ref Carrier and Greenspan [28] proposed an analytical solution derived by the Airy’s approximation
of the NLSWE. This analytical solution became a standard test for run-up and run-down modelling.
A sinusoidal wave, 0.006 m height and a period of 10 s, was used to force the weakly dispersive
Boussinesq model. The wave train propagates in a numerical flume with a water depth of 0.5 m and
a slope of 1:25. The envelope of the free surface, computed by the weakly dispersive Boussinesq
model at different time steps, was plotted in Figure 4 superimposed with the analytical solution of [28].
Figure 4b shows a magnification of an intermediate time step identified with a black circle in Figure 4a.

Figure 4. (a) Envelope of free surface of sine wave run-up on a planar beach. Comparison between
the weakly dispersive model (blue dotted lines) and Carrier and Greenspan [28] analytical solution
(continuous red lines). (b) A zoom of the surface elevation near the planar beach at an intermediate
time step.

Figure 5 shows the oscillations of the run-up (R), compared to the analytical solution of Carrier
and Greenspan [28], nevertheless, the slight underestimation of the maxima of R the result of the
non-hydrostatic weakly dispersive model are very good. The proposed model shoreline horizontal
velocity was also compared with the analytical solution Figure 6. The horizontal shoreline velocity is
almost the same both in the numerical and in the analytical solution.

Figure 5. Shoreline vertical motion R of sine wave run-up on a planar beach. Comparison between
adopted model (blue dotted lines) and the analytical solution by Carrier and Greenspan [28] (continuous
red lines).

233



Water 2020, 12, 1448

Figure 6. Shoreline velocity of monochromatic wave run-up on a planar beach. Comparison between
adopted model (blue dotted lines) and the analytical solution by Carrier and Greenspan [28] (continuous
red lines).

3.2. The Fringing Reef Experiment

The second test case was the solitary wave propagation over a reef. The wave transformation over
an idealized fringing reef highlights the model’s capability in resolving nonlinear dispersive solitary
waves, considering also wave breaking. The experiments results used for the comparison were carried
out at the O.H. Hinsdale Wave Research Laboratory of Oregon State University where a model of a
flat dry reef was used to represent a real fringing reef [5,6]. The numerical model replicated the real
flume that was 48.8 m long, 2.16 m wide, and 2.1 m high. The computational grid was simply built
with equilateral triangles of edge length equal to 0.08 m. The total number of triangles was 55,550
and the nodes were equal to 28,813 and the time step was dt = 0.02 s. Figure 7 shows the numerical
domain and the surface elevation at t∗ = t ·√g/h0 = 55.1 and the red line shows a local zoom of the
triangular mesh.

Figure 7. The numerical domain and the triangular equilateral mesh used in the flat reef run-up test.
The red box highit a magnified area of the mesh. The surface elevation correspond to t∗ = 55.1.

A solitary wave with a dimensionaless wave height of H/h0 = 0.5 was generated at the inlet of
numerical flume and a Manning coefficient n = 0.012 was adopted to reproduce the roughness of the
bottom of the flume. In Figure 8 are shown the model results compared to the measured data [5] at
13 dimensionaless time steps t∗ = t ·√g/h0.
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Figure 8. Surface elevations of solitary wave over a flat reef with H/h0 = 0.5 and 1:5 slope. Solid blue
lines are the weakly dispersive model results and the red triangles are measured data. Each subplot
shows the results at a dimensionaless time step.

The solitary wave becomes steeper as it propagates over the slope and it rises over the coral reef
shoals without breaking into a typical plunge.

In the dimensionless time step t∗= 64.3, the numerical model shows a draw-down in front of the
flat reef, that produces a back-reflected wave (Figure 8). Instead, the high-speed water sheet over the
reef quickly runs up. The numerical model accurately replicated the physics of the phenomenon at each
time step (Figure 8). Moreover, the numerical model well reproduces the solitary wave propagation
over the edge reef as shown in Figure 9. The time series refers to a point far 22 m from the wavemaker
as described in [29], once more the agreement with the numerical model is good.
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Figure 9. Time series of the surface elevation at edge of the reef. The blue line is the numerical model
results the red circles are the measurements by [29].

4. Results and Discussions of a Real Case of Tsunami Propagation

In order to make an inundation map of a small interest area a numerical model was used in the
case study of Marzamemi (see Section 2).

A triangular mesh was built using the code proposed by Engwirda [30]. The unstructured mesh
has the following characteristics: 11,714 triangles, 5990 nodes (see Figure 10a). The triangles size
was determined by means of a density function related to bathymetry, making larger triangles in
deeper waters.

Figure 10. The Marzamemi numerical domain. (a) The used triangular mesh, (b) the bathymethry of
the studied area, the color bar shows the elevation in meters above mean water level. In the subplots
the coordinate origin are E = 510,569 m; N = 4,066,207 m; WGS84-UTM33N reference system.

The bathymetry of the model was obtained from regional digital bathymetric charts whereas
digital elevation model was built by the regional topographic maps at 1:10,000 scale (see Figure 10b).
The two lateral sides of the domain were walls with a free slip condition, in the bottom was calculated
a friction term using the Manning’s roughness coefficient equal to 0.012 s/m1/3 see Equations (2) and
(3). The adopted time step was Δt = 0.2 s and the incoming tsunami wave was simulated as 2 m height
solitary wave. The propagation of a tsunami wave and the subsequent flooding areas are shown in
Figure 11 in which each subplot shows the surface elevation (above Mean Water Level (MWL)) in
a specific time after the start of the simulation. At the initial time step a solitary wave, 2 m height,
was generated in the eastern domain side, about 500 m far from the coastline. This wave is linked
to a possible earthquake with a return period of about 2000 years [31], neglecting a statistical study
regarding catastrophic events. The earthquake-induced tsunami is related to a hypocentral point near
to seafloor and the fault mechanism is reverse. In particular, it was taken into account, as a potential
tsunami source, an earthquake about 200 km far from the coast. It is important to point out that in this
manuscript we are presenting a preliminary study. Analysis of tsunami propagation in the Ionian sea
area including statistical studies about earthquake-induced tsunami hazard are ongoing.
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Figure 11. Water surface elevation. The origin of coordinate axis is E = 510,569 m; N = 4,066,207 m;
WGS84 UTM33N reference system.

Figure 11 reports the water surface elevation at several time steps. The water elevation was
calculated regarding the initial condition (still water level), thus it coincides with the water depth
where the points originally were dry. In the subplot (a) of Figure 11, the tsunami propagation at time
t = 12 s is shown. In this time the wave is about 300 m far from the coastline and its shape begins to
change due to the frequency dispersion. Simultaneously, the wavefront starts to rotate as a result of the
change of bathymetry, at the t = 24 s, in Figure 11b, it is clearly distinguishable the refraction process.
At t = 36 s Figure 11c, the wave reaches the coast near the most exposed stretch in which there is the
main square of the village of Marzamemi. In Figure 11d, t = 48 s, it is described the shoaling of the
tsunami and the initial flooding inside the main streets of the village reaching the wave an elevation of
2 m. In this time the northern part of the village is not yet flooded. In the next subplot, (e) t = 54 s,
a complete inundation of the main square and the littoral promenade is shown although with small
water depth (20–40 cm). At same time step, it is possible to see the wave breaking over the seawall that
should protect the habitations and the road infrastructure. The last time step, (f) shows the flooding
of the whole studied coastal area. A magnification of the last time step of the simulation is shown in
Figure 12 with the x and y coordinates in the local reference system and the water height measured
above the MWL. At t = 65 s, the church and the ancient tuna factory, XV century, were flooded.
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Figure 12. Magnification of subplot (f) of Figure 11. The red lines shows the MWL the color bar shows
the water level above the MWL.

5. Concluding Remarks

In this paper, preliminary studies regarding the tsunami flooding hazards were presented.
The tsunami is an highly nonlinear and dispersive wave and it must be modeled using appropriated
numerical model. Indeed, the adopted Boussinesq type of model, in its category of depth integrated,
guarantees a balance between the frequency dispersion and non-linearity. Moreover, it was possible,
by means of the Delaunay mesh grid, to have very detailed results with a minor computational cost.
As a consequence of this, the model better assess the coastal flooding hazard. The numerical model
was validated through the analytical solution of Carrier and Greenspan [28] and with the experimental
study presented by Roeber et al. [5]. The comparisons with the numerical model show excellent
agreements. Finally, it was applied the numerical modeling procedure to a real case in order to perform
the propagation of the tsunami and to evaluate its impact on the coast and the subsequent coastal
flooding. To assess both the possibility of coastal flooding and their extent, an earthquake, that cause a
tsunami, was generated off the Ionian coast (return period c.a. 2000 years).The results of the tsunami
propagation show that the extent of the flooded areas is about 100 m inward the shoreline. All roads
near the shoreline, including the historic village square, are flooded. The water levels, although not
extremely high, could cause dangers mainly in the periods of the year when the population density
grows considerably. These results, although preliminary, highlight the extreme fragility of this coastal
site. For this reason, further numerical modeling is ongoing, taking into account also the structural
response of the buildings inside the village of Marzamemi. This preliminary investigation is the basis
for further studies that are already underway, their results will be useful for civil protection agencies
in order to project emergency management plans.
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Abstract: Sieving is one of the most used operational methods to determine sand size parameters
which are essential to analyze coastal dynamics. However, the influence of hand versus mechanical
shaking methods has not yet been studied. Herein, samples were taken from inside the hopper of
a trailing suction dredger and sieved by hand with sieves of 10 and 20 cm diameters on board the
dredger. Afterwards, these same samples were sieved with a mechanical shaker in the laboratory on
land. The results showed differences for the main size parameters D50, standard deviation, skewness,
and kurtosis. Amongst the main results, it should be noted that the highest values for D50 and
kurtosis were given by the small sieves method. On the other hand, the lowest values were given by
the mechanical shaker method in the laboratory. Furthermore, standard deviation and skewness did
not seem to be affected by the sieving method which means that all the grainsize distribution was
shifted but the shape remained unchanged. The few samples that do not follow these patterns have a
higher percentage of shells. Finally and definitely, the small sieves should be rejected as a sieving
method aboard.

Keywords: D50; sieving; sand size; sand parameters; coastal dynamics

1. Introduction

Sand-size parameters are essential to study the coastal dynamics and other geomorphological
behaviours of beaches [1–3]. Main parameters must include measure of: average grain size (D50),
spread of the size around the average (Standard Deviation, σ, or Sorting), degree of asymmetry
(Skewness) and degree of peakedness (Kurtosis). Parameters such as D50 and sorting (σ) are necessary
for calculating equilibrium profiles or estimating sediment transport [4,5], to check if the borrowed
sand is suitable to substitute the native sand eroded from the beach [6,7] or to calculate the required
amount of sand for beach nourishment [8]. Analysis of sand-size distribution also gives essential hints
to the origin, depositional environment and movement history [9]. Moreover, sand-size analysis is
an indispensable mechanism to subdivide facies and environments [10] and it also makes possible
to see how a beach reacts to storms [11]. Different methods to analyse sand-size particles and some
comparisons between them were studied by some researchers, such as; laser diffraction [12], laser
granulometer and sedigraph [13], microtac [14], comparison of laser grain size with pipette and
sieve [15], image analysis [16] and sieving [17]. Due to the simplicity use and economy, the sieving
method was chosen to be the method to perform the analysis of sand-size inside a dredger because of
the special circumstances on board a ship.

In particular, in order to make decisions about the landfill area, the coastal manager needs to
know the size parameters of the dredged sand before it gets dumped onto the beach. This means that
the analysis must be done on board the dredger. Therefore, due to the usual shortage of space inside
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the dredger and the consequent absence of an adequate laboratory, sieving is usually done by hand.
However different sieving methods can influence not only the D50 but also all other parameters.

Thus, due to the already established importance of sand size determination, the aim of this paper
is to find out the influence of using different sieving methods on the results obtained for sand size
parameters. The sieving methods were by hand (shaking manually) with 10-cm diameter sieves versus
20-cm sieves, and mechanical sieving (shaking machine) with 20-cm sieves.

2. Area of Study

The samples were taken from inside the hopper of a trailing suction dredger used for two beach
nourishments (Costa Ballena and Punta Candor). Sand had been borrowed from the Meca sandbank,
located in the Gulf of Cadiz close to the Strait of Gibraltar (Figure 1a). It has a depth of approximately
15–20 m and contains up to 25 millions of m3 of sand that can be used for beach nourishments (further
data can be found in reference [18]). A previous study demonstrated that there was no serious impact
to the environment of the area as a result of the sand removal [19].

 
Figure 1. (a) Location of Costa Ballena and Punta Candor nourished beaches and the borrow site named
“Placer de Meca” (Meca sandbank) (SW Spain); (b) sampling method aboard the dredger; (c) scheme of
Njord dredger (https://rohde-nielsen.com).

Moreover, the effects of the turbidity are also negligible due to the limited percentage of fines [10].
Tidal range is mesotidal, varying between 1.10 m and 3.22 m, and has a semidiurnal periodicity. The
beaches considered in this study were composed of fine-medium sand, very similar to the borrowed
sediment. The average D50 is about 0.25 mm, consisting of 90% quartz and 10% calcium carbonate [20].

242



Water 2019, 11, 879

3. Materials and Methods

Nineteen samples were taken (Figure 1b) from the hopper of the Njord dredger (Figure 1c) on
different days once the dredging operations were finished (for security measures). The same sample
was sieved on board, by hand, with two different kinds of sieves—small (10 cm diameter) and large
(20 cm diameter)—with the same sieving time (10 min in all cases) and saved. Afterwards, the samples
were sieved at the laboratory inland with a mechanical shaker and the big sieves. The last method of
sieving, the results of which will be taken as a reference, cannot always be performed on the dredger
due to several reasons. First of all, a stable energy supply is not easy to get onto the dredger. Moreover,
the machine performing the sieving has to deal with the instability and the vertical acceleration induced
by waves.

The mesh sizes of the eight sieves required by the Spanish Coastal Administration were: 2 mm,
1 mm, 710 μm, 500 μm, 355 μm, 250 μm, 125 μm and 62.5 μm. Thus, the same sample, about 100 g,
was sieved by the three different methods. The amount of sediment is important because, obviously, a
large volume of sediment means a lower chance for the grain to pass through the net.

After the initial weighting, the samples were put in the upper sieve and the sieves were shaken by
hand. It should be noted that finger pressing was not allowed. After weighting the sand accumulated
in each sieve, required values (D16, D50 and D84) were obtained (Table 1) as well as the other main
parameters [21] as sorting, skewness and kurtosis (though these last two parameters are not used for
beach nourishment projects) (Figure 2). They were calculated by using the corresponding equations
(see Table 2, [21,22]) which are based on the phi unit scale (Equation (1)), and where to convert from
phi units to millimetres, the inverse equation (Equation (2)) is used:

ϕ = − log2 D (1)

D = 2−ϕ (2)

Table 1. Values of the parameters D16, D50 and D84, obtained by three different methods, for the 19
samples taken from the dredger hopper.

Manual Shaking Mechanical Shaking

Small Sieves Large Sieves Laboratory

Sample D16 D50 D84 D16 D50 D84 D16 D50 D84

1 0.217 0.300 0.379 0.201 0.291 0.35 0.177 0.274 0.346
2 0.218 0.300 0.375 0.203 0.297 0.384 0.143 0.281 0.347
3 0.261 0.314 0.418 0.229 0.307 0.422 0.149 0.296 0.383
4 0.220 0.301 0.383 0.179 0.278 0.349 0.138 0.256 0.343
5 0.194 0.290 0.354 0.174 0.269 0.339 0.139 0.263 0.335
6 0.204 0.297 0.385 0.192 0.29 0.377 0.178 0.277 0.35
7 0.179 0.280 0.358 0.171 0.267 0.349 0.171 0.265 0.346
8 0.177 0.280 0.407 0.168 0.261 0.38 0.177 0.277 0.354
9 0.186 0.284 0.351 0.182 0.278 0.344 0.17 0.261 0.335
10 0.193 0.301 0.539 0.177 0.285 0.571 0.141 0.281 0.549
11 0.257 0.314 0.440 0.206 0.298 0.409 0.164 0.307 0.417
12 0.220 0.295 0.349 0.179 0.278 0.348 0.14 0.272 0.346
13 0.255 0.315 0.497 0.205 0.305 0.499 0.151 0.306 0.491
14 0.181 0.284 0.385 0.211 0.297 0.363 0.187 0.286 0.354
15 0.199 0.292 0.354 0.187 0.28 0.339 0.25 0.307 0.417
16 0.182 0.280 0.350 0.163 0.244 0.326 0.137 0.247 0.327
17 0.186 0.288 0.395 0.165 0.251 0.339 0.16 0.235 0.337
18 0.240 0.306 0.448 0.24 0.306 0.448 0.239 0.306 0.45
19 0.226 0.303 0.394 0.141 0.272 0.342 0.17 0.263 0.339
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Figure 2. Cumulative distribution of the passing percentage of samples 13 and 17 for the three
sieving methods.

Table 2. Formulae used for calculation of the main granulometric parameters, according to Folk and
Ward graphical measures [21,22].

Mean
Standard Deviation or

Sorting
Skewness Kurtosis

Mϕ =
ϕ16+ϕ50+ϕ84

3
σϕ =

ϕ84−ϕ16
4

+
ϕ95−ϕ5

6

Skϕ =
ϕ16+ϕ84−2ϕ50

2(ϕ84−ϕ16)

+
ϕ5+ϕ95−2ϕ50

2(ϕ95−ϕ5)

Kϕ =
ϕ95−ϕ5

2.44(ϕ75−ϕ25)

4. Results and Discussion

4.1. D50 (Median Grain Diameter)

A comparison of the cumulative distribution of the passing percentage for the three methods is
shown in Figure 2. Only two samples (13 and 17) have been presented to show an example of the
results. Though the 19 samples are not shown, this figure gives a real image of the differences among
the methods.

On the other hand, Figure 3a shows how D50 ranges from approximately 0.24 mm to 0.32 mm. The
values obtained with the automatic sieving, carried out in the laboratory, are always the lowest number.
On the other side, the values obtained by hand with the small sieves are always the biggest. Thus, the
value of the large sieve is usually between the small sieving and the automatic shaking, values being
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closer to the latter. A possible explanation is that the surface in the 20 cm sieves is four times bigger
than the 10 cm sieves. More holes for the grains to pass through mean more grains passing during the
same sieving time (10 min in all cases). This increases the amount of sand in the lower sieves, and thus
decreases the D50.

 

 

 

 

 

Figure 3. Values of the granulometric parameters obtained with three different types of sieving for the
samples taken on board of the dredger: (a) D50; (b) sorting; (c) skewness; (d) kurtosis; (e) percentage
of shells.

Further on, we consider as reference those values obtained in the laboratory by the mechanical
shaker since it is the standard procedure. Probably, the higher and constant intensity of the mechanical
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shaker in comparison to the manual sieving is the reason why the values of D50 of the former are
smaller than the latter. Furthermore, though the sieving time did remain constant in all cases, the
operator on board may get tired during the shaking of the sieves, which would influence the intensity
of the sieving. Though the average difference was about 10%, it can be seen how the highest differences
between laboratory D50 and small sieve D50, which coincide with the finest sands (samples 4, 16, 17),
can be as high as 20–25%. The manual and consequently less intensity sieving, plus the small diameter
of the small sieve, could be the cause of the accumulation of fine sands in the upper sieves.

4.2. Sorting or Standard Deviation

Looking at the sorting graph in Figure 3b, the results for all the sieving methods were really close
to each other, values ranging from 0.79 to 0.84 phi and averaging 0.82. This information shows us that
the method of sieving did not affect the sorting. Moreover, according to Folk [23], this sediment is
moderately sorted, being aware that the limit for poor sorted sediment (1 phi) is not close.

4.3. Skewness

In general, the same pattern for all three sieving methods can be obtained (Figure 3c). The values
of skewness for every individual sample, as in the case of the sorting, did not seem to depend on the
sieving method (this means that all the grainsize distribution is shifted but the shape did not change).
Most of them were between near-symmetrical (−0.1 to +0.1) and coarse-skewed (−0.3 to +0.3). Again,
samples 10, 13 and 18 were the only ones that come out of the pattern, with values larger than 0.3 (very
coarse-skewed). Thus, a high percentage of shells may also increase the skewness.

4.4. Kurtosis

Looking at Figure 3d, no platykurtic coefficient was observed at all. All the values ranged from
mesokurtic (0.90–1.10) to leptokurtic (<1.50) and very leptokurtic (>1.50). No clear pattern could
be determined.

4.5. Percentage of Shells

The amount of shells per individual sample was determined with the help of a microscope and
is shown in Figure 3e. Since the particles of shells are bigger than the particles of sand, the biggest
amount of shells were found in the upper sieves. The three samples (10, 13 and 18) with the highest
value of shells (above 10%) were also the samples with the highest standard deviation.

4.6. Summary Table

Percent Relative Error (%) has been calculated for the main sediment parameters (mean size,
sorting, skewness and kurtosis) and results are shown in Table 3. Laboratory sieve results (standard
procedure) were taken as a reference to compare the results. It could be verified that the error was
greater in all cases for the small sieves as discussed previously. Skewness was the only parameter
without a significant difference. Thus, we can assume that the large sieve is the best way to sieve
aboard and small sieves should be avoided.

Table 3. Percent Relative Error (%) calculated for granulometric parameters obtained with small
and large sieves taking as a reference the laboratory sieve results (the standard procedure). σ:
Standard deviation.

D50 σ Skewness Kurtosis

Percent Relative Error (%)
Small Sieve 8.8 2.4 28.2 26.5
Large Sieve 3.2 1.3 29.3 14.6
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5. Conclusions

The importance of the D50 (as well as sorting, skewness and kurtosis) in understanding the coastal
dynamics and other geomorphological behaviours of beaches is well known. And, nevertheless, the
influence of the method of sieving had not yet been considered in the determination of these parameters.
For this reason, 19 samples were taken on board while dredging the borrow site named Placer de Meca
(Meca sandbank) for a beach nourishment in the Gulf of Cadiz (SW of Spain). They were analysed
with three different sieving methods (small vs. big sieves and mechanical shaker vs. manual shaking
procedure).

The results showed a pattern for the D50 value. The biggest values were always obtained with the
small sieves. The values with the machine in the laboratory always gave the lowest values.

Variance of sorting values was negligible. Thus the method of sieving does not influence the
sorting and, by the way, nor the skewness either. This fact means that all the grainsize distribution was
shifted but the shape remained unchanged.

The kurtosis gives a similar pattern as the D50 parameter: the values for the small sieves were the
highest. The bigger sieves gave lower values whereas the sieving with the automatic shaker gave the
lowest values in general.

The laboratory method is the standard procedure, the results of which were taken as a reference.
But this sieving method cannot always be performed on the dredger. Therefore, looking at the results,
we can assume that a large sieve is the best way to manually sieve aboard. Definitely, a small sieve
should be rejected as a sieving method during dredging.
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Abstract: Sand colour can give important information about mineral composition and, consequently,
sediment source areas and input systems. Beach appearance, which is mostly linked to sand colour,
has a relevant economic function in tourist areas. In this paper, the colour of 66 sand samples,
collected along both natural and nourished beaches in the western Mediterranean coast of Spain,
were assessed in CIEL*a*b* 1976 colour space. The obtained results showed relevant differences
between natural and artificially nourished beaches. The colour of many nourished beaches generally
differs from the native one because the origin of the injected sand is different. The native sand
colour coordinates’ range is: L* (40.16–63.71); a* (−1.47–6.40); b* (7.48–18.06). On the contrary,
for nourished beaches’ the colour range is: L* (47.66–70.75); a*(0.72–5.16); b* (5.82–18.82). Impacts of
beach nourishment on the native sand colour were studied at San Juan beach, the most popular
one along the study area. Nourishment works were performed after severe erosion, usually linked
to anthropic activities/structures and storm events, but also to increase beach width and hence
benefit tourism.

Keywords: Alicante; beach nourishment; CIEL*a*b*; coastal management; Costa Blanca; mineralogical
characterization; sediment colour; tourism; western Mediterranean

1. Introduction

Coastal sedimentological studies allow the understanding of both natural processes and
anthropogenic interventions, e.g., coastal dynamics and required management actions. Beach sediments
characteristics play an essential role in coastal ecology but also in the choice of a pleasant site by beach
users [1]. The most important characteristics of the sediment are texture (grain size and sorting),
mineralogy, colour and morphology of grains (roundness and sphericity). These characteristics should
be preserved during anthropogenic actions since their modifications can cause undesired impacts. First,
sediment colour and texture directly influence the perception of beach users [2] and coastal scenery
characteristics [3]: beach sediment colour is one out of the 18 natural parameters considered in the
probably most commonly used landscape assessment method, i.e., the Coastal Scenic Evaluation [4].
This methodology, applied in >1000 coastal sites around the world [5], including the study area of
this paper [6], is based on enquires that revealed that golden or white sand is better valued than dark
sand. In this way, beach users also prefer sandy sediments to gravel or pebble ones [4]. Second, beach
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nourishment can cause ecological and physical impacts on the coast. For example, nourishment works
can degrade different beach habitats and affect several marine species [7]. Addition of new sand
volumes can involve a change in sand colour, which can modify sand temperature with consequences
on biological processes of different species, e.g., the sex of marine turtles [1]. Finally, beach nourishment
can also modify beach characteristics such as beach profile and/or water colour. Consequently, the
modification of beach colour due to sediment injection can cause discontent between local beach users
and the economic impacts to the local economy [8,9]. Sardinia (Italy) constitutes an example of this
socioeconomic problem, where a court case was opened stimulated by stakeholders because a natural
white beach was replaced by a black one [10]. On the contrary, nourishment works can sometimes
improve the natural sand colour making the beach more attractive to tourists, this way incrementing
the economic value [11].

Previous studies carried out along the study area of this paper, were focused on biological,
mineral, and textural characteristics [12–17]. However, no attention was focused on the chromatic
analysis of native sand and its modification after beach nourishment. Such studies on beach colour are
relatively recent and they have important implications for coastal conservation and beach management.
Sand colour characteristics can be used to create a catalogue of sand compatibility and improve
nourishment works [3,9,18]. This catalogue should be useful to identify the origin of sediments, as
well as to detect the occurrence and level of oil contamination, e.g., after the beach oiling in NW Spain
linked to the sinking of the Prestige [19]. In Tuscany (Italy), compatibility studies in sand colour [20]
have been carried out to avoid future management issues. Further, the chromatic analysis of sand
in combination with the study of other sedimentological parameters such as the granulometry or
mineralogical composition can be used for didactic activities or as an interesting geo-sedimentary
resource to outreach geoscience among the general public [21–23].

The colour of solid objects mainly depends on three factors: the light source, the observer, and
especially the characteristics of the material surface [24]. The colour of a stimulus can be assessed in
the CIEL*a*b* colour space, recommended by the Commission Internationale de l’Eclairage [25] and is
appropriate for sediment colour comparison [26]. On the one hand, the coordinate L* is the Lightness
component, and it ranges between 0 and 100 (from black to white, respectively). It is directly associated
with the visual sensation of luminosity. On the other hand, the coordinates a* and b* are denominated
“Chromaticity”. The a* coordinate defines the deviation of the achromatic point corresponding to
Clarity, to red if a* >0 and to green if a* <0. Similarly, the coordinate b* defines the deviation to
yellow if b* >0, and to blue if b* is <0 [24]; both can theoretically shift from –200 to +200, with values
external to ±100 being unusual [3,26]. Several authors have quantified the colour of beach sand from
different countries (e.g., Italy, Belgium, Cuba, Portugal, New Zealand and Japan) in the CIEL*a*b*
colour space [3,9,26–29].

The most important characteristics of coastal sediments are particle size distribution, mineralogy,
and colour (which is generally the least studied). For this reason, the main objective of this study
was to carry out the first chromatic characterization of beach sands from the south-eastern coast of
Spain. Samples from natural and altered (nourished) beaches were taken in order to analyse the
influence of the origin of sediments on the actual beach colour and sediment chromatic characteristics
were compared with the mineralogical composition of the studied sands. Colour studies in sandy
beaches are very simple to perform compared to complex mineralogical studies, so it is mandatory
to advance in this type of research in order to establish other objective criteria to adequately choose
borrowed sand for nourishment projects. This study is the starting point for future research on sand
colour characteristics in the study area in order to establish objective criteria for designing future
anthropogenic actions on the coast attempting to maintain original beach sediment characteristics.

Finally, the data shows the current colour of beach sand in different locations, which can be very
interesting in applied environmental studies (e.g., in terms of the beach quality assessment, tourism or
engineering activities). For instance, this study can be particularly interesting to identify the type of
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sand (natural or nourished), to nourish beaches attempting to employ natural-like sand colour, and
even to detect future changes in the sand colour or the presence of contaminants.

2. Materials and Methods

2.1. Study Area

The studied area covers about 200 kilometres of coastline of the western Mediterranean (SE Spain)
(Figure 1). It includes 60 beaches from San Pedro del Pinatar (Murcia Province) to Dénia (Alicante
Province, Figure 1, Table 1). The studied coast has very diverse habitats: dunes in the south [30], high
cliffs of the Betic Cordillera in the north coast of Alicante [31], as well as beaches located on the Nueva
Tabarca Island [23]. From a geological standpoint, this coastline is divided into three different domains:
the southern sector mainly belongs to the Bajo Segura basin [32,33], the northern one pertains to the
Prebetic zone of the External Zones of the Betic Range [34], while the Island of Tabarca is related to
the Internal Zones of the Betic Range [35]. The different geological contexts in which the beaches are
included establish broadly three different source areas of sediments, which constitute an intrinsic factor
that determines natural sand composition and hence the native beach colour.

Figure 1. Location map showing the position of the 66 studied samples. Detailed information according
to site numbering is showed in Table 1. Currents in Alicante area, observation period: 2006–2020
(source: www.puertos.es, accessed in January 2020).

Different natural elements reinforce the tourist attraction of the studied coastal scenery, such as
cliffs, rocky shores, golden sand, dunes, turquoise water colour, and other coastal landscape features
such as islands, lagoons, caves, rock ridges, and irregular headlands. However, most of the studied
sites have been affected by infrastructures such as groins, seawalls, houses/buildings, parking, and
nourishment works among others. Such human actuations/structures are mostly linked to the tourism
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demand and strong urban growth in the area and they have been especially frequent during recent
years [36]. These anthropic structures were recently observed [6] and took into consideration 26
parameters—18 physical and 8 human—that delineate coastal scenery, according to Coastal Scenic
Evaluation (CSE) Methodology [4,37], applied in different countries [5,8,38,39]. This semi-objective
method utilizes weighting parameters and fuzzy logic mathematics to obtain the scenery Decision
Value parameter (D). This value allows the coastal areas to be classified into 5 classes, from Class I
(extremely attractive/natural sites) to Class V (very unattractive/urbanized sites).

Table 1. Location and main characteristics of studied beaches: Map number (Figure 1), beach name,
municipality, beach typology and sand condition with their information source.

No. Beach Municipality Typology Sand Condition Source

1 Torre Derribada San Pedro del Pinatar Rural Nourished [40]
2 El Mojón Pilar de la Horadada Village Nourished [41]; Environmental services a

3 Las Higuericas Pilar de la Horadada Village Native [42]
4 El Puerto Pilar de la Horadada Urban Nourished [41]; Environmental services a

5 El Conde Pilar de la Horadada Urban Native [42]
6 Mil Palmeras Pilar de la Horadada Urban Nourished Environmental services a

7 La Glea Orihuela Village Native [42]
8 Cabo Roig Orihuela Urban Nourished [41]; Coastscape 1956 b

9 La Estaca Orihuela Urban Native [42]
10 Punta Prima Orihuela Urban Nourished [41,42]
11 Cala Ferri Torrevieja Rural Native [41]
12 Los Náufragos Torrevieja Urban Nourished [41]; Coastscape 1956 b

13 Playa del Cura Torrevieja Urban Nourished [41]
14 Los Locos Torrevieja Urban Native [41]
15 Cala Cervera Torrevieja Urban Native [41]
16, 17 La Mata Torrevieja Village Native [41]
18 Torrelamata Torrevieja Urban Native [41]
19 Les Ortigues Guardamar del Segura Remote Native [41]
20 Els Vivers Guardamar del Segura Rural Native [41]
21 Els Tossals Guardamar del Segura Remote Native [41,42]
22 El Pinet Elx Rural Native [41,42]
23 Playa Lisa Santa Pola Urban Nourished [41]
24 Bernabeu II Santa Pola Urban Nourished [41]; Coastscape 1956 b

25 Calas del Cuartel Santa Pola Rural Nourished [43,44]
26 El Carabassí Elx Remote Native [41,42]
27 Arenales del Sol Elx Urban Native [41,42]
28 El Altet Elx Remote Native [41,42]
29 El Saladar Alicante Urban Native [41,42]
30 San Gabriel Alicante Urban Native Coastscape 1956 b

31 El Postiguet Alicante Urban Nourished [41]
32 La Albufereta Alicante Urban Nourished [41,42]
33 Cala Palmera Alicante Rural Native [41]
34, 35 San Juan Alicante Urban Nourished [41]
36 Muchavista El Campello Urban Nourished [41]
37–39 Carrer La Mar El Campello Urban Nourished [41,45]
40 Bon-Nou La Vila Joiosa Rural Native [41]
41 Playa Centro La Vila Joiosa Urban Nourished Coastscape 1956 b; [45]
42 El Torres La Vila Joiosa Rural Native [41]; Coastscape 1956 b

43 Cala Finestrat Finestrat Urban Nourished [46]
44–46 Ponent Benidorm Urban Nourished [47]
47 Llevant Benidorm Urban Nourished [48]
48 Port Blanc Calp Rural Native -
49 Arenal Bol Calp Urban Nourished [42]
50 La Fossa Calp Urban Native [41]
51 Cala Fustera Benissa Village Nourished [49]
52 L’Ampolla Teulada Village Native [41]
53 El Portet Teulada Village Nourished [50]
54 El Moraig Benitatxell Rural Native [34]
55 L’Arenal Xàvia Urban Nourished [51]
56 Marineta Cassiana Dénia Village Nourished [15,41]
57 Punta del Raset Dénia Village Nourished [41,42]
58 Les Marines Dénia Village Nourished [42]
59 Les Bovetes Dénia Village Native [42]
60 Molins i Palmeres Dénia Village Native [42]
61 Racó de L’Alberca Dénia Village Native [42]
62 Porta O (Sud) Alicante Rural Native [34,52]
63 Porta O (Nord) Alicante Rural Native [34,52]
64 Port Vell Alicante Rural Native [34,52]
65 Tabarca Alicante Rural Native [34,52]
66 Platja Gran Alicante Remote Native [34,52]

a Environmental services of the municipality (Pilar de la Horadada); b Coastscape 1956: Comparison among images
of the American Flight, B (1956–1957 years.) and current images.
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2.2. Sampling Design

A total of 66 sand samples were gathered in 16–19 February 2019, at sixty Mediterranean beaches
(Table 1). Each sample was collected in the middle of the backshore (i.e., in the dry beach) and
contained approximately 300 g of sand. First, the surface sand was removed and then, the sample
was gathered in the first 20 cm of depth. On the longest beaches such as “La Mata”, “San Juan”,
“Carrer la Mar”, and “Ponent”, several samples (2–3) were collected (Table 1). In this paper, only
sandy beaches were investigated. For this reason, the north-eastern region has some coastal sectors not
sampled due to the presence of cliffs or beaches mainly composed of gravel and boulders (Figure 1).
Complementary information about the existence of anthropic actions on the sampled beaches was
collected from both press news and coastal management actions by involved municipalities (Table 1).

2.3. Sand Colour Measurement and Analysis

The colour of sand samples was determined in the laboratory of the University of Florence (Italy)
using the CIEL*a*b* 1976 colour space [25]. It required about 100 g of sand per sample to measure the
colour. Moreover, mineralogical composition was quantified under a binocular microscope (Nikon
SMZ 1500, Nikon Corp., Japan) from the Earth Sciences laboratory of the Alicante University (Spain).
For this analysis a representative sample (about 200 sand grains) was analysed and classified taking
into account three main groups of components: quartz, (i.e., leucocratic component), rock fragments,
and shell fragments (i.e., melanocratic components), then the values were recalculated to 100% in order
to synthesize and examine the results.

Principal Component Analysis (PCA) was carried out in order to establish multivariate
relationships between samples as well as connections among them considering the CIEL*a*b*
coordinates as input data.

Equations (1)–(3) were applied to quantify the chromatic change in a representative nourished
beach (sample No. 35, Table 1). For this, a native sample was required and measured in the CIEL*a*b*
colour space with the rest of the 66 samples.

Hue (h) = arctan(b*/a*) (1)

Chroma (C*) = (a*2 + b*2)1/2 (2)

The distance between colours is given by the Euclidean distance:

ΔE*ab = [(ΔL*)2 + (Δa*)2 + (Δb*)2]1/2 (3)

Sedimentological analysis (particle size distribution) was performed via dry sieving at 1 phi
interval in order to have a more detailed database. For this characterization, initially, each sample
contained 200 g of sand. The software used for data analysis was “Gradistat” [53] and granulometric
parameters were calculated according to Folk and Ward (1957) [54].

3. Results and Discussion

3.1. Typology of Beaches

Table 1 shows the main beaches under study, and their typology according to the Bathing Area
Registration and Evaluation (BARE) classification system [55]. This classification is based on the level
of urbanization, accessibility, etc., and establishes four basic types: remote, rural, village, and urban.
Remote areas are mainly defined by difficulty of access. They may be adjacent to rural areas and,
occasionally, village environments. Usually, remote beaches are not supported by public transport
and have very limited (0–5) or no temporary summer housing [55]. Rural areas are located outside
the urbanized environment. They are not accessible by public transport and present virtually no
facilities. Housing is limited in number, generally ranging from 0 to 10. Rural beaches do not have
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permanent community focal centres (e.g., schools, shops, cafes and bars) and they have little or no
beachfront development [55]. Village areas are located outside the focal urban environment and
related to a small and permanent population. Village beaches may be reached by public or private
transport [55]. Urban areas have large populations with well-established public services and a well-
marked central business district. In the proximity of urban areas can be found commercial activities
such as fishing/boating harbours and marinas. Urban beaches are located within or adjacent to the
urban area and are generally freely open to the public [55].

The selected study case is an excellent example of coastal development under high touristic
pressure, with many coastal sites showing very urbanized conditions (34 studied beaches classified as
Urban in Table 2) and the rest of the cases are located in urbanized environments (13 Village beaches) or
they show the presence of houses (14 Rural beaches). Only a very few coastal sites (5) can be classified
as natural beaches, i.e., beaches with few anthropic interventions. They were classified as Remote.

Table 2. Sector analysis approach (Sand condition and beach typology). Consider that the Chi-square
Test was performed to see the level of significance among them.

Remote Rural Village Urban Total

Nourished 0 2 6 24 32
Native 5 12 7 10 34
Total 5 14 13 34 66

Chi-square Test: α = 0.05; df = 3; X2 = 17.94; p-value = 0.00045; X2
3, 0.05 = 7.814; sig = yes.

As a consequence of the urban and touristic pressure that affects the study area, some beaches
have been modified by anthropogenic activities, but others have preserved their original state,
i.e., only receive sand through natural processes. For this reason, a new classification was made
according to sand condition: “Nourished” and “Native” (Table 1).

Nourished beaches are common in the study area [41,49–51,56–58], causing anthropogenic
modifications in the original appearance of the coast [59]. Construction of dams on land that retain
sediments, massive construction of buildings near the coast, creating new harbours and breakwaters,
beach nourishment, as well as sand movements from beach to beach are some examples. These coastal
modifications that have been carried out since approximately the middle of the 20th century [60], have
changed the native sand colour among other sediment characteristics. Figures A1–A5 show the current
state (February 2019) of the sampled sites. Sand colour observed in these images is a result of multiple
factors acting simultaneously: the camera used, hour, luminosity of the moment (e.g., sunny or shaded),
beach surface characteristics, etc. All these extrinsic determinants modify the perception of the real
intrinsic sand colour, which is mainly a consequence of the mineralogical composition. For these
reasons it is necessary to apply an objective methodology to quantify the chromatic appearance of
samples, i.e., in a laboratory with a quasi-uniform colour space method (CIEL*a*b*).

3.2. Sand Colour Analysis

An interesting diversity of colours emerged along the study area (Figure 2, Table A1) mainly due
to two factors: the different origin of sediments (intrinsic factor) and the anthropic modifications that
have been carried out since approximately the middle of the 20th century (extrinsic factor).
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Figure 2. Sand samples from the 66 coastal sites. One shoot in sunlight including X-rite colour table
and centimetric scale.

Regarding the colour parameters (the L*, a* and b* values) expressed in Figure 3a,b, the following
considerations can be argued:

3.2.1. The L* Value

Four groups are differentiated according to the measured Lightness value: (i) samples with L* >60
(seven samples); (ii) samples with intermediate values (50 < L* < 60); (iii) samples with L* ≈ 48 (four
samples); and (iv) samples with L* <46 (five samples) (Figure 3a).

These results highlight the relevant underlying influence of the geological context on the final
appearance of the coastal deposit. This geological frame defines the natural source area of beach
grains. In this sense, the above first group includes the southern beaches. Their geological context is
mainly related to the Bajo Segura basin. This source area is mostly constituted of Neogene-Quaternary
sediments mainly related to continental and coastal deposits [61]. Also, this area is characterized by
unaltered coastal stretches. The northern beaches related to the External Zones of the Betic range are
grouped in the second group. They are the most modified beaches and only a few of them are natural
(Figure 3a). The dark colour of the northernmost beaches (included in the third group) is related to the
contributions of different rivers and streams (e.g., Girona River and “Barranc de L’Alberca”). However,
the darkest sands correspond to those included in the fourth group. These samples are included in the
geological context of the Tabarca Island (Figure 3a). In this island the outcrops are mainly materials
from Internal Zones of the Betic range. The low Lightness of these natural beaches is justified by the
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high content of dark rock fragments that comes from the black dolomites and diabases, which outcrop
along the island [23,52].

Two samples differ significantly from the general trend defined above. On the one hand, sample
No. 62 differs from the rest of the samples located in Tabarca Island due to the influence of the yellowish
calcarenites (Miocene age) that outcrop at this point of the island [23,34]. On the other hand, sample
number 51 shows the highest Lightness value (i.e., 70.75, Table 3, Figure 3a) because this sand is from
an inland quarry.

3.2.2. The a* and *b Plane

The parameters a* and b* (Table A1) are positively correlated among them (R2 = 0.89; p-value <0.05;
Figure 3b and Table A2). The found values were more uniform than the Lightness ones. On the
one hand, the parameter a* ranges from −1.47 (sample No. 66, Platja Gran) to 6.4 (sample No. 61,
Racó de L’Alberca; Figures 2 and A5). On the other hand, parameter b* varies from 5.82 (sample No.
25, Calas del Cuartel; Figures 2 and A2) to 18.82 (sample No. 51, Fustera Beach; Figures 2 and A4).
Those samples with negative a* and low b* values have a characteristic green colour and are from the
eastern side of Tabarca Island where the beaches are dominated by metagabbro clasts proceeding from
eroded cliffs [23]. On the opposite side, several native samples (No. 11, 14, 15, 17, 19, 28, 40, 54, 59,
60, 61, Table 1) stand out, with their values towards the yellow-red colour (Figure 2) resulting in an
attractive golden sand.

(a) (b) 

Figure 3. (a) The Lightness (L*) from sample number 1 to sample number 66, the beaches of Tabarca
Island were enumerated, the last ones from west to east (Figure 1 and Table A1). (b) Sample position
in the a*, b* plane (CIEL*a*b* colour space; illuminant D65, Table A1). Colour (yellow, green and
blue) refers to the geological domains of the study area (respectively, The Bajo Segura basin, The Betic
External Zones, and the Tabarca Island which belongs to the Betic Internal Zones).

3.3. Mineralogical Characterization

Mineralogical composition of the studied sands is very diverse, showing variations in the type of
minerals and also in the relative proportion in which they are represented. The colour of each grain is
directly related to its mineralogical composition and, therefore, the global colour of the deposit is the
result of the presence of certain grains and their abundance.

Leucocratic components (mainly transparent grains with angular morphology) were identified,
and they correspond mainly to quartz (SiO2). They are very well represented in all samples in
variable proportions (from 8.08% to 72.26%, Table 3). Melanocratic components correspond mainly
to both rock fragments (basically calcarenites and dark carbonate rocks) and other minerals such as
pyroxenes, amphiboles, and biotites. In general terms, melanocratic components are more abundant
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than leucocratic ones, especially at Tabarca Island (Figure 4). Their abundance varies along the study
area from 27.74% to 91.92% (Table 3). Finally, bioclasts (i.e., small fragments of shells, sea urchins,
calcareous algae, corals, etc.) were also counted and their proportion in the study area is very low,
almost insignificant. Due to the dark aspect of bioclasts and their low abundance, they were included
in the melanocratic fraction.

Concerning the abundance of leucocratic and melanocratic components, 14 samples contained less
than 50% of leucocratic components, while the rest (52) contained ≥50% of melanocratic components
(Figure 4). Table 3 shows median, mean, as well as minimum and maximum values of the colour data
(CIEL*a*b*) and mineralogical composition, i.e., percentage of leucocratic and melanocratic components.

Table 3. Summary of colour and mineralogical parameters.

L* a* b* Leucocratic Components Melanocratic Components

Min. 40.16 −1.470 5.82 8.08 27.74
Median 56.44 3.400 13.04 39.30 60.70
Mean 55.48 3.452 13.04 38.23 61.77
Max. 70.75 6.400 18.82 72.26 91.92

 
Figure 4. Sample position according to the Lightness (L*) and percentage of melanocratic components.
Colour (yellow, green, and blue) indicates the geological domains to which the studied beaches belong
(respectively, The Bajo Segura basin, The Betic External Zones, and the Tabarca Island which belongs to
the Betic Internal Zones).

3.4. Statistical Analysis

In order to find correlations among the different colour and mineralogical parameters, the Pearson
correlation statistic coefficient was obtained (Table A2). On the one hand, the highest correlation was
found among a* and b* parameters (R2 = 0.89; p-value = 2.2 × 10−16). On the other hand, L* parameter
shows a good correlation with the leucocratic component (R2 = 0.62; p-value = 2.187 × 10−8).
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Quartz grains normally present light colours and their high proportion in samples determines
sand clarity. In this way, the content of quartz grains is inversely proportional to the a* and b* colour
parameters as was previously concluded for the Belgian coast [9].

Principal Component Analysis (PCA) is a multivariate-statistical technique used for reducing the
dimensionality of data. The resulting analysis is shown in a two-dimensional plot composed of two
axes or components, PC1 and PC2 (Figure 5). PC1 explained 63.57% of the total variance and PC2
32.83%. The cumulative proportion of the second principal component was 96.39% (the data were
previously normalized). In the graph, the three colour variables (L*, a*, and b*) are represented with
arrows and each one of the 66 investigated sites is located in the graph according to its relation with the
variables, a technique applied previously in another sand colour study with important implications
for beach nourishment and coastal management [26]. The resulting distribution of the samples in the
graph is due to both their geographical location mainly related to the geological context and anthropic
actions carried out on the deposit (i.e., nourishment works). Four groups of beaches were identified
in the graph of Figure 5 according to their geographical location (“neighbouring beaches”): (i) the
southernmost beaches (n = 7); (ii) the northernmost beaches (n = 4); (iii) beaches of Santa Pola (n = 3);
and (iv) beaches of Tabarca Island (n = 5).

Moreover, very interesting groupings can be observed according to sand condition consulted in
the bibliography (Table 1). A group of natural samples (+10) from different municipalities is shown
towards the arrows of the colour variables (a* and b*, Figure 5). On the left side of the graph (Figure 5)
there are generally those beaches identified as natural or without alterations in colour of sand. The sand
composition of the northern beaches was also considered as native (Table 1) where sediment supplies
mainly arrive from the river and nearby streams. The sand of Tabarca beaches is also native and its
source area is the island itself and seabed. In the central sector of Figure 5 there are beaches located
in the central-northern part of the study area. Some of them correspond to modified beaches by
nourishment works and emplacement structures, e.g., harbours (No. 38, 39, 41, 46, 48, 53, 57).

 
Figure 5. Principal Component Analysis (PCA) graph: representation of sand samples according to
colour variables (L*, a*, and b*). See Table A1 for numerical information of each variable. Green colour:
native samples; red colour: altered samples (information obtained from bibliography data, Table 1).
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3.5. Grain Size Parameters

The sediment studied from the 66 samples was classified mainly as coarse sand (78.8%), very
coarse sand (12.6%), and medium sand (6.5%). Beaches in the southernmost part of the study area were
composed essentially of fine sand, while from the central part to the north, different types of beaches
can be observed with rocky shores, gravel, pebbles, with fine, medium and coarse sand. Table A1
shows some of the grain size parameters of each sample.

3.6. Colour Modification due to Human Activities

As a consequence of the urban and touristic pressure, artificial beaches were created and deep
modifications in the native coastal deposits were carried out. The sand used to nourish the beaches
came from different sources: (i) submerged sandbanks (e.g., San Juan beach, No. 34–35), sometimes
near to the mouth of harbours; (ii) from other beaches (e.g., El Puerto beach, No. 4); and even (iii) from
a quarry inland (Fustera Beach, No. 51).

At the beginning of the 1990s one of the largest beach modifications in the province of Alicante was
carried out in San Juan beach (Figure 6). Thanks to a sample of sand from the late 1980s it was possible
to compare the native colour of the sand with the current one of the nourished beach, whose sand
grains come from the littoral bottoms in front of the Serra Gelada Mountain (Benidorm, Alicante) [57].
Table 4 shows the colorimetric parameters of two samples from different years (1989/2019) and gathered
in the same coastal sector of the beach. Difference of colour values between these two samples was
estimated [62].

Table 4. Coordinates in CIEL*a*b* colour space and their differences at the San Juan beach.

Sample L* a* b* ΔL* Δa* Δb*

San Juan II (2019 year.) 57.76 3.03 10.86
3.85 1.15 5.84San Juan (1989 year.) 61.61 4.53 16.70

Equations (1) and (2) show the mathematical expression for quantifying the chromatic change in
terms of Hue differences (Δh) and Chroma differences (ΔC*). The parameter Total Colour Difference
(ΔE*, Equation (3)) is also used. The above calculations show that the colour of the beach after
nourishment works can change even when sediments come from near submerged areas. The colour
change is registered in all the chromatic parameters L*, a*, and b* (Table 4), and differences of −0.4◦
(h), −6 (C*), and 7.15 (ΔE*) are evidenced by different equations. All these values reflect a significant
aesthetical change of the coastal deposit after the nourishment. On the one hand, the negative values
of Δh and ΔC* mean that the new appearance of the altered San Juan beach is duller and more brown
than the native aspect. Therefore, the new beach colour is more distant from the ideal golden or
light sand appreciated by beach users [6]. On the other hand, the high ΔE* value indicates that
the chromatic change is clearly perceptible by local beach users, this occurs when the Total Colour
Difference parameter exceeds three units (ΔE* > 3) [63]. Another similar example is the Varadero beach
(Cuba) where beach nourishment works performed several times in the past decades with nearshore
sands changed the original beach colour that was the second lightest one out of 100 in Cuba, now
occupying only the fiftieth position in rank [26].

San Juan beach is a clear example showing how the construction on the coast imposes a
barrier to wind dynamics that can even cause the disappearance of beaches with the consequent
requirement of nourishment works (Figure 6). In addition, river channelling and sediment retention
in upstream reservoirs, which contribute to the erosion of beaches [64,65], have played a significant
role in the reduction of the sediment input to this representative beach of south-eastern Spain.
Historical bathymetric measures in reservoirs of the study area confirm this issue (Centre for
Hydrographic Studies). Indeed, San Juan beach has been the subject of geological outreach activities
to promote the Geoheritage of the area, which has also very didactic geological and sedimentary

259



Water 2020, 12, 377

outcrops [66]. In the didactic activities undertaken [67], the sedimentological analyses of the sand
(colour, sorting and presence of bioclasts) has been used to understand and reflect on the differences
between the natural and the nourishment sediments of the beach, and how important it is to attempt
to archive equivalent sands to the original in beach nourishment works.

 
Figure 6. San Juan beach. From the original condition to the present one [57,68–70].
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The study case of “Cala Fustera” (No. 51, Table A1, Figures 7 and A4) constitutes another example
of significant coastal alteration after nourishment works. In this case, the previous sand deposit was
replaced in 2017 by artificial quarry sand. Figure 7 shows visually differences in the colour of the
coast of the Fustera Beach (now composed of quarry sand) with respect to the native colour in this
coastal area, which can be seen at the Pinets beach. This original deposit is mainly composed of rocky
shore with Posidonia oceanica banquettes (that are the characteristics that Fustera Beach should have).
Unfortunately, no sand sample from the native Fustera Beach deposit was available. However, colour
differences have been assessed assuming that the original aspect of the beach was similar to the sand
colour of adjacent beaches. In this case, the chromatic change parameters take values of Δh = 0.01,
ΔC* = 8.13 and ΔE = 20.55, indicating that the new beach appearance is much whiter and bright than
the original aspect.

 
Figure 7. Fustera Beach nourished in 2017 with quarry sand (No. 51, Table A1), and Pinets beach,
non-altered site. The contrast between the artificial beach vs the natural one is obvious (2018 year.).
The bottom of the figure shows Fustera Beach in summer 2017.

A third example of sand colour modification due to management actions is the case of El Puerto
beach (sample No. 4) located in Pilar de la Horadada, Alicante. In this case, sand from the El Puerto
beach (a site next to a harbour from where sand is usually dredged, Figure 8) was transferred to other
beaches such as “El Mojón” or “Mil Palmeras”. Figure 8 shows the contact between the old and new
coastal deposit. The colour difference of the added sand can be justified because the southern beaches
are grouped at the top of Figure 5 with important differences in a* and b* parameters.
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Figure 8. El Puerto beach. One of the places where sand is dredged, mixed and distributed to other
beaches [71,72]. Image source: Google Earth Pro (18 March 2017).

4. Conclusions

This research is a new contribution to the diverse geological heritage of the southeast of the Iberian
Peninsula. Sand colour of natural beaches is influenced by the geological context in which they are
located: External and Internal zones of the Betic Cordillera, and the Bajo Segura basin. These three
main source areas of sediments determine natural sand composition and thus, the native beach colour.
Because of this, the resulting colour of each beach is the consequence of their mineralogical composition
linked to the source and hydrographic basin. In this sense, natural beaches related to the geological
context of the Bajo Segura basin are clearer than the rest due to the high content in quartz grains,
especially the southernmost ones. On the contrary, the darkest beaches are located in Tabarca Island,
whose rocky outcrops mainly belong to the Internal zones of the Betic Cordillera. Therefore, although
geology is the basis of the native beach colour, human factors can modify sand characteristics, as in the
case of several studied beaches, especially those related to the geological context of the External Zones
of the Betic Cordillera.

To measure the colour in sandy sediments it is adequate to apply CIEL*a*b* methodology
to objectively quantify the chromatic appearance of each sample. In the study area, generally
nourished/altered beaches differ from the native ones. The alteration of the sand colour by anthropic
actions transformed the natural colour increasing green and blue tones (a* and b* colour components)
and Lightness (positive values in L*). Despite this, a big group of natural beaches was identified with
the highest a* and b* values (towards red and yellow tones). Colour and mineralogical parameters are
related among them, such as the Lightness and the content of leucocratic components. Many beaches
with native sand present a high content of melanocratic components (>60%), while most of the
nourished beaches normally show less than 60% of such components. Principal Component Analysis
shows good groupings associated with the mineralogical composition (related to the geographical
location) and anthropic vs natural beaches. The position of the samples in the PCA graph is very useful
to compare the sand colour from different beaches and also to interpret the limited information about
nourishment works carried out in the past.

The 66 investigated samples differ in colour parameters and the beaches that receive more tourists
have been nourished and tend to be clearer (e.g., “Ponent”, “El Postiguet”, “San Juan”). Results show
that a few nourished beaches, e.g., “Playa del Cura”, “Llevant”, “Arenal Bol”, “El Postiguet”, and
“Ponent”, have a similar colour to the nearby native ones. The rest of the nourished beaches have lower
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values of a* and b* colour parameters, moving towards green and blue tones, e.g., “Punta Prima”,
“Marineta Cassiana”, “Playa Lisa”, “Bernabeu II”, “Calas del Cuartel”, etc. Despite this, native clear
samples generally presented higher values in the a* and b* parameters, this giving a more golden visual
appearance, e.g., Ferri Beach, Cervera Beach, “Los Locos”, “Les Ortigues”, “La Mata” or “Bon-nou”
among others. Today, the beach colour is not taken into consideration in some nourishment works, at
least in the study area where “El Puerto” in the south or Fustera Beach in the north are clear examples.

This study showed with analytical data a post-nourishment change in sand colour, a common
consequence also produced in other coastal sites such as Italy, Belgium or Cuba. Such changes may not
be appreciated by national and international tourists as well as by old local beachgoers. The CIEL*a*b*
colour space used to characterise sediment colour and Lightness is a useful tool to avoid significant
changes in sand colour that can affect coastal scenery, beachgoers preferences, and the biological
processes of some species. Native sediment colour is a natural characteristic of the coastal landscape
and for this reason it should be maintained, at least in rural beaches and natural parks. It is essential
to preserve the most natural coastal areas such as the dunes of Guardamar or the Island of Nueva
Tabarca, considered by the Spanish Geological Survey as places of geological interest, mainly due to
their geomorphological, sedimentological and stratigraphic particularities. In urban beaches, where
all is artificial, a change of sand colour can be accepted in order to improve the beach attractiveness.
Regarding future research prospects on the colour of beach sand, it would be interesting to analyse the
sand properties against time in order to detect possible changes in the coastal environment.

Sand is a limited and increasingly valuable resource. Its use and relocation generates strong
environmental, economic, and social impacts, especially on the coast. For this reason, it is preferable
to opt for dune restoration and the elimination of unnecessary structures/constructions (on the coast
or inland) that promote beach erosion instead of proposing nourishment projects that involve large
economic investments and that may affect different coastal and marine habitats as well as associated
species. Finally, the method used in this paper is easy to apply and can be very useful to carry
out appropriate erosion management actions by means of beach nourishment works in the future.
Consequently, the current conclusions are of particular interest to future actions to preserve the natural
environments and original characteristics of native deposits.

Author Contributions: Conceptualization, F.A.-M. and H.C.; methodology, E.P., I.C. and H.C.; software, F.A.-M.;
formal analysis, E.P.; investigation, F.A.-M. and H.C.; resources, E.P.; data curation, F.A.-M.; writing—original draft,
F.A.-M., J.M.-M. and H.C.; writing—review and editing, E.P. and G.A.; visualization, J.M.-M.; supervision, H.C.;
funding acquisition, H.C. and G.A. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: Special thanks go to Laura Piqueras for her technical support in the laboratory. The authors
would also like to thank Jesús Soria for providing us with a 30-year-old sand sample (native) from San Juan beach.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

As complementary material, photographs of each of 66 sampling points (Figures A1–A5) and
other relevant numerical data (Tables A1 and A2) are attached.
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Figure A1. Beaches investigated: from “Torre Derribada” (No. 1) to “Cala Cervera” (No.15).
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Figure A2. Beaches investigated: from “La Mata I” (No. 16) to “San Gabriel” (No.30).
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Figure A3. Beaches investigated: from “El Postiguet” (No. 31) to “Ponent II” (No.45).
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Figure A4. Beaches investigated: from “Ponent III” (No. 46) to “Molins i Palmeres” (No.60).
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Figure A5. Beaches investigated: from “Racó de L’Alberca” (No. 61) to “Platja Gran” (No.66).
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Table A1. Coordinates in CIEL*a*b* colour space of the 66 investigated samples and percentage of
sand grains by quartz (leucocratic component), rock fragments and shell fragments (melanocratic
components). The three granulometry parameters most commonly used are included. See Figure 1 for
number location.

No.
Colour Parameters Mineralogy Grain Size Parameters (μm)

L*(D65) a*(D65) b*(D65) Leucocratic Comp. (%) Melanocratic Comp. (%) Mean Mode Median D50

1 62.2 1.43 7.94 72.26 27.74 151.1 152.5 151.1
2 61.65 2.26 10.95 57.92 42.08 185.2 152.5 161.2
3 62.16 3.25 12.24 57.14 42.86 190.8 152.5 166.7
4 62.41 2.95 12.17 50.59 49.41 152.5 152.5 152.5
5 63.38 2.6 12 51.14 48.86 153.6 152.5 153.6
6 64 4.03 14.52 53.91 46.09 193.2 152.5 169.8
7 63.71 3.68 13.32 52.97 47.03 194.7 152.5 170.6
8 57.06 1.48 8.37 50.00 50.00 149.2 152.5 149.2
9 59.06 1.71 9.27 41.63 58.37 182.9 152.5 159.3
10 56.7 2.01 10.08 43.10 56.90 153.8 152.5 153.8
11 54.4 5.66 16.49 30.35 69.65 194.3 152.5 171.0
12 57.02 3.32 13.36 29.62 70.38 150.9 152.5 150.9
13 57.14 4.45 15.51 38.56 61.44 177.8 152.5 155.7
14 57.19 5.53 16.01 25.10 74.90 233.8 302.5 269.0
15 55.07 6.04 17.7 31.66 68.34 239.5 302.5 276.3
16 57.33 4.39 16.07 28.90 71.10 150.1 152.5 150.1
17 55.44 5.41 16.9 30.21 69.79 198.7 152.5 176.0
18 55.54 4.95 16.29 39.02 60.98 189.6 152.5 162.3
19 54.95 5.53 18.06 29.87 70.13 154.5 152.5 154.5
20 54.9 4.59 14.89 33.84 66.16 224.7 302.5 253.3
21 57.95 4.44 15.9 39.57 60.43 149.7 152.5 149.7
22 55.43 4.3 14.02 44.49 55.51 199.9 302.5 180.0
23 53.78 0.72 6.41 48.78 51.22 149.3 152.5 149.3
24 55.9 2.02 9.76 48.47 51.53 151.3 152.5 151.3
25 52 0.81 5.82 51.38 48.62 151.4 152.5 151.4
26 55.78 4.3 15.19 40.08 59.92 152.6 152.5 152.6
27 57.15 4.21 14.65 45.45 54.55 188.7 152.5 164.4
28 54.48 5.27 16.21 32.74 67.26 236.2 302.5 272.4
29 52.14 5 15.57 30.29 69.71 296.0 302.5 296.0
30 58.52 2.6 11.6 52.22 47.78 181.8 152.5 157.8
31 56.76 3.48 15.12 35.58 64.42 174.9 152.5 155.3
32 57.11 3.11 14.46 40.27 59.73 232.5 152.5 258.9
33 53.53 4.38 16.76 14.22 85.78 469.5 605.0 537.2
34 58.41 2.83 9.85 48.12 51.88 193.0 152.5 166.2
35 57.76 3.03 10.86 46.32 53.68 187.6 152.5 159.4
36 58.41 3.73 12.57 56.28 43.72 234.0 302.5 269.8
37 57.58 2.87 10.23 40.33 59.67 199.2 152.5 177.3
38 56.79 3.09 11 46.15 53.85 232.7 302.5 266.0
39 56.07 3.73 12.72 45.43 54.57 239.4 302.5 276.6
40 54.26 5.55 17.54 8.08 91.92 904.3 605.0 682.0
41 56.43 3.3 11.88 52.26 47.74 232.2 302.5 265.3
42 51.92 4.86 14.65 15.00 85.00 386.1 302.5 331.9
43 58.55 2.94 13 46.82 53.18 183.6 152.5 159.8
44 58.85 3.58 12.84 58.72 41.28 176.9 152.5 156.3
45 56.44 4.1 13.71 42.91 57.09 258.2 302.5 291.0
46 56.75 2.93 11.02 46.75 53.25 191.0 152.5 163.7
47 56.93 4.64 15.44 42.53 57.47 196.5 152.5 174.4
48 53.62 2.48 12.06 28.23 71.77 151.5 152.5 151.5
49 56.59 4.07 14.47 34.01 65.99 182.5 152.5 158.8
50 57.23 2.71 13.07 33.33 66.67 180.5 152.5 157.5
51 70.75 3.55 18.82 39.04 60.96 275.2 302.5 280.9
52 51.88 2.16 10.81 22.85 77.15 176.0 152.5 155.8
53 55.07 2.61 11.94 36.22 63.78 290.1 302.5 292.3
54 54.77 5.41 16.44 10.00 90.00 624.0 605.0 615.2
55 51.72 2.4 10.95 24.42 75.58 237.1 302.5 273.7
56 56.55 1.29 8.57 66.79 33.21 189.6 152.5 167.6
57 52.02 3.15 12.39 50.43 49.57 185.1 152.5 161.4
58 47.66 5.16 15.32 29.44 70.56 292.6 302.5 292.6
59 47.78 5.37 15.66 35.96 64.04 299.4 302.5 299.4
60 46.91 5.69 15.19 19.90 80.10 572.2 605.0 559.0
61 48.01 6.4 15.7 23.75 76.25 470.3 605.0 538.1
62 45.95 1.16 8.14 12.81 87.19 380.3 302.5 330.7
63 40.16 2.37 11.21 16.67 83.33 593.4 605.0 593.4
64 46.03 2.26 12.73 21.33 78.67 464.1 605.0 534.1
65 46.13 −0.03 7.48 31.05 68.95 348.9 302.5 304.4
66 45.54 −1.47 8.93 19.70 80.30 605.0 605.0 605.0
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Table A2. Bivariate Pearson correlation matrix for the analyzed parameters. Relevant correlations
marked in bold.

L* a* b* Leucocratic Components Melanocratic Components

L* 1 0.058 0.119 0.624 −0.624
a* 1 0.890 −0.302 0.302
b* 1 −0.402 0.402

Leucocratic components 1 −1
Melanocratic components 1
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