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Abstract: The Special Issue “Non-Destructive Testing of Structures” has been proposed to
present recent developments in the field of diagnostics of structural materials and components
in civil and mechanical engineering. The papers highlighted in this editorial concern various
aspects of non-invasive diagnostics, including such topics as condition assessments of civil and
mechanical structures and connections of structural elements, the inspection of cultural heritage
monuments, the testing of structural materials, structural health monitoring systems, the integration
of non-destructive testing methods, advanced signal processing for the non-destructive testing of
structures (NDT), damage detection and damage imaging, as well as modeling and numerical analyses
for supporting structural health monitoring (SHM) systems.

Keywords: non-destructive testing; structural health monitoring; civil engineering structures;
mechanical structures; damage detection and visualization; modeling and simulations

Engineering structures are gradually destroyed over time due to the influence of atmospheric
conditions, excessive loads, and processes of natural aging. Since damage in a structural element
may lead to improper operation of the whole object, various damage detection and structural health
monitoring (SHM) methods have thus been investigated and developed to improve reliability and
safety and to solve the maintenance problems of infrastructural and mechanical structures.

The term non-destructive testing (NDT) covers a wide group of measurement and analysis
techniques used in the process of assessing the current state of structural materials or elements. It is
a quick and effective approach, the main advantage of which is the ability to examine the material
in a non-invasive manner, without damaging or changing the composition or shape of the inspected
object. In recent years, there has been growing interest in the development of non-invasive methods,
including in the field of civil and mechanical engineering.

The Special Issue “Non-Destructive Testing of Structures” has been proposed to gather the
experience of civil and mechanical research communities in relation to the latest advances and trends
in the field of diagnostics of structures and their components. A total of 22 papers were published in
the Special Issue to touch different aspects connected with novel NDT approaches, with particular
emphasis on the development of single and integrated measurement techniques, damage imaging
procedures, advanced signal processing as well as modeling and numerical analyses for supporting
SHM systems. A brief description of the Special Issue papers is presented below.

A wide range of experimental and numerical studies is reported in the papers in this Special
Issue [1-8]. Nazarko and Ziemianiski [1] monitored the axial bolt forces by means of elastic wave
propagation signals. A series of laboratory tests were carried out on flange connections with six bolts,
subjected to static tensile tests. Some bolts were equipped with washer load cells for the precise
measurement of axial force. Moreover, selected bolts were equipped with piezoelectric transducers
(actuator and sensor working in a pitch-catch configuration) in order to register the elastic wave
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signals. The results of ultrasonic testing were next integrated with the artificial neural network (ANN)
for both signal compression and as an interface tool. The results showed that ANNs were able to
predict the axial forces in bolts with relatively good accuracy. The proposed approach revealed the
significant potential for real-life NDT inspections [1]. The effect of cladding stiffening on steel structures
was studied by Korcz-Konkol and Iwicki [2]. Their work was undertaken to analyze what kind of
non-destructive approach can be used for the condition assessment of existing buildings. Experimental
investigations on small-scale shear panels made of trapezoidal sheeting were conducted to observe the
behavior of the diaphragm under increasing and repeated load. The force-displacement relation and
strains in selected areas of the sheeting were recorded during tests in a testing machine. Additionally,
numerical calculations by the finite element method (FEM) in Abaqus software were conducted.
The results obtained revealed the nonlinear, hysteretic force-displacement behavior of the panel and
the occurrence of persistent deflections and stresses remaining even after the unloading. The authors
concluded that indicators like the stresses, force—displacement paths and modes of failure could be
potentially used for structural health monitoring of existing buildings in terms of parasitic stressed-skin
action [2]. Palacz et al. [3] presented some aspects of numerical analyses for supporting SHM systems.
They concentrated on FEM-based wave propagation modeling. The purpose of the study was to
indicate the problems of numerical nature, which are immanent to modelling, as well as practical
aspects that may lead to significant errors and the misinterpretation of results. The authors carried
out numerical studies on one-dimensional structures. They analyzed the dynamic response covering
natural frequencies and modes of natural vibrations and the accuracy of their representations [3].
Li et al. [4] presented a method dedicated to detection, localization, and quantitative analysis of
local damage to beam structures based on vibration signal analysis. A novel algorithm based on
the unscented Kalman filter was designed. The effectiveness of the method was demonstrated on
experimental data acquired for a four-layer frame model composed of plexiglass plates and aluminum
columns. The non-destructive testing algorithm was used to evaluate and monitor the strength,
stiffness, damping of the frame. The results showed that the proposed damage detection algorithm
is much more efficient than conventional methods [4]. Moonens et al. [5] described a promising
technology patented under the name effective structural health monitoring (eSHM). In the paper,
they addressed the possibility of assessing the fatigue life of a straight lug component by capillary-based
structural health monitoring. The eSHM assumes the integrating structurally small and pressurized
capillaries into the component. The concept is as follows: a fatigue crack breaches the capillary network
and causes a leak to flow to the open atmosphere; next, the loss of pressure in the galleries is detected
by a pressure sensor. The concept was verified numerically using the finite element and extended
finite element methods. Various capillary sizes and shapes were analyzed. The authors revealed the
great potential of the eSHM, especially with the use of additive manufacturing for part production [5].
Liu et al. [6] investigated the influence of a crack size on the stress evaluation of low alloy steel
with metal magnetic memory (MMM) technology. A sample made of ferromagnetic material with
rectangular grooves of different depths and widths was tested. The metal magnetic memory detector
was used to store the Hy(y) signal of the sample under different stresses. The fracture morphology was
observed by using scanning electron microscopy (SEM). The results showed how different types of
grooves influenced the magnetic intensity gradient changes [6]. The paper by Roskosz et al. [7] was
focused on the evaluation of the hardness of ferromagnetic steel. Measurements of the Barkhausen
noise and hardness were carried out on specimens subjected to plastic strain and thermochemical
treatment. A new methodology was developed for the determination of correlations between the
Barkhausen noise number of events and hardness [7]. Maciusowicz and Psuj [8] presented a new
approach to the non-destructive evaluation of the easy magnetization axis in grain-oriented steel based
on the Barkhausen phenomenon and its time—frequency characteristics. In the experiment, a sample
of the conventional cold-rolled electrical steel sheet was used. Measurements were made for several
angular settings towards the rolling and transverse directions. A procedure of signal transformation
into the time—frequency domain by short-time Fourier transform was presented. The proposed method
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allowed detailed observation of the relationship between magnetic Barkhausen noise properties
expressed in time and frequency for subsequent time moments [8].

The second group of papers has been devoted to the condition assessment of concrete and
cement-based materials and structures [9-17]. Szelag [9] presented a paper in which he reviewed
the achievements in the field of the diagnostics of the cracking in cement composites. The four most
important aspects related to the evaluation of a cracking pattern were addressed, namely: (i) the process
of crack formation and their evolution into a branched system of cracks; (ii) the diagnostic techniques
of digital extraction of the cracking patterns based on image analysis; (iii) the quantitative parameters
used to describe the development degree and morphology of the cracks system; (iv) the influence of a
cracking pattern on selected properties of cement composites. From the presented current state of the
art in the field of the analysis of the cracking patterns in cement composites, it can be concluded that
current works carried out in the field of crack assessment significantly contribute to the development
of non-destructive testing methods in the field of cement composite technology [9]. The paper by
Kurylowicz-Cudowska [10] deals with the concept of a practical computation method to simulate the
temperature distribution in a concrete structure. A model for the hardening of concrete, consistent with
in situ measurement capabilities, was developed. Investigations consisted of three complementary
parts: laboratory tests of high-performance concrete, measurements of temperature evolution in the
bridge deck, and numerical simulations of temperature field in a concrete box bridge girder using
the finite difference method. A new approach for the identification of the model parameters and
heat transfer coefficients has been proposed. The results showed that the temperature history of
concrete hardening, supplemented with maturity method equations, made it possible to estimate an
early-age compressive strength of the cast-in-place concrete. It was also revealed that the proposed
solution has great potential in the monitoring systems for concrete objects [10]. Storiski and Tekieli [11]
presented a study on the monitoring and evaluation of surface cracks in concrete structural elements.
The main goal was to integrate two computer vision methods, i.e., the digital image correlation
(DIC) technique and region-based convolutional neural network (CNN) for the automatic detection
and localization of multiple cracks. The proposed methodology was verified experimentally on
post-tensioned, precast crane runway beams after more than 50 years of exploitation, subjected to
three-point bending tests. At first, the DIC method was used for monitoring the deformation fields of
the beam side surface. Next, the trained convolutional neural network was applied for the detection
and localization of cracks. The results showed that the developed computer vision system was
highly effective in automatically identifying the number of cracks and precisely pointing to their
localization [11]. Sadowski et al. [12] proposed a complex methodology for the effective control of the
entire process of executing floors made of cement-based materials. The methodology, developed based
on many years of the authors’ experience, has three control stages: (i) control before starting the floor;
(ii) ongoing control during the execution of the floor; (iii) control tests after finishing the execution of the
floor. The authors indicated the need to use necessary semi-destructive and non-destructive methods
for the examination of the technical condition of floors in various construction objects [12]. Perkowski
and Tatara [13] investigated the detection of brittle damage in concrete beams using transmission
ultrasonic tomography. Tomographic experiments were carried out on three reinforced concrete beams
on a laboratory scale and one prefabricated beam on a natural scale. A method of reducing errors
in the tomographic reconstruction of longitudinal wave velocity maps caused by the simplifying
assumptions of the straightness of the fastest wave propagation paths was developed. The method
consisted of the appropriate extension of the measured propagation times of the wave transmitted
between opposite sending-receiving transducers if the actual propagation paths deviate from straight
lines. The conducted research has shown that the accuracy of the tomography imaging of brittle
damage in concrete could be effectively supported by the graph theory and Dijkstra’s algorithm [13].
Logon and Schabowicz [14] used the acoustic emission (AE) method to recognize micro-events in
quasi-brittle cement composites and to identify the destruction process. Experimental tests were
conducted on a quasi-brittle composite of a cement paste reinforced with a high volume of dispersed
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polypropylene fibers. The main innovation of this research was the detection of AE micro-events
using the sound spectrum in the area preceding the occurrence of critical cracks that initiate the
destruction process in cement composites. It was confirmed that the application of the 3D spectrum
enabled a better recognition of micro- and macro-changes in the structure of the samples based on
the analysis of sound intensity, amplitudes, and frequencies [14]. Jasiniski [15] evaluated changes in
the stress state of masonry specimens made of autoclaved aerated concrete using the acoustoelastic
method. The experimental studies were divided into two parts. At first, the empirical relationships
between compressive stress and the velocity of the longitudinal ultrasonic wave, including humidity,
were determined. Next, nine masonry walls were tested in axial compression. The obtained results
showed that precise values of mean stress in the wall were determined on the basis of the measured
velocity of ultrasonic wave propagation at a high number of measuring points, and the reduced number
of measuring points resulted in a significant underestimation of mean stress [15]. The next two articles
concerned bonding between a concrete substrate and cladding. Topolaf et al. [16] experimentally
examined the influence of the bonding system between a concrete substrate and large-format tiles.
The bond strength was observed during mechanical loading under conditions that corresponded to
real-life applications. Non-destructive diagnostics were performed using the following techniques:
ultrasonic pulse velocity test, acoustic emission method, strain measurement, and acoustic tracing.
The experiment showed that the loading caused no damage to the ceramic tile and all the detected
failures took place in the adhesive layer or in the concrete slab [16]. Wojtczak et al. [17] applied the
guided wave propagation technique for the condition assessment of concrete beams strengthened with
steel plates. The novelty was in the comprehensive theoretical-numerical-experimental analysis of
wave propagation in steel-concrete adhesively bonded specimens and the possibility of debonding
imaging using weighted root mean square-based ultrasonic diagnostics. The research aimed at
the damage identification and imaging in adhesive joints of composite beams with different levels
of debonding. The experimental wave field was measured by scanning laser Doppler vibrometry.
Next, the wave signals were processed by the weighted root mean square calculations. The obtained
results indicated that the quality of damage maps strongly depended on the location of excitation [17].

Another group of articles concerned non-destructive testing of bridge structures [18-20].
Kwiatkowski et al. [18] presented a comparison of various measuring methods applied to investigate the
behavior of a suspension bridge under differentload scenarios. Three techniques, namely terrestrial laser
scanning, tachymetry and photogrammetry, were examined on the bridge with a 165 m span. The testing
range consisted of conducting the non-contact measuring of the bridge and cable displacements under
dynamic and static loads and static loads. The obtained results enabled an assessment of the usefulness
of the used measuring techniques. Some particular conclusions about the integration of the used
methods have been drawn, especially in the context of measurements of structures under static and
dynamic loading [18]. Mac et al. [19] focused on the detection of delamination in a concrete bridge deck.
The main goal of the study was to develop a comprehensive system for bridge inspection using passive
infrared thermography. Experimental tests were conducted on laboratory-scale concrete specimens
with embedded artificial delamination of different width-to-depth ratios. Infrared cameras were
employed to capture the surface temperature of the structure. The relations between the delamination
size and depth and the heat energy were described. The optimal time to inspect the concrete bridge
deck was determined [19]. Miskiewicz et al. [20] described interdisciplinary and comprehensive
non-destructive diagnostic tests of a soil-steel bridge made of corrugated sheets. A non-standard
program of bridge loading was used during the inspection, including static and moving loads. The load
test design was based on the finite element method simulations. In situ measurements were done by
means of inductive sensors, an optical total station, and terrestrial laser scanner. The results obtained
by terrestrial laser scanning were used to build a precise image of structural deformation. The accuracy
of laser mapping was significantly increased using the information coming from the total station
and the inductive sensors. A combination of testing methods was revealed as an effective tool in the



Materials 2020, 13, 4996

non-destructive diagnostics of structures and an interesting alternative for the standard approach,
in which the measurements are done in a limited number of points [20].

The diagnostics of cultural heritage structures were the subjects of interest in the last two papers
from this Special Issue [21,22]. Tomaszewska et al. [21] investigated the problem of the modal
identification of a masonry lighthouse. In the experiment, operational modal analysis was applied to
the structure. Three identification techniques (peak picking, eigensystem realization algorithm and
natural excitation technique with eigensystem realization algorithm) were applied to obtain modal
parameters. The exact structural model was built by means of the finite element method. In the
diagnostic process, the material properties were determined via numerical model validation applied to
the first pair of natural frequencies and their related mode shapes, determined experimentally. As a
result, the elastic modulus, Poisson’s ratio and material density of brick, sandstone and granite masonry
were determined [21]. Rucka et al. [22] presented the results of the integrated ground penetrating
radar (GPR) and ultrasonic testing (UT) inspection conducted on a historical floor. The aim of the
study was to present the practical aspects of the application of both techniques in detecting and
imaging the underfloor inclusions, such as air voids, brick walls, pipes, rubble and human remains.
In order to better understand the phenomena of electromagnetic and ultrasonic wave propagation
within the air voids and concentrated inclusions, laboratory tests were conducted on two concrete
slabs stacked on top of each other and gradually moved apart to simulate a slot of varying thickness.
The numerical simulations of electromagnetic waves were performed to support the interpretation
of the GPR results. The obtained results showed that the integration of the GPR and UT methods
provided effective imaging of the floor and the area under it. Ultrasonic testing proved to be a good
technique for identifying air voids, while the GPR method allowed for the detection of concentrated
anomalies and determining the degree of ground homogeneity under a floor. The presented research
revealed the possibilities and limitations of both methods, indicating their complementarity in the
context of the non-destructive diagnostics of historical buildings [22].

In summary, the papers presented in this Special Issue concern various aspects of non-invasive
diagnostics and present recent developments in the field of the diagnostics of structural materials and
components in civil and mechanical engineering. Both interesting practical solutions and a significant
contribution to the new approaches to NDT were achieved.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: In stressed-skin design, the cladding stiffening effect on structures is taken into account.
However, the “traditional” design is more usual, wherein this effect is neglected. Even if the
diaphragm actions are not regarded, in particular cases such as big sheds (and others), the parasitic
(unwanted) stressed-skin action may occur with the result of leakage or even failure. The structures
of this kind have already been built. Thus, an important question arises: How can one assess them
if there is a need to correct or redesign them? What kind of non-destructive approach can be used
to achieve that? Experimental tests of small-scale shear panels made of trapezoidal sheeting were
designed in order to observe the behaviour of the diaphragm under increasing and repeated load.
The tests were oriented toward force-displacement relations and strains in selected areas of the
sheeting. The results revealed nonlinear, hysteretic force—displacement behaviour of the panel and
the occurrence of the persistent deflections and stresses which remain even after the unloading.
The relation among the stresses, force—displacement paths and modes of failure can be potentially
used in monitoring systems of existing buildings in terms of parasitic stressed-skin action.

Keywords: steel structures; stressed-skin effect; diaphragm design; trapezoidal sheeting; condition
assessment of steel structure; structural health monitoring

1. Introduction

Cladding of steel structures affects the stiffness and spatial character of structural performance, and
consequently, deflections and forces in particular structural members. This action is called stressed-skin
or diaphragm action. The idea of stressed-skin design was born in the 1960s, and came to be widely
known throughout the decades. The intention is to take advantage of the interaction between structural
elements and panels (roofing, wall cladding or even flooring). According to [1], roof and floor panels
may be treated as the web and edge members (elements along the structure, e.g., purlins) as the flanges
of the deep plate girder. Similarly, wall diaphragms may be treated as bracing. That is typical response
of the stressed-skin structure on the horizontal forces (such as wind loads); however, in the case of a
pitched-roof, vertical forces (such as snow loads) may be resisted in a similar way as well.

Recent European Recommendations for stressed-skin design [2] were formulated in 1995.
Since then, significant changes were noted in steel construction: nowadays the structures are bigger,
taller, made of more slender members (e.g., cold-formed profiles), have new types of cladding and
fasteners, etc. What is more, the development of hardware and numerical software dedicated to
structures has brought in more and more accessible tools to consider more complex cases. These are
probably some of the reasons for the increasing interest of the researchers in stressed-skin actions.
The improvements to the analytical procedures are investigated, e.g., new factors affecting stiffness of
the diaphragms but neglected in the procedures and analyses of schemes of the fasteners, e.g., the lack
of seam fasteners [3-6], and schemes known from practice but not included in recommendations [7,8].
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Some of the necessary improvements of design codes have been proposed earlier [9]. Other studies
focus on numerical aspects of taking into account the diaphragm actions, such as [8,10-12].

Simultaneously, in “traditional design” stabilisation of particular elements, e.g., purlins, by sheeting
is much more eagerly taken into account (this problem was analysed, e.g., in [13]), while the diaphragm
effect is neglected; thus, extra global stiffening of the structure by sheeting is considered beneficial.
However, it has to be remembered that regardless of possible considering the stressed-skin actions of
the cladding, it brings extra structural stiffness to a certain extent. The significance of this aspect is
controlled by many parameters. In [14,15] the attention was drawn to selected roof failures attributed
to the parasitic (undesired) stressed-skin action. Further discussion and explanations are presented
also in [16]. The unwanted diaphragm actions may trigger significant force increases in the edge
members (e.g., purlins), purlin to cleat connections, purlin to cladding connections and cladding itself.
These situations arise in big sheds, but can be also important in small buildings, e.g., with cold-formed
structure of the frames. The problem is even more complex because of the fact that buildings may
be susceptible to fatigue accumulation deficits, reaching failure conditions many years after their
construction, possibly causing leakage of the cladding, and even fatigue failure. These alarming reports
should lead to much more cautious design of steel structures in the traditional approach.

The problem of the underestimation of the importance of the diaphragms is known and actual not
only in steel structures. Another example may be the infilled reinforced concrete (RC) structures when
subjected to earthquakes. According to [17], the infill masonry walls have a significant contribution to
the global seismic response of RC structure. Results of the blind test prediction carried out in a scaled
RC structure confirmed that the strength and stiffness of the infill (diaphragm) should definitely be
taken into account in design processes as a very important factor.

Alist of problems to solve thusly arose. How can one evaluate the condition of the structure in the
existing buildings designed without the consideration of stressed-skin effect, currently considered as
being in the group of risk of parasitic stressed-skin action? How can one assess them if there is a need to
correct or redesign the structure before the leakage or failure occurred? What kind of non-destructive
approach can be used to achieve this?

This paper attempts to address the issues above. Experimental tests of small-scale shear panels
made of trapezoidal sheeting were designed in order to observe the behaviour of diaphragms under
increasing and repeated load. The measurement results were the force-displacement relation (in a
testing machine) and strains in selected areas of the sheeting using strain gauges (SG). The results
revealed the hysteresical character of panel work and persistent displacements and strains which
remain even after unloading the structure, which can be the first step to leakage, even failure.
The outcomes showed the relation between the stresses, force-displacement paths and the mechanism
of failure, to be potentially applied in the system of monitoring existing buildings in terms of parasitic
stressed-skin action.

2. Materials and Methods

2.1. Experimental Model—General Description

Experimental research was intended to investigate a wide range of panel behaviour at shear.
The experimental set-up was designed for the corrugated sheet investigation; however, it can also be
used for other types of panels (e.g., sandwich, wood or textile panels or parts of roofs consisting of
purlins and trapezoidal sheeting). A static model of the permanent set-up is presented in Figure 1,
the main elements are shown in Figure 2. Four pin-ended rectangular hollow section members form
a square frame with four hinged nodes in the frame plane. The axial dimension of the frame was
850 mm (width and length: 4 and b in Figure 1). The dimensions of the set-up were assessed according
to the technological condition that the largest dimension in the direction of square frame diagonal
must be less than 1350 mm, i.e., the maximum allowable spacing between the fastening elements of the
testing machine.
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Figure 1. Static scheme of the experimental set-up [mm].

(@) (b)

Figure 2. Experimental set-up: (a) permanent elements, (b) set-up with the analysed sheeting.

In nodes 2 and 4 (see Figure 1) extra elements were provided to allow fastening the set-up to the
testing machine. These extra elements were totally fixed in both top and bottom fastening element
of the testing machine. Next, every extra element was pin-joint in the hinges of the square frame
with possible rotation about the axis perpendicular to the plane of the frame; see Figures 3b and 4a.
Similar hinges have been constructed in nodes 1 and 3 in Figure 1, as presented in Figure 2. The bottom
fastening element was fixed in the initial point during the experiment while the testing machine was
inducing displacement of the top fastening element in the vertical direction. Due to pin connection of
members, the permanent set-up (square frame) was a mechanism not to resist shear (comparing to the
diaphragm stiffness). It allowed us to investigate the resistance and stiffness of shear panels made
of corrugated sheeting installed to the frame. Sheet/purlin (or sheet/rafter) fasteners were applied,
so flexibility, location and influence of the connection on corrugated sheeting were taken into account.
Flexibility of the support elements (purlins, rafters) was included with the use of U-shaped cold-formed
plates. The plates were fixed to rigid rectangular hollow section (RHS) profiles in order to fasten the
sheeting. Specifications of the applied elements are widely discussed in Section 2.2.
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2.2. Experimental Model—Specification of the Elements

The model of the experimental set-up is presented in Figure 1; the set-up fastened to the testing
machine is presented in Figure 2. The main parts of the permanent experimental set-up were four
pin-ended rectangular hollow section profiles (RHS 100 x 4), which formed the mechanism of a square
frame (see Figures 1 and 2a). The RHS 100 X 4 profile was assumed rigid enough not to affect the
final results. Next the U-shaped cold-formed plates were fastened to the RHS members using bolts
as presented in Figures 2b and 3b. The thickness of the U-shaped plate was 0.5 mm; however, in the
fastening plane the thickness was increased to 1.5 mm by adding extra plates. The corrugated sheeting
is typically fastened to the support structure (e.g., purlin or girder) using self-drilling screws. In order to
allow for fastening the corrugated sheeting to the U-shaped plates and for the re-use of the permanent
set-up, long holes were designed in the RHS profiles; see Figure 2a. The case of trapezoidal sheeting
was investigated, with the height of 18 mm, the length in the direction of the corrugation of 950 mm
and the width in the direction parallel to the corrugation of 830 mm. The geometry of the trapezoidal
sheeting was chosen according to Eurocode procedures [1,18-20], based on the comparison of the value
of the ultimate limit state (ULS) combination of loading perpendicular to the plane of the sheeting
typical for Poland and the allowable loading for the specimen trapezoidal sheeting. The comparison
proved that the space between the supports of the sheeting should not exceed 1 m, while the spacing
between support elements in the tests was equal to 0.85 m due to machine limitations. Taking this into
consideration, the reduction scale is not such a significant issue. On the other hand, in the experiment
only one part of the panel was taken into account; in real structures there are more panels building one
roof, which means more complex behaviour. However, in this paper the concentration is primarily on
the local effects (support, fasteners) which seem to be crucial in case of parasitic stressed-skin action.
In this case, even the reduced scale specimen seems to fulfil its function. The trapezoidal sheeting
geometry and the model of the sheet/purlin or sheet/rafter fasteners (self-drilling screws of a diameter
5.5 mm and ethylene propylene diene monomer (EPDM) washer is presented in Figure 3. The screws
were used in the centreline of every corrugation.

26
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Figure 3. Specimens’ details: (a) trapezoidal sheeting geometry [mm]; (b) trapezoidal sheeting fastened
to the permanent frame (scheme of the fasteners).

2.3. Experimental Model—Specifications of the Measurements

Experimental analyses were conducted in the testing machine as presented in Figures 1 and 2.
The displacement increment over time of the top fastening element of the machine (node 2) was
assumed constant. Displacements (node 2), forces (node 4) and time were measured. Additionally,
the changes of strains in selected points and directions of the trapezoidal sheeting in relation to the

10
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time were registered. The layout of the strain gauges used in the tests is presented in Figure 4. SG 1
and 5 registered the changes of the strains in the direction perpendicular to the corrugations in the
side of the middle corrugation, 50 mm from the frame edge (on both sides of the sheeting). SG 2, 3
and 4 formed a rectangular rosette (on one—bottom side of the sheeting) which allowed us to assess
principle stresses (assuming elastic modulus E = 210 GPa).

top fastening element

bottom fastening element

(a)

SG2 + 5G4

(b)

Figure 4. Strain gauge (SG) measurements: (a) scheme of the SG location; (b) SG 5 during the test;
(c) SG 1, 2, 3 and 4 during the test.

‘

Four tests of trapezoidal sheeting panels were conducted. The test 1 assumed the displacement
was increasing constantly until the panel failure. In tests 2, 3 and 4 the repeated displacement
increase/decrease was implemented. The loading protocol in tests 2, 3 and 4 was as follows:

e Initial force 50 N.

11



Materials 2020, 13, 4032

e Increase of the force (displacement increase = constant) until the value of 1000 N—force = constant
for 30 s—decrease of the force to the value of 300 N (displacement decrease = constant)—
force = constant for 30 s.

e Increase of the force (displacement increase = constant) until the value of 2000 N—force = constant
for 30 s—decrease of the force to the value of 300 N (displacement decrease = constant)—
force = constant for 30 s.

e Increase of the force (displacement increase = constant) until the value of 3000 N—force = constant
for 30 s—decrease of the force to the value of 300 N (displacement decrease = constant)—
force = constant for 30 s.

e Increase of the force (displacement increase = constant) until the value of 4300 N—force = constant
for 30 s—decrease of the force to the value of 300 N (displacement decrease = constant)—
force = constant for 30 s.

e Increase of the force (displacement increase = constant) until the value of 6300 N—force = constant
for 30 s—decrease of the force to the value of 300 N (displacement decrease = constant)—
force = constant for 30 s.

e Increase of the force (displacement increase = constant) until the failure of the panel.

The initial force in the testing machine was 50 N. Nevertheless, in the initial stage of loading,
the loose spaces of the set-up disturbed the measurements (about 3,5 mm and circa 300 N). In the paper
diaphragms without this initial stage are analysed.

2.4. Numerical Model—General Description

A 3D numerical model of the experimental research was built in ABAQUS software [21].
Geometrically and materially non-linear static analysis was performed. An elastic-plastic model
of the material (steel S250GD + Z) was reflected by the following properties: elastic modulus
E =210 GPa, Poisson’s ratio v = 0.3 and yield stress f, = 250 MPa.

The frame members and corrugated sheets were modelled by 20,100 shell elements with four
nodes and four integration points (S4) and the size of 8-12 mm. Profiles were built with sharp corners
(radius of curved elements equal to zero). The meshed structure is presented in Figure 5a.

(a) (b)

Figure 5. Numerical model: (a) view of the whole model with global coordinates; (b) detail of the
frame hinge.

The frame members were modelled in a simplified way. Each of the RHS profiles, which in tests
were the supports for the sheeting, was built as one element together with the U-shaped cold-formed
plate. The thickness of the U-shaped plate (0.5 mm on the sides, 1.5 mm on the top) was assigned,
so that the stiffness of the profile was mapped. Hinge connections in the frame were included using
four reference points (RP in Figure 5b) in four axial nodes of the frame, which were tied (six degrees

12
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of freedom fixed) with four corners of the shell frame element. This way allowed us to model the
hinge without the necessity of building the details of the connection. The connection is presented in
Figure 5b.

Fasteners (self-drilling screws) were mapped using tie connections between nodes (six degrees of
freedom fixed). The propping effect was included by modelling the contact between the sheeting and
the frame (with the separation allowed after contact).

Boundary conditions were assigned using references points. In nodes 1 and 3 the displacement in
y direction was fixed; in node 4—displacements in x, y and z directions were fixed (for numbers of
nodes see Figure 1). In node 2 the displacement increase was applied in the direction of the frame
diagonal until the failure of the panel. Stress maps were obtained. The numerical analysis results are
presented in Section 3.2.

3. Results and Discussion

3.1. Laboratory Tests

In the first step of the laboratory analysis, the four-pinned frame of the experimental set-up
(see Figure 2a) was tested without the sheeting. The force-displacement outcomes confirmed the
assumption that the frame alone, not including trapezoidal sheeting, has a mechanism of negligible
stiffness, with regard to shear stiffness of the analysed panel; see Figure 6.

Frame (without sheeting) T_0_increasing

——T_1_cyclical ——T_2_cyclical

——T_3_cyclical

10000

8000

6000

Force [N]

4000

2000

Displacement [mm]

Figure 6. Force—displacement paths obtained in experimental tests.

Next, major tests of trapezoidal sheeting panels were conducted. In the first step, the constant
displacement increase was applied leading to panel failure. The force-displacement and force-time
path of the main nodes were registered; see “T_0_increasing” in Figures 6 and 7. Moreover, strains
were measured by SG (for the location of the SG; see point 2.3), leading to the corresponding stresses:
SG1 and SG5—stresses in the direction perpendicular to the corrugation (top and bottom side of the
sheeting respectively) and SIG_1 and SIG_2—the principal stresses linked with the outcomes of strain
gauge rosette; see Figure 7. Note that the stresses related to profile distortion (in the location of strain
gauges SG1 and SG5) start to increase earlier and become much greater than the stresses related to
global shear of the panel (in the location of strain gauges SG2, 3, 4). It confirms the prediction that
in this variant of panel geometry (relatively high trapezoidal sheeting compared to the panel planar
dimensions), the profile distortion dominates the shear strain. What is more, the absolute values of
SIG_2 principal stresses were about 1.5-2 times greater than the values of SIG_1 principal stresses.

13
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The values were affected by the orthotropy of the trapezoidal sheeting and the location of the SGs on
the bottom flange.

SG5 SIG.1 ——SIG_2 5G1 ——T_0_increasing

r 10000

F 5000

Force [N]

F -5000

00 _10000

Stress [MPa]

- -15000
Time [s]
Figure 7. Force-time and stress—time paths obtained in experimental tests for increasing loading.
In the next step, three cyclic loading tests were conducted on trapezoidal sheeting panels.
The diaphragms were loaded six times in every test; each step brought an increasing force level.

The last increment led to failure of the panel. The force-displacement path of the main nodes

registered by the testing machine is presented in Figures 6 and 8; see “T_1_cyclical,” “T_2_cyclical”
and “T_3_cyclical”.

T_0_increasing ——T_1_cyclical

——T_2_cyclical ——T_3_cyclical
10000 [========= == oo oo e menememememeo o

8000

6000
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4000

2000

10 15
Displacement [mm]
Figure 8. Force—displacement paths obtained in experimental tests—the extract of the outcomes.

The force-displacement relations corresponding to the repeated loading revealed a wider
characteristic of the panel compared to the permanently increasing load (compare T_1-3_cyclical with
the T_0_increasing in Figure 8). Hence the diaphragm displays two types of stiffnesses: primary
and secondary. When the panel bears a particular force level for the first time, its stiffness is lower
(primary stiffness); when the force level is achieved again, after unloading, the stiffness is greater
(secondary stiffness). In the course of primary loading, the displacements between elements (e.g., loose

14
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space, clearances) are successively removed, some of them permanently. As a result, during reloading
the displacement does not reach the level prior to the primary loading. Moreover, stiffness depends
on the direction of change which is represented graphically by the hysteresis curves. The area in the
centres of hysteresis loops can be interpreted as the energy dissipation mainly due to friction between
elements of the panel. The scale of the hysteresis can rely on the rapidity of the loading/reloading.

The trend line for the test with increasing load is shown in Figure 8, where: F is force and A is
displacement. According to the trend line equation, the primary stiffness of the panel is 0.424 kN/mm.
The force—displacement relations for increasing and repeated loading make us conclude that both
primary and secondary stiffness of the panels in four tests are comparable. Simultaneously, translation
of the diagrams is observed. It can arise from different initial clearances in particular panels triggered
by assembly imperfections, thus means it can also occur in real structure situation.

Similarly to the increasing loading case, in the case of repeated loading strains were also measured
by strain gauges (the location of the strain gauges is addressed in point 2.3), leading to stresses: SG1
and SG5—the stresses in the direction perpendicular to the corrugation (top and bottom side of the
sheeting respectively); and SIG_1 and SIG_2—the principal stresses in the location of strain gauges
rosette, as presented in Figure 9.

———T_1_cyclical ——T_2_cyclical ——T_3_cyclical ——SGI1_cykl 1
SIG_1_cykl1 ~ ==———SIG_ 2 cykll  =—=——SG5_cykl1 ———SGI1_cykl 2
SIG_1_cykl 2 SIG_2_cykl 2 SG5_cykl 2 ———SG1_cykl 3
e=—SIG_1_cykl3 ~———SIG_2_cykl3 SG5_cykl 3
10000 - 900
Z 8000 o0
g 6000
=
(=]
£ 4000 L =00
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2000 Qo--_-200____400____600 ____800 - 1200 __ 1400
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-8000 =
-10000 - -300
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Figure 9. Force-time and stress-time paths obtained in experimental tests for repeated loading.

After reaching a particular load level, the force was fixed for the time equal to 30 s. During that
time, the displacements were increasing while the force and the stresses in the sheeting remained
constant; see Figures 8 and 9. It can signalise the local plasticity of the trapezoidal sheeting, e.g., in the
area of screws and the longitudinal fold lines of the sheeting—even in the case of load increments
when the stresses (indirectly) measured by strain gauges SG1 and SG5 in the area close to the support
were below the yield stress.

Permanent displacements increased at every loading; the stresses followed; see Figure 9.
That confirms the theory of local plasticity of the trapezoidal sheeting, which can lead to leakage or
even failure of the sheeting.

Figure 10 shows deflection modes observed during tests. First of all, profile distortion occurs;
next comes hole elongation, leading to the rotation of the sheeting. Hole elongation due to plasticity of
the sheeting turned out to be a crucial failure mechanism in this series of tests.
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(d)

Figure 10. Deflections of trapezoidal sheeting observed during laboratory tests: (a) profile
distortion—global view; (b) profile distortion—Ilocal view; (c) hole elongation; (d) rotation of the
sheeting due to hole elongation.

At the first stage of the unloading, both displacements and stresses decrease rapidly (small decrease
of the displacements means that the structure is rigid at the beginning of the uploading). Visual
observations confirm that the profile distortion decreases significantly. It is interpreted as the fact that
in first unloading stage the traction between elements supresses the displacements between members
and the stiffness is mostly influenced by taking back the profile distortion.

3.2. Numerical Analysis

The 3D numerical model of the experiment was run in ABAQUS software [21]. In numerical
estimations, the structure was built in simplified way, as was described in detail in Section 2.4 (screws as
tie connections between two nodes, no holes, profiles with sharp corners, only increasing force
considered). As a result, the numerical stiffness was greater than experimental stiffness and the effect
of primary/secondary stiffness (which arises from, among others, hole elongation, natural spacing
between assembled element—parameters not mapped in the numerical simulations) was not captured.
However, other selected results—displacements in the direction perpendicular to the panel and stress
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map in the direction perpendicular to the corrugation (the direction of the strain gauges SG1 and
SG5)—are presented in Figure 11. The results confirmed the dominant character of profile distortion
(shape of the profile deformation, stress distribution in the area of the support, opposite signs of the
stresses on both sides of the sheeting). The shapes of profile deformation are compared in Figure 12.
The results in the area of screw fasteners are compared in Figure 13.

U, u2
+3.854e+00

-3.272e+00

s, S11
SNEG, (fraction = -1.0)
SPOS, (fraction = 1.0)
(Avg: 75%)
+2.886e+02
+2.406e+02

-9.580e+01
-1.438e+02
-1.919e+02
-2.400e+02
-2.880e+02

(b)

Figure 11. Selected results of the numerical analysis: (a) displacements in the direction perpendicular
to the panel [mmy]; (b) stresses in the direction perpendicular to the corrugation [MPa].

@ (b)

Figure 12. The comparison of the shape of the profile deformation: (a) test, (b) numerical model.
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-1.05%e+02
1422402
-1.790e+02
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-2.521e+02
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Figure 13. The comparison of the results in the area of self-drilling screw: (a) test, (b) numerical model

(stresses in the direction parallel to the corrugation [MPa]).
4. Conclusions

Experimental tests on a small-scale shear panel made of trapezoidal sheeting were conducted
in order to observe the behaviour of the diaphragm under increasing and repeated load. The force—
displacement relation (in a testing machine) and the strains in selected areas of the sheeting (using strain
gauges) were measured. The results revealed the hysteresical character of panel work and occurrence
of persistent deflections and stresses, which remain even after the unloading and suggest invisible
plastic strains in the panel. In the case of fatigue accumulation, the latter may lead to the leakage,
even failure.

The experimental results showed the character of work of the cladding in case of stressed-skin
effect under repeated load (primary/secondary stiffness), the important phenomena and the failure
mechanism, especially in the support area of the panels. The outcomes show the relation between the
stresses, force-displacement paths and the mechanism of failure, which potentially can be used in the
monitoring of existing buildings in order to assess parasitic stressed-skin action in a non-destructive
way. What is more, roof rigidity determined by measurements may be incorporated in metal sheet
design to determine the flexibility and stiffness of connections.

The results give a basis to the non-destructive testing of the existing structures. By knowing
the displacement ranges of the existing structure panels (e.g., using inductive sensors), it seems
that the condition of the structure can be assessed (also for structures which were designed without
consideration of the stressed-skin effect) by the comparison of the results with the data obtained in
corresponding laboratory tests. What is more, measurements which record the loading-unloading
cycles and even cycles of loading in opposite directions gives the possibility of obtaining displacement
paths in order to access the hysteresis character of work of the existing structure. If the hysteresis is
significant even in the range of the typical loading conditions, it suggests that the structure adjusts to
the loading in non-linear way, which means potentially dangerous situation—correction or redesigning
of the structure should be considered. Registering of the displacement of the panels in a real structure
can be complemented by registering the strains using the strain gauges in the areas predicted as crucial,
e.g., near the support of the panel, which would help to access the condition of the sheeting and even
the support elements.

There are still some factors which were not included in this study and are planned for the next
test series or require further analysis:

e  Further experimental series, especially with other schemes of the screws, with two sheets of
covering with/without seam fasteners, with thermal insulation between sheeting and the support
element, etc.

e Improvement of the numerical model in terms of repeated loading and stiffness estimations.

e The analysis of the influence of the test speed on the hysteresis loop.

e  The reduction scale in cases of higher profiles of the sheeting.
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e The modification of the experimental set-up so that another failure mechanism could be achieved.
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Abstract: In the present paper, the identification of the material parameters of a masonry lighthouse
is discussed. A fully non-invasive method was selected, in which the material properties were
determined via numerical model validation applied to the first pair of natural frequencies and their
related mode shapes, determined experimentally. The exact structural model was built by means
of the finite element method. To obtain experimental data for the inverse analysis, operational
modal analysis was applied to the structure. Three methods were considered: peak picking (PP),
eigensystem realization algorithm (ERA) and natural excitation technique with ERA (NEXT-ERA). The
acceleration’s responses to environmental excitations, enhanced in some periods of time by sheet piling
hammering or by sudden interruptions like wind stroke, were assumed within the analysis input.
Different combinations of the input were considered in the PP and NExT-ERA analysis to find the most
reasonable modal forms. A number of time periods of a free-decay character were considered in the
ERA technique to finally calculate the averaged modal forms. Finally, the elastic modulus, Poisson’s
ratio and material density of brick, sandstone and granite masonry were determined. The obtained
values supplement the state of the art database concerning historic building materials. In addition,
the numerical model obtained in the analysis may be used in further cases of structural analysis.

Keywords: material parameters identification; vibration measurements; testing; operational modal
analysis; lighthouse; historic tower

1. Introduction

The parameter identification of the materials used in historic structures demands the application
of non-destructive means. The need to preserve structural safety and integrity is usually superior to any
goal of structural testing. However, recognizing the properties of materials used in historic structures
helps to select modern materials for some restoration works. The properties may be identified in the
inverse analysis, in which the structural parameters are determined based on the measured structural
response to a known, or unknown, action. The present paper discusses the identification of the material
parameters of a slender masonry lighthouse. A fully non-invasive method was selected, in which the
material properties were determined by the numerical model validation applied to the first pair of
natural frequencies and the related mode shapes that were experimentally determined.

To obtain experimental data for the inverse analysis, operational modal analysis (OMA) was
applied to the structure. OMA is widely discussed in the literature concerning structural health
monitoring (SHM). Numerous OMA methods have been developed [1,2], and they are dedicated
to certain vibration cases, i.e., free-decay or ambient. Their efficiency depends on the quality of the
vibration signals. Subsequently, the quality of the OMA results determine the possibility of its further
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usage. Natural frequencies or modal forms, when identified with a considerable error, will induce
untrue results or conclusions. Therefore, the quality of the OMA results must be treated with care.

In the present paper, the modal identification (MID) of the lighthouse is discussed considering
three kinds of structural excitation. The following MID techniques are applied herein: the eigensystem
realization algorithm (ERA), the peak picking technique based on correlation analysis (PP-CA), and the
natural excitation technique with ERA (NExT-ERA). The application of these three techniques increases
the chance of true results being obtained.

The considered tower is a historic lighthouse situated in Gdarisk (Poland). The brick construction
is massive and rigid due to the spiral granite staircase filling the whole tower interior. The modal
identification of similar structures is described in the literature [3]. Examples for masonry bell
towers are presented in [4,5]. The SHM systems built for such structures are described in [6,7].
The systems monitor natural frequencies, and correlate them with temperature changes or with a day’s
anthropogenic activity in the city. Ref. [8] concerns the identification of the foundation stiffness of the
masonry tower, based on experimentally identified modal data.

The aim of this paper is to determine reasonable MID results for the lighthouse, in order to use
these in the material parameter identification of the structural FEM model. The outcomes of three
OMA methods under various excitations were compared, whereby the excitation caused by sheet
piling hammering was a unique one. The opportunity to measure the lighthouse’s vibrations under
such conditions arose during the modernization of the port quay in Gdansk. The basic excitation
was the environmental impact most affected by wind and river influences. The study presents the
results of the PP-CA technique in the three following excitation cases: ambient, ambient enhanced by
the ground vibrations enforced by the hammer action, and the two combined, i.e., ambient enhanced
by the hammer action in selected time periods. The NExT-ERA results relate to the first and the
third above-mentioned excitation kinds. The ERA technique was applied to the short-term free-decay
parts of the ambient signals, as well as to the steady-state vibrations generated by the sheet piling
hammering. In the first case, natural frequencies and related mode shapes and damping ratios were
identified. In the second case, forced vibration frequencies and related response shapes were obtained.

The provided results prove that in the case of a broad spectrum of excitations acting on a real
structure, the OMA results obtained using different techniques may not be repeatable. To approach the
true results, the analysis should be performed with care and skepticism. Furthermore, the application
of a few OMA methods should be considered to ensure more objective inferences. Such an approach
accepted in the described study provided reasonable MID results, which were further applied in the
numerical model of validation for the lighthouse so as to finally determine the mechanical properties
of the materials used in the construction, as well as their elastic support.

2. Materials and Methods
2.1. The Lighthouse

2.1.1. Description of the Structure

The construction of the lighthouse (Figure la) was finished in October 1894. It is located
approximately 50 m off the Dead Vistula River channel in the Port of Gdansk across
Westerplatte Peninsula.

The cross-section of the lighthouse is octagonal. It is 27.3 m high, with a masonry-build,
load-bearing corpus of 22.5 m and a light room placed above it. There are two granite terraces at a
height of 20.2 m and 22.5 m. The external diameter of the masonry part varies with height, from 6.8 m
with a wall thickness of 1.04 m at the bottom to 4.2 m with a wall thickness of 0.68 m at the corpus top.
A brick column in the tower’s center supports the spiral granite stairs. The external stairs, leading to
the entrance, are also made of granite. The walls are mainly made of brick. Only the lower wall is
made of sandstone, up to the height of 4.2 m. The light room is of a lighter construction than the tower
corpus as it is built of steel beams, posts and sheeting with wood paneling.
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(b)

Figure 1. (a) the lighthouse; (b) sheet piling hammering next to the lighthouse.

During World War II, an external wall of the upper part of the construction and the deck were
damaged. The tower was mostly repaired between the 1940s and 1950s. The most recent renovation
took place in 2003. The building’s inventory was made including the foundation. The tower stands on
a concrete slab and oaken piles. The ground conditions under the slab were not specified. The technical
condition of the structure was recognized as good. There are no visible cracks in the structure,
suggesting that the tower is somehow damaged.

2.1.2. Dynamic Measurements

The measurements were performed using a 16-bit HBM QuantumX acquisition system (Hottinger
Baldwin Messtechnik GmbH, Darmstadt, Germany) together with one-dimensional piezoelectric
accelerometers Isotron Endevco 7752-1000 (PCB Piezotronics Inc., Depew, NY, USA) with a voltage
sensitivity of 1 V/g (£20%) and an amplitude response of 0.02-500 Hz (+5%). The sensors were
located on the stairs along two vertical axes (points P1-P5 and points P6-P10 in the Figures 2 and 3).
The sensors locations were chosen based on the lighthouse’s geometry. The construction is nearly
axisymmetric—the axial symmetry is disrupted by the windows and the entrance. In such structures,
bending mode shapes appear as a pair of orthogonal vectors with very close natural frequencies.
The vectors are aligned with “principal axes’ related to the details that disrupt the axial symmetry. It is
reasonable to assume, then, that the first pair of (bending) modes is present in the directions weakened
by openings in the walls.

Accelerations in two horizontal directions were measured at each point, i.e., perpendicular and
parallel to the river’s axis (designated as directions x and y in Figure 2, respectively). Due to the
equipment limitations, four series of measurements were carried out with the reference points P4
and P9.

The three following types of data were collected for further processing: SA—ambient vibration
signals, SH—ambient vibrations amplified by vibratory hammer, and SC—combination of SA and
SH signals. An explanation is given in Figure 4. The equal lengths of the signals in each group were
considered as follows: SA and SC—1200 s, and SH—900 s, with a sampling frequency of 200 Hz.
The SH signals were the shortest because of the limited time of hammering in subsequent measurement
series. The location of the vibratory hammer in relation to the tower is shown in Figure 3. It operated
at a setting of about 34 Hz.
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2.2. Modal Identification Techniques

2.2.1. Peak Picking Method Based on the Correlation Analysis (PP-CA)

Ambient vibration responses to the (assumed) white noise signal are considered in the PP-CA
method. The method is based on the correlation analysis of response signals in the frequency domain.
This was proposed in [9] as the first OMA technique. Auto- and cross-correlation functions, determined
for different measuring points together with the coherence functions, allow us to identify natural
frequencies, as briefly described in [10]. Additional study of the phase shifts allows us to determine
mode shapes. The damping ratios cannot be identified, which is the method’s limitation. The practical
applications of the PP-CA technique are addressed in, e.g., [11-13].

Section x-x Section y-y
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Figure 2. Measuring points’ locations (P1-P10) and directions x and y of measurements (sensors 1 and 2).

Forced vibration source
¢ of the ground
(h{mmering) 9
5
kS 4, kS
The Dead Vistula River

Master’s
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Figure 3. Situation plan.

2.2.2. Eigensystem Realization Algorithm (ERA)

The eigensystem realization algorithm belongs to the group of direct, multi-input/multi-output
system identification methods in the time domain [14]. This method evolved from the Ho-Kalmann
minimum realization problem, and estimates the modal parameters, i.e., frequencies, damping ratios
and mode shapes, based on free-decay, finite-time and noisy experimental data [15,16]. The method has
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been extensively discussed and used in various mechanical and engineering problems, e.g., machine
construction optimization (see, e.g., [17]), vehicle-bridge dynamic interaction (see, e.g., [18,19]), and the
damage detection and technical condition assessment of structures (see, e.g., [20,21]). The input
is a free-decay structural response to a certain action or initial condition. In the present study,
the environmental impacts are considered as the excitation source. Directly measured, short-time
free-decay signals caused by blasts of wind or river undulations are considered as the input. A similar
approach was applied in the paper [11], in which the ERA efficacy in the case of a massive masonry
tower was studied.
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Figure 4. Selected acceleration time series with different types of signals—sensor 1 (P3-P5). Full length
record is the SC signal.

2.2.3. Natural Excitation Technique and ERA (NExT-ERA)

Free-decay data can also be obtained by applying a correlation analysis to the measured ambient
vibration signals (assumed as stochastic). The correlation analysis transforms stochastic data into
the deterministic domain, that is, into the correlation functions of decay character, which can be
used as an input for the ERA algorithm. The natural excitation technique is this transformation [22].
The NEXT-ERA methodology and applications were widely studied in the literature, e.g., [23-26],
and are also used in the presented study.

2.3. Numerical Model of the Lighthouse

Based on the technical documentation and the tower inventory, a detailed numerical model of the
lighthouse was created using the SIMULIA Abaqus FEA 2019 software [27] and the finite elements
method (FEM) (Figure 5). The model contains brick walls, an inner granite staircase, brick columns
and a sandstone base. The light room part was intentionally omitted, with it having a negligible
influence on the modal parameters of the structure’s corpus (its mass accounts for 0.42% of the entire
structural mass). A 10-node volume element (quadratic tetrahedron) with three translational degrees
of freedom at each node (element C3D10) was chosen to generate a mesh. Overall, the model consists
of 223,458 nodes and 146,358 elements in its entirety.

The homogeneous linear elastic material model is accepted for all materials. Mass density values
were assumed on the grounds of the Polish design standards PN-EN ISO 12524:2003, PN-EN ISO
69446:1999 and PN-91/B-02020. The initial elastic modulus of brick masonry was chosen according to
PN-EN 1996-1-1. The elastic moduli of sandstone and granite were selected based on Ref. [28]. It was
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suspected that the granite stairs were rigid and played the major role in lighthouse dynamic behavior,
so the initial value was high. The sandstone base was also predicted to be stiff, however there were no
cracks in the construction, suggesting little difference between the brick and sandstone parts, thus the
value chosen was of a lower range. Initially, the model was fixed at the tower’s footing, but the support
conditions were modified during the model’s calibration, and vertical linear spring elements were
included to model the elastic support of the lighthouse. Horizontal support conditions were assumed
to be rigid.

(a) (b)

z

.

x x

z

L.

Figure 5. The finite element model of the lighthouse (Abaqus): (a) side view, (b) vertical section.

3. Results

3.1. Modal Identification

The following figures present the obtained results. Selected response spectra are presented in
Figure 6. Subsequently, the mode shapes obtained from the PP-CA method for the three kinds of the
input signals are plotted in Figure 7. Similar results of the NEXT-ERA realization for the SA and SC
signals are presented in Figure 8. The accepted modal amplitude coherence (MAC) criterion (95%)
allowed us to determine only two mode shape vectors. Selected ERA solutions for different time
intervals of ambient responses (SA signals) excited by blasts of wind or river undulations (see Figure 5)
are presented in Figure 9, together with the average solution. The MAC criterion at a level of 98% is
accepted. In the case of direction 1 (perpendicular to the river), five different parts of visible amplitudes
and decay character were selected, while in the case of direction 2 (parallel to the river) three parts of
signals could be selected. Signals between 4 s and 8 s in length, depending on the visible amplitude
level, were processed by ERA. The considered lighthouse has a cantilever-type structure, so the
prediction of the modal forms is intuitive. Thus, the most reasonable results of PP-CA and NExT-ERA
were selected and put together with the theoretical forms and the average ERA results. Juxtaposition is
presented in Figure 10. The summary of the identified natural frequencies and damping coefficients
is presented in Table 1. All the presented results refer to the first pair of natural frequencies, visible
in the spectra in Figure 6 (2.26 Hz, 2.78 Hz). However, a reasonable peak is also observed for the
frequency 32.46 Hz, which corresponds to the forced vibrations caused by the vibratory hammer action.
The related response shape was identified by the ERA and the NEXT-ERA techniques. The results are
presented in Figure 11, with a similar numerical mode shape.
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Table 1. Natural frequencies and damping coefficient identified by different methods.

Natural Frequency—First Natural Frequency—Second . . .
Method Mode (Hz) Mode (Hz) Damping Coefficient
Peak Picking 2.24 2.80 -
NExT-ERA 2.25 2.74 0.0226
ERA 2.26 2.78 0.0244
Numerical 2.23 2.81 -
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Figure 6. Selected spectra of acceleration records of the combined signals (SC).
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Figure 7. Mode shapes obtained via the PP-CA method for the three kinds of input signals.
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Figure 8. Mode shapes obtained via the NEXT-ERA algorithm for the two kinds of input signals.
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average result.

3.2. FEM Model Validation

The primary FEM model, including a fixed support and the initial material parameters, produced
the first pair of natural frequencies with the values of 6.96 Hz and 7.01 Hz, in the x and y directions,
respectively. Such values were approximately three-fold higher than the measured ones. Thus, the
boundary conditions were modified by adding vertical springs, and the model was manually calibrated
to the natural frequencies and mode shapes obtained with the PP-CA technique in the combined signal
variant. The following parameters of the model were validated: material parameters (elastic modulus
and mass density) and the supporting spring stiffness. Four supporting springs were considered.
The bottom surface of the base was divided into four areas, in which nodes were kinematically bounded
in the z direction to the spring situated in this area (see Figure 11).

The initial values were updated to obtain a sufficiently high compliance between numerical and
experimental frequencies and mode shapes. The initial and final material parameters are summarized
in Table 2. The initial stiffness of the supporting springs was ky =1 x 1019 N/m and ky=2x 1019 N/m.
The final stiffness of the springs was ky = 3.75 x 10° N/m and ky = 3.75 x 10'° N/m. Table 1 compares
the numerical and experimental frequencies of the lighthouse.
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Table 2. Initial material parameters and parameters obtained by FEM model updating.

Material Initial Elastic Final Elastic Poisson’s Ratio Initial Density  Final Density
Modulus (GPa) ~ Modulus (GPa) (kg/m®) (kg/m®)
Brick 1 24 0.167 2200 2100
masonry
Sandstone 10 24 0.2 2400 2100
Granite 80 26 0.3 2600 2000

4. Discussion

The identification of the material parameters of a real historic structure, based on modal
identification results, is discussed in this paper. The efficacy of the modal identification is crucial in
obtaining true material parameters. The efficacy appeared to be different for the natural frequencies
and the mode shapes. The three different methods considered in this study provide convergent results
for the natural frequencies. The values are between 2.24 and 2.26 Hz, and 2.74 and 2.80 Hz, for the
first pair of natural frequencies (see Table 1). Both modes are the first two bending mode shapes in
two orthogonal directions. The obtained values of the fundamental frequencies are similar to the
characteristics of other masonry towers. In the paper [29], the values for 30 masonry towers with
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heights of 16-46 m are summarized. They are between 0.61 Hz and 5.28 Hz. The damping coefficient
corresponding to the first natural frequency varies between 0.0226 and 0.0244. The values are included
in the most common range of damping coefficient determined for masonry towers, which is 0.02-0.03,
according to [30]. The mode shapes identified by the application of the three OMA techniques to the
three kinds of input signals are not always repeatable. First of all, the PP-CA method, which is dedicated
to ambient excitations, does not produce a reliable mode shape for the SA signals (see Figure 7). The
application of the ambient signals enhanced by the sheet peel hammering significantly improves
the result, however untypical changes in the mode shapes curvatures are visible in the upper parts
of the modes. The most reasonable results were obtained for the combined signals, examples of
which are presented in Figure 4. In this case, the mode shapes show the curvature of one sign along
the whole length; moreover, they show the typical shapes of the modes of a cantilever supported
by a rotational spring—such a simplified model can approximate the considered tower. It is worth
mentioning that the efficacy of the mode shapes’ identification does not relate to the signal amplitudes
in general. The average root mean square (RMS) of all signals in subsequent groups equals 0.0014 for
SA, 0.0039 for SH and 0.0027 for SC signals. The SH signals have the biggest amplitudes, related to the
hammering frequency. The identification of modes related to other frequencies is enhanced somehow,
but the best solutions are obtained when the combined signals are considered with moderate RMS
and with different dynamic influences. Limited results are obtained by the NEXT-ERA technique.
Only two modal vectors are obtained based on the SA signals, and both of them are in directions
perpendicular to the wall planes (Figure 8). The SH signals produced no results, and the SC signals
provide only one modal vector in the x axis of the tower (Sensors 1, P1-P5 line). Contrary to the PP-CA
case, the application of SC signals does not improve the results obtained for the SA signals with the
NExT-ERA algorithm. The different efficiencies of various OMA techniques in the practical cases of six
British lighthouses are also reported in the paper [3].

The application of the ERA technique to the short-term free-decay parts of SA signals leads to a set
of modal forms. Then, the averaged mode shape vector is found as the final ERA solution. The most
considerable results obtained using three identification methods are compared in Figure 10, together
with the numerical results. The PP-CA results were obtained for the case of the SC signals, while the
NEXT-ERA results were obtained for the SA signals. The comparison of the results shows the most
repeatable forms in the line P1-P5, measured by sensor 1. This suggests the best quality of the signals
collected by these sensors. The line is situated along the tower wall on the river side, and sensor
1 measures the accelerations in the direction perpendicular to the river (direction x, see Figure 2).
This line and these sensors receive the highest excitation from the river’s undulations. This may be the
factor affecting the signal’s quality. Besides, the structure looks integral, and no damages are visible.
However, maybe the renovations after World War II play some role in the signal deteriorations. It is
worth mentioning that the different lengths of signal considerations in the NEXT-ERA and the ERA
techniques did not improve the presented results.

The enhanced OMA analysis validated the data for the FEM model and the material parameters’
identification via the validation process. The results obtained and presented in Table 2 are included
in the range of material parameters reported for other masonry structures. In the papers [4,31,32],
the investigations of masonry bell towers are described. The elastic modulus of the masonry tower
described in [4] was assessed by a simplified global analysis based on the first natural frequencies
obtained through experimental analysis. The results were, depending on direction, 3.579 and 4.746 GPa,
with frequencies of 1.294 and 1.489 Hz. However, in the FE model the elastic modulus value of
2.819 GPa was implemented. A similar tower is the object of another study [31], where the elastic
modulus is stated as 1.8 GPa with a first frequency of 0.67 Hz. In the paper [32], the elastic modulus of
masonry varied from 1.8 GPa to 2.5 GPa, relative to the wall height. The first frequencies were assumed
as 0.585 Hz and 0.709 Hz. In every case, stairs were unimportant from a structural point of view,
and were thus not included in any numerical model. According to [28], the elastic modulus of granite
varies from 2.59 GPa to 88.79 GPa, and in the case of sandstone from 3.4 GPa to 71.7 GPa. In another
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paper [33], 48.8 GPa is the identified value of the elastic modulus of stone masonry. The values of the
elastic moduli of granite masonry applied in three different historic structures are presented in [34].
They belong in the range of 20.8-39.2 GPa, with a unit weight in the range of 24.1-26.4 kN/m?. All those
values are similar to the material parameters identified in the present study.

An interesting and rare result concerns the shape response identification, which is induced by
the sheet peel hammering (see Figure 12). This shape could be identified for the x direction only
(perpendicular to the river), which corresponds to the direction of wave propagation in the ground
generated by the hammer action. This particular response could be identified using the ERA and the
NEXT-ERA methods. This shape is similar to the eigenmode of the numerical model (third bending one)
(see Figure 12). The related numerical and experimental frequencies differ considerably. The distant
values of the frequencies prove the safety of the peel hammering works in the vicinity of the lighthouse.

(a) Sensor 1 (P1-P5) (b) Sensor 1 (P1-P5) (c)  Numerical (Abaqus)
202 202

D s R
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level above the ground [m]
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Figure 12. The response shape induced by the peel hammering and similar numerical mode shape:
(a) ERA results; (b) experimental response shape (NEXT-ERA and ERA mean results) in comparison
with numerical third mode shape (c) the third numerical bending mode shape (Abaqus).

5. Conclusions

The presented study proves that in the case of a real structure with a limited possibility of dynamic
excitation, reliable mode shape identification is a complex issue. Such a task demands the engagement
of a few OMA techniques to authenticate the identified modal forms. The importance of the careful
OMA inference is emphasized when the results are applied in the mathematical model of structural
identification. The analysis provided the information concerning the mechanical parameters of the
materials used in the considered lighthouse construction. The results complement the knowledge
concerning such parameters for historic building materials.
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Abstract: The article describes interdisciplinary and comprehensive non-destructive diagnostic tests
of final bridge inspection and acceptance proposed for a soil-steel bridge made of corrugated sheets,
being the European span length record holder (25.74 m). As an effect of an original concept a detailed
and precise information about the structure short-term response was collected. Periodic diagnostics
of bridge deformations was done one year after it was built. Load test design was based on numerical
simulations performed by means of finite element method (FEM). In situ measurements were done
with the aid of: inductive sensors, optical total station, and terrestrial laser scanner. The results
produced by terrestrial laser scanning were used to build a precise image of structure deformation
in 3D space during the tests. The accuracy of laser mapping was significantly increased using the
information coming from total station and inductive sensors. These have higher accuracy and therefore
can be used as reference. Thus, new quality in measurements is introduced. Good correspondence
between in situ values and FEM estimations was achieved. Therefore, such a combination of testing
methods can be used in non-destructive diagnostics of structures and is an interesting alternative for
the standard approach, in which the measurements are done in limited number of points.

Keywords: non-destructive testing; soil-steel bridge; terrestrial laser scanning; finite element method
(FEM); modelling and simulations

1. Introduction and Research Background

Engineering, mechanical, aerospace, offshore structures, etc., or their parts, elements, or connections
are subjected to various and complex loading conditions during their life cycle. Sometimes these
conditions are not properly identified during their design or, basically, could not have been predicted
because of some accidental circumstances that emerge at the site. Consequently, failures and damages of
the aforesaid objects occur. Because of that, great attention is focused on understanding of the structures
response, enabling appropriate failure prevention, determination of real properties of the built-in material,
identification and detection of damage, and failure mechanisms or monitoring of structure health (SHM).
Alot of review papers have been written that gather knowledge about non-destructive testing of different
structures, see for example [1-6]. In this article, we deal with non-destructive testing issues related to:
detailed, automated, high-accuracy geodetic measurements, especially using terrestrial laser scanning
(TLS); determination of structural response of a bridge; structural identification (St-Id) processes; and
structural health monitoring (SHM). Therefore, recent achievements in this field are shown below.

In sity, field tests and measurements are commonly utilized for the purpose of non-destructive
testing. In [7] TLS automatic inspection system, enabling detection and measurement of damage together
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with the verification of the quality and durability of surface repairs, as required by industry standards, is
presented. A new approach for assessing the dimensional accuracy and structural performance of spatial
structure elements, using three dimensional (3D) laser scanning, has been shown in [8]. In the paper [9],
a hybrid digital reconstruction of a structure geometry using digital close range photogrammetry
and laser scanning techniques is described. A comparison between the TLS measurements and the
close-range photogrammetry done for deforming concrete beams, using the Structure from Motion
algorithm, has been discussed in [10]. The article [11] reviews the abilities and drawbacks of a variety
of remote sensing technologies, including laser scanning, and their applications for the purpose of
automated measurements on a building site. The problems of structural identification by means of TLS
and finite element method (FEM) are also considered. Some case studies in this field has been done
for example for a historical minaret in [12] or mitre gates in [13]. Deformations of arched structures
has been analyzed in [14] based on TLS measurement and FEM estimations, which were calibrated
according to TLS results. Some other interesting case studies, in which TLS was employed and FEM
calculations were done are available in [15-17]. Automated geodetic measurements are also used for the
purpose of SHM. Some possibilities and case studies for timber structures are discussed in the review [1].
Laser scanning, refer to [18], has been used to investigate the health of historic masonry tower in Italy.
Application of global position system (GPS)-based measurements of a cable stayed bridge in Romania,
done for the purpose of SHM, is presented in the paper [19]. Dynamic responses of a suspension
bridge in China have been monitored by means of high sampling-rate robotic total station, as it is
described in [19]. Application of different sensors and geodetic measurements for the purpose of short
and long term measurements of pedestrian bridge response, as well as a structural health monitoring
(SHM) system to assess the behavior of a composite footbridge made of fiber-reinforced plastics (FRP) is
discussed in [20]. Other example of composite bridge field tests is shown in [21]. An example of the
use of interferometric radar to measure bridge deflections and evaluate its health is presented in [22].
Non-destructive testing of structures can also be done with the help of theoretical and computational
models, numerical modelling, or simulations. These are used either independently, for example [23-25],
or in combination with other testing methods, like the ones presented in preceding paragraphs. Some
other examples of non-destructive testing supported by FEM are presented in the papers [26-29].

The above mentioned articles show that detailed, automated, high-accuracy geodetic measurements
are important and are often employed for the purpose of non-destructive testing. They also point out
high relevance of numerical models and computational techniques that support the testing. Nevertheless,
the study of recent literature revealed a research gap related to the abilities of automated deformation
measurements. The accuracy of TLS surveying, even when it is improved by the use of other devices
or algorithms, is not better than 1 mm (refer for example to papers cited in the preceding paragraph or
to [30-33]). There are structures experiencing very small displacements in typical conditions and therefore,
automated geodetic measurements cannot be used in every case. An attempt to deal with this issue is
discussed here.

In this article, we present interdisciplinary and comprehensive diagnostic, non-destructive tests of
final inspection and acceptance of soil-steel single span bridge. Soil-steel bridges, viaducts, or culverts are
structures built of flexible steel corrugated sheets or stiff concrete shells, which are covered with compacted
soil having large angle of internal friction—backfill. Typically, span length of bridges of this type ranges
from a few to several meters, rarely exceeding 25 m, while the backfill depth at the mid-span ranges
usually from 0.5 m to a few meters (refer for example to [34]). The shell, buried in ground, is either a vault
or a pipe [35]. Soil-steel bridges are designed in such a way that the constructional elements interact with
each other to sustain their self-weights, weight of additional equipment, and traffic loads. The final effect
of this interaction is beneficial. The bridges of this kind have the following advantages. They have specific
architectural style. Their cost of construction is relatively low compared to the construction cost of steel or
concrete bridges with standard abutments. This is because in the case of soil-steel bridges, the foundations
are smaller, there are no abutments and the superstructure is made in the majority of the backfill. The time
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of the construction is short. Maintenance works for the soil-steel bridges are almost unnecessary. More
information about this particular structural solution can be found in the handbook [35].

The analyzed bridge is a part of the national road number 16 linking the cities of Grudziadz and
Olsztyn in Poland and is located near Ostrdda city. To the best knowledge of the authors of this paper,
this is the European span length record holder (25.74 m) in the category of soil-steel bridges. Because of
that, it was very important to collect a lot of detailed information about the structure condition and
its response under loads and when the bridge is unloaded. Therefore, standard programme of final
inspection and acceptance, including mainly measurements of the bridge displacements in limited
number of points under short-term static loads and its modal properties, was extended. In consequence,
inter alia, detailed laser scanning of the bridge deformations was done, as well as a check of stresses in
the steel shell.

TLS method was chosen to gather information about the bridge displacements, because it allows
to capture image of the whole deformed shell in a short period of time. Nevertheless, preliminary FEM
simulations of the short-term bridge response revealed that its elastic deformations under traffic loads
are very small and do not exceed 2 mm. Therefore, in this case, in order to get reliable measurement
results, the accuracy of TLS needed to be additionally improved. As reported in the literature review,
currently, maximum resolution of TLS, even when it is supported by the use of other devices or
algorithms is 1 mm and would have been insufficient.

In order to overcome this problem a new approach for high-accuracy scanning is proposed. We claim
that TLS measurements can be enhanced using the information coming from total station and inductive
sensors, that have much higher accuracy. Its application for the purpose of short-term static test surveying
is the main goal of this research.

Additionally, deformations of the bridge, after one-year from the date the structure was built,
were also checked by means of laser scanning. Moreover, computational model of the structure is
created in the FEM environment in order to evaluate appropriateness of the bridge behavior and the
measured values are compared with the estimated, calculated ones. The FEM model is calibrated
using the measured data. Therefore, this paper is concentrated on the selection and presentation of
appropriate non-destructive testing tools and methods, including FEM computational models, that
enable to gather comprehensive and detailed information about the state and response of the analyzed
soil-steel bridge structure. The main attention is focused on comprehensive, high-accuracy, geodetic
measurements of bridge deformations and their comparisons with FEM response predictions.

2. The Soil-Steel Bridge

The considered soil-steel bridge is a new one, built in 2017. It is a single-span arch structure,
as shown in Figures 1 and 2. The steel shell is made from UltraCor, 9.5 mm thick, corrugated sheets,
produced by ViaCon Polska Ltd. company ([36]) (Rydzyna near Leszno, Poland), which are shown in
Figure 3. The corrugated sheets are connected to each other with bolts. S315MC steel was used to
produce the shell. The bridge foundations are built of Franki piles. The UltraCor structure is covered
by soil compacted in a way that its relative density is not less than 98% of the maximum density
determined in the laboratory. In the close vicinity of steel sheets, the compaction is not less than 95%.
The steel arc span length is 25.74 m, whereas the total length of the bridge equals 95.70 m. The arc
sagitta equals 9.0 m. These basic dimension, characterizing the structure, are depicted in Figure 1.

The bridge carries the national road number 16 and crosses a path for animals and a road built for
the purpose of road maintenance (refer to Figure 1).

It is worth to mention that due to the aforesaid dimensions (large total length) it may not be so
obvious if this structure should be named as a bridge or a tunnel. Nevertheless, we claim that this is a
bridge from the following reasons. The soil-steel structure is made of flexible corrugated sheets and
there is no base slab below the service road. Moreover, according to the polish law, appropriate road
signs need to be put at the tunnel entrance and its exit. As seen in Figures 1 and 2, there are no such
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signs. In addition, under the terms of the construction contract the structure was named as a bridge,
which meets the definitions provided in the regulations.

25.74m

Figure 1. Soil-steel bridge side-view taken in October 2019.

Figure 2. Close up of one of the bridge sides taken in October 2019.

Figure 3. The corrugated steel sheets and their bolt connections.

3. Non-Destructive Testing Program

Each bridge, according to the Polish Regulations and instructions (refer to [37]) has to be tested before
itis accepted for exploitation, to decide whether it is built appropriately or not. The final acceptance and
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inspection of the considered one took place on 18 July 2017. It was carried out by Aspekt Laboratorium
Ltd. (Jaworzno, Poland) and a Research team from Gdarisk University of Technology (GUT) Department
of Mechanics of Materials and Structures and Department of Geodesy. In consequence, basic parameters
were checked for the bridge following the instruction [37]. The stiffness of the bridge was established
based on the measurements of vertical deflections of the structure under static loads. This was done by
means of inductive sensors and total station surveying (see Figure 4). The stability of supports was
checked through the foundation settlements measure, carried out using precise geodetic levelling. Modal
properties were determined using impact hammer, inductive displacement sensors and accelerometers.
Visual inspection of the bridge was done after series of tests, in order to check if the structure sustained
any damage, cracking, breakage, etc. The bridge passed all the standard tests.

In addition to standard measurements described in the previous paragraph, extended test programme
was launched and accepted by the Road Authorities, Contractor, and Designer, because of large dimensions:
length, width, and height of the steel shell, which make the bridge the current European span-length
record holder in the category of soil-steel road bridges. Therefore, additional dynamic tests were done to
identify the eigenmodes and eigenfrequencies of the structure with higher precision. Also terrestrial laser
scanning of steel shell deformations was done (see Figure 4) in order to capture short-term deformations
of the bridge and perform its periodic diagnostics.

Figure 4. Devices and sensors used to measure basic bridge properties: (a) vertical translation inductive
sensor, (b) total station, (c) laser scanner.

In this case a novel approach to increase the quality and accuracy of the scan has been proposed
by the authors of this paper and it was successfully achieved during the tests. It is described in details
in the next chapter. Finally, strains of the steel corrugated shell were monitored at the site during the
tests using electrical resistance strain gauges and corresponding stresses were calculated. It needs to be
emphasized that such an approach to non-destructive testing during final acceptance and inspection of
a bridge is rarely seen in diagnostics of the structure. It enabled to collect a very detailed information
about the bridge. Location of the network of sensor used to collect the data during the static tests is
depicted in Figures 5 and 6. In Figure 6 only sections 2-2 and 4-4 are shown. This is because of the fact
that the loads were applied to the bridge on the road lanes above these sections and in sections 1-1 and
3-3 the deformations were rather small. What is more terrestrial laser scanning of the short-term bridge
deformations, being one of the most important aspect of this research, was done in sections 2-2 and 4-4.

To load the bridge and study its response during the tests 4-axle trucks were used. The total mass
of each of the truck was 32 tons. The trucks were positioned in a way to maximize the loading effects
in the measurement points. Two configurations of trucks positions were studied during the classical
static tests. These were denoted as S1 and S2. The trucks were put on the bridge one by one, steadily
in columns. Schematic drawing of trucks locations during the S1 test configuration is presented in
Figure 7. Views from three different perspectives that document trucks positions during the S1 test
configuration are shown in Figure 8.
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Figure 7. Schematic drawing of trucks locations during the S1 test configuration (dimensions in (m)).
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Figure 8. The trucks, positioned during the S1 test configuration. Views from three different perspectives.

Schematic drawing of trucks locations during the S2 test configuration is presented in Figure 9.
Views from three different perspectives that present trucks positions during the S2 test are depicted in
Figure 10.

SO = L. A

@
T‘f

890

SIDE VIEW

1________
i
i
i
i
i
i
i
P
h W,
0
T
i
i
i
I S
i
i
i
i
i
i
1
i

re-sT

I

i

I

L

I

I

I

I

I

i

I

I

i

|

¥
==
|
GRUDZIADZ i

i

i

-

I

i

|

i

Figure 9. Schematic drawing of trucks locations during the S2 test configuration (dimensions in (m)).

f

Figure 10. The trucks, positioned during the S2 test configuration. Views from three different perspectives.

The bridge response was also checked under moving ballast of two trucks positioned side by side.
These test configurations were denoted as M11 to M16 for the trucks standing on the road lane above
2-2 section and M21 to M26 for the trucks located above the 4-4 section. The trucks stopped in 6 equally
spaced locations over the bridge. In Figure 11 schematic drawing of trucks locations at M24 stop is
shown, whereas trucks moving between M23 and M24 testing positions are depicted in Figure 12.

More details about the final acceptance tests, carried out in Poland, can be also found in [38-40]. Itis
worth to mention that the concept of final acceptance tests based on moving loads is often considered
(refer for example to [41,42]). Soil-steel bridges are structures, which response strongly depend on the
behavior of the backfill. When the bridge is loaded the backfill and the shell deform together and thus
its shape can slightly change. This deformation will be stronger when a flexible shell is used to cross
the obstacle. When moving load concept testing is done and a bridge is loaded in a sequence of steps,
the change of its shape should be much smaller, as the whole structure can easily accommodate the
loads and the permanent deformations do not occur. In such a case the interpretation of measured
results is easier. On the other hand, a moving load is smaller than the extreme load that can be applied
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to the structure. From this reason both types of load application, namely in the classic static way and
with moving trucks, are important in the case of this bridge.
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Figure 11. Schematic drawing of trucks locations at M24 stop (dimensions in (m)).

Figure 12. The trucks moving between M23 and M24 testing positions.

4. High Quality Laser Scanning—Methodology and Short-Term Static Tests Results

The preliminary numerical simulations of the structure response revealed that the shell deformations
under standard loading conditions are very small—a few millimeters only. Therefore, we tried to find a
method allowing us to gather as much data, about the bridge behavior, as it is possible in a relatively
short period of time, having at the same time very high quality and accuracy. Owing to the research
gap, identified in the introduction, we came up with an idea to perform TLS surveying of the bridge
cross sections. Then, adjust and transform the scanning results appropriately, based on total station
and displacement inductive sensor measurements, to significantly increase its accuracy. It is worth
mentioning that soil-steel or concrete-soil composite bridges are typically subjected to in situ tests in a
limited number of points and using some basic techniques of measures (refer to papers [43,44]). Some
more advanced studies can be found in [41,42,45-48].

If the problem is defined as stated above, the in situ measurements methodology is divided into
two stages. A properly prepared testing programme is launched at first, including laser scanning,
total station and inductive sensors displacement measurements. During the second stage, proper
post-processing of the data is done. Our experience in laser scanning measurements post-processing
and aggregation of the results is available also in the following publications [49-52]. Our recent use of
laser scanning during the final acceptance test is described in [53]. The measurements were done for
the new European record holder in span length among extradosed type bridges.
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The procedure and methodology for obtaining precise and accurate high quality results of terrestrial
laser scanning is now presented. Leica P30 LiDAR (Light Detection and Ranging) laser scanning
technology and robotic Leica TM50 total station were used for the purpose of geodetic surveying.
It is worth mentioning that in this case the accuracy of the point cloud is the main research problem.
According to the manufacturer’s specifications, the accuracy of a point model, created during a single
scan operation in one position, is about 1 mm and is going to be improved later on.

At first, appropriate preparation of the test field was done. The laser scanner was positioned
in the line of the axis of each measured bridge cross sections 2-2 and 4-4 (as shown in Figure 5) and
remained in the same place during each testing. Hence, the alignment of scan positions was not an
issue. The total station was placed in a way that all the target prisms in the measurement points were
visible. The positions of prisms (total station measure) and targets (laser scanning) were in accordance
with the testing project. It has to be mentioned here, that during the tests a decision was made to do the
total station survey in 9 instead of 7 points. Additional measures were done in ol and 02 points. Thus,
for each cross section under consideration, regarding the total station surveying, data were gathered
from o1, 02, p1, p2, p3, p4, p5, p6, and p7. Moreover, two reference points, which are not marked in
Figure 5, were established on the steel shell in the region where the deformations under the loads were
very small, but still in the vicinity of the measured section. These were used to check the correctness of
deformation registration. Additionally, the appropriateness of the total station surveying was checked
using the data gathered by inductive displacement sensors. In Table 1 vertical displacements registered
by total station (p2/4, p4/4, p6/4) and inductive sensors (u2/4, u4/4, u6/4), during S2 test, when maximum
load was put on the road lane right above 4-4 section, are compared.

Table 1. Comparison of vertical displacements measured by means of total station and inductive
sensors during S2 tests in the section 4-4.

Vertical Displacement (mm)

Point 2 Point 4 Point 6

Type of Measurement

Total station (p measuring point) 0.2 1.7 0.4
Inductive sensor (u measuring points) 0.07 1.59 0.28

On the basis of the results presented in Table 1 and owing to the precision of the used devices
(inductive sensor +0.01 mm, total station +0.1 mm), it can be concluded that the total station measurements
were appropriately done. It is worth mentioning that when a total station measurement is uncertain,
additional correction of the vertical displacement can be done with regard to the inductive sensor
measure. Consequently, such an updated (adjusted) result is used later on, during the process of TLS
shape determination of the deformed bridge. However, in this case it was not necessary to do any
additional adjustments.

The maximum distance of the targets from the scanner was approximately 20 m and the time of
measurement of 9 points by the total station was about 3 min. Therefore, the laser scanning resolution
was set to 3 mm per 10 m. In consequence, each scan of the whole bridge cross-section deformations
lasted 3 min and 30 s. This allowed for obtaining the best measurement resolution and relatively many
points of measure that were used at a later stage to create a curve representing the deformed shape of
the structure. A large number of data, which was saved in such a case was not an issue, because the
used instrument has the ability to reduce the noise at the level of 0.4 mm per 10 m. The surveying was
done for the unloaded and loaded structure, according to the final acceptance testing programme.

After the survey ended, the post-processing of the geodetic data began. The data projection was
used to compare the results from laser scanner with the ones from the total stations. In order to do
so and because the total station measurements were taken in 9 points only, interpolation of the total
station results between these points was done using the polynomial function. Similar considerations
can be found in [54]. The chosen polynomial was of 9th degree. Thus, approximated shape of the
tested cross section based on total station survey has been determined. The fitting root mean squared
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error (RMSE) came out at about 2 mm in all cases. This is compatible with measuring capabilities of
the scanner. Therefore, we can say that the interpolation is accurate.

After that, approximation was done by means of the least squares methods of the laser scanning
point cloud in order to find its best fitting with regard to the polynomial function resulting from the
total station measurements. In effect a precise image of the bridge cross section in the reference state
was obtained. It should be mentioned here that appropriate transformation of coordinates obtained
from the total station into the coordinate system of laser scanner was carried out as well.

At that point, data were collected, containing images of reference and deformed states of the
structure. Therefore the displacements of the steel shell were easily calculated for all the cross sections
under consideration. The resulting deformations of the bridge cross section 2-2 in the Y-Z and X-Y
planes under loading schemes S1 and M11-M16 are shown in Figure 13. Similarly in Figure 14, shell
deformations are shown for the 4-4 cross section for the following loading conditions 52 and M21-M26.
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Figure 13. Deformations of the bridge cross section 2-2 in the Y-Z (top) and X-Y (bottom) planes under
loading schemes S1 and M11-M16.
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Figure 14. Deformations of the bridge cross section 4-4 in the Y-Z (top) and X-Y (bottom) planes under
loading schemes S2 and M21-M26.
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It should be noted that temperature changes may influence response of the bridge. However,
the weather, on the day of tests, was cloudy or partly cloudy (see Figures 8, 10 and 11) and therefore
the bridge was not strongly exposed to the sun and maintained constant temperature. For this reason
discussion about deformations of the bridge due to temperature changes can be omitted.

In the end, we did manage to adjust the resolution of the laser scanning to the level of ~0.1 mm
in lateral X and Y directions (in the location of total station prisms) and ~0.01 mm in the vertical Z
direction (where inductive sensors were located) for the 2 mm x 2 mm grid of measurement points.
The resulting accuracy of the laser scanning was ~0.3 mm, while the standard one obtained without
any improvements is ~1 mm, as mentioned before. It is worth reminding, that in order to attain the
accuracy, we adjusted results coming from laser scanner in the studied cross sections based on the
information provided by the remaining sensors. Consequently, every point, registered by the scanning
was influenced by this operation and therefore, accuracy of the whole scan was improved. Finally,
it was possible to benefit from one of the advantages of the scanner which is its high scan rate in
comparison to the other methods used, still maintaining accuracy of the gathered data. Therefore,
we proved that the laser scanning technology can be used in measurements of displacements, being
less than 1 mm. We consider our solution as original and innovative because such an aggregation of
data coming out from different surveying devices and appropriate interpretation of results has not
been done before in the field of static measurements of soil-steel bridges. Finally, we can say that we
found a method to control and maintain very high resolution and accuracy of terrestrial laser scanning.
Thus, very detailed images of the bridge cross sectional deformations in 3D were captured. It is also
important, that the image of the unloaded bridge satisfies the conditions of the reference state in the
case of structure monitoring and possible periodic diagnostics during its lifecycle. From the aforesaid
reasons, we propose to include scanning of this type as a possible method of measurements during
final acceptance and testing of bridge structures.

5. Periodic Diagnostics of the Bridge One Year after It Was Built

The next part of the research was focused on the periodic diagnostics of the bridge. In 2017 a scan of
the whole unloaded steel shell had been made, which was repeated one year later. This enabled to check
not only short-term elastic displacements, caused by real traffic conditions during final-acceptance
and inspection, but also the eventual permanent displacement of the analyzed soil-steel structure.
The periodic diagnostics is done to learn about the order of the bridge permanent displacements,
whose occurrence is typical for this type of structures, during their exploitation. Here, great accuracy
of measurements is not so important, as we expect that the displacements, that could have occurred,
can be as big as a dozen or so mm. Therefore, additional improvement of scanning accuracy, as done
for the purpose of short-term tests, presented in the Section 4, is not done.

In 2017, after short-term static tests were completed, the bridge was unloaded and scanning
control points were stabilized in order to prepare for additional measurements. After that, full image
of the bridge was registered. Because of the large dimensions of the structure, position of the scanner
during the measurement process was changed 12 times. This process was repeated in the year 2018.

It needs to be emphasized that the surveying in 2018 was done at weather conditions similar to
the ones observed the year before. Therefore, the results of periodic diagnostics are not affected by
temperature variations.

As new scanning required new alignment of the device, the TLS accuracy could have been
additionally checked. The Iterative Closest Points (ICP) algorithm was used to align scan positions
correctly, besides of reference points that were stabilized outside of the structure. The positions of
elements, which were used for the algorithm processing, were not changed during this time period
and they have not been influenced by any external factors. The results of this alignment are presented
in the form of histogram in Figure 15.
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Figure 15. Histogram of residues which shows the precision of scan alignment.

The standard deviation resulting from the alignment was ¢ = 1.6 mm. Therefore, in order to reliably
estimate the accuracy of the measurement, in accordance with the principles of normal distribution, we
assumed that it is 3 X ¢ = ~5 mm. In consequence, the accuracy of computed deformation differences
(registered in the period between 2017-2018) should have not exceeded this value.

As usual, the noise reduction was done during the process of point cloud data filtration. The noise
reduction algorithm described in [55] was used here, which locally fits a surface into the point cloud
and then remove points that are too far from that surface. In the end, it was possible to exclude points
lying outside the possible deformation shape that had a negative impact on the final results and to
retain only the ones maintaining reasonable accuracy.

After the noise reduction had been done, it was possible to calculate the periodic diagnostics
displacements of the steel shell that occurred between the years 2017 and 2018. The method described in
paper [56] (available in CloudCompare software) was used for this purpose. This particular approach
was chosen because most of the available comparative methods are based on the determination of the
closest distance from a point or require 3D modelling of the compared surface. Thereby, they eliminate
the problem of roughness, which cannot be eliminated here, as the corrugation of the steel sheets is an
important feature of the whole structure and cannot be omitted. To find the distances between two
point clouds, two main steps were done. First, normal surface and its orientation in 3D was estimated
on a scale consistent with local surface roughness. Then, the mean surface change was measured along
the surface normal direction and the local confidence interval was determined. This, in our opinion,
allowed to obtain reliable information about the structure, which has varying roughness, as evidenced
by the observed noise in the cloud of points and terrain diversity. The roughness is also reflected by the
average change along the surface normal direction, as it was done in the second major calculation step
of this procedure. In effect the distances between two point clouds were obtained and the deformations
contours (magnitudes of displacements) are shown in Figure 16.

The results of the calculations presented in Figure 16 reveal that the upper part of the bridge has
moved to the south up to 7 mm, while the shell in the vicinity of foundation remained undeformed.
To check the accuracy of the obtained deformations a series of statistical tests, based on the Gaussian
normal distribution, were run. Figure 17 presents the statistics of the Gauss function corresponding
to the calculated distance uncertainties. On this basis it can be stated that the results were correctly
determined in relation to the reference shown in Figure 15.
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Figure 16. Periodic diagnostics of bridge deformations (displacement magnitude) measured one year
after the final acceptance and inspection.
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Figure 17. Distance uncertainty statistic.

Owing to the above, the uncertainty of the measured deformations (Figure 16) equals approximately
2 mm (within the computed ¢ from alignment). This means that the laser scanning enabled to register
all of the points characterizing the largest geometric changes. Nevertheless, this uncertainty suggests
that some discrepancies of the measurements occurred during the scanning. These resulted possibly
from the standard issues connected with stabilization of points, their indication, and establishment.
However, because of the fact that the measurements were repeated one year after the final acceptance
tests and during this period of time the construction works were still ongoing, such an accuracy of
measurements is to a large extent satisfactory. For example in paper [51] laser scans of an external
system were done using other techniques and the resulting precision and accuracy was not as good
as here.

Periodic diagnostic deformation images were created also in sections 2-2 and 4-4, that were
previously tested during static tests in 2017. This enabled to additionally cross-check calculations of
deformations of the whole bridge, presented in Figure 16. To create them it was required to perform a
number of computational operations, enabling interpretation of deformation changes of the bridge.
The results obtained from scanning during short-term tests, were quite helpful in achieving this goal.
Displacements of the unloaded steel shell one year after the final acceptance and inspection tests is
shown in Figure 18 for the 2-2 section and in Figure 19 for the 4-4 section. The directions of the extreme
values of displacements are also shown in Figures 18 and 19.
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Figure 18. Displacements of the unloaded steel shell 2-2 section one year after the final acceptance and
inspection tests.
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Figure 19. Displacements of the unloaded steel shell 4-4 section one year after the final acceptance and
inspection tests.

The aforesaid results reveal, that during one-year period of time, the bridge did not exhibit
deformations below the black border line, marked in the figures and named as “displacement boundary”.
In view of that, we noticed a certain negative feature of the computed periodic diagnostics deformations
(see Figures 16, 18 and 19). Despite attaining satisfactory result of calculations, the displacements were
not obtained in the lower parts of the steel shell. However, because of the measurement accuracy,
their exact values are not so certain and may rather indicate the displacement tendency. Similarly,
this could have resulted from the properties of the algorithm used. On the other hand, what also is
interesting, the “displacement boundary” intersects the shell approximately at the same height at which
bolt connections were done (refer to Figure 3). As one year passed since the date of final acceptance
tests, slippage of this connections could have occurred and some rotations of the shell have become
possible in this areas. This may explain why displacements of the upper part of the shell are only
observed. Hence, a research gap has been identified here. These aspects will be analyzed and addressed
in further studies.

Finally, it can be concluded that the periodic diagnostics displacements measured one year after the
final acceptance tests are relatively small, 7 mm + 2 mm. Here, we would like to emphasize that the
extreme values of permanent displacements are observed above the aforesaid “displacement boundary.”
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Therefore, maximum and certain displacement of the bridge did not exceed 9 mm. This is a very important
information as the order of the permanent displacement was identified. Occurrence of deformation of
this order is typical for soil-steel structures. Thus, the bridge experienced a change of its shape, which
however does not affect its response and load-bearing capacity.

6. Numerical Analyses and Comparison of Results

6.1. Computational Model

In order to design the final acceptance test programme, the bridge response needs to be estimated.
Therefore, numerical simulations of its behavior under static loads and natural frequency extraction
were performed by means of FEM (refer to [57]) using Abaqus 6.14-2 code. The computational model
was created according to the bridge technical drawings and it is a particular one. It is created to describe
the global response of the soil-steel bridge and to check whether the assumptions and approach to
design were appropriate. Thus, the computational domain needs to remain in correspondence with
the precision required by the design process. From this reason, we employ basic modelling techniques
and some simplifications. The model should not be overdetailed, but it still has to allow for obtaining
reliable results.

Its size (distance from the bridge to the outer boundaries of the domain) was selected in such
a way that it did not affect the results in the area of the steel shell. A structured mesh of finite
elements was created. First-order solid C3D8I elements (refer to [58]) were used to model the soil
continuum. These elements are enhanced by incompatible modes. This formulation enables very
strong reduction of the locking effect, as stiffening in bending, being a consequence of the parasitic
shear stresses or Poisson’s effect, is almost eliminated. The steel parts were represented by shell S4
elements (see for example papers [34,59-61] for other applications of shell elements) with linear shape
functions and full 2 X 2 in-plane Gauss-Legendre integration scheme and some additional procedures
preventing the locking effect. In the central part of the structure, namely in the region where the
in situ measurements were taken, the corrugated sheets were modelled in detail having regard to
the real geometry. A simplification was made close to the structure ends, where the steel sheets
were treated as a shell endowed with equivalent orthotropic properties and thickness. It is worth
mentioning that, often, the whole steel shell is treated as the one having some equivalent properties
and uniform thickness (see for example papers [42,62]). Nevertheless, such a simplification cannot be
done here, because we are interested in accurate estimation of stresses in the shell-corrugated sheets.
The whole computational domain of the soil-steel composite structure is shown in Figure 20 and the
detail depicting modelling approach of steel shell in Figure 21.

Figure 20. Finite element method (FEM) computational domain of the bridge.
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Figure 21. Steel shell in the numerical model: corrugated sheets in the center, equivalent shell close to
the bridge ends.

The soil and steel were treated in the analyses as isotropic homogenous materials. The elastic
constants of the soil were determined on the basis of the requirement of backfill compaction—minimal
relative density of the material should be not less than 98% of the maximum density of the soil achieved in
the laboratory. This corresponds, according to the polish design standards still used by site engineers [63],
to the elastic modulus being 170 MPa. However, often, at the site, the properties of the backfill are
better than minimums. So it was also in this case. Aggregate with very good parameters was used to
construct the backfill. The reports on the compaction acceptance of the backfill layers showed that the
compaction was ranging from 100% to 103%. Therefore, other possible soil properties are also considered,
with elastic modulus being 200 MPa (corresponding to 100% compaction) or 230 MPa (corresponding to
103% compaction). Thus, we try to calibrate the numerical model, based on the obtained measurements
and assign soil properties enabling best fitting of the FEM estimations. The material properties of steel
and soil used in the computational analyses are collected in Table 2. An evident simplification of the
material law for the backfill is done. Nevertheless, it is justified by the following reasons. A global
model is created and we focus mainly on the appropriate estimation of displacements and stresses in
the steel shell. Therefore, detailed description of soil material law is not so important. The backfill
main properties are calculated based on well-established engineering procedures, which should enable
reasonable description of its response. Second, behavior of the bridge under design loads is recreated
and by assumption this loading condition should not lead to any failure. What is more, if failure occur in
the backfill, the real response of the bridge would be much different from the FEM estimation, which
would also clearly indicate that the simplified approach is not a proper one. This will be verified in the
next chapter. It is also worth mentioning that the backfill is treated in a similar way by others and good
results are obtained, as presented for example in [64].

Table 2. Yielding of steel rafter in all the considered local models.

Material Elastic Modulus (MPa) Poisson’s Ratio
Steel corrugated sheets 210,000 0.3
Soil (backfill) 170-230 0.2

It also needs to be noted that the bridge was assembled in summer and its temperature during the
tests was similar to the one at which it was mounted. There was only a couple of degrees difference.
What is more, soil elastic modulus is only slightly affected by the temperature changes, as reported
in [65]. Therefore, the material properties of the backfill does not need to be adjusted.

The following boundary conditions were assigned to the model. The steel shell is fixed in the foundations.
Vertical displacements are restrained at the lateral lower surface of the embankment. The displacements
perpendicular to the vertical side surfaces of the embankment are constrained as well. A contact was defined
between steel shell and the surrounding backfill.

The loads were applied to the model in accordance with trucks positions, described in the Section 3
and their axle loads. In consequence, uniformly distributed loads were defined at truck tires-road contact
area. The shapes of tire contact patches were simplified and treated as rectangular. No additional
application of temperature loading was necessary to compensate eventual change of the bridge geometry
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due to the change of temperature during different testing configurations. This is due to the fact, described

earlier as well, that the weather during the whole testing day (cloudy or partly cloudy) was basically the

same, the bridge was not exposed to the sun, therefore variation of its temperature was negligible.
Finally, static analyses were executed to estimate bridge response during the in situ tests.

6.2. Comparison of FEM Estimations and In Situ Measured Values

Now comparisons of selected, representative results of the in situ measurements and corresponding
FEM estimations are presented. Total deformations of the steel shell, measured by terrestrial laser
scanning and total station are compared with the results coming from FEM calculations, in which different
soil properties were assigned (refer to Table 2). These are shown in Figures 22-24, correspondingly, in 2-2
section under maximum load during S1 test, in 4-4 section under maximum load during S2 test and
in 4-4 section during M24 moving load test configuration. It is worth mentioning that typically elastic
displacements are analyzed during final acceptance tests. However, this is a specific case of a soil-steel
structure. When the bridge was unloaded after S1 and S2 tests a slight change of shell shape was observed.
Since point-cloud is created as a result of laser scanning, it is very hard to calculate elastic deformations
coming from TLS. This is the reason why total deformations are compared in this chapter. Nevertheless
in the case of moving load tests (refer for instance to Figure 24) the total deformation is nearly the same
as the elastic deformation of the structure, because such a testing approach allows to significantly reduce
this effect, as it was described in the Section 3. It has to be additionally noted that total station surveying
was done in 9 points, as shown in Figure 6, in each cross section under consideration. In Figures 22-24,
spline function was used to connect these 9 points and in effect deformed shape resulting from total
station measurements was approximated.

It is seen in Figures 22-24 that the FEM estimations, even for different variants of the backfill
elastic modulus, are generally in accordance with the measurements with regard to their quality and
quantity. The backfill elastic modulus is an important parameter that affect the bridge response. It is
a bit underestimated, when E = 170 MPa. Better quality results are obtained for E = 200 MPa and
E = 230 MPa. In order to investigate displacements of the steel shell in detail, now, the extreme
vertical displacements, that were obtained in the p4/2 point for the test S1, p4/4 for the test S2 and the
corresponding FEM values (for different backfill material properties) are analyzed in Table 3. In Table 3
both total (Ujnsitu,tot) and elastic (Uinsitu el) in situ measured displacements are presented to highlight
the issue of the shell shape change when the bridge was unloaded.
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Figure 22. Comparison of the deformed shapes of the bridge in 2-2 section during the S1 test, when
maximum load was applied, measured using terrestrial laser scanning, total station, and estimated by
means of FEM (deformations in (mm) are 1000 times scaled).

|

A\
)
W\

AY

51



Materials 2020, 13, 3652

4-4 section, S2 test, maximum load
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Figure 23. Comparison of the deformed shapes of the bridge in 4-4 section during the S2 test, when
maximum load was applied, measured using terrestrial laser scanning, total station, and estimated by
means of FEM (deformations in (mm) are 1000 times scaled).
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Figure 24. Comparison of the deformed shapes of the bridge in 4-4 section during the moving load

M24 configuration, measured using terrestrial laser scanning, total station, and estimated by means of
FEM (deformations in (mm) are 1000 times scaled).

In Table 4 vertical in situ displacements in the p4/4 point during the moving load tests M21-M26
are compared with the ones resulting from FEM calculations. Total displacement and the elastic values
are not distinguished in Table 4, since they are almost the same.

The results from Tables 3 and 4 reveal that the response of the soil-steel composite bridge is
underestimated, when the backfill elastic modulus is E = 170 MPa. In this case, the elastic displacement
ratios Ujn.sity,el/U reME = 170 for p4/2 and p4/4 locations, during S1 and S2 tests, are correspondingly
79% and 77%. The ratio between the biggest in situ vertical displacement during moving load test
(M24 test configuration) and the corresponding FEM estimation Uin-situ,M24/UFEM,M24E =170 equals 84%.
Similarly, for the backfill elastic modulus equaling 200 MPa, the ratios Uin—situ,el/UFEME =200 p4/2
and p4/4 points, during S1 and S2 tests are correspondingly 86% in both locations, while the ratio
Uin—situ,M24/UFEM,M24E =200 for the M24 test configuration is 94%. Finally the results are compared for
the backfill having assigned E = 230 MPa. In this situation the ratios Uy situ,et/Upem® ~ 2 are 98%
for p4/2 and 95% for p4/4 measurement point, whereas for the case of the moving load tests the ratio
Uin-situ,Mm24/U, FEM,M24E =230 equals 104%. Based on these comparisons, it can be concluded, that from
an engineering point of view, the response of the bridge is well recreated for the backfill with E =
200 MPa and E = 230 MPa. As the moving load test is probably the most effective way to examine and
measure the bridge response (this issue has been already described in Section 3), it can be stated the real
properties of the backfill regarding its elastic modulus are somewhere between 200 MPa and 230 MPa.
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Table 3. Comparison of the in situ measured and estimated by means of FEM extreme displacements.

Displacement p4/2 (mm) p4/4 (mm)
FEM value, backfill E = 170 MPa Uggy & =170 1.91 2.09
FEM prediction, backfill E = 200 MPa Uggy* =20 1.74 1.86
FEM prediction, backfill E = 230 MPa UggyF =23 1.53 1.68
In-situ, elastic value Ujp ity el 1.5 1.6
In-situ, total value Ujpgjry tot 1.7 1.7

Table 4. Comparison of the in situ measured and estimated by means of FEM displacements in p4/4
measuring point during the moving load tests (M21-M26).

Test FEM Value Uggm £ =177, FEM Value Upgm £ =2, FEM Value Upgm £ =2, In-Situ Value
Denotation  Backfill E =170 MPa (mm)  Backfill E = 200 MPa (mm)  Backfill E = 230 MPa (mm) Uin-situ (mm)
M21 —-0.03 0.02 —0.02 0.10
M22 0.04 —0.04 0.05 0.20
M23 0.69 0.63 0.58 0.70
M24 1.54 1.38 1.25 1.30
M25 0.36 0.34 0.32 0.40
M26 -0.02 0.02 0.01 0.10

Nevertheless, the geometry of the shell at the beginning of the tests was slightly different than it
was designed, as it had adjusted its shape during backfilling. Moreover, it continued to adjust its shape
during final acceptance tests under different loading conditions and the whole bridge experienced some
small permanent deformations. This is typical for soil-steel structures. In consequence, during static
and moving loads tests, the loads caused by trucks were applied to the bridge having a bit different
geometry. Ideal geometry of the structure, based on the technical drawings of the bridge, was defined
in the numerical model. This could have caused the differences between the compared in situ and
FEM values shown in Figures 22-24 and Tables 3 and 4. It is also worth to mention that the bridge
shell is built of small corrugated steel sheets which are connected to each other with bolts (as shown
in Figure 3). Such a connection technique requires the steel sheets to overlap each other. In effect,
the whole shell is somehow locally stiffened, which may contribute also to the global stiffness of
the whole system. A continuous shell without connections is created in the computational model.
Therefore, one may expect that the structure has an internal margin of safety. Owing to the aforesaid
considerations, we claim that the backfill properties are close to the ones represented by elastic modulus
which is 200 MPa. In effect, we can say that the computational model has been calibrated with aid of
the measurements. Thus, it reflects the real response of the analyzed structure. In effect it can be used
for the purpose of the bridge diagnostics or support interpretation of SHM data.

Finally, the stresses calculated on the basis of strains, registered during the static tests S2 in t2/4 and
t4/4 points, are shown together with corresponding FEM predictions in Table 5. The results presented
in Table 5 were calculated assuming that the elastic modulus of the backfill is E = 200 MPa, which has
been calibrated based on the displacement measurements, being the most reliable ones in this research.
The points t2/4 and t4/4 were located approximately in the quarter-spans of the steel arch and extreme
values were obtained there. Additionally, stresses in t3/4 point are also compared in Table 5. In Table 6
stresses calculated from strains in t2/4 point during the moving load tests M21-M26 are compared
with the ones resulting from FEM calculations. Total and elastic values are not distinguished in Table 6,
since they are almost the same.
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Table 5. Comparison of the in-situ measured and estimated by means of FEM (for the backfill, having
E =200 MPa) extreme stresses.

Stress t2/4 (MPa)  t3/4 (MPa)  t4/4 (MPa)
FEM prediction Sggy, backfill E = 200 MPa -6.21 -1.31 —6.52
In-situ, elastic value Sip-sity el —5.74 -2.13 —6.24
In-situ, total value S ity tot —-6.61 -2.50 -6.49

Table 6. Comparison of the in situ measured and estimated by means of FEM (for the backfill, having
E =200 MPa) stresses in t2/4 measuring point during the moving load tests (M21-M26).

Test Configuration FEM Prediction Sggy (MPa) In-Situ Measure S;,_gity (MPa)

M21 -0.17 0.12
M22 -0.11 0.25
M23 -1.41 -1.12
M24 —4.55 -3.99
M25 —-1.44 -1.12
M26 -0.14 0.37

Similarly, as in case of displacements analysis, the stress ratios Sin_sjtu,el/Srem for t2/4 and t4/4 from
Table 5 are calculated and they are correspondingly 92% and 96%. The ratio between the biggest in situ
stress during the moving load test (M24 test configuration) and the corresponding FEM estimation
Sin-situM24/SFEM,M24 is 88%. It has to be emphasized here, that because of characteristics of the used
devices (strain gauges) the accuracy of the calculated in situ stresses is +£1.2 MPa. The accuracy of
displacements measure was way better than for the stresses, thus the displacements comparisons,
presented in the preceding paragraph, seem to be more reliable and because of that were used for
the purpose of the backfill stiffness properties calibration. From this reason the discussion about the
cause of differences between measurements and numerical calculations has been done based on the
registered displacements. Although the accuracy of stress measurements is not so good in relation to
the values that were registered, which were relatively small and close to the device accuracy, it can be
still concluded that there definitely is a correspondence between the in situ measurements and FEM
estimations in the field of stress comparisons.

7. Conclusions and Final Remarks

Interdisciplinary and comprehensive non-destructive diagnostic tests of final bridge inspection
and acceptance of a soil-steel bridge made of corrugated sheets, being the European span length record
holder (25.74 m), done in the year 2017 and 2018, were described. Non-standard program of bridge
loading was used during the inspection. On the one hand, classically, static loads were applied to the
bridge by appropriate arrangement of trucks. On the other hand, the bridge response was studied
under moving loads, to reduce permanent deformations when it was unloaded.

Because of the large dimension of the structure and also because its deformations under standard
traffic loads are very small (a few mm only), sophisticated terrestrial laser scanning was done in order
to measure short-term response of the bridge. Its accuracy was significantly increased by additional
correction of results based on total station surveying and inductive sensors vertical displacement
control. The resulting 3D deformation images of the steel shell sections, with the achieved precision
(X, Y ~0.1 mm; Z ~0.01 mm; for the 2 mm X 2 mm grid of measurement points) and accuracy of the laser
scanning ~0.3 mm, can be considered as a unique achievement. Such a high precision and accuracy of
the geodetic measurement allowed to reliably identify bridge displacements, which under maximum
loads were not more than 1.7 mm. Moreover, this image satisfies the conditions of the reference state in
the case of structure monitoring, and possible periodic diagnostics during its life cycle.
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A control of the structure geometry shape was done one year after the final inspection. In effect,
maximum total displacement of the bridge, which occurred in one-year period, determined in terrestrial
laser scanning equaled 7 mm. The scan accuracy in this case was ~2 mm. This is typical for structures
of this type. Thus, we can say that the bridge experienced a change of its shape, which however does
not affect its response and load bearing capacity.

A computational model of the bridge was built in order to verify the appropriateness of the design
process. In situ short-term response measurements were compared with the numerical calculations
resulting from FEM analyses. Calibration of the backfill elastic modulus based on the measured
response of the bridge was done and the resulting accuracy of the displacements predictions was at
the level of 95%. The model reflects the real response of the structure in the field of both quality and
quantity of displacements and its strain. This confirms that the approach to modelling proposed in
this paper was appropriate and that the bridge was correctly designed. In effect it can be used for the
purpose of the bridge diagnostics or support interpretation of SHM data.

The bridge underwent all the required final acceptance tests and inspections and currently there are
no doubts about its behavior during the designed lifetime. Moreover, its accurate periodic diagnostics
is also possible.
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Abstract: There is a group of measurement techniques that can be used in the task of force identification
in steel bolts. In this paper, the potential of elastic wave propagation signals was studied for possible
application in force monitoring systems. A series of laboratory tests was carried out on flange connections
subjected to static tensile tests. Each one contained six screws of the same diameter. Four bolts
were equipped with washer load cells. Alternatively, selected bolts were equipped with piezoelectric
transducers (actuator and sensor) in order to measure the elastic wave signals. Principal components
analysis, time of arrival, and neural network compression were used for dimensionality reduction of the
measured signals. Examples of the obtained results with respect to the studied connections show that
the tension forces in bolts can be estimated with relatively good accuracy.

Keywords: elastic waves; signal processing; neural networks; force prediction, flange connection;
static test

1. Introduction

Measurements of the physical quantities that describe structural elements’ state are significant in
many engineering and industrial applications, including civil engineering. They are often conducted
pending trial loads of new structures and prototype solutions in laboratory tests. This allows a better
understanding of the behavior of the entire structure and its individual elements. Non-destructive tests
(NDT) and structural health monitoring systems (SHM) are very useful in this task. Their constant use
also increases the safety and reliability of the structure. There are also several tasks that can be carried
out with their help [1-6]:

e  Anomaly or damage detection;

e  Damage type classification;

e  Load or internal force prediction;
e  Material parameter identification.

There is a group of structure connections where the pretension force level has an influence on the
strength of the slip resistance connection. Changing pretension forces, i.e., due to the structure’s usage
over time, may become a highly relevant matter for the structural integrity. It is especially important
in cyclically loaded constructions like telecommunication towers, bridges, and wind turbines.

Besides the necessity to monitor the state of strategic structures, the precision of the tightening
method implemented to accomplish an accurate preload level is equally important. One of the hazards
related to the occurrence of failure or structural damage may be the insufficient stress ratio of screw
connections. Among the methods used to control their tightening level, two main features can be
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distinguished: accuracy and practical applicability. Determining the prestressing force in everyday
applications is most often based on the tightening torque measured with a dynamometer wrench.
The accuracy of this approach is defined as £25%. The best accuracy here is accomplished by using
ultrasonic sensing (+1%) or strain gauges. There are already a few commercial solutions that can be
used to estimate the axial forces in bolts. One of them concerns ultrasonic load-monitoring devices,
which most often require access to bolts in a joint from both sides. The second solution is related
to piezoelectric load cells or washer-type strain. The measurement uncertainty in this case amounts
to £10%. Fric et al. compared some of these methods [7]. However, their costs cannot be ignored,
and therefore, in long-term research, strain gauges are used, either fitted inside the bolt shank or glued
onto the bolt. For this reason, the article presents the results of laboratory research aimed at the use of
commonly available and relatively inexpensive piezoelectric transducers (PZT) that can be used to
excite and receive elastic waves.

In this work, the elastic wave propagation phenomenon was implemented due to the possibility of
adjusting their parameters to the applied task, their sensitivity, and their ease of implementation in SHM
systems. To measure and introduce the time signals of elastic waves, piezoelectric transducers were
used. Nazarko and Ziemianski [8] used this idea also in the field of non-destructive damage detection
in a variety of elements and materials. Chaki and Bource [9] examined guided ultrasonic waves to
monitor and observe the stress levels in steel strands. In these approaches, including ultrasonic testing,
the most frequently used parameters are changes in longitudinal and transverse wave propagation
velocities or time of flight/arrival (ToF/ToA). In the discussed problem of identifying axial forces in
bolts of flange connections, this turned out to be insufficient. Therefore, in order to obtain reliable signal
parameters, their deep compression was applied. Additionally, as the inference tool, artificial neural
networks (ANNSs) were used [10].

The results presented in the article concern a series of laboratory tests carried out on flange
connections under tension in a static test machine. It appeared that force changes have an impact on
the signals measured by the sensors [11]. This was reflected also in the calculated principal components,
which are often used to compress signals (see Nazarko [12] or Chen et al. [13], where other methods
concerning signal compression were compared). This article presents new results where ANNs were
used both for signal compression and as an inference tool. The value of these results is increased by
the fact that they refer to experimental studies, where there are a number of factors (measurement
noise, apparatus limitations) that are quite difficult to examine in numerical simulations and analytical
calculations. In this case, the research concerned the possibility of predicting axial forces in tension
bolts of flange connections. The elastic waves were regularly excited and recorded (by PZT sensors)
during the connection tensile test. After extending the set of patterns (compressed signal parameters)
with information about the elongation of one of the bolts, it became possible to estimate (using ANNSs)
the magnitude of axial forces not only within a single connection, but also to generalize the results
within several analyzed connections. Moreover, these preliminary results show that ANNSs are able
to predict the axial forces in bolts with reasonably good accuracy. This also indicates the significant
potential of the approach being developed for real-life NDT inspections.

2. Materials and Methods

2.1. The Idea of Force Monitoring in Bolts

The idea of bolt force monitoring discussed in this paper is based on measurements of elastic
waves. It was confirmed by Kim and Hong [14] and Ding et al. [15] that even a relatively small change
in a bolt force will affect the signals measured (its time of flight, amplitude, frequency, etc.). Changes in
the tension force have an influence on the shortening/elongation of the screw. This results in variations
occurring in the distance traveled by waves and the time related to it. Thus, the propagation velocity
and ToF are the parameters frequently used to determine and detect the stresses or forces of the
monitored elements [16].
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In this paper, two single PZT were implemented to excite and to measure the response signals
in the bolts of the studied flange connections (Figure 1). These transducers were placed in pitch—catch
configurations. At the beginning, a single screw was equipped with additional transducers (one on the end
of the shank and two on the screw’s head) in order to get a pulse—echo configuration. Nevertheless, due to
the fact that both of them provided similar accuracy considering force identification, it was decided to use
pitch—catch in subsequent studies because this enables one to obtain a higher signal-to-noise ratio (SNR).

Figure 1. Example of connections subjected to static tests and the elastic wave propagation measurements
in bolts: (a) P1, (b) P2, (c) P3, (d) P4.

Taking into account the simplicity of conducting on-site inspections, the most convenient
placement of measurement units would be probably an impulse—echo configuration, but this was not
considered in this study. In the case of SHM systems, whether or not the structure is equipped with
instrumentation during its construction can be seen as irrelevant (actuators and sensors can even be
mounted inside the bolts).

A typical washer force sensor consists of three or four standard piezoelectric measuring elements or
strain gauges inside the unit. This is to average the results over the entire sensor surface. This approach
should be considered in future work related to the approach under consideration because of the possibility
of the simultaneous tensioning and bending of bolts (Figure 2).

Pipe d=70 mm
PZT actuator

Washer-type force sensor

Front plate tf =10 mm, D = 190 mm

M16 5.8 1=85 mm

PZT sensor

Figure 2. An example of visible bolts deformation at the end of the static test (P6 connection).

Parameters describing the force changes (e.g., physically measured or determined based on
the measured signals) can be used for training an efficient diagnosis system that is based on ANNSs.
The advantage of this over existing solutions is that the application of the proposed approach may
allow one to estimate not only changes in forces over time, but also detect yielding and fatigue damages
and monitor the structural integrity.

2.2. Laboratory Setup

The laboratory setup consisted of a signal generator (40 MHz DDS Function/Arbitrary Generator,
TG4001, Thurlby Thandar Instruments Ltd., United Kingdom), in which an excitation was defined in
the form of a 2.5 sine wave modulated by a Hanning window. The operational frequency was set to
52 kHz. Then, the signal was amplified and split into actuators and synchronization channels. Two digital
oscilloscopes (WaveSurfer 424 and WaveRunner 104MXi, LeCroy, NY, USA) were used to store the signals

61



Materials 2020, 13, 3607

received from all the sensors. Piezoelectric transducers (CMAPS, plate 5 x 5 x 2 mm, Noliac) were
mounted on the bolt heads (excitation) and at the ends of their shanks (response). Sensor wax was used
to attach them (this enabled trouble-free recovery of all the sensors), while their cables were fixed to a
single spot with a weak adhesive to hold them during the test, allowing for non-invasive removal.

As usual, the measuring system used (piezoelectric transducer, amplifier, signal generator) has its
limitations. This applies to both the excitation frequency and the signal amplification. This is one of the
most important factors that affects the obtained accuracy of identification. In this case, the frequency
and gain were selected in such a way that the response signal had the highest SNR at the highest
possible frequency.

A set of static tests was carried out using the testing machine Instron J1D 1200 kN (Figure 3).
To evenly load the oscilloscopes that store the measurement data (saving data at the same time), it was
assumed that each one would register the pattern of the excitation signal (in order to synchronize the
recorded signals in time) and the response from the two screws.

Figure 3. Laboratory setup: (a) Piezoelectric transducers mounted at the bolt ends (a washer-type force
sensor is also visible in this case). (b) Digital oscilloscopes, function generator, and amplifier. (c) Static
test machine Instron J1D 1200 kN.

2.3. Flange Connections under Static Tests

The investigated set of flange connections consisted of six M16 bolts (Figure 4). In each connection,
only four of them were equipped with washer strain load cells (Bolt Nos. 1, 2, 4, and 5; see Figure 4).
The other two had spacers that imitated the force sensors in order to ensure the similar nature of bolt
work. The dimensions of the considered connections and the types of screws are listed in the Table 1.

‘ N
N O
‘ B9 © Inductive and force sensors
1M N
‘ o PZT and force sensors
: Rlo oo
| ! - PZT sensor only
I ‘ sls No sensors
wlN
‘ N O

Figure 4. A scheme of the flange connection (P1/P2), screw numbers, and sensor locations (all dimensions
are given in mm; washer-type sensors are not included).

Unfortunately, as a result of technical complications (a lack of free hard disk space during the
measurements) and the resulting differences in the number of recorded signals between the two
oscilloscopes, measurement data from the P5* connection were not used in this article.
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Table 1. Dimensions of the investigated flange connections.

Connection  Symbol  Plate Geometry (t¢/e1/e2/D) (mm) Screws

Class Length (mm)

P1 BK25.6.2 25/35/25/190 6M16 8.8 125
P2 BK 25.6.1 25/35/25/190 6M16 5.8 85
P3 BT25.6.1 25/35/25/190 6M16 5.8 85
P4 BK 15.6.4 15/45/25/210 6M16 8.8 85
P5* BK 15.6.3 15/45/25/210 6M16 5.8 85
P6 BT 10.6.1 10/35/25/190 6M16 5.8 85

* data related to this connection were not used — details are given in the text.

Two inductive sensors were mounted on screw S1 (from above and below; see Figure 1) to measure
its displacement. Thanks to this, it was possible to determine the elongation of this screw during the
tensile test. The other two inductive sensors were attached on the right and left side of the pipe rod.
They were used to monitor possible rotational deformation, which was considered insignificantly small.
On this basis, it was assumed that the investigated flange connections generally deform symmetrically,
and the elongation of a single bolt can be used as an additional parameter describing their current
condition. The conducted tests did not take into account the occurrence of a complex stress state,
in which this assumption could be false.

The forces obtained during the static tests and the elongation in one representative screw were
used to define an output vector for ANN training. The obtained relationship between these values in
the case of single connections is shown in Figure 5. It can be seen there that the forces measured in the
bolts were not exactly the same. This may be related to the geometric imperfections of the connection
(non-symmetric holes) or measurement uncertainty (this type of applied force sensor is sensitive to the
washer hardness or a screw touching the edge of the hole).

40

Force [kN]
Force [kN]

-60

-80

-100 -100
0 0.05 0.1 0.15 0.2 0.25 0 0.2 0.4 0.6 0.8 1

Elongation Al [mm] Elongation Al [mm]
(@) (b)

Figure 5. Elongation and forces measured in the bolts: (a) P1 connection; (b) P2 connection (see Table 1).

In addition, four bolts were equipped with piezoelectric transducers, but their numbers were
different with respect to the force sensor locations, i.e., 2, 3, 4, and 5 (Figure 4). It was not possible
to mount them at the S1 bolt because the inductive sensors were placed there. As a consequence,
the signals measured in the S3 bolts (in all connections), which were not equipped with the washer
load cell, were used to define the database with unknown force magnitudes. After the process of ANN
training, these data were used to predict the forces in those bolts.

It is worth mentioning here that the completed test plan did not assume cyclical loading/unloading
of the connections. In this particular case, each individual test was intended to cause damage in one of the
following forms: bolts yielding or breaking, plastic deformation of pipes or head plates. The failure model
depended on the connection dimensions and the class of bolts used. For example, in the P1 connection,
there was plastic deformation of the pipe observed (Figure 5a), while in the case of the P2 connection
(see Figure 5b), the deformation of the pipes was accompanied by yielding of the bolts. This explains the
differences that can be seen in these charts. Despite this fact, an attempt was made to estimate the bolt
forces regardless of the connection operation phase.
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In the experimental studies carried out, it was not possible to obtain measurement data from the
unloading phase of a damaged joint in the case of all considered models. When the load capacity of
the connection was being approached, some of the sensors were disassembled due to the risk of their
damage. Therefore, it was decided not to include these data in the ANN training process. However,
the issue of cyclic loading is very important, and further research in this area is needed. Examples of
experimental studies carried out so far and the preliminary results of the axial forces” identification
can be found in the literature [11,17].

2.4. Signal Analysis

The elastic wave signal comparison in the initial stage showed that they were not exactly the
same (Figure 6). There may be several reasons for this: the piezoelectric transducers may not have
been positioned precisely in the same place (the central axis of the bolt); the thickness of the wax layer
was not the same; the signals were affected by the closest components of the connection (washers,
brackets on the pipe, weld thickness, etc.). Despite these differences, an attempt was made to train the
ANN:s for the purpose of force prediction. It was even decided to perform signal normalization within
the range +0.9 (with respect to the initial stage), but this did not significantly affect the results of the
predicted force values.
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°
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Figure 6. Excitation signal and the received responses measured at the S2 to S5 bolts in the P1 connection.

As a result of the length of each signal, it was necessary to determine the parameters sensitive to
load changes in the connections. Thus, the measured signals were transformed into the domain of the
principal components [8,12]. This allows one to compute the linear transformation:

y=W:-s o

which maps data from a high-dimensional space s C Ry to a lower dimensional space y C Rg
of the principal components, without much loss of information. In this way, the elastic wave
signals, each containing 10,002 points, after decimation at the rate r = 2, were reduced to only
12 principal components.

On the basis of the preliminary test results [11], it turns out, however, that the principal
components alone may not be sufficient for proper training of the diagnosis system. The point is for
the ANN s to acquire generalization capabilities that enable the prediction of force values in bolts in
which no control measurements were carried out. In other words, the obtained values of the estimated
forces in the screw, which did not participate in the training of ANNSs, differed from the nature of
the work of the other screws, for which these forces were physically measured using washer sensors.
Therefore, an attempt was made to determine other parameters from the signals that could improve
the generalization abilities of ANNSs. The pattern database was extended to include data related to
the time and amplitude of the occurrence of subsequent maxima in the response signals (Figure 7a).
These arrival times were expressed as the distance between the maximum excitation amplitude and the
local extremes of the response amplitudes. Their values were determined for all signals and analyzed
connections. To illustrate the nature of the changes in arrival times, the value #y obtained without a load
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was subtracted from each of them (At = t; — tp, where i = {1,2,...,7}). An example of the obtained
time variations in the case of the P1 connection is shown in Figure 7b. Examples in the literature indicate
that the relationship between ToF changes and load is most often almost linear [18,19]. In this particular
case, with the type of sensors used and the established excitation signal parameters, these relationships
are non-linear.

0
Force [kN]

Amplitude
P
_]

Sensor
= Actuator

Time 25 3 35 4 45 5

Difference of arrival time, At [ns]
@
Figure 7. Arrival time and amplitudes: (a) an example of how they were determined; (b) differences of
arrival time in the P1 connection.

Moreover, although this type of graph does not indicate this, along with the increase in the axial
force, the determined arrival times of the individual peaks in the signal were generally constantly
reduced. It was expected that the tensioning of the connection would cause screw elongation and
a longer wave path would increase the related propagation time. Although there are examples in the
literature where the impact of stress on the propagation speed was analyzed [16], a wider discussion
of this issue, which is very interesting, is not the main subject of this study.

2.5. Artificial Neural Networks

Tasks related to the prediction or identification of parameters are related to the category of
so-called inverse problems [12]. Most often, they consist of determining unknown parameters on the
basis of values measured experimentally or obtained from numerical simulations. In a situation where
knowledge about the observed phenomenon or the degree of its complexity does not allow building
an expert system, the most frequently used tools are ANNs.

ANN: s are widely used in many areas and tasks. The assumption is that ANNSs are able to learn
an unknown relationship between input and output data. This typically requires large amounts of
data acquired in computational or experimental investigations. In recent years, much attention has
been paid to so-called deep learning (DL) [20], and one of the major benefits of using deep models is
successful NN learning from fewer training data. In addition, deep learning approaches have proven
to be suitable for big data analysis, and hierarchical learning systems show superior performance in
several engineering applications [21]. In the approach described in this article, two applications are
demonstrated: DL multi-layer perceptron (MLP) was used for signal compression, and DL regression
ANN s were trained to predict the axial forces in the screws of the investigated connections.

The learning process consisted of minimizing the computed error value between the target and
the network outputs obtained for successive iterations. Testing and validation were carried out based
on data that the network had never seen before. The ability to produce such a prediction for the
training set is called network generalization [10]. In this article, the mean squared error (MSE) and
standard deviation were used as measures of the error obtained at the network output.

The force identification provides information about the predicted value of that force with respect
to parameters that are sensitive enough to its changes. The correct selection of these parameters
is the most important issue in any identification task. Then, the accuracy of the neural predictor
may be obtained by tuning the architecture or different training strategies. For the aforementioned
task, feed forward ANNs are commonly used [10]. They consist of an input (first) layer, (usually)
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a few hidden layers, and an output layer. The number of elements in the input and output layers is
determined by the size of the training datasets.

As an alternative to the designated wave parameters (PCA, time and amplitude (TA)), an MLP
was trained to reproduce the inputs in the output layer. This kind of network is called an autoencoder.
The network is trained so that the signal feed at the input is reproduced at the output, so the input
layer and the output layer have the same dimensions. In the middle of the network, there is a hidden
layer—called the bottleneck layer—that has fewer neurons than the input layer. This auto-associative
neural network is used to compress signal data. After the learning process, the output and hidden
layers after the bottleneck are neglected, and only the input, hidden, and bottleneck layers are used.
This part of the network is called the encoder, which is used to reduce the dimension of the measured
signals. It can be assumed that the parameters obtained from the encoder represent all the information
contained in the signals. Moreover, this approach allowed us to perform compression on the input
data and to reduce the data dimensionality. In other words, the encoder extracts the most important
components of the signal and ignores the less important parts. The encoder, with only one hidden
layer (the bottleneck), can be compared by computing the PCA of the input data, while the additional
hidden layers introduce some non-linear transformation of the signal [22], and the encoder performs
the PCA on a non-linear version of the signals. In this work, various encoder architectures were trained:
inl — 850 — 250 — bl, where inl = {8192,4096,3072} is related to the number of data taken from the
measured signal (starting from its beginning) and bl = {24,12,6,4}. It was found that the most suitable
architecture for the DNN for the compression task was 4096 — 850 — 250 — 12 — 250 — 850 — 4096,
and the DNN for the regression task was 13 — 50 — 50 — 50 — 1.

3. Results and Discussion

3.1. Force Prediction in Single Connections

The first task was to identify the forces in the bolts in a single connection. Each contained a screw,
which was not equipped with a force sensor, but the elastic wave signals were recorded there during
a static tensile test. With reference to this particular screw, the axial forces were predicted.

In previous works [11,17], it was assumed that data from all bolts (2, 4, 5) were to be used
for the purpose of ANN training, assuming a constant distribution of patterns for testing and
validation. The new approach proposed herein involves the learning, testing, and validation patterns
being separated into individual bolts from a given connection. Among the possible combinations,
the following division of patterns was adopted (short names are provided in brackets; they are also
used in the data descriptions in the charts and tables):

e  S4for learning (learn);

e 52 for testing (test);

e S5 for validation (valid);

e  S3for prediction (predict).

This is to achieve the repeatability of force identification for various bolts in the connection and
then possibly extend the database to include bolts from the other connections.

After the first series of simulations, it turned out that none of the signal parameter sets (PCA, TA,
encoder) allowed us to obtain a satisfactory level of identification accuracy for the axial forces in the
screws. This was due to the fact that there were relatively significant differences between the signals
measured in the individual bolts. Of course, this can be influenced not only by the excitation pattern
and its parameters (especially the frequency), but also by the likely differences in the attachment of
the screws (some of them may touch the edge of the hole, while others may not). However, these are
limitations arising both in the measurement capabilities and factors that occur in real constructions.
For this reason, the obtained pattern database derived from laboratory experiments of connection
models with real dimensions is a good test of the proper operation of the developed diagnostic system.

66



Materials 2020, 13, 3607

At the current stage of research, it was decided to extend the database by the elongation measured
on one of the screws. This measurement was made using inductive sensors applied to both ends of the
S1 screw. In this way, the input data gained an additional physical sense, which seems to be the key
issue in this case.

The input vectors consisted of the elongation of S1 and:

e  Twelve principal components (PCA);
e  Six amplitudes of the response signals and theirs six arrival times (TA);
e  Twelve parameters obtained from the encoder.

The obtained values of the identification errors for two exemplary connections (P1) with respect to
the input data used are shown in Table 2. It can be seen that the smallest learning errors were obtained
for the PCA, but this also led to the largest validation errors. Time and amplitude (TA) had the lowest
validation error, but reasonably good accuracy was obtained in the case of the encoder. A graphic
comparison of the results for the encoder and PCA is shown in Figure 8. Therein, the F2 and F5 forces
measured in the S2 and S5 bolts, as well as the respective force values obtained from the ANN (test and
valid) are shown. It can be seen there that they are in good agreement, especially the input vector taken
from the encoder. In addition, the predicted values of the axial forces in bolt S3 (predict) show the
nature of the changes to be very similar to the other screws.

Table 2. Comparison of the learning, testing, and validation errors: P1.

Method Learn Test Valid
MSE 10° ¢-10>° MSE-10° ¢-10° MSE-10° o -10%
PCA 14.6 12.1 411 20.3 134.9 36.7
TA 139.4 37.3 164.3 35.2 13.2 11.5
Encoder 27.5 16.6 32.7 18.1 16.6 129
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Figure 8. The results of identification forces: P1. (a) Encoder; (b) PCA; (c) details (a); (d) details of (b).
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If we look at the fragment of results that are enlarged (Figure 8c,d), we see that training the ANN
using the input data taken from the encoder led to the averaging of the identified quantities (Figure 8c),
which is very interesting. However, in the case of the principal components (Figure 8d), the results
obtained followed the measured values, which in the case of the measurement errors may lead to them
becoming stronger.

The same approach was also repeated for the other connections. For each case, it was possible
to identify the axial forces in the bolts at a similar level of accuracy. As an example, the list of errors
obtained for the P3 connection can be analyzed (Table 3). This time, the best validation results were
obtained for the encoder data. Although they were very similar to the TA results, the errors for learning
and testing were at a lower level. Therefore, in other cases presented in the paper, encoder data were
used as the input to the ANN.

Table 3. Comparison of the learning, testing, and validation errors: P3.

Method Learn Test Valid
MSE -10° ¢-10° MSE-10° ¢-10° MSE-10° ¢ -10°
PCA 2.75 5.24 424 7.23 36.2 19.1
TA 34.1 185 39.5 19.8 5.98 7.73
Encoder 3.83 6.20 4.03 3.55 3.78 6.11

3.2. Force Prediction in Sets of Connections

In the next task, an attempt was made to combine the data from two and more connections. The idea
was to check whether it was possible to train the diagnostic system on one connection and use it to assess
the forces in the bolts of the other connections. Therefore, connections with the same bolt lengths were
grouped, and the results of the simulations carried out are presented in the following sections.

3.2.1. P2P3

The first set of connections consisted of two connections (P2P3). They corresponded in terms of
the dimensions of the end plates and the class of screws. In this case, two sets of input vectors were
also analyzed:

1. The ANN used data from the P2 = {S2, S4, S5} connection to learn, while data from P3 = {54, S5}
were used for testing and P3 = {S2} for validation;

2. The ANN used data from the P3 = {S2, S4, S5} connection to learn, while data from P2 = {S4, S5}
were used for testing and P2 = {S2} for validation.

In both cases, the prediction was made with respect to the S3 screws from both connections
(P2, P3). The obtained results of testing, validation, and prediction are shown in Figure 9. There was
a good agreement between the measured axial forces (F2, F5) and the values obtained from the ANNs.
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Figure 9. The results of force identification: (a) P2 learning, P3 testing; (b) P3 learning, P2 testing.
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It can be seen in Table 4 that lower statistical parameters were observed when data from P3 were
used for learning and P2 for training and validation.

Table 4. Comparison of the learning, testing, and validation errors: P2P3.

Method Learn Test Valid
MSE -10° ¢-10° MSE-10° ¢-10° MSE-10° o -10°
P2-learn, P3-test and valid 41.6 242 287.4 53.6 290.1 53.8
P3-learn, P2-test and valid 39.8 19.9 54.3 23.3 30.0 17.3

3.2.2. Set of P2P3P4 Connections

The promising results obtained for the first set prompted us to extend it with data related to the P4
connection, which differed not only in the dimensions of the front plate, but also in the class of screws.
Training patterns in this case were separated as follows: learning was performed on patterns from P2
and P3 connections (i.e., P2 = {S2, 54, S5}, P3 = {S4, S5}), while testing and validation involved a set of
patterns related to P3 and P4 connections (i.e., [P3 = {S2}, P4 = {S2}], and P4 = {S4, S5}, respectively).
An example of the results obtained from testing and prediction is shown in Figure 10. As before,
there is good agreement between the measured axial forces F2 and the values estimated by the ANN
(Figure 10a). The predicted values of the forces in the S3 screws (which were not equipped with force
sensors) for all three connections are shown in Figure 10b. The nature of their changes is similar to the
other bolts in the analyzed connections.
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Figure 10. The results of force identification: (a) testing; (b) prediction.
3.2.3. Set of P2P3P4P6 Connections

The dataset used to train the ANN was expanded to include results from the next connection (P6).
The patterns in this process were divided according to the following scheme: the learning was carried
out on data from bolts P2 = {S2, S4, S5}, P3 = {S4, S5}, P4 = {S4, S5}; the testing involved data related
to [P3 = {S2}, P4 = {S2}, P6 = {S2}]; while the validation was performed using data from P6 = {S4, S5}.
The obtained results from the testing and prediction of the axial forces in the S2 bolts in the analyzed
connections are shown in Figure 11.

The characteristic pattern in this case was the noticeable smoothing of the test results. The determined
elongation values indicated that in a certain phase of the tensile test, the length of the S1 screw was
temporarily shortened. The real reason, however, may be the fact that the end plates of the P6 connection
were deformed and the screws were bent (see Figure 2). Thus, the changes registered by the sensors were
the result of the bolt end rotating and not its actual shortening.

Summarizing the results obtained so far, it can be stated that adding information related to the
elongation of one of the bolts allows for good estimation of the identified values of the axial forces in
the bolts of flange connections. However, taking into account that the application of this approach in
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practice is very difficult or even impossible, an attempt was also made to replace the bolt elongation
with its increments. This idea and preliminary results are briefly described in the next section.
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Figure 11. The results of force identification: (a) testing; (b) prediction.

3.3. Force Prediction Using Load/Elongation Increments

The concept of identifying forces in bolts using load or elongation increments consists of the fact
that the load change in the tested connection is introduced. This is accompanied by the simultaneous
measurement of elastic wave propagation and the elongation in one of the screws. Then, the obtained
elongation increment is added to the other parameters provided in the input vector to the ANN.

To show the potential of the proposed approach, preliminary simulations were performed on the
data related to the P3 connection. For this purpose, the database was divided into relatively small
increments. It turned out that better identification results were obtained when these increments were
not uniform, but variable with a random Gaussian distribution. Thus, the database used for ANN
training consisted of elongation increments of the S1 bolt and the parameters of signals (taken from
the encoder) measured at the following bolts: S4 for learning; S2 for testing; S5 for validation; and S3
for prediction.

The results of the preliminary tests are presented in Figure 12a together with the results
corresponding to the ANN trained directly using the elongation of the S1 screw (Figure 12b). It can be
seen that there were some differences in the accuracy of testing, validation, and prediction of the axial
forces. The error values calculated on this basis are collected in Table 5. Despite the clearly superior
results in the case of training the ANN with the direct elongation of the S1 screw, the results of both
approaches remained in good agreement with the results of the experimental measurements of the
F2 and F5 axial forces in the 52 and S5 screws. Therefore, in future studies, this approach will also be
extended to other connections.
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8ol
_8o|-
F2 Test Test Predict
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(a) (b)

Figure 12. The results of force identification in the P3 connection based on: (a) load/elongation
increments; (b) direct elongation of the bolt S1.
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Table 5. Comparison of the learning, testing, and validation errors: P3 and P3 increments.

Method Learn Test Valid
MSE -10° ¢-10° MSE-10° o¢-10° MSE-10° o -10°
P3 3.83 6.20 4.03 3.55 3.78 6.11
P3 increments 18.8 13.7 26.8 16.4 29.7 17.2

As a summary of the approaches analyzed so far, the results of axial force prediction in the S3
bolt of the P3 connection (which was not equipped with a force sensor) are summarized in Figure 13a.
There, we can see the results obtained for the ANNSs trained on the basis of data from a single connection
(P3 with elongation, P3inwith elongation increments), two connections (P2P3), and three connections
(P2P3P4). The results related to P3 and P2P3P4 are similar to each other (which is clearly seen in
Figure 13b), while P3in and P2P3 slightly differ from them.
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L 2 -70
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.0 0.1 0.2 0.3 0.4 0.5 0.6
Al [mm] Al [mm]

(a) (b)
Figure 13. The result of the prediction forces with respect to the P3 connection: (a) comparison of the
studied input vector scenarios; (b) details of (a).

4. Conclusions

One of the great advantages of the research presented herein is that it is based on experimental
measurements carried out on a set of laboratory models of real flange connections. The main assumption
of the proposed approach was that elastic waves carry information about the axial force in the bolt in
which they propagate. Due to the significant differences in the measured signals, their compression
using the MLP encoder was of great importance. By adding the variable of the elongation of one screw
to the input vector, it became possible not only to achieve satisfactory identification results, but to
achieve generalization capabilities. Moreover, this was not only possible with respect to one single
connection, but after merging the signal parameters, it was possible for several investigated connections.
Therefore, it can be concluded that the use of the MLP encoder (signal compression) and the addition of
a bolt elongation (a physical variable) made it possible to find the relationship (ANN trained) between
the propagating elastic wave and the axial force in the bolt subjected to tension.

On the basis of the trained ANN, axial force prediction was carried out for bolts that were not
equipped with force sensors. The values obtained were consistent with those of other bolts, which was
not possible in previous studies [11,17]. In this work, the dimensionality reduction of measured wave
signals (neural network encoder) gave meaningful improvement to the results of the identification of
the force in the bolts. Moreover, this new approach enabled: (1) the prediction of forces in bolts where
they were not directly measured; (2) simultaneous analysis of data related to several connections.
Obtaining the expected values of the prediction of axial forces was completely impossible in the
previously considered stage of the research due to a serious problem with achieving the generalizing
ability of ANNSs [11,17]. The approach presented in this paper has eliminated this problem.

The article also presents the preliminary results of the identification of the axial forces, in which
instead of the elongation of a single screw, elongation increments were used. Thanks to this,
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the proposed approach also has the potential for practical applications in real non-destructive test (NDT)
measurements. Therefore, in future studies, this idea will also be extended to other connections. It will
also be a good opportunity to include, in addition to processing elastic wave signals, the filtering of
data related to the measurement of axial forces in bolts, which also influence the prediction accuracy.

Furthermore, it is worth mentioning that during the static tensile test, the force applied by the
testing machine was also recorded. Therefore, it is also possible to use this in the pattern database
information regarding load increments, which, in practice, may be more useful than measurements of
elongation changes.
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Abbreviations

The following abbreviations are used in this manuscript:

ANN Artificial neural networks

Pj Connection number, where j = {1,2,...,6}
DL Deep learning

Fi Force magnitude in the Si screw, where i = {1,2,...,6}
DNN  Deep neural network

MLP  Multi-layer perceptron

MSE Mean squared error

NDT  Non-destructive test

PCA  Principal components analysis

PZT Piezoelectric transducer

Si Screw number, where i = {1,2,...,6}
SHM  Structural health monitoring

SNR  Signal-to-noise ratio

TA Arrival time and amplitude

ToF Time of flight

bl A bottleneck layer of the neural network
inl An input layer of the neural network

o Standard deviation
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Abstract: This paper shows how 2D digital image correlation (2D DIC) and region-based convolutional
neural network (R-CNN) can be combined for image-based automated monitoring and assessment
of surface crack development of concrete structural elements during laboratory quasi-static tests.
In the presented approach, the 2D DIC-based monitoring enables estimation of deformation fields on
the surface of the concrete element and measurements of crack width. Moreover, the R-CNN model
provides unmanned simultaneous detection and localization of multiple cracks in the images. The results
show that the automatic monitoring and evaluation of crack development in concrete structural elements
is possible with high accuracy and reliability.

Keywords: digital image correlation; region-based convolutional neural network; machine learning;
crack monitoring; crack detection and localization

1. Introduction

Much of the important concrete structures that are in use today were erected several years
ago and now they are close to their design life [1]. As a result, the structures require regular
condition assessment for understanding of the current state of their structural components. Condition
assessment of a concrete structural element involves monitoring of displacements and evaluation of
crack development visible on the surface of the element during laboratory mechanical tests. Monitoring
is often done using wired contact sensors such as linear-variable-differential transformers (LVDTs).
However, these sensors are often difficult to install and maintain.

Crack evaluation typically involves visual inspection by trained staff and simple measuring
tools such as a Brinell magnifier. However, such inspection methods can be expensive, dangerous
and time-consuming. On the other hand, computer vision methods allow for fully automated
extraction of important information from digital images [2,3]. As a consequence, various methods
leveraging image-processing techniques and computer vision methods such as digital image correlation
and convolutional neural networks have been developed and applied in past decades [4-9].

Monitoring and measurement of displacements using computer vision methods are often
performed by applying optical flow-based algorithms such as digital image correlation [10]. A detailed
review of DIC applications can be found in [7,11]. DIC have been applied for measuring displacements
and strains of specimens made of various materials. Mréz et al. [12] presented a feasibility study of
DIC in determining strains in concrete exposed to fire.

DIC methods have also been used for assessment of concrete crack development. Helm in [13]
shown how to use DIC for assessment of specimens with multiple growing cracks. Similarly, Rui et al.
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in [14] presented DIC-based measurement system of crack generation and evolution during static
testing of concrete sleepers. In [15] Gehri et al. shown a study on an automated crack detection
and measurement based on DIC. Finally, DIC techniques allow for measurements and calculations
of strains localization and the width of the fracture process zones on the surface of notched concrete
beams [16,17].

Crack assessment using DIC methods is very precise but also require huge computational
resources and is very time-consuming. As a result, it is mainly used off-line for assessment after
the tests. It is also possible to apply other non-destructive monitoring techniques such as Acoustic
Emission (AE) [18] or microwave sensors [19]. On the other hand, in recent years, convolutional neural
networks (CNN) have been developed and applied for online automatic detection of concrete cracks
and structural damage. See for example, recent state-of-the-art reviews [5,6]. In [20] Cha et al. described
an autonomous system for structural visual inspection using region-based deep learning for detecting
multiple damage types. In [21] a system for real-time crack assessment with wall-climbing unmanned
aerial system is presented. Roberts et al. in [22] shown a system for low-cost pavement condition
health monitoring and analysis. In [23] Deng et al. presented a region-based CNN with deformable
modules for visually classifying concrete crack. Finally, an application of CNN for detection of flaws
in concrete using ultrasonic tomography is described in [24].

These two approaches to monitoring and evaluation of surface cracks in concrete structural
elements can be combined for better description and assessment of concrete elements. To the best
knowledge of the authors of the paper, there is no such a study on combining DIC and CNN algorithms
in this context. As a result, this paper is organized as follows. In this first section, the motivation
and main goals of the research study undertaken are given. In Section 2, a detailed description of
the proposed new method is presented. In Section 3, CNN model development and deployment is
outlined. In Section 4, the experimental procedure is described. In Section 5, the results and discussion
are given. Finally, in Section 6, the most relevant conclusions are drawn.

2. Methodology

This section provides a description of the proposed methodology. The main goal of the proposed
approach is the automatic assessment of the development of concrete cracks by combining two
computer vision methods: 2D digital image correlation and region-based convolutional neural
network. Figure 1 shows the flowchart of the proposed approach. During the 1st and 2nd step,
the tested element is prepared and the vision system is set. In the 3rd step, during the experiment,
the digital images are taken and stored using DSLR cameras. In the 4th step, the stored images are
pre-processed and the Faster R-CNN model is developed using the stored images. During the 5th step,
the developed Faster R-CNN is used for detection and localization of surface cracks on the tested
element. In the 6th and 7th step, DIC method is used to compute the displacements, strains and the
crack width, respectively. Finally, the automatic assessment of the cracks during the experiments done
with Faster R-CNN and DIC can be saved for the later analysis.

2.1. Region-Based Convolutional Neural Network

In this paper, to detect and localize multiple cracks on the surface of a tested concrete element
a region-based convolutional neural network or regions with CNN features (R-CNN) architecture is
applied. The R-CNN model works by performing computations in four steps [25]:

1. aselective search on the input image to select proposed regions containing objects,

2. apre-trained CNN transforms each proposed region and computes the features extracted from
the proposed regions,

3. the extracted features and labeled category of each proposed region are combined to train support
vector machine (SVM)-based classifiers for object classification,

4. the extracted features and labeled bounding box of each proposed region are combined to train
a linear regression model for bounding box prediction.
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Figure 1. Flowchart for assessment of concrete surface cracks using Faster R-CNN and 2D DIC.

This approach was proposed by Girshick et al. in 2013 [26]. The schematic architecture of this
model is presented in Figure 2.

1.Selective search |

3.Category

prediction

4.Bounding
box prediction

Figure 2. Diagram of the R-CNN model architecture.

The main bottleneck of the R-CNN model is the need to extract features for each proposed region.
The R-CNN model was improved by performing CNN forward computation on the whole image.
This improved model is known as a Fast R-CNN model [27]. For obtaining precise object detection,
Fast R-CNN requires, in general, many proposed regions in selective search. The Fast R-CNN model
was improved by the Faster R-CNN model [28] which replaces selective search with a region proposal
network (RPN) and reduces the number of generated proposed regions [25]. The schematic architecture
of this model is presented in Figure 3.

The main part of these two architectures is a convolutional neural network (CNN). CNN is
a special class of a layered feed-forward artificial neural network. CNN was designed for processing
images and audio signals [29]. The typical CNN has an input layer, several hidden layers with nonlinear
units, and an output layer with linear units (for regression) or nonlinear units (for classification).
Each unit computes a weighted sum of its inputs (activation of the unit). The activation is sent to
a transfer function, an S-shaped function such as sigmoid function or rectified linear unit (ReLU)
function [29].

The training process use the backpropagation algorithm for efficiently computing the gradient of
the loss function and stochastic gradient descent (SGD) algorithm for learning the weights of the CNN
model. During training of the convolutional neural network with several millions of parameters,
the main issue is the overfitting of the neural model to the dataset. Fortunately, there are several
techniques to cope with the overfitting. For example, on can apply transfer learning to a pre-trained
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model [29]. Transfer learning is a technique used for adaptation of the pre-trained model to another
dataset. It is performed by additional training of selected convolutional layers of CNN while the rest
of the layers are preserved [29].

R-CNN-diagram.png

Category Bounding box
prediction prediction
S
Category

4 i rediction
I Rol pooling |___ Non-maximum < p

suppression (NMS) Bounding box
CNN base

prediction

Conv layer

Region proposal network (RPN)

Figure 3. Diagram of the Faster-R-CNN model architecture.

In this paper, as a CNN base the Inception V2 architecture is applied. Inception V2 is a convolutional
neural network proposed by Szegedy et al. from Google Research in 2016 [30]. These architectures are
available through the TensorFlow object detection API [31] which is an open-source library developed
by Google Research and built upon TensorFlow [32]. It allows easy development and deployment of
CNN-based models for object detection and other computer vision problems.

2.2. Digital Image Correlation

Digital Image Correlation is a well-developed and popular tool for evaluation of surface
deformations [7,8,10]. It can also be used as a non-destructive method for full-field measurements of
displacements of a tested specimen surface. DIC was developed at the University of South Carolina in
the early 80s [33,34].

DIC works by processing images taken during the deformation of an object. Then it tries to
establish a mapping between the image coordinates of the reference (undeformed) object image
and the image coordinates of the deformed object image by searching for the mapping which gives
the highest correlation between the reference image and the current image. The mapping is then used
for calculating full-field strains [35].

The images are stored as a 2D matrix of pixels and each image is correlated with the reference
(undeformed) image. The points of the grid based on the specified image subsets are matched
and identified as that associated with the highest value of the correlation coefficient. This coefficient is
calculated between the reference subset “f” and the target subset “g”, whose dimensions are equal
and are M x N pixels using the zero-mean normalized cross-correlation criterion defined in Equation (1).
[lustration of the basic principle of digital image correlation is shown in Figure 4.
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where i is the intensity of the reference subset and u is the intensity of the target subset form.

3. Model-Development Workflow for Crack Detection Based on Faster R-CNN

In this work we have developed a predictive model for crack detection based on Faster R-CNN
architecture described in the previous section. The development of the model consisted of several
stages. In the first stage we collected and annotated several images of concrete elements with surface
cracks. For model development all annotated images were divided randomly into three sets. The first
set was used for training, the second for validation images and third for testing the Faster R-CNN
model. Finally, the developed model was deployed for crack detection during experiments described
in the next section.

3.1. Dataset Collection and Annotation

Collection and annotation of images for building a concrete crack detector is very important stage
because the accuracy of the trained model depends to large extent on the quality of the prepared
dataset. For this research, 1058 images containing cracked concrete elements were collected from
different laboratory experiments performed at Cracow University of Technology (CUT). Figure 5
shows selected images of concrete element containing cracks.

Figure 5. Example of images of concrete elements containing cracks.

The images were then manually annotated using a graphical image annotation tool Labellmg [37].
It works by defining a bounding box coordinates and the corresponding label. Figure 6 shows
an example of image of concrete element containing several thin cracks.
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Figure 6. Example of annotation of an image of concrete element containing several cracks.
3.2. Model Development

Model development from scratch requires a large number of annotated images. For an object
detection task where only small number of training data is available, a common solution is to perform
fine-tuning on a CNN which is pre-trained with related source data. In this work, we adopted
transfer learning and used a pre-trained convolutional neural network called Inception V2 described
in the previous section.

The annotated images were converted to the record format to be used within TensorFlow and the
dataset was randomly split in the ratio of 75% for training the model and 25% for testing. This ensures
that the model do not overfit to the dataset and would therefore be able to perform well on unseen data.

The training and validation process of the Faster R-CNN model was performed on a laptop
computer with GPU working under the 64-bit Windows 10 operating system using TensorFlow
environment and monitored by using TensorBoard system. Figure 7 shows changes of two examples
of the monitored losses with and without smoothing (classification loss and localization loss) during
the training process. This process was manually stopped after 11,000 epochs which took about 7 h.
From the plots, it can be observed that after about 30,000 epochs the smoothed losses started to decrease
with constant rates.

Loss/BoxClassifierLoss/classification_loss Loss/BoxClassifierLoss/localization_loss
tag: Losses/Loss/BoxClassifierLoss/classification_loss tag: Losses/Loss/BoxClassifierLoss/localization_loss
0.160
0.160
0.120
0.120
0.0800 0.0800
0.0400 0.0400
0.00 0.00
0.000 30.00k 60.00k 90.00k 0.000 30.00k 60.00k 90.00k

Figure 7. Changes of classification loss and localization loss (with and without smoothing) during
the training process (stopped after 11,000 epochs).

After training, the model was tested by detecting cracks in new images. The model produces
a bounding boxes on the images along with a percentage of how accurate this bounding box is based on
the trained model. This value provides users with an assessment of how good the detection of cracks
is. Figure 8 shows tested images containing cracks. It can be noted that while the crack on the left
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image was properly detected and localized as one crack with certainty 99% (inside the green bounding
box) and also not properly divided into two cracks: inside the blue bounding box (with certainty 96%)
and inside the red bounding box (with certainty 81%).

Figure 8. Example of two tested images: the crack on the left image properly detected and localized as one
crack (with certainty 100%), the crack on the right image simultaneously properly detected as one crack
(with certainty 99%) and not properly detected as two cracks (with certainty 96% and 81%, respectively).

After the model was developed it was deployed for automatic surface crack detection during
mechanical tests in laboratory.

4. Experiments

In this section, we present the experiments for testing the proposed approach to computer
vision-based assessment of surface cracks in concrete structural elements during laboratory
experiments. The first part of the assessment consists of monitoring deformation of the element
and analyzing development of crack width formed on the surface of the beam to determine the moment
in which each of them was created. This part was based on optical measurements and DIC method.
In the second part, crack detection and localization using Faster R-CNN model was carried out.

In this work, the proposed methodology is verified by applying it to the laboratory assessment
of post-tensioned, precast crane runway beams after more than 50 years of exploitation. They were
produced between 1962 and 1963 and were disassembled from the structure at the industrial hall [1].
The three-point bending tests were conducted on girders made of two precast segments, with the total
length of the span L =2 x 290 cm + 20 cm = 600 cm. The girder has an I-section with height H = 80 cm.
The segments were connected due to the action of the force and welding of steel sheets to steel marks.
The joint was filled by applying fine-grained concrete.

The static three-point bending test yields the maximum bending moment at the joint of
the segments. The loading cycle consisted of two stages. In the first stage a relatively small load value
was applied and then the beam was unloaded. In the second stage the loading was carried out to
the complete collapse of the beam.

The experiments were conducted in the Research Laboratory for Building Materials and Structures
at the Cracow University of Technology. The deformation of the beam was monitored by applying
optical measurements carried out using 3 synchronized DSLR cameras. The cameras were located at
the center of the beam. Before experiments, the side surface of the beam was prepared for vision-based
measurements by adding random distribution of black dots with spray paint on whitewashed
surface of the beam. Figure 9 shows the test stand prepared for this research with the numbering of
acquisition devices.

The CivEng Vision system, developed at Cracow University of Technology (CUT), was used
for acquisition, storing and processing the images [38,39]. The images were then processed using
DIC method for computing deformation fields and crack width visible on the surface of the beam.

81



Materials 2020, 13, 3527

Finally, the images were processed by trained R-CNN model to automatically detect and localize
the cracks on the surface. Figure 10 shows four images of the side surface of the beam, taken using
the CivEng Vision system, during the three-point bending test.

Figure 9. Test stand prepared for monitoring post-tensioned, precast crane runway beam during
the three-point bending test using the CivEng Vision system.

Figure 10. Images of the side surface of the beam, taken using the CivEng Vision system, during
the three-point bending test.

Figure 11 shows grid of subsets for monitoring deformation of the surface of the tested crane
runway beam using DIC.

Figure 11. Grid of subsets placed on the surface of the tested crane runway beam.

5. Results and Discussion

In this section, we present the results of application of digital image correlation and region-based
convolutional neural networks in evaluation of surface cracks in the crane runway beam during
experiments described in the previous section.
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5.1. Monitoring of Beam Side Surface Deformation Fields

The deformation fields of the beam side surface was monitored using DIC method. Figure 12
shows the changes of deformation fields in X and Y direction during the loading of the beam. As can
be seen in the first row and the first column, the first vertical crack formed exactly in the middle of
the beam span (opening of the joint) in the first phase of the loading and was observed under the load
P =287 kN. It is worth mentioning that no cracks were observed, during the initial phase of the loading,
by visual inspection of the surface.

The next two rows present the development of vertical and diagonal cracks during
the experiments. The first diagonal crack was observed using DIC after applying loading P = 454.8 kN
in the second phase. The last row shows the deformation fields just before the failure. The element
was damaged at the load of P = 837.7 kNN. Failure of the element was signalized through the opening
of the joint and by occurring diagonal cracks. In the final phase of beams operation, perpendicular
cracks have occurred connecting with diagonal cracks and a large increase of deflection was observed.
The girder was finally damaged at the joint as a result of significant strains in prestressing cables.

It is worth adding that deflection measured by the DIC was very close to the same as the deflection
indicated by LVDT device. The difference was below 1 mm.

5.2. Assessment of Crack Width

Optical measurements and DIC were also used to analyze the development of cracks visible
on the surface of the beam and to measure their width. It is also possible to determine the moment
the crack starts to develop. In Figure 13 shows the numbering of the analyzed cracks.

Figure 12. Deformation fields on the surface of the beam in X and Y direction during loading phases
measured by DIC.
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Figure 13. Numbering of the analyzed cracks [40].

As can be seen in Figure 14, the main vertical crack (Crack 01) formed exactly in the middle
of the beam span and appeared in the first phase of the loading. Then the load was reduced to

zero and the crack was almost completely closed. It appeared again during the second phase of
the experiment.
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Figure 14. The crack width development during the loading phases.
5.3. Cracks Detection and Localization

To provide an assessment of the trained Faster R-CNN for detecting and localizing concrete cracks,
new images of cracked concrete elements taken during laboratory experiments on prestressed crane
runway beam in the three-point bending test were provided to the trained model.

Figure 15 shows detected and localized cracks in concrete beam with the Faster R-CNN. As can
be seen, the network correctly detected and localized all the cracks (diagonal and vertical) visible in
the image (green rectangles) with high certainty (more than 98%).

0 0 ano 0 800 1000 1200

Figure 15. Detected and localized surface cracks (green rectangles) in the testing image of concrete
beam using trained Faster R-CNN model.
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6. Summary and Final Conclusions

In this paper, we have developed a computer vision system for automatic assessment of crack
development visible on the surface of a concrete structural element during laboratory quasi-static tests.
This approach combines 2D digital image correlation for monitoring the development of crack width
and trained region-based convolutional neural network for automated detection and localization of
multiple cracks. The intention of this work was to provide researchers and engineers with a description
of easy-to-use computer vision-based system for quick assessment not only the crack width that are
visible on the surface of the tested concrete element but also an automatic approach to crack detection
and localization for monitoring purposes.

The computer vision system was evaluated during static tests performed in the CUT laboratory,
to set up a system capable of carrying out this task. The images were captured using three DSLR
cameras connected by one automatic trigger. The system showed high accuracy in assessment of
the surface cracks. The system has the ability to automatic identify the cracks number and their
localization. This process can be repeated for static tests of other concrete elements. Once
the system was created it can be deployed for use by researchers and engineers for the concrete
crack development analysis.
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Abstract: The paper presents a new approach to non-destructive evaluation of easy/hard magnetization
axis in grain-oriented SiFe electrical steels based on the Barkhausen phenomenon and its time-frequency
(TF) characteristics. Anisotropy in steels is influenced by a number of factors that formulate the global
relationship and affect the Barkhausen effect. Due to the observed high variability in the dynamics of
magnetic Barkhausen noise (MBN) over time, obtained for various directions in grain-oriented steel,
it becomes justified to conduct MBN signal analyses in the time-frequency domain. This representation
allows not only global information from MBN signal over entire period to be expressed, but also
detailed relationships between properties in time and in frequency to be observed as well. This creates
the opportunity to supplement the information obtained. The main aspect considered in the work
is to present a procedure that allows an assessment of the resultant angular characteristics in steel.
For this purpose, a sample of a conventional grain-oriented SiFe sheet was used. Measurements were
made for several angular settings towards the rolling and transverse directions. A data transformation
procedure based on short-time Fourier transform (STFT) as well as quantitative analysis and synthesis of
information contained in the TF space was presented. Angular characteristics of selected TF parameters
were shown and discussed. In addition, an analysis of the repeatability of information obtained using
the proposed procedure under various measurement conditions was carried out. The relationship
between the selection of calculation parameters used during transformation and the repeatability of the
obtained TF distributions were demonstrated. Then the selection of the final values of the calculation
parameters was commented upon. Finally, the conclusions of the work carried out were discussed.

Keywords: non-destructive testing; magnetic Barkhausen noise; magnetic anisotropy; grain oriented steel;
time-frequency representation; signal processing; data mining methods

1. Introduction

Magnetic Barkhausen noise (MBN) is a phenomenon that occurs when a ferromagnetic material
is being magnetized. During that process, when the magnetic field strength increases, the magnetic
domain structure is gradually reorganized. This process is associated with the movement of domain
walls (DW), followed by the rotation of magnetization vectors inside domains, resulting in discontinuous
changes in the magnetic flux inside a material [1-3]. Those changes in the magnetic flux can be observed
by a coil located at the surface of the material, in the form of voltage noise induced in its turn as a
result of rapid changes in the degree of magnetization [4]. This method is used for various industrial
applications for non-destructive condition testing and quality assessment of ferromagnetic materials,
e.g., for evaluation of residual stress, active tensile and compressive stress, microstructure and micro
hardening [5-19]. In addition to the possible applications mentioned above, the MBN is also used
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to evaluate the directional properties of ferromagnetic materials. Within this group of applications,
an important aspect is the assessment of magnetic anisotropy of materials and the detection of easy
magnetization axes. Recently, the use of MBN to evaluate magnetic anisotropy in steels, which is
the result of a number of different factors, has become an equally important issue. The key in this
aspect is the possibility of non-destructive and quick assessment of directional magnetic characteristics
(introducing the axis of easy/hard magnetization) of steel formulated specially by means of surface
engineering methods.

Determining the axis of easy magnetization is particularly important in the process of designing
electrical machines, in essence the transformer cores or electric motors. Anisotropic properties allow
optimizing their constructions and in consequence increasing effectiveness and reduce the costs of
transformation and distribution of energy [20,21]. The resultant easy magnetization axis is influenced
by a number of factors, including: residual stress, grain shape and size, etc. [22,23]. Depending on the
influence of each factor, the value of anisotropy will change, which changes the magnetization ability in
different directions. Within the currently conducted research on the application of the MBN to assess the
magnetic anisotropy of materials, two approaches can be distinguished. The first one is related to the
analysis of the impact of individual factors and its rate on the scale of anisotropy [24-26]. The second
one refers to possible application for the need of rapid assessment of the resultant axis of easy
magnetization [27,28]. This paper considers the latter aspect.

In the literature, different approaches to assessing the easy magnetization axis can be distinguished
by omnidirectional observation of MBN activity. The following description presents several literature
examples of the use of MBN to detect the easy magnetization axis. The first, classic approach is to
observe the MBN for various settings of directional magnetic field acting on the examined material.
In paper [28], the MBN burst expressed in the time domain was analyzed to obtain information about
anisotropic properties. A classical grain-oriented electrical steel sheet was used for the study. The authors
observed a higher amplitude value of MBN signal envelope for the rolling direction (RD), which was
characterized by the occurrence of two distinct peaks in comparison to the signals obtained for other
directions. They explained this phenomenon with much higher MBN activity for RD due to the
large number of 180° domain walls (DWs), and associated the maximum values with the process of
nucleation and annihilation of DWs. Confirmation of these observations was a distribution of the
root-mean-square (RMS) value of the measured MBN signal versus the measuring angle, showing the
highest value along the RD direction. An attempt to overcome the need for mechanical rotation of
the measuring head is to introduce an appropriate modification of the MBN transducer’s excitation
system. Examples of applications of such original solutions were presented in papers [27,29]. In [29],
the authors used two C-shaped cores with coils placed perpendicularly to each other to control the
excitation characteristics, a method named rotational Barkhausen noise (RBN). In this way; it is possible
to generate a two-dimensional magnetizing field imitating the characteristics occurring during the
classical MBN angular measurement, without the need for mechanical rotation of the magnetizing
system. A disadvantage of this approach is the problem to obtain full homogeneity of the magnetic field.
In paper [27], a rotatable transducer was used, in which the rotating permanent magnets generated a
magnetic field, and the centrally located coil measured the MBN signal. The transducer collected data of
the generated in the material magnetic induction disturbances, and then the measured MBN signal was
analyzed in the time domain using features extracted from the MBN signal’s envelope. This method,
referred to as continuous rotational Barkhausen noise (CRBN), allows straight observation of directions
for which there is a clear increase in magnetic emission. The directional characteristics were related to
the anisotropy of the material. The performance of the proposed system was verified based on the
comparison with the classical approach. Despite the high correlation between the results obtained and
those of the classic angular measurement, the key issue of the proposed CRBN method is the selection of
the speed of the transducer motion and the rotation of the magnets. Both factors have a large impact on
the sensitivity of the measurement and, as a result, the discrimination between the directional magnetic
properties of the material (directions of magnetization). Mindful of the need to increase the effectiveness
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of assessing the anisotropic properties of magnetic materials, the idea of sequential analysis of the
MBN burst has recently appeared. Its purpose is to divide a single burst into bands (sections) defined
in relation to the magnetization period or magnetic field level. An example of such an approach
was presented in [25,30,31]. In those works, the area of greatest MBN activity (referred to main MBN
peak) was associated by authors with the motion of 180° DWs referring to the effect of roll magnetic
anisotropy (RMA). The two other sub-periods occurring before and after the major one were associated,
respectively, with the process of nucleation of reverse domains influenced by magneto-crystalline
anisotropy (MCA) energy and motion of 90° DWs. In that work, from each section the energy value of
MBN was calculated, and then the angular characteristics of the energy for individual sub-periods were
achieved. The results obtained confirmed the possibility of a more accurate analysis of the phenomenon
of anisotropy. However, the main problem of the method is the appropriate determination of signal
divisions into sub-periods. Additionally subsequent interpretation requires consideration of many
factors. Regardless of the approach finally applied, the named factors that define anisotropy are not
the only ones that affect the course of angular characteristics of the MBN. The measurement conditions
also have a significant impact on the effectiveness of anisotropy detection and measurement sensitivity,
as presented and discussed in [31]. Similar observations were made in [23], where the need to maintain
a constant value of magnetic flux density was underlined. It was also stated that during the tests it is
necessary to observe not only the height of the MBN envelope but also its shape. All of the above factors
result in a requirement for a broad analysis of the dynamics of the observed Barkhausen phenomenon,
including both time and frequency characteristics. This entails the need for sequential monitoring
of time and frequency characteristics in successive short time windows. The synchronous approach
creates the opportunity to supplement the acquired information. Therefore, it becomes justified to
carry out time-frequency (TF) analysis of measured MBN signals. This way of presentation allows
more detailed information about the analyzed phenomenon to be obtained, because in addition to
the extraction of parameters integrating global information (such as rms, energy or number of pulses)
about the signal within the entire MBN period, it is possible to observe detailed relationships between
properties in time and in frequency for subsequent time moments. As a result, it is possible to perform
additional analysis and provide more detailed data on the nature of the phenomenon, which may be
important for carrying out the final assessment. Recently, the authors presented the results of works
on the application of the TF transformation to quantify the MBN signal information [24,32]. The [32]
presents a broad description of the proposed TF analysis, TF features extraction and their interpretation
along with a comparison of the information they carry with respect to the classic features of the MBN
signal determined in the time or frequency domain. The influence of measuring conditions on the
discrimination level was also discussed. The second paper of the authors [24] proposes a procedure
based on TF characteristics enabling a clear division of the MBN signal into the aforementioned three
sub-bands and determining the corresponding distributions of directional characteristics. However
the described procedure did not allow the global anisotropy characteristic to be defined, being an
assembly of all factors. Therefore, this paper proposes a procedure for determining the resultant easy
magnetization axis based on the TF representation as well as a detailed analysis of the factors affecting
the results. The successive sections present a setup of the measuring system, a proposed procedure
for analyzing and evaluating the resultant easy magnetization axis. Ultimately, the results will be
discussed and conclusions will be presented.

2. Samples and Measuring System Setup

In the experiment, the conventional cold-rolled 3%SiFe electrical steel sheet (in reference to EN
10107 and IEC 60404-8-7 Standards) of 0.27 mm thickness, with silicon contents of 3% by mass and iron
being almost a complement (over 96%) was used. Additionally, a trace content including carbon or
other impurities (not exceeding tenths of a percent in overall) is also expected in this steel. The specific
density of steel was 7650 kg/m®. Measurements were made for 16 angles at the location on the sample
depicted with the letter A. The Figure 1 shows the view of the sample as well as the visualization of
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the first 5 measurement steps and rolling direction RD. The axis of first measurement is along to the
transverse direction (TD) which corresponds to hard magnetization axis. The transducer was rotated by
22.5° after each measurement until reaching a full turn of 360°. In order to perform the measurement,
the MBN system controlled by a personal computer (PC) equipped with a data acquisition board DAQ
(NI USB-6251) was used. The system has been described in detail in paper [32]. The scheme of the
measuring system setup is shown in Figure 2.
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Figure 1. Measurement steps and view of conventional electrical steel sheet with marked measurement
location.

During the measurements, an MBN transducer having two sections was used (Figure 2c):
the magnetizing and measuring ones. The magnetizing section consists of a coil wound on a C-shaped
ferrite core. For the need of MBN signal sensing, a setup of coils wound on a rod core placed between
the pole pieces of the electromagnetic yoke was utilized. In addition, a coil wound on one of the
columns of the electromagnet and a Hall sensor located between its columns were used to control the
magnetizing field conditions (magnetic induction and tangential component of magnetic field strength).
For the needs of excitation, the sinusoidal waveform was generated using a digital-to-analog D/A
converter of a DAQ board and then amplified using Power Amplifier (PA-OPA549) before driving the
magnetizing coil. The excitation current frequency was set to 10 Hz, and the amplitude of the current
was kept constant during the measurements. The estimated value of the magnetizing filed strength
was 1.8 kA/m. The detailed discussion of the measuring conditions and analysis of the influence of
the excitation field parameters on the MBN TF characteristic, as well as the choice of utilized settings
(applied also in this paper) were presented and discussed elsewhere [24]. The MBN signal (Ugy)
induced in measuring coils was fed to the input of the analog processing system (APS) unit [24,32].
First, it was bandpass filtered in 0.6-97.5 kHz range and then amplified. The measurement was made
in the angular steps, each time acquiring signals for the successive 10 periods of the magnetization
process. The measurement was repeated 10 times, which made it possible to average the obtained
results and minimalize the influence of interfering factors. Signal acquisition was carried out using the
analog-to-digital A/D converter of DAQ board at sampling frequency of 250 kHz. Then, all measured
signals were further processed using digital signal processing procedures.
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Figure 2. The measurement system and XYZ scanner with mounted transducer: (a) schematic view of
the configuration, (b) photo and (c) 3D view of the transducer.

3. The Time-Frequency Based Procedure for Evaluation of Easy Magnetization Axis

Figure 3 presents the successive stages of the procedure for evaluation of magnetic anisotropy
based on the TF representation of the measured MBN signals along with exemplary MBN signals
received for three different transducer’s orientations. The early step is to perform the initial signal
processing and determine the TF representation.

First, in order to minimize low-frequency instrumentation disturbances, the digital signal filtration
was performed by the Butterworth high pass filter (with a cutoff frequency fc of 2 kHz). Then the
measurements obtained were divided into half periods of magnetization, each corresponding to
the individual MBN burst. In the next step, for each individual burst, transformation of the Upy
(time representation) to the TF domain was performed. For this purpose, the STFT transformation
was used, which enables a homogeneous division of the computational grid in the TF space to
be obtained and, in consequence, the dynamics of the Barkhausen phenomenon to be observed in
detail [24]. The Kaiser type of the computational window having a length of 512 samples along with
the overlapping technique with a rate of 0.75 was used during the STFT transformation. The given
above parameters of the window resulted in a computational time step AT of 512 us and frequency
step AF of 488 Hz, what allowed to precisely observe the changes in dynamics of the MBN activity for
various measurement angles. A more detailed analysis of the impact of the window width and the
value of the filter’s cutoff frequency fc on the quality of the acquired angular characteristics and the
possibility of assessing the examined dependence is presented in the following sections of this paper.
Finally, as a result, the complex TF representations Spn(t, f) of Upyn voltage signals were obtained.
In next step, the spectrograms expressed as |Spn(t, f )[> were calculated.

Multiple measurements for a single angular orientation enabled implementation of a smoothing
procedure of the results obtained. Its purpose was to average all the spectrograms achieved for a single

93



Materials 2020, 13, 3390

angular orientation of the transducer. Selected averaged spectrograms BNgyrr s calculated for the
measurements acquired within the half range of the transducer rotation (with respect to the TD from 0°
to 180°) are shown in Figure 4. There is a noticeable difference between spectrograms for subsequent
angles in the activity of the measured MBN. The highest activity was obtained for orientation of the
transducer in accordance with the rolling direction of steel and along its easy magnetization axis
(Figure 4, @ = 90° i.e., RD). In this case, the highest energy level is visible practically throughout the
entire MBN period, excluding the time span in which the magnetizing field changes its direction
(around a time of 25 ms, see Figure 3b). At the same time, the frequency band occupied by the highest
activity level of MBN is also the widest. Moreover, it can be seen that along with the gradual rotation
of the transducer into the transverse direction to the RD (TD direction: a = 0° and a = 180°), a gradual
delay of the beginning of the MBN activity area (arises more slowly) as well as the general decrease
in its area can be seen. The bandwidth of the MBN activity is also noticeably reduced. On all the
distributions presented, regardless of the angle of measurement, one can notice two distinct areas of
MBN activity, one at the beginning of the period around 15 ms and the other at its end around 40 ms.
In addition, a third area of activity is strongly visible at the RD angle. This follows the observations
presented by other researchers. Considering this, those activity regions could be associated with the
aforementioned (three) processes of nucleation of reverse domains, 180° and 90° DWs motion and
the growth of the MBN activity for RD could be explained in reference to the large quantity of 180°
DWs [2,25,28,30,31,33]. Despite clearly visible variation of the MBN activity in spectrograms, for proper
assessment it is necessary to carry out a detailed quantitative analysis enabling the quantification of
observed relationships.
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The magnetic anisotropy of the material ends up with differences in the magnetic properties
occurring for different test angles. Based on the spectrograms, it can be noticed that these changes in
properties are then reflected in the course and the intensity of the observed Barkhausen phenomenon.
In consequence, the dynamics of the energy distribution, concentration, centroid shift in time and
frequency, and the degree of order/disorder or scope of changes of the MBN TF representation may be
affected. Therefore, in order to quantify information expressing the angular variations of magnetic
characteristics, a multi-parameter extraction was used to define vectors of TF features for each test
angle. As a result, the set of several parameters carried by the TF representation were calculated
from the BNstrr . The first group refers to some statistical properties, including various forms of
mean values (i.e., arithmetic, geometric, etc.), centroid, variance or standard deviation, skewness or
kurtosis. The next subset are the features describing of the shape of the TF spectrogram and its energy
distribution or entropy, thus allowing the dynamics of variance, uniformity of distribution or the
degree of disorder of the MBN spectral content to be assessed. The last, but no less important part of
the TF features vector is parameters that indicate different characteristics values of the BNtf g, such as:
symmetry, center shift in the ¢ or f axis, flatness, homogeneity or monotonicity, etc. The definition
and properties of all proposed TF features and the used calculation procedure have been introduced
earlier and discussed in detail in [32]. The results of the angular distributions of selected features will
be presented in the following chapter.

4. Angular Distribution Results of Time-Frequency (TF) Features

Figure 5 presents results of four selected parameters obtained from the TF representation:
spectral flatness BNTf g, concentration measures BN cm, spectral entropy BNTr sp and mean value
BN1r MEAN Of the spectrogram. The chosen parameters refer to all three groups described above,
allowing generalization of the TF characteristic. The definitions of the presented parameters were
shown in Table 1. Before presentation all features were normalized, to eliminate the isotropic part of
information (presented in 0-1 scale).

Table 1. Definition of selected features based on spectrogram BNg g of TF representation Sgn(f, f).

Feature Formula
nw
Spectral Flatn, BN op = M. N e s, |7
pectral Flatness TF_SF = T L BN s,
N M 1P
Concentration Measure BN1r cm = (Zl _Zl'BNTFfsM ]
i=1j=
BN L g % e,
= —5 10 =
Spectral Entropy TF_SE = 73 1082 2 E\IL I BN s,
, N M
Mean BNtr MEAN = w1 L L BNTEs;,

i=1j=1

All feature distributions were approximated using a piecewise fitted curve to facilitate the analysis
and interpretation of the obtained angular characteristic. It should be emphasized that obviously
interpreting the distributions obtained is not the same in each case and the minimum values of some
presented features do not have to refer to the minimum values of others, and the same for maximums.
First, two of the selected parameters relate to the assessment of the energy concentration of the
analyzed spectrogram. The BNtr sp parameter specifies the ratio of the geometric to the arithmetic
mean and obtains higher values when the distribution is homogeneous (e.g., random). In reference to
the presented TF spectrograms, this parameter takes the highest values for the hard magnetization axis.
As the transducer orientation approaches to 90 degree angle (easy magnetization axis), value of the
parameter begins to decrease, which indicates a growth of MBN activity (energy) area. Confirmation of
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this observation is found in the distribution of the second parameter, the BNtr cpm, which takes
higher values in case of the evenly distributed energy over the entire TF plane. However, at the
same time, the parameter is not sensitive to small quantities. Thus when the level of MBN activity
is growing in all spectral bands in general, the parameter value is reaching higher values as well.
According to the received angular distribution, the BNTr_cm value increases as the angle increases
within the 0-90 degrees range. This parameter achieves the largest value in the direction of the easy
magnetization axis, which is consistent with the observation for the angular distribution of the BNt sp
parameter. The spectral entropy allows the rate of disorder of the spectrogram to be assessed. It can
be noticed that BNTg sg assumes the highest value for relatively wide orientation range around TD
(@ = 0° and & = 180°), at the same time showing a sudden decrease of value for the angle close
to RD (a = 90° and a = 270°). This can be understood as leading the spectral distribution BNtf g
to a higher degree of order and to accommodate the existing energy states for easy magnetization
direction. The last presented parameter, BNTr MmEaN, relates to the statistical quantity. The angular
characteristic of the feature is well correlated with the course of the BNt cm. This confirms the earlier
observations regarding the increase in value levels practically throughout the whole spectrogram
space for angles consistent with the RD direction or close to it. All obtained distributions allow to
draw similar conclusions. One can see a general indication of the directions of high and low activity
of MBN, which are also consistent with the direction of, respectively, easy and hard magnetization.
In reference to Figure 4, for the RD angle, one can observe a clear increase in MBN activity, expressed
by a global increase in its level (reflecting among others, in BNtr Mean and BNTg sp values). At the
same time, the greatest energy values accumulate within the three mentioned sub-periods (affecting
among others, the BNTr cMm), with a growing difference between areas with low and high MBN
activity (accommodation of existing energy states depicted by among others, BNt sg). Moreover,
this increase in activity is most visible on the presented spectrograms near the central part of the
entire MBN signal period. From extensive research reported in the literature, RMA has a particular
impact on activity in this area [25,30,31]. This would indicate the greatest impact of RMA on the
distribution of resultant anisotropy and the occurrence of the easy magnetization axis. The information
contained in the proposed TF features can be validated by classical MBN features. Figure 6 presents
the distribution of two frequently utilized MBN parameters, i.e., number of events BNy and energy
BNgn. The distributions obtained confirm the directional properties of the tested steel, showing a clear
increase in energy for the direction consistent with RD. An increase in activity for the RD direction
was also observed in other publications [26,28], where authors explained the higher MBN activity
(determined by the higher amplitude of the MBN envelope and RMS or energy values) by a much larger
number of 180° domain walls in this direction. Similar conclusions were also presented in a number
of other works [25,27,30,31], under consideration of only a middle part of the MBN signal associated
with the movement of the 180° DWs and related to the influence of RMA. Based on the obtained
angular characteristics (Figures 5 and 6) one can notice good agreement with the presented TF-based
results. Recently the authors presented detailed comparison of the various features obtained from the
time, frequency and time-frequency domain [32]. A good correlation between the spectral flatness and
number of events, and between concentration measure and energy as well was reported. The presented
results in Figures 5 and 6 confirmed the previous observations. The observed increase for RD in activity
also translates into energy carried by MBN, while the decreasing number of events can be explained
by the increase in the MBN phenomenon intensity and the superposition of smaller impulses into
a larger cluster. This confirms the observations made for the parameters of the TF characteristics.
Higher pulse values obtained for the RD direction compared to the TD direction cause a significant
increase in energy value, but also a noticeable increase in the bandwidth occupied by the areas of
highest activity, which (considering the scale of both factors) finally affects an increase in the value of
the BNTr_cMm parameter. Furthermore, the increase in the difference between the energy states of the
highest activity areas and the rest of the spectrogram determines the decrease in the BNr gf parameter
value. In addition, the overlapping of MBN events and accumulation of energy lead to a decrease in
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the parameter BN1f sg. Considering all aspects, the results obtained indicated the possibility of using
this proposed method based on the TF representation of full-period for the analysis of the resultant
anisotropy in SiFe steel.
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Figure 5. View of calculated parameters for 2 kHz and 512 window size: Markers represents the
features values obtained for selected test angles; solid line refers the piecewise fitting result; all results
are normalized with respect to maximum value.
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Figure 6. Results of the angular distributions of classical magnetic Barkhausen noise (MBN) parameters,
that is the number of events BNy and the energy BNy derived from time domain representation:
markers represents the features values obtained for selected test angles; solid line refers the piecewise
fitting result; all results are normalized with respect to maximum value.

Finally, despite the sparse measurements (22.5° angular step) and the occurrence in some cases
of non-compliance of measuring points with angular characteristics, which also affects the achieved
approximations, the RD and TD axes can in almost all cases be uniquely identified by the location of
maximum or minimum values of individual parameters.

However, due to the observed discrepancies, it becomes justified to verify the repeatability of the
results obtained. As a significant number of MBN bursts were registered each time (10 measurements,
10 magnetization periods each) the assessment of the divergence of individual TF features obtained
for subsequent measurement angles can be performed. Therefore, in the next stage of the work, the
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impact of possible causes affecting the range of the dispersion of parameter values obtained for a single
angular orientation of the transducer was analyzed.

5. Analysis of the TF Features Dispersion

Several factors may influence the dispersion of the parameters” distributions described above
and in the previous section. They concern both the stage of measurement and hardware configuration
of the system as well as the subsequent stage of data processing and the selection of computational
procedure parameters. It should be emphasized that one of the key factors affecting the smoothness of
the characteristic transitions between successive measurement angles is the number of adopted angular
steps. The step applied in the paper is relatively large, however, it still makes it possible to determine
general trends of the characteristic. On the other hand, it can be noted that errors for individual
measurement points have a significant impact on the local course of the characteristic. Another key
factor affecting errors is the relatively large size of the transducer used, which means that the measured
values should not be treated as spot, but measurements in a certain vicinity of the given point.
Furthermore, the minimization of possible influence of random factors on the recorded signals was
obtained by repeating the measurements sequence several times under the same conditions (excitation
parameters, transducer orientation angle in relation to the sample axis) and then by implementing the
procedure of data averaging. At the same time, the influence of alternating interfering components
having a frequency constant over time (if appears) would result in constant energy level over the
entire spectrogram period for a given frequency band, and thus could also be clearly identified on the
time-frequency distributions. Some systematic error may also be the result of a small angular shift
between the sample edges and the actual magnetization direction, but it is replicated for all orientations
in very similar scale and has no major impact on values dispersion or on the achieved shape of the
distributions, but possibly only on the angular shift of the characteristics. Another possible source of
measurement errors may also be a small misalignment of the transducer’s symmetry axis in relation
to its rotation axis. This misalignment error would result in an asymmetrical angular relationship of
the calculated TF parameters. However, it would not affect the assessment of the direction of the
easy or hard magnetization axis, but would end in obtaining a different scale of values on both sides
(assuming high repeatability of the angular magnetic properties of the steel the difference would be
negligible) of the symmetry of TF features’ characteristics. Nevertheless, it would also not results
in dispersion variation between orientations of the TF parameters. Therefore, bearing in mind the
above considerations, the assessment of the impact of the computational procedure configuration on
the repeatability and dispersion of the results still remains. There are two key elements within this
aspect. The first concerns the choice of window width used during the transformation of data into the
TF domain. The second is related to the pre-transformation data preparation stage and refers to the
adjustment of the digital high-pass filter (HPF) band f. These parameters are crucial in the process of
obtaining information.

The window size affects the resolution of time and frequency steps of the computed TF representation
during the STFT transformation. For a narrow window, a high resolution in the time domain and a lower
one in the frequency domain is achieved. In the opposite case, the wider the window is, the lower the
resolution in time (larger time steps) and the higher in frequency is achieved. Therefore, the adjustment of
the size is crucial to sensitivity for variations in analyzed spectrograms. As discussed in the introduction,
anisotropy can be caused by a number of factors affecting the various stages of the reorganization
of the domain structure during a single period of magnetization, and consequently appearing with
different activity of the Barkhausen phenomenon in the time sequences. Thus, when analyzing individual
factors, there is a need to obtain a high resolution over time, enabling unambiguous distinction between
subperiods of increased Barkhausen phenomenon activity. Recently, the authors have considered the
possibility of using TF analysis to distinguish time spans of MBN activity corresponding to various
factors affecting anisotropy [24]. In that work, the key aspect was to maintain high resolution over time.
Therefore, a relatively narrow window (guaranteeing steps AT = 128 us and AF = 1.952 kHz) was used
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during STFT transformation. However, the purpose of this work is to explore the possibility of conducting
a quick assessment of the resultant anisotropy. The entire period of MBN activity is then analyzed, not its
subperiods. Therefore, in this situation, a high resolution over time is not so crucial, and higher resolution
in frequency may have a greater impact on the effectiveness of the proposed analysis.

The second factor that may affect the amount of dispersion of features in a given measurement
group is the value of the lower band f ¢ of the MBN signal frequency range. As can be noticed in Figure 4,
the highest MBN activity is obtained within the lower frequency range of presented spectrograms
BNrtE s. This means that the selection of the lower band value can be decisive for the TF parameter
distributions obtained during the analysis. In this range, interference from measuring instrumentation
can affect the signal. In addition, distortions of a frequency close to the lower range of the hardware
filter may also occur. Therefore, it is crucial to properly filter the signal prior further analysis. The cutoff
frequency fc of the digital high-pass filter should be high enough to effectively cut off the effect of
low-pass interference, but at the same time low enough not to lose information about the magnetic
anisotropy of the material.

Finally, during the analysis of the impact of both factors on the spread of TF parameters, a series
of calculations was carried out for four cases determined by two window sizes: 128 and 512 samples
and two digital filter border frequencies: 0.5 kHz and 2 kHz. The choice of window width was made
taking into account the resolution in time and frequency that they guarantee. In the first case, it is
possible to obtain relatively small steps of AT = 128us and large of AF = 1.952 kHz, while in the
second one inversely, relatively large steps of AT = 512us and small steps of AF = 488 Hz. In this way,
it was possible to estimate the impact of the individual resolutions of the computational grid on the
repeatability of the obtained distributions. When choosing the f¢ value, the cutoff frequency of the
hardware filter (0.6 kHz) was taken into account, as well as the values of the frequency steps for both
computational grids. Therefore, finally the analysis was carried out for f¢ less than 0.6 kHz and greater
than 1.952 kHz, which allowed evaluation of the spread of TF parameters for two extreme settings.

In the first stage of the analysis the averaged spectrograms BN1g g were calculated for each out
of 10 measurements made for a given angular orientation. Next, for each averaged spectrogram the
TF parameters were calculated. Then, spreads of TF features values were determined in reference
to their average values achieved from all measurements. Finally, the values obtained for individual
orientation angles (individual subsets) were further averaged and presented in the form of a common
bar representation. Figure 7 presents a bar graph illustrating the dispersion range expressed in
percentage scale (%CumRange indicator) of selected TF parameters accumulating the results achieved
for all transducer orientations. Each bar specifies a dispersion range received under different data
processing conditions. It can be noted that in most cases the smallest range value is obtained for the fc
of 2 kHz (first two columns of Figure 7). Considering the dispersion values of BNTr MEAN, One can
notice that when the f¢ is 2 kHz the window size is not so significant, as the %CumRange values are
comparable for both widths considered. However, the situation changes when the f is equal to 0.5 kHz.
In that case, a smaller %CumRange is achieved for wider window. This confirms the high importance
of the low-frequency range of the spectrogram on the TF features distributions. For a window width of
128 samples, the frequency step AF is 1.952 kHz. As a result, the use of a cutoff frequency of 0.5 kHz
causes that any undesirable components of the transformed Ugy signal can be reflected in the lower
range of the spectrogram band. Therefore, it can be concluded that the improvement of the robustness
can be obtained when the f¢ is set to greater value than the first frequency step of the calculation
grid, i.e., for fc = 2 kHz. On the other hand, in the case of window size of 512 sample the AF is equal
to 488 Hz. Thus both considered cutoff frequencies are higher than the first frequency step of the
spectrogram grid. Therefore, mostly similar results of the %CumRange are obtained for both f¢ values,
and the distributions of BNTr pMeaN are more convergent in those cases.
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Figure 7. Bar graph of %CumRange indicator values of used features.

In the case of the spectral flatness parameter, smaller spreads were obtained using a smaller size
of window. However, as in the case of the mean parameter, also in this case the use of a higher cut-off
frequency significantly reduces the dispersion range. In the case of the BNTr cym parameter, convergent
results were obtained to those obtained for the BNTr ppan parameter. The smallest spread value was
obtained for a window of 512 samples and f¢ of 2 kHz. However, it must be noted that the BNt cm
presents the highest stability over various computation parameters. The values of %CumRange obtained
for feature BNTE g are the smallest for window width 512 samples and f¢ = 2 KHz. Thus, the BNt cm
feature proves high repeatability and resistance to interfering factors.

In order to further examine the influence of the cutoff frequency on the information contained
in the lower frequency ranges of spectrograms, one more analysis was performed. Its purpose was
to determine the angular distributions (characteristics) of TF parameters as a function of successive
frequency ranges of the spectrogram’s computational grid. Graphic visualization of the calculation
procedure is shown in Figure 8. For a given spectrogram, the entire time vector (single row) is
considered, representing a single frequency range. Then the TF parameter value is calculated for this
vector and the received value represents then a single cell of the resulting distribution presented in the
form of the heat map.

Figure 9 presents two heat maps obtained for the BNTr pmpan parameter under two considered
cutoff frequencies. In order to compare both conditions, the input spectrograms were computed using
a window of 512 samples. Then the distributions were normalized to the (0-1) range and plotted in
individual scales. If the lower frequency band value is used, the resulting distribution (top row) in the
lower frequency ranges undergoes quite rapid changes of a rather random nature and not dependent
on the angle of testing. Only for 90 and 270 degrees angles (along RD), in the higher frequency ranges,
the characteristics present the angular relationship more visibly. In the second case, after applying
a high-pass filter with a cutoff frequency of 2 kHz, a clear angular relationship in all compartments
characterized by smooth and repeatable transitions between individual angles is obtained. Moreover,
for angles that determine the axis of easy magnetization, large parameter values that at the same
time cover a much wider frequency band are clearly visible. Attention should be paid to normalized
ranges of values of both distributions as well. The unwanted components of low-frequency signals,
not containing anisotropic information, reach much higher values. Therefore, they affect the sensitivity
of the TF parameters and distort the crucial information.
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Figure 9. Visualization of the BNtr \Mran angular distribution in successive frequency ranges of the
spectrogram; left column is a perspective presentation of the results in the right column.

Summarizing, the results of the analysis confirmed the impact of the computational parameters
selection on the achieved dispersion of TF features values in successive subgroups, which in turn
affects the repeatability of the entire method. In addition, it should be emphasized that the choice of
the digital filter cutoff frequency f¢ value is closely related to the window width value used during the
STFT transformation. Therefore, in order to obtain the highest convergence of results and minimize the
impact of external factors on parameter distribution, during the final analysis all results were (presented
in previous chapter) achieved using the width of the window equal to 512 samples. This allowed the
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frequency resolution of spectrograms to be obtained enabling observation of even small variations
of the MBN band, and at the same time to minimize the influence of the fc value on the results.
Nevertheless, aiming at maximum reduction of the influence of external factors on the computed TF
distributions, additionally during the signal-processing procedure a cutoff frequency of 2 kHz was
used. With these values of calculation parameters, the percentage dispersion of TF features values
practically do not exceed 2%.

6. Conclusions

The ability to carry out rapid validation of the angular distribution of the magnetic properties of
electrical steel is an important practical issue. Therefore, the purpose of this article was to investigate
the possibility of using the Barkhausen effect and its time-frequency representation as a non-destructive
tool to develop a procedure that allows retrieval of information about the resultant magnetic anisotropy
in a classic grain-oriented electrical steel sheet. By assumption, this method is to be an alternative
to the classic MBN approach, and ought to enable broad assessment of changes in the dynamics of
the MBN phenomenon synchronously considering both time and frequency characteristics. For this
purpose, tests were performed for a sample of 3% SiFe grain-oriented electrical steel. The measurements
were made for 16 angles of transducer orientation, equally spaced within the range corresponding
to full rotation. The paper presents the procedure of signal transformation into the TF domain,
presentation of TF spectrograms and quantification of information contained therein. The obtained
TF parameters expressing the change of the spectrogram allow the angle corresponding to the easy
and hard magnetization axis to be determined. The possibility of extensive analysis of properties
and observation of changes in the MBN activity makes this method possible to detect even small
variations in the dynamics of the phenomenon over time resulting from the changes in magnetic
properties. This creates a chance to obtain complementary information about the properties of the
material, which can allow the formation of more complete knowledge.

The proposed method, based on the analysis of time-frequency characteristics in the full period of
the MBN signal, allows detailed observation of the relationship between MBN properties expressed in
time and in frequency for subsequent time moments. In consequence, it enabled the three characteristic
MBN activity areas to be noticed. The occurrence of these areas in the MBN period has already been
widely analyzed in many other works, and the angular characteristics of TF parameters obtained
in this work are consistent with the other results reported. According to observations, these areas
were associated with nucleation of reverse domains and, furthermore, the movement of the 180°
and 90° DWs. The course of the first two was associated respectively with the magnetocrystalline
anisotropy MCA and roll magnetic anisotropy RMA. Considering this, the angular distributions
obtained by the authors underline the key importance of RMA for the alignment of resultant easy
and hard magnetization axes in the tested steel. The angular characteristics of Barkhausen noise
energy and numbers of events can be treated as confirmation of the effectiveness of the proposed
TF method. These parameters, being used many times by other authors in the classic analysis, show
convergent results with the TF ones. However, the results of both methods show some asymmetries
and disturbances in the characteristics. The relatively small number of utilized measurement steps
may have a decisive impact on the smoothness of the transitions of the characteristics obtained
between successive measurement angles. The step applied in the paper makes it possible to determine
general trends of the characteristic. On the other hand, errors for individual angles have a significant
impact on the local course of the characteristics. Nevertheless, due to the sequencing of calculations
procedures and the use of a sliding window over the analyzed signal, the STFT transformation leads to
generalization of the phenomenon characteristics. In results, it can affect the increase of the robustness
of the method for interfering external factors. This could be an explanation for obtaining slightly
smoother courses of approximated TF characteristics.

In addition, the paper presents a detailed analysis of measurement errors and assesses the
repeatability of the method in the context of the dispersion of TF parameters values within individual
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subsets of measurement signals. The choice of calculation parameters of the transformation procedure
enables optimization of resolution in time and frequency, in reference to the nature of the observed
changes. Based on the analysis conducted, it is crucial to emphasize the importance of the concentration
measure parameter (carrying convergent information to MBN energy), which, regardless of the
calculation parameters used, was characterized by high repeatability. The study also showed that the
frequency value of the high-pass filter used for signal conditioning before TF analysis should not be
lower than the value of the first step of the applied TF computational grid, which in turn allows for a
significant increase in TF parameter robustness.

The presented method of time-frequency analysis is largely derived from the development of
commonly applied methods of time or frequency analysis and is intended to present a possible path
of development. The parameters defining the time-frequency characteristics are for the most part
an extension of the classically used statistical coefficients. In principle, classical methods of analysis,
in a single time or frequency domain, can be expressed as a generalization of the trends of changes
presented in the time-frequency characteristics. Of course, at the same time it is not said that obtaining
more detailed information will significantly improve the effectiveness of the MBN method in the future.
However, the possibility of sequential data analysis itself (due to the potential to supplement the
knowledge about the tested material) affects the validity of TF analysis usage and should be further
examined. In the context of the presented arguments and already published papers, it can be seen that
the use of time-frequency methods certainly does not affect the loss of information. On the contrary it
can provide significant arguments to the discussion, as it gives a much wider perspective and brings a
broader analysis of complex relationships of time and frequency characteristics.

In addition to the content of the work, one more aspect should be noted related to the development
of future measurement systems. The classic method of analysis, despite many years of use, is still
not standardized, and often the calculation procedures differ between researchers. The problematic
element is, among others, the way of determining the MBN signal’s background level or procedure
of counting the number of events. Therefore, the time-frequency calculation procedures are not
showing greater complexity in terms of the practical implementation of the MBN method, especially
currently when the advancement and miniaturization of computing units is common. It should be also
considered that today’s diagnostic systems are increasingly based on monitoring many parameters
and formulating multi-variate rules and correlation dependencies. Under these circumstances the
results presented here show good potential. However the investigation with a large number of angular
steps for steels having various textures and under influence of various anisotropy factors should be
reaped. The issue, which also requires further research, is the synthesis method of the knowledge
contained in TF representations, enabling greater efficiency to generalize and detailed analysis of
information. The authors will present work on multiple samples and on multi-threaded analysis and
synthesis procedures in the future.
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Abstract: Nondestructive damage-testing technology based on vibration signal analysis makes full
use of the response characteristics of wave and energy. With the advantages of wide bandwidths of
response frequency and high sensitivity, the nondestructive testing technology based on vibration
signal analysis has a superiority in the application for the detection and characterization of structural
defects, and has become one of the important methods for the nondestructive testing of structural
material defects and damage. This paper presents a novel method of detection localization and
quantitative analysis for local damage in beam structures, based on the response analysis of vibration
signals. A damage-detection and -identification algorithm based on a unscented Kalman filter
(UKF) was designed, which greatly reduces the computational workload in the process of damage
identification over that in conventional methods. The method presented in this paper has significances
to widen the application scope of the nondestructive testing method, and increase the recognition
efficiency and effectiveness of this kind of method in engineering.

Keywords: vibration signal analysis; nondestructive testing; Kalman filtering; parameter identification

1. Introduction

With the rapid development of modern industry, nondestructive testing (NDT) technology for
machinery, architecture and other structures has been rapidly developed and widely applied. However,
the emergence of new materials and technologies, as well as the harsh working conditions of high
temperature, high pressure and high load, have put higher requirements on the development of
nondestructive testing technologies [1,2]. The effective testing of materials and structural defects
is crucial to ensure the safety of materials and the reliability of structures. In the early stage of
defect, crack propagation is very likely to occur in the material components under cyclic loading,
which may result in the local deformation and failure of materials, introducing a huge risk of the
failure of the overall system structure [3-5]. Therefore, it is of great practical significance to use
nondestructive testing technology to monitor the quality of engineering structures in the early stage
without invasive sampling.

Currently, traditional nondestructive testing technologies such as ultrasonic methods, thermal
wave-imaging methods, ray methods and acoustic emission methods are widely used in mechanical
engineering and the construction industry [6-8]. However, there are some limitations in the quantitative
detection and defect expression in these methods. With nondestructive testing using vibration signal
wave, its vibration response can effectively excite the vibration waves of various modes in the
components being tested, such as the longitudinal wave, transverse wave and surface wave [9,10].
The reference [11] took a three-layer rack structure with six layers of storage as an example, carried
out the dynamic analysis on it under horizontal and vertical loads, and completed the verification
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of force distribution and sag moment under test. By analyzing the interaction mechanism between
the vibration wave and the structural material defects, the location and quantitative expression of the
structural defects can be achieved. Compared to the traditional nondestructive testing technology,
the nondestructive testing technology based on the vibration signal makes full use of the characteristics
of wave and energy response. It has strong advantages in the detection and characterization of
structural defects. In addition, due to its response in a wide frequency bandwidth, high sensitivity,
and high spatial resolution, it has become one of the most important tools in the field of the structural
defects of the material and nondestructive testing of damage [12-14].

In recent decades, researchers have done a lot of research on nondestructive testing technologies
based on vibration signal analysis and obtained many meaningful research results. Cawley and
Adams [15] found that the ratio of any two-order natural frequencies would change after the damage,
which was only related to the damage location and had no relevance to the degree of damage when
there was only single damage or multiple damage in the same degree in the structure, based on
the assumption that the damage only caused changes in stiffness. Salawu [16] pointed out that
different forms of damage might cause the same change of response frequency, especially in a situation
of the damage of a symmetrical position in a symmetrical structure where the frequency index
creates difficulty in distinguishing the damage. Yang et al. [17] proposed a method to add mass to
solve the aforementioned issue. However, this method required the addition of known mass to the
structure, which essentially changes the symmetric structure into asymmetric structure. Guan et al. [18]
combined strain mode with wavelet transform and applied it to the damage identification of frame
structures. Guetal. [19] proposed a working strain mode identification technology under environmental
excitation, and the corresponding damage-identification method. Pandey and Biawas [20] proposed a
damage-identification method based on a modal flexibility matrix and studied the impact of damage
on the flexibility matrix through numerical examples. The results showed that the damage location
could be accurately determined by only using the first two order modes. However, the structure of the
flexibility matrix was complex, which needs further improvement for engineering applications.

This paper presents a method for the detection of the local damage position in a structure and
quantitative analysis based on vibration signal analysis. A novel algorithm of the nondestructive
damage identification based on the unscented Kalman filter (UKF) was designed. This paper also
expands a discussion about the disadvantages of the conventional application of the extended Kalman
filter (EKF) in this field, which needs to spend high computational cost to calculate the Jacobi matrix.
Compared to the EKE, the algorithm presented in this paper was able to substantially reduce the
computing workload in the process of the structure damage identification, and significantly broaden
the scope of application of nondestructive testing methods. The proposed method can also significantly
improve the recognition efficiency and effectiveness in the engineering. At the same time, the method
studied in this paper can effectively avoid: (1) the problem of low accuracy caused by the limitation of
modal parameters in traditional damage-identification methods; and (2) the traditional method has a
large amount of calculation work, which is not conducive to online loss identification. The effectiveness
of the method was demonstrated in a computational application. The results show that the damage
location identification, quantitative characterization and the anti-noise performance of UKF meets the
requirements for practical engineering applications.

2. Design of the Nondestructive Testing Algorithms Based on Vibration Signal Analysis

2.1. Assumption of Nondestructive Testing Based on Vibration Signal Analysis

After damage to the structure of an equipment, the mass, stiffness and other characteristics of
the equipment may all be changed. If all of these changes are considered, it is bound to increase
the complexity of the research and analysis. Therefore, it is necessary to reasonably and concisely
characterize the impact of damage on the structure. In engineering structures, common damages,
such as cracks, have a great impact on local stiffness, while the change of local mass is usually minimal.
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Therefore, it can be assumed that the damage only leads to change in the local stiffness, and the change
of local mass can be ignored. This assumption can be expressed as in Equation (1);

M

Kp # Ky
Mp = My

where, Kp and Mp, are the local stiffness matrix and mass matrix after damage; Ky and My are the
local stiffness matrix and the mass matrix before damage. The assumptions described as Equation (1)
are basically in line with current engineering practice [21-24], and this can greatly simplify the difficulty
of the research. According to Equation (1), a factor of local damage in a structure can be further defined
with Equation (2):

Kp = (1-D)Ky @

where, D is the factor matrix of local damage, and it ranges 0 ~ 1, where 0 means no damage and
1 means complete destruction. Formula (2) describes the reduction of local stiffness caused by the
damage, which is the basis for defining and simulating damage.

Based on the above assumptions, this paper has designed a nondestructive testing algorithm
as follows.

2.2. Design of Algorithms of the Nondestructive Testing Based on Vibration Signal Analysis

With known excitation, the motion equations of a linear structure with multiple degrees of freedom
can be written as
MX(t) + CX(t) + KX(t) = Bf(t) 3)

where, X(t), X(t) and X(t) are the displacement, velocity and acceleration responses of the structure,
respectively; M, C and K are the mass matrix, damping matrix and stiffness matrix of the structure,
respectively; f(¢) is an external excitation vector; B is the influence matrix of external excitation (position
matrix). An augmented structural state variable is introduced as

x = X1, %0, X1 @

where, X1 = x, Xo = xand X3 = [k, ko, -+, km]T which is a vector consisting of all non-zero elements
in the stiffness matrix; X4 = [c1,¢2,-- , cm]T is a vector consisting of non-zero elements in the damping
matrix. Note that the effect of local damage on mass is ignored. Assuming that the damping is Rayleigh
damping, it obtains:

C=aM+pK (5)

where, a and f are the mass and stiffness damping coefficients, respectively, and X4 = [a, [3]T. Equation
(3) is rewritten as Equation (6) which is represented by augmented state variables:

X Xz
X | _ | MI[BEO) - [(©) X+ (105 Xa][(C)x e - (10, Xa] | ©
X3 KT
Xy CT

where, (C)y, and (C)y, is the damping matrix based on X; and Xy; (K)y, and (K)y, is the stiffness
matrix based on X; and Xs. Since (C)y,, (C)x,, (K)x, and (K), contain state variables, Equation (6) is
a nonlinear equation for augmented state variables, which can be shortened as

X= g(X, £, t) (7)
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The equation of the state is obtained by integrating Equation (7) with time as

ti
X = Xp_q + f g(X, £, £)dt + wy ®)
t)

k=1

where, f; denotes the time at which the k state is; wy is the process noise that here is assumed as Gauss
white noise, thus the covariance matrix is constant matrix Q. Equation (8) can be realized by a dynamic
direct integration method in the process of designing a nondestructive testing and analysis program.
Considering the placement of acceleration sensors on the structure [25,26], the observation equation is
expressed as

M(X2) ;
7, — DX = pm-1] B~ [(Ox X+ (X [(Ox X = (KX, |, )
0
0

where, f; represents the excitation at the time of k state; v is the measurement noise that here is
assumed as Gauss white noise, thus the covariance matrix is a constant matrix R. Equation (9) is also a
nonlinear equation, which can be shortened as

Zi = h(Xg, fr) + vi (10)

The aforementioned deduction shows that after introducing the augmented state variables into
the linear structure, the corresponding state equations and measurement equations become nonlinear,
thus a nonlinear filtering technology must be adopted. If the extended Kalman filter (EKF) is used, two
Jacobi matrices as shown in Equations (11) and (12) need to be computed:

X, f
A D -
X=X-1jc-1
 Oh(X£1)
H="x (12)

X=Xjk-1

Based on Equations (6) and (9), the calculation of the Jacobi matrix involves differentiating the
stiffness matrix and damping matrix. The process is closely related to the position of non-zero elements
in the matrices. Once the structure changes, the position of the non-zero elements in the matrices
will also change, thus Equations (11) and (12) must be deducted again. Therefore, this method of
deduction lacks universality. When the expression of the stiffness matrix and damping matrix is very
complex, the derivation process becomes even more complicated and prone to making large errors.
If the unscented Kalman filter (UKF) is used, it just needs simple matrix operations on Equations
(8) and (10) in the processing. Jacobi Matrix A and Matrix H are not required to be deduced again.
The workload is significantly reduced, and the program becomes more universal, indicating that UKF
has obvious advantages in damage identification. Based on this, a damage-identification algorithm of
the vibration signal analysis, based on the UKEF, is designed as follows:

(1) Establish augmented state variables according to Equation (4); construct the state equations
according to Equations (6)—(8); and construct the observation equation according to Equation (9).

(2) Estimate the initial mean Xojp and covariance matrix Px oo of the state variables, and estimate the
covariance matrix Q and R of process noise and measurement noise.

(3) Identify the parameters of structural stiffness and damping by the UKF filtering algorithm:

The main processing of the UKEF filtering is to use the Unscented Transformation (UT) transform
to deal with the nonlinear transfer of means and covariance in a Kalman filtering process. For the
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nonlinear equation of state and observation described as Equations (8) and (9), the UKF is processed
as follows

M

(I

(IID)

Set the initial parameters:
Xoo = E[Xop] (13)

Px 00 = E[(Xmo = Xop0)(Xoo - YO\O)T] (14)

where, Yolo and Py o represent the mean and covariance matrix of the initial estimated state
variables, respectively.

Construct the set of sigma points According to Yk—llk—l and Py ;_q-1 of state k — 1, the sigma
point set x;{il‘kil can be constructed according to Equation (15), where superscript i denotes the
order of Point i in the set:

el

’

x|

i=0
TR N X R as)

1

Xi =
X — (n—K)(n+K)( PXPI) Ji=n+1,---,2n

i-n

Predict By substituting the sigma point set X;c—llk—l into the Kalman filter [27,28], the nonlinear
stochastic difference Equation (16) can be obtained as

Xy = £(Xpo1, W1) + Wi_q (16)
Then, the transformed sigma point set chlk—l can be obtained as
X;dk—l = f(dek_l, uk—l) 17)

According to X;qk—l’ the predicted mean of state variables is shown as Equation (18) and the
covariance matrix is shown as Equation (19):

2n
X1 = Zme)xL‘k_l (18)
i=0
2n 2n [ ] _ T 2n ) ) T
Px,klk—l = Z Z Wi [X;dk—l - Xklk—l][X;dk_l + Xklk—l] + Z (X;dk—l - I)(x;dk—l + I) 10-°1 (19)
i=0 m=0 i=0
2n

) ) T

where, WI.(m) is the calculated mean weight coefficient and we set }, (X;d 1" I)(X;dk—l + I) 10751
i=0

as Q.

By substituting X;c|k—1 into the nonlinear observation equation, Equation (9), we obtain:
i (i
Vi = Do) (20)

The mean value of the observation variables is calculated as

2n

Zyer = W Vg ey
i=0
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(IV) Correct Compute the covariance matrix of the observation variables:

2n 2n 2n
P k-1 = Z Z(‘) ch) [V;;|k-1 - Zk\k—l][yilk—l + zk\k—l]T + Z (Y;dk—l - I)(yilk—l + I)TI
i=0 o= i=0

where, WEC)

Compute the covariance matrix between the state variables and observation vectors;

2n 2n

P = Z Z W,@[Y;;V(,l + Zk\k—l][)_(k|k—l - zk|k—1]T[X;(|k,] - ik\k—l]
i=0 c=0

T

Then, the Kalman gain matrix can be obtain by
Ky = Pz,k\k—lpz_,lldk,1
Update the mean of state variables:
Xie = X1 + Kk(Zk - Zklk—l)

Update the covariance matrix of the state variables:

T
Px sk = Px k-1 — KiPope-1Ky

2n X X T
is the variance weight coefficient and we set }, (y;dk_l - I)(y;dk_l + I) TIasR.
i=0

22)

(23)

(24)

(25)

(26)

From the steps mentioned above, it only needs to calculate the state equation and observation
equation in the UKF filtering process, and does not need to calculate the Jacobi matrices.
This method has obvious advantages in terms of the ease of use and flexibility when the state

equation is complex and non-differentiable.
(V) Judge structural damage status based on the identification results.

The flow chart of the UKF algorithm is shown in Figure 1.

Py

Predict

Figure 1. Flow chart of the unscented Kalman filter (UKF) algorithm under known excitation.
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3. Application Example Analysis

3.1. Experimental Setting

As shown in Figure 2, the four-layer frame model is composed of plexiglass plates and aluminum
columns, which are connected by bolts (due to the universality of the application of a frame beam in
practical production, the frame structure is taken as an example. The non-destructive testing algorithm
is used to evaluate and monitor the strength, stiffness, damping and other technical parameters of
the frame beam, which is of great practical significance to eliminate potential safety hazards and
ensure the safety of the frame structure [29]). The structure sits on orbits and is only allowed to move
in the x direction. Each layer of the structure consists of four aluminum columns (25 x 25 X 1 mm)
connected with two up-and-down plexiglass plates (900 x 450 X 2.5 mm), respectively, forming a
four-degree-of-freedom system.

Acceleration sensor 04
Acceleration sensor 03

. Acceleration sensor 02
Aluminum column 04 |

Aluminum column 03
Vibration exciter

Aluminum column 02 Acceleration sensor 01

Aluminum column 01

Figure 2. Frame structure and the sensor arrangement.

In Figure 2, an electromagnetic exciter (SA-JZ-50, Wuxi Shiao Technology Co., Ltd, Wuxi, China)
is used to apply the lateral excitation to the bottom plate along the center line of the structure.
The structure and the exciters are installed together on the base plate. A force sensor (BK-2Y, China
Academy of Aerospace Aerodynamics, Beijing, China) (sensitivity 2.23 mV/N) is installed between the
rod of the exciter and the structure to measure the excitation force. Four acceleration sensors (AD100T,
Qinhuangdao Xinhua Technology Co., Ltd, Qinhuangdao, China) (sensitivity 100 mV/g) are installed
in the positions shown in Figure 2 to measure the acceleration response of each layer. The excitation
signal is the random excitation with a bandwidth of 5~50 Hz and the excitation level is 2.6 V as shown
in Figure 3.

©
o

2]
o
T

Excitative force F (s)

0 5 10 15 20 25
Time (s)

Figure 3. Measured random excitation signal.

The sampling frequency and sampling time of the experimental test system were 160 Hz and 25.6 s
respectively, and 4096 points were sampled. The experiments were tested on 18 different working
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conditions, including increasing the mass of a certain layer, reducing the stiffness of a certain column,
and introducing nonlinear damage into a buffer gap. This paper only analyzed the identification
effectiveness of the algorithm on the stiffness reduction of Column 2 in Figure 2. We only selected four
representative working conditions for research in this paper, as shown in Table 1.

Table 1. Physical experiment condition of the frame structure.

Working Condition Serial Number Damage Condition
1 Nondestructive
2 The stiffness of No. 2 aluminum column decreases by 64.9%
3 The stiffness of No. 3 aluminum column decreases by 64.9%
4 The stiffness of No. 4 aluminum column decreases by 64.9%

3.2. Nondestructive Testing Based on Vibration Signal

In order to validate the damage identification of the algorithm proposed in this paper, a numerical
model of the frame structure in Figure 2 was established as shown in Figure 4, in which the friction
between the bottom plate and the track is neglected.

3
=
‘l’ff

F

L.
, ET
(I

Figure 4. Mathematic dynamical model of the frame structure.

The motion equation of the numerical model in Figure 4 is established as follows:
Mx + Cx + Kx = £(t) (27)

where, M, C and K are the mass, damping and stiffness matrices, respectively; f(t) is the input
excitation vector; x = [xo, x1, X2, X3]T is the displacement of each layer, and the Oth floor represents the
bottom plate; x and x denote the speed and acceleration, respectively. The expressions of M and K are
as follows:

myg 0O 0 0 kq —kq
o 0 m O 0 o —ki ki +k —ko
M= 0 0 m 0 [ K= k2 kit+k k3 @8)
0 0 0 ms3 —k3 k3

where, my ~ m3 denotes the mass of each layer; kg ~ k3 denotes the interlayer stiffness. Damping
matrix C can be assumed to be the Rayleigh damping matrix, as shown in Equation (5).

The augmented state variables as shown in Equation (4) are established by selecting the relevant
displacement, velocity, story stiffness and Rayleigh damping coefficient.
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For the numerical model of Figure 4, the initial values of the parameters are set according
to Figure 2 as follows: (1) it is considered that the mass matrix M remains unchanged and the
density of aluminum is 2700 kg/m?> in the processing; thus, my = m; = my = m3 = 6.7 kg is
calculated according to the structure size; (2) The modulus of the elasticity of aluminum is set
70 Gpa so that kg = k; = ko = k3 = 4.2x 10° N/m; (3) By analyzing the excitation response test
of the beam element shown in Figure 2, it can be found that the measured mode damping ratio
usually has less influence than the inertia and stiffness of the structure. We can determine the
Rayleigh damping coefficient by using the orthogonality experiment between the damping matrix
and the vibration response mode shape of the structure. Rayleigh damping coefficients are estimated
asa = 312x1073, f = 1.77x 1074 (4) Q = 1.2x1077], R = 1.15I, and these will be slightly
and appropriately adjusted in the calculation. (5) Take the initial displacement and velocity as 0,
so that Xogp = [0, 0,0,0,0,0,0,0,4.2x 10%,4.2x 10%,4.2 x 10°,3.12 x 1073,1.77 x 10’4]T. By applying
the magnitude balance technology, we can set Kamp = 4.2 X 10°, Qamp = 3.12 % 1073, Bamp = 1.77 X 1074
and adjust Xqp as [0,0,0,0,0,0,0,0,1,1,1,1, 1]T; (6) Px o is set as the identity matrix L.

By substituting the above parameters into the structural state equations and the observation
equations that are expressed as Equations (6)~(10), the results of the NDT analysis can be obtained as
described in the following section.

3.3. Analysis of the Nondestructive Testing Results

3.3.1. Working Condition without Damage

Under the conditions without damage, k1 ~ k3, @ and f8 are obtained as shown in Figure 5 when
the proposed recognition algorithm is used in the situation.

It can be seen from Figure 5 that structural damage can be identified based on the algorithm in the
paper. The computation converges very quickly so that, k; ~ k3 reaches the steady values within 14.5 s.
Moreover, @ and § converge to steady values within the 20 s. The differences between the recognition
results and the initial values show that the initial estimation of the structure parameters is not accurate.
However, by using the UKF it can give a more accurate structural parameter identification even under
the condition with observation noises.
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Figure 5. Cont.
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Figure 5. Identification results of the system parameters under the nondestructive working conditions:
(a) recognition results of k;, (b) recognition results of ky, (c) recognition results of k3, (d) recognition
results of a and (e) recognition results of f.

3.3.2. Conditions of Damage on Column 2

When column 2 is damaged, the proposed algorithm is also used to identify k; ~ k3, @ and .
The recognition results are compared with that in Figure 5, as shown in Figure 6.

It can be seen from Figure 6 that: (1) among the stiffness parameters, only k; decreased considerably
compared with that in the nondestructive condition. It was about 4.11 x 10° N/m without damage,
while about 2.53 x 10° N/m after the damage, with a decrease rate of 38.4%. According to Table 1,
when the stiffness of Column 2 decreases by 64.9% under Condition 2, the theoretical reduction of
k1 between the first layer and second layer should be 47%. There is a small difference between the
identification by UKF and theoretical values, and this does not affect the location of damage. (2) The
mass damping coefficient & does not have significant change, but the stiffness damping coefficient
changes significantly after the damage. This phenomenon was caused by the stiffness change of the
frame structure which is reasonable. In conclusion, the damage-identification method based on UKF
has achieved good performance, which can not only locate the damage position effectively, but also
give an accurate damage degree estimation.
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Figure 6. Identification of the frame’s structural parameters in the case of damage on Column 2:
(a) recognition results of kj, (b) recognition results of ky, (c) recognition results of k3, (d) recognition
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4. Conclusions

This paper presents a vibration signal analysis method based on UKF. A simulation was
conducted to analyze the interaction process between the vibration and the frame structure defects.
A nondestructive damage-detection algorithm based on UKF was designed in this paper. Taking
the beam structure unit widely used in production as an example, the damage-identification effect
of the UKF method under known excitation and unknown excitation was investigated, and the
damage location and quantitative evaluation of the damage degree of the frame structure using the
proposed algorithm were realized. The results show that the research method in this paper has obvious
advantages in damage location and quantitative performance. Compared with the traditional Kalman
filter method, the biggest advantage of the UKF method is that it does not need to calculate the Jacobi
matrix, and the calculation amount is equivalent to that of EKFE, but its accuracy is obviously higher
than that of EKF. Thus, the calculation workload in the process of the damage identification of the
frame structure is greatly reduced and the application is much simpler. In the field of structural
material damage identification, the method shows a better universality. The proposed method also
significantly increases the efficiency and effectiveness, as well as the damage location accuracy of
damage identification in current engineering applications. The analysis of the response signal in
the structure under additional noise shows that the nondestructive testing method presented in this
paper can still give reliable damage-identification results under the condition of interference, showing
a characteristic of strong anti-interference and high robustness. In the follow-up study, we will
comprehensively analyze the material and beam structure characteristics, and use the finite element
method to study the deformation, principal stress, tensile stress and shear stress of the beam element,
so as to improve the practical application effect of the identification algorithm.
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Abstract: The paper describes an experiment focusing on the way the material system influences
the bond strength of large-format tiles installed on concrete substrate during mechanical loading
under conditions that correspond to real-life application. This involves a controllable mechanical
load applied over an area of a test model while observing its condition using non-destructive
methods (ultrasonic pulse velocity test, acoustic emission method, strain measurement, and acoustic
tracing). The model consisted of a concrete slab onto which were mounted four different systems
with large-format tiles with the dimensions of 3 m X 1 m. The combinations differed in the thickness
of the tile, the adhesive, and whether or not a fabric membrane was included in the adhesive bed.
The experiment showed that the loading caused no damage to the ceramic tile. All the detected
failures took place in the adhesive layer or in the concrete slab.

Keywords: acoustic nondestructive methods; large format tiles; real-life application; mechanical
load; failure

1. Introduction

The history of tiling started in the ancient states of the Mediterranean. The first tiles were used
in 4000 BC by the Egyptians; from there they slowly spread to Italy, which can be considered a true
treasure trove of beautiful tiles. Both public and ecclesiastical buildings of Medieval Italy were the
first to receive decorated tiles, usually of small dimensions. Larger tiles began to be produced in
the 12th century in Florence, Sienna, Orvieto, and Faenza. Since the beginning of the 12th century,
the development of ceramic tiles had sought to make production more efficient. This meant emphasis
on planning, manufacturing, as well as logistics. Thanks to this, the first manufacturing companies
began to emerge, some of which still exist to this day [1-3].

While at the end of the 20th and beginning of the 21st century, the largest tile was roughly 0.5 m X
0.5 m, nowadays there are tiles with the dimensions of up to 1.6 m x 3.2 m. This marks a significant
increase in tile size. The arrival of large-format tiles is one of the main trends of today and goes hand
in hand with the modernization of manufacturing [4]. In recent years, the technical properties of
the tiles have improved as well; properties such as water absorption, freeze—thaw resistance, wear
resistance, or anti-slip safety [5,6]. Large-format tiles are therefore almost exclusively manufactured as
the so-called rectified tiles. Their large size is useful, especially in the tiling of large areas, thanks to
the minimal number of grout lines in between. At the same time, the thickness of some of the tiles is
also being reduced. The most modern technology makes it possible to produce tiles of only 3 mm in
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thickness. These ultra-thin tiles are usually reinforced with a fibreglass mesh and possess the same
technical properties as tiles of the standard thickness of 10 mm, while remaining lighter and thus easier
to handle [7,8].

A downside of large-format tiles is the fact that they are very sensitive to the quality and levelness
of the substrate, the quality of the substrate priming, adhesives, grouts, and tiling methods.

The goal of this experiment was to determine how the material system between the substrate
concrete and the large-format tiles affects the bond strength during mechanical loading. The substrate
consisted of a steel-reinforced concrete slab of 6 m X 4 m (nominal dimensions), onto which five
large-format tiles of 3 m X 1 m were installed. The slab with the tiles was subjected to area loading
using a vacuum chamber. Strain gauges were used to continuously measure the relative strain of both
the concrete and the tiles. At the same time, acoustic emission was observed, mainly to record the
development of mechanical damage in the concrete and the tiles. After the loading, the integrity of
the bond was tested by acoustic tracing. The severity of damage to the tiles themselves was tested
using the ultrasonic pulse velocity test. The experiment operated with two types of tiles—one with
the thickness of 6 mm and the other 3 mm. The former was chosen because it is one of the most
widespread types and the latter because it has been known to crack in real-life application. At the
same time, two adhesives of different composition were used to attach the tiles onto the substrate.
The first is a lightweight, highly deformable cementitious adhesive modified by a powder polymer
binder (12 wt.% of the dry mix) and the other is a deformable cementitious adhesive with extended
open time without any lightweight filler and modified by a powder polymer binder (3.5 wt.%).

2. Test Methods

2.1. Ultrasonic Pulse Velocity Test

This is one of the basic non-destructive methods used to test building materials and structures.
It involves the repeated sending of ultrasonic pulses into the material and measuring their velocity.
This velocity is influenced by the properties of the material as well as its quality; in materials of poorer
quality, the ultrasonic pulse travels at a lower velocity. The ultrasonic pulse velocity test (UPV) can be
used to determine e.g., the homogeneity of the material, material properties (modulus of elasticity,
compressive strength, etc.), changes in these properties over time (for instance due to degradation),
or the presence of cracks or air voids in the material [9-11]. The main advantages of UPV include
its purely non-destructive character, the possibility to repeat the measurement in the same place at
different times (different days, months, or years), or the simple and easy application in a laboratory
and on-site [12].

There are two basic applications of the UPV test in civil engineering—the transmission and
the pulse echo method [13]. When it comes to testing concrete, ceramics, and similar materials,
the more common is the transmission method, which uses two transducers—a transmitter and a
receiver. The device then measures the time it takes for the pulse to travel from one transducer to the
other. The ultrasonic wave has the highest energy in a direction perpendicular to the position of the
transmitter, but in cases where both sides of the tested member are not easily accessible, the transit time
of the ultrasonic pulses can be measured in different directions as well. Depending on the position of
the transducer, there can be several testing techniques:

e  Direct—the transducers are facing each other directly; this is the best arrangement,

e  semi-direct—the transducers are not placed on opposite sides of the member, or they are not
facing each other directly,

e indirect—the receiver is parallel to the transmitter on the same side of the member, and the
measurement is repeated several times with the receiver being shifted by a set distance
every time [14].

Indirect testing, which was used in the experiment described herein, is highly sensitive to external
interference. This is why it is used when only one side of the structure is accessible (as was the case of
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this experiment), or when it has been well established that the measured surface is perfectly level and
defect-free [15] (as is also true here).

2.2. Acoustic Emission Method

Acoustic emission (AE) belongs among the most modern non-destructive methods used in material
engineering and fatigue testing. The source of AE may originate from many phenomena depending
on the type of material. Most sources of acoustic emission are damage-related [16]. The detection
and observation of AE is commonly used for predicting material failure [17]. Its benefit is in the fact
that it is a global rather than local method, which means that it observes the overall structure of the
material rather than a small area. Moreover, the monitoring can be performed over a short time and is
not very labour-intensive. However, a downside is its dependence on the way the material is being
loaded [18]. This means that certain discontinuities may not generate a detectable AE at certain types
or levels of loading. Unlike most other non-destructive testing methods, AE observes only active
defects developing inside the material structure. These defects can only occur when the structure is
under load. Passive defects or the structure’s shape have no major influence on localizing AE [19].
The source of AE is the release of energy resulting from stimulation by internal or external stress.
An AE event is emitted by irreversible dislocations and degradations created in the material’s micro-
and macrostructure. The energy thus released transforms into a mechanical stress pulse propagating
through the material as an elastic wave. When the wave reaches the surface, part of it rebounds back
and part of it transforms into one or more wave modes. In slabs, waves travel mostly in the form of
Rayleigh (or surface) waves. Besides surface waves, there are also e.g., Lamb (or plate) waves. Both of
these waves travel at different speeds. The signal that is detected by the AE receiver and converted to
electrical current is known as an AE signal [20].

2.3. Strain Measurement

Relative strain that develops at a chosen point in the structure or element is measured by a number
of devices and sensors which are typically called strain gauges. Strain gauges, the basic types of
which are mechanical, wire, and resistance strain gauges, are used mainly for stress analysis and the
measurement of important material properties. These measurements always involve relative size
change in a given part of the member; i.e., the detection of changes in the measured length (whether an
increase or decrease) caused by a change in loading or by the external environment. The length of
strain gauges is chosen depending on their design and the particular constraints of the element being
measured. This experiment uses resistance strain gauges, which is why the information below applies
only to this type.

Measurements of homogeneous materials (such as metals) are typically performed with gauges of
3-10 mm; whereas non-homogeneous materials (e.g., concrete or wood) require longer strain gauges,
usually 50200 mm. How accurately the relative strain is measured (and by extension stress) depends
on the quality of the contact of the strain gauge and the material, on the compensation or correction of
errors caused by parasitic waves influencing the reading (mainly temperature), and on the necessary
calibration and verification of the technique [21-23].

2.4. Acoustic Tracing

The method studies sub-surface air voids, separated layers beneath the surface, and surface
treatment. Its principle involves introducing acoustic energy onto the surface by percussion or by
dragging a hard object on the exposed face of the structure. The researcher then observes the acoustic
response of the material. The acoustic response can be a ringing, hollow, or crunching sound. This
method is used as an auxiliary verification of the bonding strength of the tiling. A ringing response
indicates adequate adhesive strength of the bond (a strong enough bonding layer holding the materials
together) and satisfactory cohesive strength of the individual materials (the individual cohesion of
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each separate material). A hollow response is a nearly certain indicator of failures and defects caused
by unsatisfactory bond strength (bond failure) [24].

3. Experiment

The goal of the experiment was the non-destructive assessment of the quality of the bonding system
between large-format tiles and a concrete substrate. The test model consisted of a steel-reinforced
concrete slab of 6 m X 4 m x 0.2 m, which held five large-format tiles with the dimensions of 3m x 1 m
attached by different means. Each system was different—they consisted of two different adhesives
(from one manufacturer), two different tiles without a reinforcing fibreglass mesh (thickness of 6 mm
and 3 mm), and, in one case, the use of a fabric membrane.

3.1. Preparation

The Faculty of Civil Engineering of the University of Technology in Brno houses a research centre
equipped with a vacuum chamber with the dimensions of 6.18 m X 4.18 m x 0.44 m. It is connected to
an Edwards GXS250/2600 dry screw pump (Edwards Group Ltd., Stockholm, Sweden) with a Roots
booster mechanism. The pump has enough suction performance to create a vacuum of 700 mbar in the
chamber. An advantage of applying a load using a vacuum is that the load is uniformly applied on the
entire surface of the specimen. Depending on the performance of the pump, the system can deliver
different levels of loading up to 100 kN/m? [25]. The vacuum was created underneath the slab, causing
it to deflect downwards and thus introduce strain to bonding systems and tiles.

The floor area of the vacuum chamber was a factor that limited the size of the test specimen.
In order to preserve the airtight seal of the chamber (the walls and floor were connected and sealed
together), it was not possible to safely remove the formwork of the specimen if it were to be cast
inside the chamber. It was thus necessary to design a monolithic slab with lost formwork consisting
of 5 reinforced pre-slabs of 1.2 m x 4.05 m x 0.05 m with additional reinforcement and additional
concrete layer of 0.15 m on top. The inner surface of the pre-slabs was fitted with 3 strain gauges
(Figure 1)—each slab bore 1 gauge (the leftmost and rightmost slabs were not fitted). The additional top
layer was made with C 20/25 XC1 concrete with B500B reinforcement, with a concrete cover of 30 mm.

Figure 1. Fitting a strain gauge onto the surface of the lost formwork (reinforced concrete pre-slabs).

Figure 2 shows the structure of the reinforcement. Until they became fully integral to the slab,
the pre-slabs were temporarily supported for additional stability. The supports consisted of two
massive frames from which descended suspending rods. The rods were cut once the concrete had
hardened. The result was a concrete member that behaved like a monolithic slab. The test chamber
has a floor area 60-80 mm smaller than the dimensions of the slab. The gaps were sealed with
extruded polystyrene.
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Figure 2. Structure and distribution of the reinforcement.

After the concrete slab had hardened (i.e., when it reached the age of 28 days), its top surface
was ground down by 3-5 mm to create a smooth and level surface (the maximum deviation per 1 m
was 1 mm). After that, the surface was cleaned using a powerful industrial-grade vacuum cleaner.
Besides these, the surface received no other treatment before the installation of the large-format tiles.
The test slab, which had the nominal dimensions of 6 m X 4 m (6 m x 4.05 m to be precise), was divided
into five symmetrical test fields. Each field consisted of a bed of adhesive and a large-format tile of
3 m X 1 m with cutouts (see Figure 3). One of the tiles was used in another experiment, which is not
part of this paper. This is why this article only discusses measurements performed on four of the tiles
designated A through D. The first adhesive, identified as type I, is a highly deformable cement adhesive
with an extended open time (class C2ES2 according to EN 12004-1 [26]), with standard setting and a
large portion of lightweight filler. This adhesive is heavily modified by powdered polymer binder
at an amount of 12 wt.% of the dry mix. The second adhesive, identified as type II, is a deformable
cementitious adhesive with extended open time and reduced slip (class C2TES1 according to [26]). It is
a normally-setting adhesive without any lightweight filler, modified by a powdered polymer binder at
3.5 wt.% of the dry mix. In the case of tile A, the composite included an additional layer of adhesive
and a separating membrane from a synthetic non-woven fabric. Table 1 shows the composition of the
material system in each test field. The tiles were installed when the slab reached 35 days of age.
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Figure 3. Tile dimensions (1) including the positions of the cutouts, strain gauges (2), acoustic emission
(AE) sensors (3) and measurement lines for the ultrasonic pulse velocity (UPV) test (4) with the position
of the transmitter (T) and, for illustration, receiver positions indicated at one of the lines (R).
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Table 1. An overview and composition of the test fields.

Field ID A B C D
Ceramic element and Iris-Iron Corten  Iris-Iron Corten  Iris-Iron Corten  Levantina Techlam
its thickness 6 mm 6 mm 6 mm 3 mm
Adhesive Typel Typel Type II Typel
Fabric membrane Yes No No No
Adhesive Typel - - -

The diagram (Figure 3) shows the precise size and position of the cutouts. The cutouts serve to
concentrate stress; i.e., to act as a possible source of failure. Figure 4 shows a diagram of the position of
the tiles on the slab as well as the mounting of the slab on the vacuum chamber.
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Figure 4. Diagram showing the mounting of the substrate slab with the tiles on the vacuum chamber
(a) top view, (b) cross-section.

3.2. Loading

While mounted on top of the vacuum chamber, the concrete slab was supported by its longer 6-m
sides. This meant that when vacuum was introduced to its bottom side, it would deflect at a span of
4 m (3.93 m to be exact), assuming the theoretical shape of a cylinder. The slab was subjected to gradual
cyclic loading, where the load was lifted at the end of every cycle. During the first cycle, the load was
10 kN/m? lasting for 10 min, followed by subsequent cycles that were originally planned to be applied
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in 5 kN/m? increments. However, it was decided prior to commencing the test that the loading cycles
would be adjusted depending on how damage and deformations develop. The maximum load was
indeed adjusted after the third cycle (both the load and the holding time)—in the end, the structural
model was loaded by eight cycles; see Table 2. The loading and unloading rate remained constant
throughout the whole test—5 kN/m2/min.

Table 2. List of loading cycles.

Cycle No. 1 2 3 4 5 6 7 8
Maximum load (kN/m?2) 10.0 15.0 20.0 22.5 25.0 27.5 30.0 35.0
Load-holding time (min) 10 10 10 5 5 5 5 10

The cyclic loading was performed when the adhesive had reached the age of 42 days (the slab
was 77 days old by this time). Before the loading, each tile was tested by UPV. Six uniformly spaced
measurement lines were drawn on each tile. The lines consisted of 7 points, the first of which marked
the position of the transmitter. The remaining 6 indicated the six positions of the receiver during the
measurement. This made up a total of 6 measurement points along one line, which thus had the total
length of 300 mm. The distance between the point was always 50 mm. Each line was measured three
times, which produced a total of 18 pulse velocities per tile. At the same time, the surface of each
tile was fitted with two types of sensors—three surface-mounted strain gauges and two AE sensors
(AE measuring parameters: frequency range 80-400 kHz; pre-amplifier 35 dB; threshold 400 mV). Two
more AE sensors were also placed onto the surface of the concrete slab. The number and spacing of the
UPV measurement lines, strain gauges, and AE sensors was identical for all the tiles and is pictured in
Figure 3.

4. Results and Discussion

4.1. Results Obtained during Cyclic Loading

Figure 5a shows the real progress of loading. The graph shows that the original load increment of
5 kN/m? was reduced by half. The reason for this was the formation of the first cracks in the substrate
slab. During the following four cycles, the step-increase in strain did not occur (i.e., it corresponded
to load), which is why the last loading during cycle No. 8 was increased by the original 5 kN/m? to
a total of 35 kN/m?. Figure 5b shows a graph depicting the dependence of AE counts on time (blue
dots) and the dependence of the relative strain of the slab on time (red curve). The strain gauges were
placed beneath the additional concrete layer, which is why the values represent tensile strain. This is an
average value made up from data from three strain gauges. However, the record of the relative strain is
not complete but ends at a point where one of the gauges stopped measuring; i.e., just before reaching
the maximum load during the eighth cycle (the second strain gauge stopped measuring during the
holding of the maximum load of the eighth cycle, the third worked until the end of the loading).
The highest number of AE overshoots was recorded during the 2nd and 3rd loading cycle, during
which the relative strain increased dramatically as well. It therefore appears that the concrete slab
suffered the most substantial cracking during these cycles. During the other loading cycles, nothing
significant in terms of acoustic emission had occurred.
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Figure 5. Real progress of loading (a); AE counts and relative strain of the concrete slab (b).

The values of relative strain in the tiles were measured using three strain gauges glued onto
their surface (see Figure 3); the values therefore represent compressive strain. The final values are an
average of all three strain gauges. For the sake of clarity, graph axes in Figure 6 show the same range
of values. System A, as opposed to the other systems, shows very small relative strain and very low
acoustic emissions throughout the loading. A major increase in relative strain occurred only during
the last cycle.

Systems B and C show a greater increase in relative strain during the third cycle. It is probable
that the slab suffered cracks in these areas and that a part of the tile became detached from the concrete
substrate. This is further confirmed by the increased AE counts, which most likely indicate a failure
within the adhesive or a failure of the substrate/adhesive or tile/adhesive interface. Another more
significant increase in relative strain only occurs during the eighth cycle.

System D showed no response to crack development in the concrete in terms of relative strain or
AE counts. The reason may be its lower stiffness (i.e., high flexibility) that comes with its thickness of
3 mm—the tile followed the curvature of the slab’s deflection and, unlike the 6-mm tiles, had a lower
tendency to become detached. System D showed a major change during the sixth loading cycle where
its AE counts saw a marked increase, and since the seventh cycle it also showed substantial strain.

The analysis of relative strain shows that the stress in system A (containing the membrane) had
been markedly reduced since the third cycle. The difference between the system with the membrane and
the ones without is visible since the third cycle and very pronounced since the seventh. The membrane
reduced the stress transfer from the concrete substrate onto the tile down to a mere 40% of the relative
strain of the other tiles (i.e., strain created in tiles that were glued directly onto the substrate). Even
when the slab deflected to an extreme 66 mm, tile A suffered no damage. However, during the third
cycle, increased AE counts were observed—a clear phenomenon occurred involving the membrane,
possibly its elongation or partial damage to its fibres.
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Figure 6. AE counts and development of relative strain in each tile (A) material system A, (B) material
system B, (C) material system C and (D) material system D.

Figures 7 and 8 show the dependence of cumulative AE counts on permanent strain per every
loading cycle. The loading was divided into three groups of cycles:

Cycle 1-3 (solid line)—until the slab had suffered first cracks; the substrate concrete was undergoing
the greatest changes and thus the tiles were subjected to the greatest stress;
Cycle 3-6 (dashed line)—the loading increment was reduced (a step of 5 kN/m? was changed

to 2.5 kN/m?); the slab did not suffer significant cracking; smaller changes in relative strain and
lesser AE counts were detected;

Cycle 6-8 (dotted line)—these cycles brought the substrate concrete close to overall destruction
and it was clear that some system suffered a bond failure.
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Figure 7. Dependence of AE counts on the development of permanent strain in the concrete slab.
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system B, (C) material system C and (D) material system D.

The figures obtained from measuring the slab (Figure 7) clearly show that the first three cycles
caused significant damage, accompanied by an extreme increase in cumulative AE counts. There is
also a substantial decrease in AE counts, but also in permanent strain during later cycles after the
reduction in the loading cycle. The final loading cycles again show an increase not only in AE counts,
but also in permanent strain.

All graphs in Figure 8 have the same scale, except for system A where the scale was changed due
to the low number of AE counts. System A, which contains the membrane, shows only a small increase
in permanent strain and AE counts compared to the other systems. The membrane seems to have a
dampening effect on the strain transfer from the substrate. A small inserted graph shows what the
results of system A would have looked like if they were plotted to scale. The results in Figure 8 also
show a striking similarity between systems B and C. Thanks to its elasticity, system D with the 3-mm
tile stresses the adhesive to a smaller degree than systems with the 6 mm tile. The first six loading
cycles did not damage the adhesive enough to affect the bond

The curves in Figure 8 were used in a calculation that determined, using linear regression,
the slopes for each loading section, which were later compiled into a correlation matrix; see Table 3.
It shows a clear correlation between the behaviour of the concrete slab and system D with the 3-mm
slab; i.e., the fact, the system copied the slab’s deflections during loading. It also shows an indirect
correlation between the slab and systems B and C. This demonstrates the minimal difference between
adhesive I and II. The influence of the textile membrane in system A is also visible, as it causes a certain
degree of independence on the shape changes in the substrate.
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Table 3. A correlation matrix of the groups of loading steps from Figure 8.

Concrete Slab A B C
Concrete Slab 1.000 - - -
A -0.296 1.000 - -
B —-0.960 0.550 1.000 -
C —-0.991 0.418 0.989 1.000
D 0.985 —-0.456 -0.994 -0.999 1.000

4.2. Results Obtained after the Loading

After all the cycles were completed, the surface of all the tiles was examined using acoustic tracing,
where a percussive force was delivered by an impact hammer. The surface of the large-format tiles
showed no cracks or defects that would be visible by the naked eye. Figure 9 shows a map of damage
that was detected by acoustic tracing. System A, with the membrane, showed no damage to the tile
or loss of bond strength. The other tiles that were attached directly showed a separation from the
substrate around the cutouts. Systems B through D differed in the size of the unbonded areas. Figure 9
shows the percentages of the damaged areas compared to the total area of the tiles.

A B C D

///// 7
Z
7 Z
L L -
0.00 % 4.66 % 13.19 % 2.31%

Figure 9. Areas and their percentages where acoustic tracing revealed a loss of bond strength after the
eight loading cycles for system A, system B, system C and system D.

After the loading, the tiles were again tested using UPV in the same way as before the loading.
Figure 10 shows a boxplot of the pulse velocities measured in each tile before and after loading.
The statistical analysis of all the systems showed that the ultrasonic pulse velocity before and after the
loading did not differ in a statistically significant way, which means that the internal structure of the
tiles was not damaged. All the damage thus occurred in the bond or the slab.
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5. Conclusions

The experiment examined the influence of the bonding system between a concrete substrate and
large-format tiles, and observed the bond strength during mechanical loading. The ultrasonic pulse
velocity test showed that the loading did not cause damage to the internal structure of the tiles. All the
damage that was discovered by other methods thus occurred in the bonding system between the
concrete substrate and the tiles, or in the substrate itself.

The results of AE measurements taken during the loading show that the method is useful
for observing structural changes in "sandwich" structures. This method was able to indicate the
approaching damage in the bonding system in time. The results corresponded with both the outcomes of
strain measurement (greater deflection due to cracks in the concrete slab and the increase in permanent
strain) and the findings of acoustic tracing, which was performed after the loading was finished.

Brief conclusions for every bonding system:

e  System A, with the separating membrane from unwoven fabric and adhesive I, showed the greatest
resistance to the effect of strain in the substrate and an ability of this adhesive bed to protect a
large-format tile of 6 mm in thickness even during extreme deflection of the slab. The conclusion
is confirmed both by the results of strain measurement performed on the surface of the tile and
the lowest recorded AE counts during loading. Acoustic tracing revealed no damage to the tile
anywhere throughout its entire area.

e  System B, which consisted of a 6-mm tile glued directly onto the substrate with adhesive I, was the
second best option for installing a large-format tile of this thickness.

e System C, which consisted of a 6-mm tile glued directly onto the substrate with adhesive II, proved
to be more susceptible to damage due to substrate deformation than system B, even though fewer
AE counts were recorded. During acoustic tracing, this system showed the highest degree of
damage from all the systems examined herein, which would explain the lower AE counts (since
the detached areas suffer less strain). The type of adhesive used in this case is not suitable for
large-format tiles of 3 m length.

e  System D, which consisted of a 3-mm tile glued onto the substrate with adhesive I, showed, to an
extent (in this case it was the sixth loading cycle), minimal differences in strain compared to the
concrete slab, and AE counts were also lower than in the case of systems B and C. Since the sixth
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cycle, the stress caused by the deformation of the substrate concrete slab locally exceeded the
bond strength of the system and a part of the tile had become detached.

This experiment shows that the choice of adhesive is critical in the application of large-format tiles
in high-risk floor structures (i.e., disregarding substrate expansion and contraction, flexible substrate,
underfloor heating, shrinking substrate due to insufficiently mature concrete, performing cutouts, etc.),
but more importantly, the fabric membrane should be included in the adhesive bed. Furthermore,
the condition of large structures should be regularly monitored, mainly to eliminate high financial costs
associated with damage. At the same time, it is recommended to use several methods simultaneously
to arrive at a clearer idea of what is happening in the material instead of relying on just one method,
since its results may be interpreted wrongly.
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Abstract: This paper presents the recognition of micro-events and their concentration in quasi-brittle
cement composites and the identification of the destruction process based on acoustic emission and
sound spectrum. The tests were conducted on a quasi-brittle composite of a cement paste reinforced
with a high volume of dispersed polypropylene fibers. The possibility of identifying the destruction
process based on acoustic emission and sound spectrum was confirmed. This paper focused on the
identification of micro-events using the 3D spectrum. It was shown that the identification of the
concentration of micro-events precedes the occurrence of critical crack f.;, ending the Hooke’s law
range. The ability to recognize this phenomenon with the use of the 3D spectrum makes it possible to
predict the structure destruction process and subsequently to assess the structure destruction (micro
and macro-cracks) and the reinforcement destruction (pull-off, breaking). It was confirmed that
the three-dimensional spectrum provided additional information, enabling a better recognition of
micro and macro-changes in the structure of the samples based on the analysis of sound intensity,
amplitudes, and frequencies.

Keywords: quasi-brittle cement composites; acoustic emission; acoustic spectrum; micro events

1. Introduction

Acoustic emission (AE) is a method that has been used for a very long time in concrete
engineering [1]. Acoustic emission measurements can be applied to recognize the early hydration of
cement [2,3]. Most papers have focused on determining the destruction process (cracks, maximum load,
and failure of reinforcement in cement composites) [4—40]. It was noticed that AE is an effective method
in determining the critical stress fc, of cement composites corresponding to the first crack [4-6]. It is
used for the accurate definition of the elastic range corresponding to Hooke’s law [7,8]. The continuous
AE evaluation in composites and acoustic emission AE events sum (sum AE) has been applied to
determine the first crack [4,9,10], micro and macro-cracks, and their propagation in the fracture process
in cement composites with [11,12] and without reinforcement [13,14].

The test results indicate that AE is a good method for crack formation monitoring in mechanically
loaded traditional [15,16] and high strength [17,18] cement composites. It was demonstrated that this
method is effective during compression [19,20] and bending tests [21,22].

Acoustic emission measurements also focus on the possibility of identifying crack orientation [23-25]
q, thus enabling the recognition of cracks occurring as a result of compression, tensile, and shear stress.

AE is used to identify the destruction process of different materials (e.g., reinforced geopolymer
mortars) [26]. The effectiveness of acoustic emission measurements in structures control was
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confirmed [27-29]. This method is used for example to monitor and control bridges condition [30,31].
The AE is still improved for the purpose of the identification of failure processes in different materials
and structures [32-34].

Our previous own works have focused on the correlation between AE and the individual failure
processes of each of the different composite components based on the sound spectrum [7,35,36].
The conclusions indicate that for the accurate recognition of composite failure processes, the AE
recording should be expanded to include the analysis of each sound separately (also a single signal in
a very small range of frequencies) and the analysis of the range of sounds corresponding to a given
mechanical effect with the use of acoustic spectrum. It was noticed that the acoustic spectrum 2D and
3D should be correlated with the load-deflection curve and with other acoustic effects, which enables
the identification of the failure process.

The presented paper confirms that there is a possibility of correlation between AE and the failure
process in quasi-brittle cement composites. This correlation enables a determination of the stage of
damage in cement composites, increasing the safety of using the composite and a decision whether or
not the damaged composite can be repaired.

The main innovation of this research is the possibility of identifying AE micro events in the area
preceding the occurrence of critical crack initiating the destruction process in cement composites.
The main idea in this paper is the possibility of micro event recognition in the Hooke’s law range,
which enables the prediction of the destruction process.

The paper presents the results of our own studies on a selected paste sample in a four-point
bending tensile test conducted at IPPT PAN in Warsaw, taking into consideration the current
recommendations [37-41].

The results of tests carried out on a number of cement composites (cement paste, mortar, concrete,
with and without dispersed reinforcement [40]) confirmed the general conclusions presented in the
paper, indicating the possibility of their generalization.

2. Testing

2.1. Materials Used for Tests

High-strength cement composites w/(c + Sf) = 0.31, Portland Cement CEM 142.5R (c), silica fume
S¢ = 10%sc, siliceous fly ash 20%c, superplasticizer Sp, tap water (w).

Synthetic-structural polypropylene fibers (ASTM C-1116): density 0.91 kg/dm3, f, = 620-758 MPa,
E=49GPa, 1 =54mm,d =048 mm, I/d = 113.

The specimens were reinforced with a polypropylene fiber volume of V¢ = 5%. The samples with
dimensions 40 x 40 x 160 mm were cut out from pre-formed slabs. Each beam was turned by 90° and
cut to the depth of 7 mm.

2.2. Preparation of Specimens for Tests

Four-point bending tensile tests were carried out at IPPT PAN in Warsaw [40]. The measurements
were conducted on sample beams with the dimensions of 40 x 40 X 160 mm (Figure 1). In the middle of
the span, in the lower part, a cut (7 mm deep) was made in the specimens, in accordance with American
Society for Testing and Materials ASTM 1018 [37]. This paper presents the results for quasi-brittle
cement composite of paste with high volume of polypropylene fiber reinforcement.

2.3. Description of the Test Stand

The tests were conducted on three specimens. The results obtained for each of the three specimens
separately confirm the conclusions contained in the paper.
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Figure 1. Four-point bending test [40].

The loading process was carried out with a controlled, constant displacement speed equaling
0.05 mm/min. Deflection was recorded by means of two LVDT sensors located under the beam, using a
“Yoke” clamp (Figure 2), [40]. During the test, the bending load and deflection of the specimen were
measured. The testing procedure corresponded to the requirements of the ASTM C 1018 standard.

At the end of the test, a 5 mm deflection of the specimens was recognized, which was determined
in relation to the neutral axis. The acoustic emission sensor was fixed to the top surface of the beams
with the use of an elastic band and the surface was coated with coupling graphite grease (Figure 1).

The broadband AE sensor manufactured by Physical Acoustic Corp. enabled the recording of the
AE signal within the frequency range of 10-1000 kHz.

The AE signal was recorded with the use of the ADLINK 9112 card with the sampling rate of
88.2 kHz, the 12-bit resolution, and the function of a continuous recording on a computer disk. Source
files were saved in the format (.wav), which makes it possible to listen to the recorded signal with the
use of the computer sound card speakers.

Thanks to the recorded data, it is possible to plot a load-deflection curve, record AE events, and
aggregate them (total AE).

The acoustic emission effects were presented as a 2D and 3D acoustic spectrum (amplitude of the
frequency depending on sound intensity). The 2D sound spectrum was achieved with the use of the
Audacity program and the 3D spectrum using SpectraPLUS-SC (Pioneer Hill Software LLC, Poulsbo,
WA, USA).

The quasi-brittle cement composites (ESD—Eng. elastic range, strengthening control, deflection
control) were characterized by higher load and absorbed energy in the elastic range compared to
the sample without reinforcement (Figure 2) [35]. The reinforcement effects may be presented by
characteristic points fy (Fy-load, ex-deflection, Wy-work) and areas Ax under the load-deflection curve.

Figure 2 presents the mechanical effects of the quasi-brittle cement composites with the
corresponding acoustic effects and compiled acoustic spectra with various amplitudes corresponding
to different mechanical effects (reinforcement breaking, pull-out, macrocracks, microcracking, and
micro-events).
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Figure 2. The quasi-brittle composite: (a) load-deflection curve, (b) AE, acoustic emission effects, (c) 2D
acoustic spectrum (frequency amplitude depending on sound intensity) based on [36].

3. Test Results

The results are presented using the example of a quasi-brittle cement composite of slurry type
with dispersed reinforcement in the form of structural polypropylene fibers (Figures 3 and 4).

In the top part of Figure 3, the recording of AE effects is presented. The figure shows charts from
four-point bending tensile tests, force-deflection, and force-time; in addition, it shows the recorded
events as a function of time (0-160 s) and the AE events total.
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The characteristic points and ranges of AE events are highlighted in the presented figure.
In addition, the chart of total AE is shown. The red color marks the event f., (the end of Hooke’s law),
corresponding to the critical point f.; on the force-deflection curve. Point f; corresponds to the sudden
drop in stress in the strengthening area, and point fy, corresponds to maximum stress.

In order to analyze the destruction process in the proportionality area shown in Figure 3, the
effects obtained in that range of deflections (in the range of 0-40 s) were enlarged and presented in
Figure 4.

The spectrogram of the AE signal of the tested composite is presented in Figure 5. Events are
visible as vertical lines with marked characteristic points f., f;, fy,, and image of events occurring in
quasi-brittle composites, with highlighted areas of proportionality Ag, strengthening control Ag and
deflection control Ap. The area with a dominating impact of event noise as well as the areas with
the concentration of events Eyj and Ejj; are marked. The spectrum is presented in the range of low,
medium, and high frequency from 0-4000 Hz. The red intermittent line in the spectrogram marks an
area that is linked to the possible occurrence of dispersed reinforcement breaking. Figure 5 enables the
observation of the concentration of micro-events preceding f., (Ey; and Eyy).
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Figure 5. Spectogram of the AE signal.

Figure 6 presents the 2D sound spectra for different AE effects obtained at characteristic points
or ranges of events by means of the Audacity program. Event Ej corresponds to the background
spectrum. Three characteristic areas were identified: Ej, Eyj, and Ejy;. Area Ej groups single events from
E; to E4, area Ejj includes events from Es to Eg, and Eyyj refers to events from Eg to Eq5. The spectra are
presented in the wide range of low, medium, and high frequency from 0-45,000 Hz.

140



Materials 2020, 13, 2988

-70

-85 1

(dB)

-55

30000 40000 (Hz)

«fi

-75

-85 A

(dB)

Figure 6. Sound spectra for characteristic events: sound background Ej and ranges of events: E, Eyy, Eqyy.

Figure 7a,b presents the 3D sound spectra from the Hooke’s law range. Figure 7a shows the sound
background spectrum and spectra of single AE events (groups of sounds Eyy), with spectra in the time
range of 5.4-33 s. Figure 7b presents the background spectra, and events spectra Ey; and Ejyy in the time
range 12.5-39.7 s. Figure 7c displays the background spectra and spectra of multicracking between
points for and f; in the time range 44.9-70.3 s. Relative amplitudes (of sound intensity components)
were analyzed between 50-110 dB. The range of sound intensity components for background spectra
and spectra of events Ejj was from —110 to —85 dB, while the group of events Ej;; and multicracking
corresponded to the level of —80 dB.

Figure 8a is an image of the sound spectra of the composite: its background, events Eyj, Eyyy, and
the critical point f;. Figure 8b presents the spectra of the area of sudden drops in stress in points f;
and f; in the time range 74.8-102.3 s. Figure 8c shows the spectra of event in point fy, and spectra of
the deflection control area. The image is presented in the range 106.3-133.8 s. Relative amplitudes
(sound intensity components) were analyzed in the range between 60-120 dB. The range of sound
intensity components for background spectra and spectra of events Ey; was from —110 to —85 dB, while
the group of events Ejj; and multicracking corresponded to the level of —80 dB.
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4. Discussion of the Results

Figure 3 presents force-deflection and force-time correlation obtained during bending—tension tests
of a quasi-brittle cement composite with dispersed reinforcement. Presentation of these two charts in
one figure enables a better recognition of the destruction processes. The force-deflection curve enables
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the identification of the proportionality, strengthening, deflection control, and crack propagation areas.
The sudden decreases in the ability to carry stress that are recorded on the force-deflection curve
indicate the appearance of macro-cracks/fractures including fiber breaking.

The force-time curve allows one to indicate the effects occurring at the same time as the recorded
AE effects and the AE totals, which should be referred to the force-deflection curve. In order to
precisely assess the composite destruction process, it is necessary to correlate both force-deflection and
force—time curves with the measured AE effects. The recorded acoustic effects in the proportionality
area is presented in 4, Figures 7b and 8a. The obtained data indicate the recording of signals and AE
micro events in the proportionality area AE. The measured AE effects have been linked mainly to
the sound background signal occurring during the tests and to the occurring events. In the figures,
AE events can be observed that have been linked to the individual microcracks occurring within the
area of the Hooke’s law and micro-regrouping in the structure (micro-relaxation), which do not affect
the stress-deflection linear correlation. The occurrence of microcracks before the occurrence of f.,
has been confirmed in other publications [20,26,36].

A micro-event precedes the occurrence of critical point f.;. As shown by Figures 4-8, in the initial
period of the operation of Hooke’s law, in addition to the background noise, single micro-events/signals
appear. The spectra that correspond to sound backgrounds are characterized by the smallest relative
amplitude (Figures 6 and 7). Slightly larger intensities of the sound component correspond to
micro-events, which do not affect the stress-deflection linear relationship. If the correlating spectra
do not occur in groups and there is no increase in sound intensity components, then they may be
considered as insignificant (Figure 7a).

The ability to identify them makes it possible to avoid the catastrophic destruction process in
traditional cement composites and in quasi-brittle composites to avoid exceeding f.;. As is shown by
the presented data, the sound spectrum corresponding to f.; is characterized by the largest intensity of
the sound spectrum component, which ends the concentration of events (Figures 6b and 8a).

Recognition of the destruction process by means of the 3D spectrum has already been presented
earlier [36] with respect to various cement composites and has also been confirmed in this paper.

What has been observed in this study is a clear division of relative sound amplitudes at the level
of circa 7 kHz. Medium- and low-frequency sounds are characterized by a lower intensity of sound
spectrum component compared to high-frequency sounds.

The analysis of the low-frequency spectra was not clear (it results from the measurement range of
the head recording the sound), which is why it was disregarded in the presentation of the 3D image
(Figures 7 and 8). The analysis of sound spectra was conducted in the range of 1-40 kHz.

After exceeding f.;, the multicracking effect was observed in the tested composite, resulting in
the appearance of the intensities of sound components stronger than the background spectra and
single events in the proportionality area, but significantly smaller than the spectrum of f.. (Figure 7c).
The appearance of a macrocrack at point fy, and the deflection control process Ap resulted in spectra
with the sound intensity similar to f.. with larger amplitudes in the range of 8-20 kHz (Figures 6-8).

Figure 5 shows a 2D spectrogram that presents the possibility of the identification of destruction
processes. It is a method of data imaging used previously by researchers. The obtained image does not
show the velocity of increase in the relative amplitudes and contains too large ranges of amplitudes,
which may contain various signals, especially those with small amplitudes, which makes it difficult to
recognize them (especially with respect to single events and the phenomenon of their concentration).
The spectrogram enables the recognition of AE effects with large differences in amplitudes. The use of
frequency ranges makes it difficult to identify which area is responsible for the reinforcement breaking,
and which is responsible for the pull-out of the reinforcement from the matrix. The 3D sound spectrum
contains such information. The spectra responsible for fiber breaking and the occurrence of microcracks
are characterized by a course of sharp, high amplitudes in the entire range of the spectrum 1-40 kHz
(Figure 8b), whereas the pull-out of fibers and their partial destruction caused an increase in the relative
amplitudes, mainly in the area of high frequencies Figure 8c.
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The conducted tests indicate that it is possible to accurately identify the destruction processes
in cement composites. It should be emphasised, however, that their correct recognition requires an
appropriate correlation of the spectra with the individual micro and macro destruction effects.

5. Conclusions

It has been indicated that there is a possibility of predicting the occurrence of f.. based on
the analysis of sound spectra 3D, the occurring groups of micro-events that precede the end of the
load-deflection proportionality area.

The control of micro destruction process before the first crack f. with the use of acoustic
emission (AE) by means of recorded micro-events (increase sumAE) and spectrograms can be used.
These analyses should be expanded by adding an interpretation of individual sound spectra (and not
the groups of them) and correlated with the load-deflection curve.

The 3D spectra provide a better image of the whole destruction process (particularly with respect
to micro-events). The identification of individual events should be correlated with the corresponding
individual spectra including the analysis of spectrum in various frequency ranges.

It has been confirmed that the use of spectra with respect to grouped events (destruction processes),
in particular in the case of 2D spectra, results in incorrect conclusions if it refers to different events.
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Abstract: The structure safety can be assessed, but only indirectly, by identifying material properties,
geometry of structures, and values of loads. The complete and comprehensive assessment can
be done only after determining internal forces acting inside structures. Ultrasonic extensometry
using an acoustoelastic effect (AE) is among the most common non-destructive techniques (NDT) of
determining true stresses in structures. Theoretical bases of the method were described in the mid 20th
century. They were founded on the correlation between ultrasonic waves and the value and direction
of stresses. This method is commonly used to determine stresses mainly in homogeneous materials
without any inherent internal defects. This method is rarely applied to porous or composite materials,
such as concrete or rock due to a high dispersion of results. Autoclaved aerated concrete (AAC),
characterized by high homogeneity and porosity, is the popular material in the construction sector,
used to produce masonry units. The discussed tests involved the acoustoelastic effect to determine
stresses in the masonry wall made of AAC. This paper presents a widely theoretical background
for the AE method, and then describes the author’s own research on AAC divided into two stages.
At first, the empirical relationships between compressive stress and velocity of longitudinal ultrasonic
wave, including humidity, were determined. In stage II, nine masonry walls were tested in axial
compression. Mean compressive stresses in the masonry wall determined with the proposed method
were found to produce a satisfactory confidence level up to ca. 50% of failure stresses. Results were
significantly understated for stresses of the order of 75% of failure stresses.

Keywords: masonry structures; autoclaved aerated concrete masonry units (AAC); compressive
strength; minor-destructive (MDT) techniques; non-destructive techniques (NDT); ultrasonic testing;
acoustoelastic effect (AE)

1. Introduction

The ultrasonic technique is used for many purposes, but the most common purpose is
diagnostic [1-4]. Ultrasounds are employed by many branches of the industry; they are a crucial tool
for electronic engineering, telecommunications or material engineering. Generally, the application
of ultrasounds is broad and covers active and passive uses. The passive use includes ultrasonic
spectroscopy and defectoscopy, ultrasonic diagnostic for medical purposes, and hydrolocation.
Ultrasonic waves are more and more often used to test kinetics of hardening of different types
of substances. The active use includes ultrasonic coagulation and dispergation, ultrasound therapy,
cavitation, development of sonoluminescence, or chemical reactions. Other active applications are:
crushing and forming hard media, bonding, soldering, washing, extracting, and drying of substances.
They are also used quite commonly to measure stresses in metal constructions. These methods have
been elaborated to measure stresses caused by thermal treatment of rolled profiles or during welding.
Ultrasonic stress measurements are based on the acoustoelastic effect (AE), that is, on the dependence
of acoustic wave velocity on stress. Measurements of stress in bolts are the oldest application of the
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AE method. Stress is determined on the basis of measured change in the times of flight of ultrasonic
waves propagating along the stressed bolt. New tests and applications related to measurements of
stresses in rails, train wheels and unit shafts, have been presented in [4].

Non-destructive techniques are used for other popular materials, such as concrete or ceramics,
to determine time of set, and changes in the modulus of elasticity. Ultrasonic testing using
minor-destructive techniques (MDT) can determine compressive strength [5,6]. Classic methods
of damage detection have been intensively developed [7-10]. No attempts have been so far made to
determine stress state in materials with porous structure, such as concrete or rock. These materials
behave advantageously under compression, and the complex structure of ordinary concrete cause
difficulties in interpreting the results. This aspect is completely different for autoclaved aerated
concrete (AAC), whose compressive strength is relatively low and at the same time this material is
more homogeneous than concrete despite its porous structure.

Autoclaved aerated concrete (AAC) contains cement, calcium, and lime as binding material, sand
used as a filler and tiny quantities of aluminium powder (or paste) which is used as a blowing agent.
Density of this type of concrete ranges from 300 to 1000 kg/m?, and its compressive strength varies from
1.5 to 10 N/mm?. AAC has been commonly used since the middle of the 1950s. This material (>40% of
the construction segment in Europe) is used for masonry structures, precast wall or floor elements,
and intels [11]. The open-pore structure explains why AAC is sensitive to direct exposure to moisture,
which results in worse insulating and strength properties. The available articles, apart from general
relationships specified in standards, do not contain detailed references expressed as empirical relations
to determine strength properties of AAC using NDT and semi-NDT techniques. This work describes
the practical application of selected issues on ultrasonic testing presented in the papers [12,13].

This paper is an attempt to evaluate changes in stress state of masonry units made of autoclaved
aerated concrete built into small fragments of the masonry wall under axial compression. The masonry
wall was also made of autoclaved aerated concrete with considerably more porous structure than
ordinary concrete. The aim of the tests was to define empirical relationships concerning values of
vertical stresses in the AAC masonry wall including the acoustoelastic (AE) effect well-known in
practice [14]. This paper is divided into the theoretical part containing detailed bases of the AE method,
and the research part consisting of stages I and II In stage I of the tests, experiments were performed
on 24 small cube specimens (100 x 100 x 100 mm) of autoclaved aerated concrete with nominal
densities of 400, 500, 600, and 700 kg/m3. The elastooptic constant 117 was determined that showed
the longitudinal wave cp,y depended on stress 033. In stage II, nine small models made of autoclaved
aerated concrete with nominal density of 500 kg/m> were prepared and tested in the second phase of
tests. They were used to measure velocity of the ultrasonic wave c,. Relationships determined in the
first phase were used to identify the stress state in the masonry wall and validate g33—cp relationship.

2. Theoretical Basis

2.1. Propagation of Ultrasonic Waves in Linear-Elastic Material

Generally, an anisotropic body, e.g., crystal of defined symmetry, can be the solid medium.
The propagation of waves in the anisotropic medium, particularly velocity, depends on the direction
relative to the axis of coordinates usually related to the crystallographic arrangement that corresponds
to the given symmetry. Hooke’s law [15] describes elastic properties of the anisotropic arrangement in
the linear relationship between the stress tensor oj; and the deformation tensor ¢ in the following way:

0ij = Cijkt€kt + Cijimn €1 €mn + - .- 1)

where: gj—components of stress state, e;—components of deformation state.

Both quantities are symmetric tensors of second rank, which means they can have six independent
components. Coefficients ¢jj and cjjmn are constants of elasticity of second or third rank, respectively.
They are symmetric tensors of fourth and sixth rank, respectively. The linear theory of elasticity assumes
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materials are elastic, and the relationship between stress and deformation is linear. All constants of
elasticity of third order or higher are neglected. Even for such a simplification, the number of tensor
components cjj defining elastic properties is 36, but the number of independent components is 21.
In the case of orthotrophic materials with three mutually perpendicular planes of symmetry, elastic
properties are described by nine independent constants of elasticity in the following form:

m ¢z a3 0 0 0
cp ¢ 3 0 0 0
3 3 ¢33 0 0 0
J— 2
€ij 0 0 0 cy 0 0 @
0 0 0 0 Cs5 0
0 0 0 0 0 Ce6

Regarding isotropic materials with the infinite number of axes of symmetry planes, elastic
properties can be comprehensively described by two independent constants of elasticity c1, and cyy.
Other matrix coefficients (2) can be expressed as linear combinations using the Lamé coefficients:

cp=cp=c33=A+2U, c1p=03=03=2A, Caq = C55 = Ce6 = |- 3)

The force acting on any volume element in the solid medium, in which the disturbance is observed,
can be expressed as the gradient of stress caused by the disturbance [1]. The Equation of the particle
motion representing the equilibrium state between the restoring force and the inertial force is expressed
by the following Equation:

2% 9Ty 9%, &k

— = =— > p)—= = CijH=—— 4

AT T L T @
where: pp—density of the body in the tensionless state. The expression (4) contains the equations of
three components of the displacement, which describe components of the wave equation of vector
quantity & described by three components. Assuming that coordinates of the plane harmonic wave are
expressed by the relationship & = &oe!(“*~¥), Equation (4) can be expressed as:

—w?podo; = —cijukikiEox — (cijiakiki — 5 po)Eok = 0 ©)

where: w is the wave frequency, k;, k;,—wave vector (towards j, I), £oi, Sox—coordinates of the plane
harmonic wave (towards i, k).

Expression (5) is the system of homogeneous algebraic equations, which due to unknown &gy is
described in the following form:

(cxjukiki — w?po)éro + crjorkikiéao + c1zikikiéso = 0
cajukikiéao + (Cijlkikz - w2P0)520 + cojaikikiEa0 = 0 (6)
cjukikiE1o + c3jarkikiEao + (C3j21kikl - w2P0)530 =0

The system of equations is fulfilled when the determinant of the coefficients is equal to 0.
The equation of third degree relevant to w? is the solution for the determinant. The equation contains
three roots that correspond to three different waves with mutually perpendicular displacements.
When the simplest case of the isotropic body and waves travelling along one axis (x3), the determinant
of the Equation (6) takes the following form:

C44k2 - a)2 Po 0 0

0 cyak? — @?pg 0 =0 7)
0 0 C]1k2 - w2p0
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By solving the determinant, the following equation is obtained:

2
(C44k2 - wzpo) (cnk2 - a)zpo) =0 8)
2
It has two roots equal to w% = w% % and the third one equal to a)é = E“k . Taking into

account that k = w/C (where C is wave eloc1ty) the following roots are obtained:

C=C= % c= |2 )
Po Po

A solution to this issue indicates the propagation of three waves in the body. Two of them are
characterized by mutually perpendicular oscillations and the same velocity C; = C; = ¢ is known
as transverse waves as cy is the shear. The third wave with the velocity ¢}, is the longitudinal wave
because c1; is constant related to the component of the normal deformation. Taking into account
relationships between material constants, the following expression is obtained:

m ’/\—i—Zy
cr= |—,cp= 10
T 00 14 00 ( )

Constants A and u can be introduced into the system of Equations (4) by replacing coefficients cjj-
Then, the system of equations broken down into components is for the isotropic body as follows:

R P&

poe = (A+2u) 550 +ug %Bx,
P& 97

po 3t22 - (/\ +2y) Ixp0x; + Haxzax, (11)

Py % )
po 3t23 - (/\ +2}1) Ix30x; + Paxzaxi

When the medium is incompressible (no changes in volume), the above equations give the wave
equation for transverse waves in the following vector form:
P’E_pp
— = —V7g 12
2 oo (12)
where V2 is the Laplace operator of the second order in 7- dimensional Cartesian coordinate system
expressed as: V2 = A = ‘92 +52 ’92 + 92 +...+ %
n
Assuming the irrotatlonal medlum, the wave equation for longitudinal waves is as follows:
P A+2u v

GE = oV (13)

2.2. Propagation of Ultrasonic Waves in Porous Material

Biot is regarded as the initiator of works on the theory and studies on ultrasonic waves in porous
materials [16,17]. According to the theory, there are two compressional waves in the wet porous
material—P1-wave (the fast wave) and P2-wave (the slow wave). Further works [18,19] have confirmed
Biot’s hypothesis. Other research works refer to other phenomena, including reflections and refractions,
which are significant for testing and diagnosing materials. Currently, different aspects concerning wave
propagation in the porous medium are examined. The issue of wave propagation and scattering in the
inhomogeneous material is presented in, inter alia, the papers [20,21]. The works [22,23] present the
mathematical model of propagation of low-frequency surface waves—-the Stoney waves, in the porous
material. Another paper [24] describes experiments on absorption and propagation of ultrasonic
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waves in materials with dual porosity, whereas the work [25] demonstrates test on the propagation of
Rayleigh waves at liquid-solid interfaces.

Concrete, like rock media, is not ideally elastic. Therefore, the wave equation cannot be directly
applied to this medium (12). The imperfect elasticity of concrete causes internal friction that transforms a
part of energy into heat causing scattering and dispersion of velocity of elastic waves. The mathematical
presentation of imperfection of the elastic medium is described in different ways. For example, the
equation of the perfectly elastic medium can be replaced with the system of equations describing
stresses and deformations. The equation of the plane longitudinal wave moving and scattered in the
imperfectly elastic medium takes the following form:

PE 1 9% P

ge_ 1 0% 14
o Buo  1oxr (14)

Po

where f,q—adiabatic compressibility coefficient, n = 1" + 4n’—viscosity coefficient composed of
coefficients (n”) of bulk and shear viscosity (1’).
Generally, the solution to the wave Equation (14) is expressed as:

E(x’ l‘) — Ae—anxeiw(t—g) +Bea,,xeim(t+’c—() (15)

where: A, B—integration constants, ay—integration constant depending on the value of viscosity
coefficient, c—wave velocity, x—coordinate of wavefront, wv—wave frequency.
The velocity of longitudinal waves in viscoelastic medium can be described as:

K [20+@22)(VI+ 22 -1)
Cp = % (16)

w?r?

where 7 = 1,4, K = 1/B4.

The velocity of waves in the inhomogenuous granular medium, despite being the material
constant, is related to its physical properties—density, elasticity defined by the Lamé coefficients also
depends on wave scattered by the medium, wave frequencies, the medium structure, etc. Therefore,
velocity not regarded as the constant value in contrast to the propagation of waves in perfectly elastic
media. Granular media, such as rocks, concrete, or mortar, are characterized by:

e  different dimensions and properties of components—matrix grains,

e  different models (systems) of arrangement and connections of individual grains—they can have a
direct contact or are connected with binder of other properties. In the case of chemically bonded
materials, the binder changes its properties during the transformation from liquid to solid state.

Scattering of the elastic wave in granular media depends on many factors—mechanical and
thermal processes caused by the propagating wave. There are three main reasons for energy loss
during wave scattering:

e internal frictions in the medium—o;,,
e  thermal effects—or,
e  Rayleigh scattering 6r.

The overall wave scattering is the sum of mentioned elements:
6 =06, + 07 + 0r, 17)

The role of each of the three factors above in ultrasonic wave scattering in the homogeneous
granular medium depends on the frequency and structure of that medium characterized by:

e dimensions of the matrix grains,
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e thermal properties of components,
e elastic properties of components, and their density.

Wave velocity in granular media characterized by a large coefficient of wave scattering can be
calculated from the following dependence:

512
C=Corl1- (—) (18)
2]
where Cyp—wave velocity in the linear-elastic medium, o—total scattering coefficient, and
w—wave frequency.

The velocity of wave propagation in granular materials changes within a wide range and is
subjected to fluctuations depending on the type of components and their distribution. It is caused
by different values of elasticity constants E G v demonstrated by individual components of granular
materials. Therefore, we obtain a certain mean velocity that results from the percentage contribution of
velocity to individual components. Determining ultrasound velocity for different specimens cannot be
neglected in that case. Greater scattering and more problems related to signal recording are expected
in specimens with longer wave paths. Hence, the use in NDT methods requires the conversion of
wave velocities.

3. Stress Measurements Using an Ultrasonic Technique

Material stress can affect velocity of the acoustic wave due to inhomogeneity and anisotropy of the
material. That effect has been described for the first time by seismologist Biot [26] and experimentally
verified by Hughes and Kelly [27] and Bergman and Shahbender [28]. It is demonstrated that the static
stress can change velocity of the acoustic wave in the medium, and that effect is called the acoustoelastic
(AE) effect [29,30].

The acoustoelastic effect is based on the relationship between the velocity of transverse wave
propagation and stress in solid bodies found by Benson and Raelson in the 1970s [14]. Since then,
this aspect has been widely developed [31-33]. The impact of stress on the velocity of transverse wave
propagation is determined by the direction of wave propagation with reference to the stress direction
and wave polarization. A change in the polarization plane depends on stress, similarly to a light
wave in the elastooptic effect. Its mechanism was theoretically described on the basis of the non-linear
theory of solid deformation [27]. According to that theory, constant elasticity of higher orders (than
those observed in the theory of linear elasticity) was responsible for nonlinear effects. The propagation
velocity in the stressed body can be expressed as the sum of velocities in the tensionless stress (¢ = 0)
and its change (increment) caused by stress. That change can be defined as dependent on stress
including constant characteristics of elasticity of second or third order.

In accordance with the infinite deformation of elastic materials by Murnaghan [34], the stress-
deformation relationship should be described by the function of free energy W defined as [27,35]:

1 1
Wy = E(A +2u) —2ul, + 5(1 +2m)l = 2mh I, + nls (19)

where: A, y—Lamé constants, [ m n—elasticity constants of second and third order by Murnaghan, I,
I, [;—deformation invariants.
Taking into account the principle of energy conservation, Hooke’s law can be expressed as:

(961/{,'

pOWs = i o
j

(20)
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where W and 6u; mean finite increments in the function of free energy and displacement area, p is
density after deformation. The combination of Equations (19) and (20) produces the acoustoelastic
equation, which binds the static load with velocity of the elastic wave under hydrostatic pressure P:

Pocy = A+ 241 = g3ty (61 +4m + 74 +10p) , .
POCT = 1= 5z (3 + 0,51 + 31 + 641) @1)
where: ¢, and cr are velocity of longitudinal and transverse waves respectively, a pp—body density in
the tensionless state.
Thus, the hydrostatic level of stress can be defined from Equation (20) [36] by measuring velocity
of the longitudinal and transverse waves—Figure la. In the case of uniaxial stress, wave velocity
depends on the direction of the stress and the square of velocity on Figure 1b-1f is as follows:

V2 - 40410 +4m) + A+ 21, 22
111 — 0o 3Kopo ( F ) (22)
A42u oy [2/\ ]
2
= — (A +20u +m) - 21|, 23
113 0o 3Kopo H( F ) (23)
2 A
Vigg = u~— SKp 4A+4y+m+@ (24)
An
Vi =H- 3Kp /\+2y+m+@ (25)
nin
132 H+ p |:2/\— +§E;:| (26)
where: KO ﬁ = 2H§3A

Knowing velocity of the ultrasonic wave in the loaded material and elasticity constants of the
first (A u), second and third order (im n I) normal stresses can be determined. Measurements of wave
velocity do not cause any problems except for small specimens (due to high sensitivity of the recording
equipment). However, determining material constants m, n, and [ is difficult.

Using the equation [27], the precise method of determining material constants was presented
in the papers [37,38]. Velocities of longitudinal and transverse waves under the uniaxial stress are
presented in the following form:

poVi = A+2u+ %[SA +10p + 21 +4m —2v(A + 21)] - V2, = Vg(l +2a11%) (27)
o n u 2 1%
2 _ 1 2 _ 1
poVi, = p+ E[/\ +4u +m—v(2)\ +2u+2m— E)] -V = (R) (1 +20¢12E) (28)
) o
poV2 = u+ 2 [)H—y—i—m v(2A+4y+2m——)] SV2 = (%) (1+2a21f1) (29)
poVE = A2+ TN+ 2= v(6d + 100 + 41+ 4m)] > V3, = Vi1 +202F)  0)
¢ : o1
poVE =i+ 2 [/\—I—m— 5 = V(24 + 641+ 2m) ] SV = (po) (1+205%) (31)
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Figure 1. Identification of velocity of ultrasonic waves in isotropic material: (a) hydrostatic compression
by pressure P, (b) longitudinal wave under stress o1, (c) transverse wave under stress o3, polarized in
planes 1-3 (d) transverse plane under stress o1, polarized in planes 1-3, (e) transverse plane under
stress 03 polarized in planes 1-3, (f) longitudinal wave under stress o5, polarized in planes 1-3.

Tests on the specimens of two lengths were the base to formulate relationships for determining
constants a1, ag, &2, Az, and a3 from the following equations:

E L At L At
ek o)

o1{La=Li\tor ] Lp—Li\te
where: L;—length of specimens “1” and “2” used for calibration, At; = t; — fy;—difference in
passing time of wave in specimen “1” after deformation (fy;) and before deformation (o), At, =
ty — top—difference in passing time of wave in specimen “2” after deformation (tp;) and before

deformation (f().
The equation for determining other material constants is as follows:

E (At
0(1]' = =V - U—l(g) (33)

where At = t; — tg; is the difference in passing time of the wave in the specimen after and before
its deformation.
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My own research indicated the linear nature of changes in the ratio of passing time of the wave
At/ty in relation to stress increase. Determining other constants consisted in solving the following
system of equations:

Con-5)(42) 2oy -
1= CouDlOA) _ dperd, g = [ GH02 (A +2p) - &
nip = 2[—(a+4v) +2v(a+ p) + 2uary], noy = 2[—(a+2v) +2v(a+2p) + 2ua] (34)

n3 = 2[a —2v(a +3u) - 2uamn)]

where: a = A +m.

Figure 2 shows changes in increment of propagation time of longitudinal and transverse waves
described in the paper by Takahashi [38], who based this on his experience of developing and patenting
the measuring apparatus to determine directly constants [, m, and 1 [39].

251 60mm(s) Hy
110 mm (1) o
e 60
2.0 oo
15 40
At 10 20 1
to At, ns :
05 O, () ®F,(5) o
“h () A1) |
OpA% &l.—'Ir\— ok, O = Vs ) :
‘ -20) T
| I |
0.5 I ! |
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tensile stress o, N/mm? compressionsuess oy, N/mm? rension
(@) (b)

Figure 2. Selected test results for acoustoelastic effect: (a) ratio of changes in velocity of waves
of different length obtained from tests (adapted from [38]), (b) changes in velocity of longitudinal,
transverse, and Rayleigh waves obtained from tests (adapted from [40]).

As expected, the greatest increments in wave velocity were observed for longitudinal waves in
the direction of stress. In addition, surface waves could be used to detect changes in stress states.
The smallest gradients of velocity were obtained for transverse waves. As expected, the greatest
increments in wave velocity were observed for longitudinal waves perpendicular to the stress direction.
An increase in compressive stress caused an increase in wave velocity. Similar relationships were
observed for waves propagating perpendicularly to the stress direction. Theoretical principles of the
acoustoelastic effect are relatively well documented in the literature. There is also an apparatus to
determine elasticity constants /, m, and # of the third order for metals and plastic in accordance with
procedures described in, among others, papers [37,38,41]. Diagnosing stress states in structures using
the NDT method requires the information on load direction and defined gradient of changes in velocity
of longitudinal or transverse wave Knowing Muraghan coefficients is not essential.

4. Test Program and Results

The test program was divided into two stages. Stage I included the material tests on specimens
made of autoclaved aerated concrete (AAC) to determine density py, elasticity modulus E and Poisson’s
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ratio v. Each cube specimen was subjected to axial compression until the failure and velocity of the
longitudinal wave were determined at different normal stresses. The obtained results were used to
determine linear correlations describing a 0-Cy, relationship. In stage II, nine models of masonry walls
were tested in axial compression. The velocity of the longitudinal wave was measured at different
values of vertical loads. Then, vertical loads were determined on the basis of a correlation curve
obtained during stage I. To interpret the results, they were compared with numerical calculations for
3D models of the masonry wall.

4.1. Stage —Determination of Acoustoelastic Constant

The tests included four series of masonry units with thickness within the range of 180-240 mm
and different classes of density: 400 kg/m?, 500 kg/m?, 600 kg/m?, and 700 kg/m?, each 20 masonry
units were randomly selected. Six cores with a diameter of 59 mm and the height of 120 mm were taken
from each type of the masonry unit using a drill. They were used to determine fundamental properties
of tested autoclaved aerated concrete (AAC). All drilled cores were dried until constant weight at
temperature of 105 + 5 °C. Then, two vertical and horizontal electro-resistant tensometers were fixed
to side surfaces of cylindrical specimens to measure deformations and determine modulus of elasticity
E within the range of 0.1-0.33 0 max and Poisson’s ratio v at the level of 0.33 omax. Tests were conducted
using the testing machine, in which an increment in load was controlled manually, and the reading
range of the dynamometer was 100 kN. Mean mechanical parameters obtained for all tested types of
masonry units are shown in Table 1. The presented results from testing density were taken from the
paper [12].

Table 1. Fundamental characteristics of masonry units.

Nominal Class Density Range No. of Specimens Mean Density pp, Mean Modulus Mean Poisson’s

No. of Density of AAC, (Cores @59 x kg/m? (C.0.V) of Elasticity, E, .
kg/m3 kg/m3 120 mm) acc. to [12] N/mm2 (C.0.V) Ratio v, (C.O.V)
1 400 375-446 6 397 (6%) 1516 (9.6%) 0.19 (7.9%)
2 500 462-532 6 492 (3%) 2039 (8.9%) 0.21 (8.7%)
3 600 562-619 6 599 (2%) 2886 (10.5%) 0.20 (8.5%)
4 700 655-725 6 674 (3%) 4778 (10.1%) 0.19 (9.2%)

Besides the cores used to determine properties of AAC, four series of six cuboid specimens
each (24 specimens in total) were drilled using a diamond saw 4. The specimens had dimensions of
100 x 100 x 100 mm, and were used as basic specimens for determining the strength fp in accordance
with Appendix B to the standard EN 771-4 [42]) harmonized with the European standard PN-EN
1996-1-1:2010 [43].

All specimens drilled from blocks to determine the correlation between vertical stresses and
ultrasound velocity, were air-dried until constant weight at a temperature of 105 + 5 °C (for at least
36 h). That way, the impact of moisture content on AAC was eliminated [13,44]. Generally, it tends to
reduce significantly compressive strength and change velocity of the ultrasonic wave propagation [12].

The ultrasonic technique, commonly applied to test strength of concrete and masonry, was
used to determine velocity of ultrasonic waves in AAC [45,46]. Ultrasonic testing was conducted
on the block specimens 100 x 100 x 100 mm drilled from masonry units—Figure 3. The specimens
in air-dry conditions and relative humidity w/wmax = 0% were used for testing. Each series of
elements included at least six specimens, and 24 specimens in total were tested. PUNDIT LAB
(Proceq SA, Schwerzenbach, Switzerland) instrument was used for tests. Exponential transducers with
the waveguide length L = 50 mm, diameters o1 = 4.2 mm and 02 = 50 mm, and frequency 54 kHz
were employed. The measurement accuracy of passing time of the ultrasonic wave was equal to
+0.1 ps. The used methodology of testing and equipment were typical for ultrasonic tomography
for concrete and masonry [47,48]. Each specimen was placed on transducers of the testing machine
(type FORM+TEST Priiffsysteme MEGA 3 with the range of 100 kN, class 1, reading accuracy +1%)
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through the vibration isolation washer and steel sheet of 3 mm thickness. The steel plate and the
vibration isolation washer were placed on the top surface of the specimen. Vibration isolation was
necessary for eliminating possible vibrations that could affect the results from measurements of
ultrasonic waves. Then, the transducers were applied to opposite walls and the passing time of wave
was measured using the transmission method. The transducers were in contact with the specimens at
an angle of 90° within distance between the transducers measured every time with accuracy up to
1 mm. The tests were conducted for various loading of the specimens and the force was scaled every
2.5 kN.

Figure 3. A test stand for measuring ultrasonic wave velocity in compressed specimens: (a) specimen
geometry and elements of the stand, (b) geometry of exponential transducer, (c) a test stand; I—tested
AAC specimen 100 x 100 x 100 mm, 2—exponential transducers, 3—cables connecting transducers
with recording equipment, 4—recording equipment, 5—steel sheet, 15 mm thick, 6—vibration isolation,
7—heads of testing machine.

The selected results from measurements and maximum values of stress 03max are presented in
Table 2. There are also empirical values of the longitudinal wave Obscpo without the participation of
compressive stress and ratios of normal stress 03/03max, for which the measurements are presented
in a tabular form. Figure 4a illustrates results from measured velocities of ultrasounds as the ratio
(CP—Obscpo)/"bsch expressing the relative increment in ultrasound velocity as a function of stress 3.
Relative increments in velocity of ultrasonic waves are presented in Figure 4b as a function of relative
compressive stress 03/03max-

As in previous tests [12], the specimens dried until constant weight demonstrated an increase
in ultrasound velocity with increased density of AAC under stress o3 = 0. Velocity °bscp0 increased
to 1875 m/s in concrete of a nominal class of 400 kg/m?, and to 2225 m/s in concrete with density of
700 kg/m?>. Increased compressive stress in all specimens caused nearly proportional drop in ultrasound
velocity. Under relatively low stress when 0 < 03 < 0.2503ma, Values of ultrasound velocity decreased
by 2-4% when compared to Obscpo. When normal stress increased to the level of 0.2503,¢ < 03 <
0.5003max, the velocity of ultrasounds decreased by 5-7% when compared to the reference value of
0.2503max- Under greater values of relative stress 0.5003max < 03 < 0.7503may, the greatest percentage
drop in propagation of ultrasonic waves by 9-11% was found in concrete with nominal densities
of 400 and 500 kg/m®. The reduction in velocity of ultrasonic waves by 7-9% was observed in the
specimens made of concrete with density of 600 and 700 kg/m3. No clear reduction in wave velocity in
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concrete with densities of 600 and 700 kg/m? was observed for the stress level, at which slight noise
was heard in the specimens and local crushing was apparent within the stress range of 0.7503max < 03 <
0.9503max- The relative velocity of ultrasounds decreased by 11-12% in other specimens. In conclusion,
a nearly linear drop in relative velocity of longitudinal ultrasonic wave was observed regardless of
AAC density. The maximum reduction in relative velocity of ultrasounds was directly proportional to
AAC density and changed within the range of 7-12%. As in tests conducted on metals [38,40], linear
relationships were obtained, which defined the reduction in velocity of ultrasonic wave propagation as
a function of applied normal stress. Considering the relationship (23), accurate physical relationships
can be determined:

A A
V2, = V24 sl [B (A +20u 4+ m) —2l]os > & = &+ 3Rz |2 (A + 20y + m) = 21]os

113
2 bs 2 ~
- ol SCpO = (Cp - Cpo)(Cp + Cpo) X (Cp - Cpo)Zcpo, (35)
(0=G0)290 _ 1 T2a (=) _ H(A+20u4m)-21
Cp0 ~ 6Kopocyo [T(A +20p +m) - 21]03 - o (A+2u)(3A+2u) 3.

Table 2. Test results for ultrasound velocity in AAC at various compressive stresses.

Mean Density p Mean Mean Relative Mean . Mean
. . . Mean Passing Standard

(Nominal Class  Compressive =~ Compressive Path . Ultrasound o coyv,

No. . Time of Wave . Deviation, o

of Density) Stress Stress Length T us Velocity s, m/s %o

kg/m? 03, N/mm? 03/03max L, mm s cp = L/t, m/s 4

1 2 3 4 5 6 7 8 9
1 0 0 53.5 bse g = 1875 1.02 1.9%
2 397 0.75 0.27 55.7 1801 1.78 3.2%
3 (400) 1.33 0.48 100.2 57.3 1750 0.56 1.0%
4 2.08 0.75 60.4 1660 0.13 0.2%
5 2.58 0.93 60.9 1647 1.19 2.0%
6 0 0 53.0 Obscpo =1893 0.62 1.2%
7 492 0.83 0.24 54.3 1849 1.04 1.9%
8 (500) 1.66 0.48 100.3 57.1 1756 0.54 1.0%
9 2.59 0.75 58.2 1724 1.55 2.7%
10 3.33 0.96 59.3 1691 1.23 2.1%
11 0 0 49.5 "bscpg =2031 1.32 2.7%
12 599 1.25 0.24 51.7 1942 1.79 3.5%
13 (600) 2.58 0.50 100.4 529 1898 1.32 2.5%
14 3.92 0.75 54.6 1841 1.75 3.2%
15 5.00 0.96 53.9 1866 2.40 45%
16 0 0 45.1 Obscpo =2225 1.56 3.5%
17 674 2.00 0.24 46.5 2159 2.34 5.0%
18 (700) 4.17 0.50 100.2 47.5 2114 2.08 4.4%
19 6.17 0.74 48.3 2075 1.72 3.6%
20 8.17 0.98 48.6 2064 171 3.5%

The relationship after transformation can be expressed as:
cp—c to —t A (A 4200 +m) - 21
P p0 p0~tp u H o Biao (36)
= = 3 = P11393,
0 tp (A+2u)(BA +2u)

where f8113 is the acoustoelastic effect [40] related to the longitudinal wave perpendicular to the direction
of the applied load.

If cpo in the relationship (36) is replaced with the value determined in the tests, then the relationship
illustrated in Figure 4a is obtained. By dividing both sides of the Equation (36) by the value of maximum
stress 03max, the following relationship is developed:

(v =cp0)  (tpo—1tp) 03
Cpo B tp = Vs O3max ' 37)

160



Materials 2020, 13, 2852

where 7113 = 113 03max can be called the relative acoustoelastic coefficient.
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Figure 4. Results from measuring velocity of the longitudinal ultrasonic wave: (a) relative change in
velocity of longitudinal wave as a function of compressive stress, (b) relative change in velocity of
longitudinal wave as a function of relative compressive stresses.

The introduction of coefficient 113 considerably simplifies practical applications. By using relative
values of passing time of the wave, the effect of wave scattering and other related effects described under
point 2.2 could be neglected. If cp in the relationship (37) was replaced with the value determined
in the tests, then the relationship illustrated in Figure 4b was obtained. It was adequate to know the
coefficient 7113 to determine the maximum value of compressive stresses corresponding to normalized
compressive strength of the masonry unit fg,y in air-dry conditions. The obtained values of coefficients
B113 and Y113 for straight lines determined from Equations (36) and (37) as a function of density are
presented in Figure 5.
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Figure 5. Values of coefficients 3113 and 113 as a function of AAC density.

Empirical relationships developed from obtained results were proposed to express values of
coefficients 113 and y113 as a function of AAC density at (w = 0)

Bz = 1.39 x 10~4p — 0.104, R? = 0.995,
y113 = 1.72 x 107%p — 0.206, R? = 0.923 (38)
when 397 X8 < p <674 X8
m me
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The practical applications required taking into account moisture content of AAC. The paper [12]
demonstrated that the maximum moisture content in concrete depended on nominal density. At the
density increase in the range from p = 397 kg/m?® to 674 kg/m®, the maximum moisture content was
varying within wmax = 53.3-89.9%, which made it possible to determine a straight line of the least
square in the following form:

kg

m3

kg

m3

Wmax = —1.23 X —0— 4 1.34, when 397

1000 (59)

<p<674

Moreover, relative changes in velocity of longitudinal ultrasonic waves were shown by the
relationships illustrated in Figure 6.
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Figure 6. Relationship between velocity of ultrasonic wave propagation, moisture content and density:
(a) relative changes in velocity of longitudinal wave as a function of relative moisture content w/wmax,

WAV max

(b) values of coefficients as a function of AAC density.

The tests were used to develop the following relationships including velocity cpw in wet AAC
with reference to AAC in air-dry conditions cp:

9 — 05695~ 0.818 + 1, when 397 & < p < 446 15,

Cp Wmax m

9 = 048352 ~0.671+ 1, when 62 <& < p <532 1§,

cp

40
T = 036652~ 0.504 + 1, when 562 =& < p <619 5, “0)

p
Cpw kg kg
T — 032354 ~ 0434+ 1, when 655 1% < p <725 &,

After taking into account the obtained results, values of empirical coefficient defined the following
linear relationships:

a=9.187x1074p + 0.932, when 397 X& < p < 674 X5 )
b=1416x10"2p —1.373, when 397 & < p < 674 5.
m? m3

4.2. Stage II—Test Results for Small Masonry Models

Stage II consisted of verifying empirical relationships developed in stage I. Small masonry walls
made of AAC of nominal type of 600 kg/m?, with thin joints laid in the ready-mixed mortar and with
the strength f.,, equal to 6.10 N/mm? [49] were used for that purpose. Nine test elements in total were
prepared and divided into three series marked as I, II, and III. All elements had the same external
dimensions: the length of 500 mm, the height of 724 mm, and the thickness of 180 mm. The presence
of the head joint or its lack differentiated the models. This was required to highlight potential effects
in changes of ultrasound wave velocity in the real wall near head joints. All models of series I were
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made from three masonry units without the head joint. The models of series II had the head joint in
the central layer at the mid-length of the masonry units, and those of series III had the head joint at 1/4
of the masonry length. The view, shape, and dimensions of tests elements of series I, II, and III are
shown in Figure 7.

o 2
<
N
on
3
oo 2
o N
g
e
(=3
<
o
- 500 2 =5 500 o . 500
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Figure 7. Geometry of models made of AAC tested in stage II (dimensions in mm): (a) models of series
I'without head joint, (b) models of series II with head joint at the mid-length of the element, (c) models
of series III with head joint at 1/4 length; I—masonry units, 2—bed joints, 3—head joints.

Test models were placed in the strength testing machine with an operating range of 1000 kN
(class 1). The applied load was perpendicular to the plane of bed joints and the machine piston
displacement was monotonically increasing at a rate of 1 mm/min. The value of the applied load
F was read from the dynamometer of the testing machine. Stress applied to top and bottom parts
of the bed surface of the model was calculated from the equation 03 = F/A (Where A—area of bed
surface of the element A = 180 x 500 = 90,000 mm?). During the tests, displacements and deformations
were measured for two models of each series with the Digital Image Correlation (DIC) using the
ARAMIS 6M system by GOM GmbH Braunschweig, Germany (the class of reading accuracy for
displacements was 1%) [50-52]. To determine values of forces and stresses causing cracks (03c)
and failure (03max), some models of each series (I-3, II-3, III-3) were tested without measuring the
velocity of ultrasonic wave propagation. Wave velocity ¢, was measured in two other models at the
following values: 0, 0.2503max, 0.5003max, 0.7503max. The transmission method was used to measure
waves. Hence, the precise arrangement of ultrasonic transducers vis-a-vis each other was necessary.
For that purpose, two plastic templates were used with holes having a diameter of 5 mm, made at
the regular spacing adjusted to the model geometry—Figure 8a,b. Holes in the template (Figure 8b)
were placed in horizontal and vertical configuration within a distance of ~30 mm. Before testing,
apparent density pg in air-dry conditions, relative moisture content in the material used for preparing
the models were calculated, and additionally the maximum moisture content wnax was calculated
from the following relationship (39). Basic results for properties of the models and test results in the
form of stresses causing cracks 03, and maximum stresses o3max are presented in Table 3, whereas
relationships between compressive stress and deformation o-¢ are illustrated in Figure 9. All models
were characterized by minor differences in obtained parameters. Density of models varied from 587 to
597 kg/m?, and relative moisture content was within the range of 4.5-6.0%. At determined values of
loading, the procedure of loading was stopped to measure passing time f,, of the ultrasonic wave, and
then the propagation velocity was calculated from the relationship ¢, = L/tp (L = 180 mm). The tests
were performed only on one model of each series (highlighted rows in Table 3). No measurements
were made when the measuring points overlapped with bed or head joints.
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Figure 8. Testing methodology for models made of AAC used in stage II: (a) measurement of
velocity of ultrasonic wave propagation at different stress values o3, (b) template geometry used
for symmetric arrangement of ultrasonic transducers, (¢) models during tests, (d) failure of selected

models I—masonry units, 2—ultrasonic transducers, 3—cables connecting transducers with recording
equipment, 4—templates for symmetric location of ultrasonic transducers.

Table 3. Test results for all models.

Compressive Stress Maximum
Maxi - -
Mean Moisture 1\;(:(11:‘:1? Inﬂucnll\lg/ I(;::;ks Cm:press;;;'en f:z'ess
No.  Series Model  Density po, ~ Content o ions 39) 3ers 3maxs
kg/m? w, % w, % ofModel M1 ofModel  Mean
(cov) (CoV)

1 2 3 4 5 6 7 8 9 10
1 1% 594 6.0% 60.9% 2,93 297
2 I 12 589 4.5% 61.6% 2.87 (12'?3 ) 3.04 (13 g} )
3 -3 592 5.1% 61.2% 2.88 o 3.01 o
4 I-1* 588 6.0% 61.7% 3.00 3.00
5 il -2 597 4.9% 60.6% 2.85 (22'33 ) 2.87 (22'693 )
6 -3 593 6.0% 61.1% 2.99 o 3.01 o
7 -1 * 594 5.1% 60.9% 297 2.99
8 111 11-2 587 5.5% 61.8% 2.79 (33}?3 ) 2.90 (12'99; )
9 111-3 590 5.4% 61.4% 2.95 o 3.01 i

*—models, for which the propagation of ultrasonic waves c, was measured.

Nearly proportional increase in deformations was observed in all models exposed to increasing
loading. Clear breaking of graphs illustrating stress—deformation relationships was only observed
at the time preceding maximum stress that was reached under mean stress within the range of
2.96-3.01 N/mm?. Cracks on external surfaces of masonry units were not observed until maximum
stress that was reached in the weakening phase under mean stress within the range of 2.89-2.95 N/mm?.
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The transmission method was used to measure passing time of ultrasonic wave at stress levels (0,
0.2503max, 0.5003max, 0.7503max) shown in Figure 9. Results in the form of maps showing passing time
of the wave t;, are illustrated in Figures 10-13.
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Figure 9. Relationships between stress and strain o-¢ for all tested models.
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Figure 10. Results from measuring passing time of the ultrasonic wave under the load o3 = 0: (a) model
I-1, (b) model II-1, (c) model III-1.

Basic results in the form of mean time of wave propagation for all points are compared in Table 4.

Table 4. Results from measuring propagation of ultrasonic waves.

Passing Time of Ultrasonic Wave

Number of Under Various Levels of Loading
Measuring tp, 1S
Model Points in Each (cov
Step of Loading 0 0.2503max 0.5003max 0.7503max
n
tomin  fpmax fpmv  fpmin fpmax fpmv  fpmin fpmax fpmv  fpmin fpmax  fpmv
1 2 3 4 5 6 7 8 9 10 1 12 13 14
90.8 92.2 93.9 94.4
I-1 315 86 94.2 (1.4%) 86.7  98.8 (1.3%) 90.5  99.2 (1.4%) 87.7  99.9 (1.4%)
89.2 90.6 92.2 92.5
1I-1 308 822 929 (1.6%) 86.3 944 (1.2%) 89.0 974 (1.1%) 90.2  96.4 (1.1%)
88.8 90.2 91.6 92.1
1I-1 308 85 92.9 (1.4%) 871 935 (1.2%) 888 951 (0.9%) 90.1 954 (0.9%)
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Figure 11. Results from measuring passing time of the ultrasonic wave under the load 03 = 0.2503max:
(a) model I-1, (b) model II-1, (c¢) model III-1.
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Figure 12. Results from measuring passing time of the ultrasonic wave under the load 03 = 0.5003max:
(a) model I-1, (b) model 1I-1, (c) model III-1.
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Figure 13. Results from measuring passing time of the ultrasonic wave under the load 03 = 0.7503max:
(a) model I-1, (b) model II-1, (c¢) model III-1.
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The conducted tests indicated passing times of the ultrasonic wave in walls under zero loads
were not constant, some fluctuations were observed—Figure 10. Usually, waves in central parts of the
elements had the longest passing time. Clear disturbances at vertical edges and near bed joints were
observed. However, the calculated coefficient of variation for all measurements, and from disturbed
areas, was relatively low in the order of 1.4-1.6% due to a great number of performed measurements.
An increase in loads to 0.2503max—Figure 11 caused an evident increase in passing time of the ultrasonic
wave for all models. The effect of previous original disturbances was found on nearly whole surfaces
of the units. The greatest difference in results was observed near edges of masonry units. As in the
primary phase, the coefficient of variation was minor and ranged from 1.0-1.3%. An increase in loads to
0.5003max and 0.2503max—Figures 12 and 13 produced a gradual increase in mean time of propagation,
but did not cause apparent qualitative changes in maps presenting passing times. Similarly, coefficients
of passing time of waves did not dramatically changes as the maximum value they reached was 1.4%.

5. Analysis of Test Results

On the basis of empirical relationships and those developed in the testing stage, an attempt was
made to determine normal stresses in the tested models. The comprehensive approach based on all test
results or the approach using a limited number of points was implemented for each model. In the first
case, there were 315 (the model of series I) or 308 (the models of series II or III) measurement results
for each step of loading. The calculations also included results for edges of the masonry units that
demonstrated clear disturbances. The approach based on a limited number of points for determining
stress involved only points located in the central area of the masonry units. That significantly limited
the number of analyzed measuring points to 45 for model I, and 44 for models of series II and III.
For successive levels of loading, the difference in passing time of the ultrasonic wave was calculated,
and then acoustoelastic coefficient 3113 was calculated from Equation (38). Finally, stress o3 from the
transformed relationship (36) was calculated. The obtained values of stress are presented in Table 5.

Table 5. Results from calculating normal stress in the wall using all measuring points.

0.2503max 0.5003max 0.7503max
Number of p ; p ; ; S
Measuring a0 P oot P ozt
Model > ot P11z Eyi e Gty 113 3= B, et 113 3= B,
Points Vtrow mm?2 N N /mmz" pf,,ow mm?2 /N N/mmz" Ffp()pﬂ mm?2 /N N/mmz"
n (38) (36) (38) (36) (38) (36)
1 2 3 4 5 6 7 8 9 10 11
I-1 315 —-0.0154 —-0.0215 0.715 —-0.0310 —-0.0224 1.437 —0.0388 -0.0215 1.800
II-1 308 —-0.0149 —-0.0215 0.664 —-0.0322 —0.0224 1.441 —0.0359 -0.0215 1.603
III-1 308 —-0.0150 -0.0215 0.696 —-0.0306 —0.0224 1.419 —0.0360 -0.0215 1.672

The obtained coefficients depended on apparent density of AAC of the order
-0.0215--0.0224 mm?/N. The values obtained for autoclaved aerated concrete aerated were many
times greater than similarly determined acoustoelastic effect for metals [40] (8113 = —0.99 X 1075--2.06
x 107 mm?2/N—steel, P11z = -7.75 % 107> mm?/N—aluminium, B113 = —1.88 x 1073 mmZ/N—copper).
The determined stress values were similar only at relatively low stress values equal to 0.2503max and
0.5003max. Maximum differences in stress determined using the EA method did not exceed 11% (model
II-1). For stress values of the order of 0.7503max, the estimated values of non -destructive stress were
considerably lower than those determined from destructive testing. Stress values were underrated by
no more than 28%.

In the second approach based on the limited number of results for central areas of all masonry
units, the procedure was similar to the first one. The location of measuring points in the central part of
the masonry units was determined by analysing the maps of passing times illustrated in Figures 10-13.
Firstly, differentiation in passing time of ultrasonic waves was smaller in the central areas. Secondly,
stress states in that area of masonry units was the most similar to stress states in the specimens
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100 x 100 x 100 mm used to validate the AE method in stage I. In addition, the final aspect was purely
practical because it was the easiest to determine centers of masonry units, apart from edge areas.
For successive levels of loading, the difference in passing time of the ultrasonic wave was calculated.
Then, acoustoelastic coefficient f113 was calculated from Equation (38), and finally stress values o3
were calculated from the relationship (36). The obtained values of stress are presented in Table 6.

Table 6. Results from calculating normal stress in the wall using a limited number of measuring points.

0.2503max 0.5003max 0.7503max
Number of . ; . ; . ;
: ty—ty ty—ty ty—ty
Model M;aos;lt';ng 1 Pus O3= o tyt) Pus o=t bl B3 O3= Rty
5 mm?/N N/mm? 5 mm?/N N/mm? 5 mm?/N N/mm?
n (38) (36) (38) (36) (38) (36)
1 2 3 - 5 6 7 8 9 10 11
I-1 45 -0.0113 -0.0215 0.526 —-0.0255 -0.0215 1.183 —0.0326 -0.0215 1.512
1I-1 44 —-0.0103 —0.0224 0.460 —-0.0285 —0.0224 1.273 -0.0307 —0.0224 1.371
III-1 44 -0.0117 —-0.0215 0.545 —-0.0263 —-0.0215 1.223 —-0.0314 -0.0215 1.459

Using the approach of considerably decreased number of measuring points limited to central
areas of the masonry units, much lower stress values were obtained. For the lowest level of stress of
the order of 0.25 03may, stress calculated for the model II-1 with the AE method was lower by 60%
than in destructive tests. Stress underestimation for other models I-1 and III-1 was at the level of
36-43%. At the stress level of 0.5003may, the underestimation of stress was at the lowest level of 16-21%.
As in the case of a greater number of points, stress values determined by the EA method at the stress
level of 0.7503max Were the least accurate. Calculated compressive stress differed by 49-62% from
experimentally obtained values. Compared results from destructive testing and calculated results are
shown in Figures 14-16.
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3.00 == Series I -EA method (all points) - -
~ Series I -EA method (limited number of points)
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Figure 14. Measurement results of stress in the model I-1.

=O=Series II - destuctive test
3:00 10— Series IT -EA method (all points) - -

| = Series Il -EA method (limited number of points) _

0.00 [
0.00 0.25 0.50 1.00
O3/ O3

Figure 15. Measurement results of stress in the model II-1.
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Figure 16. Measurement results of stress in the model III-1.

In conclusion, the most favorable results from measuring stress with the calibrated acoustoelastic
method were obtained when all measuring points were used at stress levels within the range of
0-0.503max- The determined stress values were lower than those from destructive testing small
wall models. Considering the approach based on the limited number of points, underestimation of
compressive stress was considerably greater. The greatest differences in both methods were found at
the stress level of 0.75 03max, Which resulted from an increase in effects of ultrasonic wave scattering,
developing microcracks in AAC structure (invisible on the external surface of the models).

Statistical Estimation of Stress in Walls

The practical application of that method requires further tests mainly on location of measuring
points and their minimal number. However, assuming only measuring points for central area of each
masonry unit are used to determine stress in the masonry, then boundary values of strength could
be determined with the probability that the obtained results were not lower than experimentally
obtained results. Only values from the range of 0-0.503max Were used for the calculations. The selected
range seems to be the most reasonable because at the operational stage force values in real walls can
correspond to maximum stress of the order of 50% of the calculated compressive strength of the wall
f4. Thus, load-carrying capacity of the real wall [43] depends not on absolute values of compressive
force generating stress o3, but on the stability expressed by the reduction factor for load-carrying
capacity (91 and @,p,). Boundary values in confidence intervals of the mean value [53] (at n > 30
and unknown variance o) were determined form the general relationship at the statistical significance
x=0.1:

S S
P tp — Ml_a/zﬁ < tpCuI < tp =+ ul‘“/zﬁ) =1-«a (42)

where: t,—mean time of wave propagation, S—standard deviation of propagation velocity for the
specimen. uq_, p,—statistics with the random variable at the normal distribution N(0.1). When n < 30,
the statistics t;_, /» with the Student’s t-distribution and n-1 degrees of freedom should be applied.

Only the upper value of confidence interval is suitable for practical applications, which in this
case can be associated with the quantile of the order of 95%. In other words, the upper limit of the
confidence interval for the mean value was assumed because it is commonly used in the construction
sector. Stress values were determined with the AE method using calculated values of passing time
of the wave. The obtained results were compared with true mean stress values of the masonry wall.
Values for upper confidence intervals for passing time f},c and calculated stress values 3.4 using the
AE method are presented in Table 7 and compared with stress results obtained from testing the models
O30bs- In that way, we obtain some estimation of the deviation between test and calculated results at
the specified confidence level.
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Table 7. Compared results from tests and upper values of confidence intervals.

Number of 0.2503max 0.5003max
Measuring u (Epeat—tp0) (Epcai—tp0)
Model Points ez | Osal= Fonth  O3obs Gas 4 | Tl B Osabs o
N peal N/mm? N/mm? O peal N/mm? N/mm?  Ocal
1 2 3 4 5 6 7 8 9 10 11

-1 45 92.6 0.656 0.752 115 93.9 1.329 1.503 113
1I-1 44 1.645 90.8 0.595 0.741 124 924 1.37 1.481 1.08
-1 44 90.3 0.640 0.742 1.16 91.7 1.302 1.485 1.14
on average: 118 on average: 112

Taking into account the statistical estimation of stress, it was underestimated but values were
significantly reduced. It can suggest with the probability of not greater than 5% that determination
of stress in the walls from central areas of the masonry units with the slightest disturbances
will cause underestimation of the mean stress at 0.2563max by 18%, and at 0.5003max by ca. 12%.
That underestimation can be acceptable for masonry structures.

6. Conclusions

This paper describes theoretical bases of the acoustoelastic method (AE) which is one of the
methods of detecting stress in structures using NDT techniques. That method consists of the correlation
between stress in the material and velocity of the wave propagation. It is commonly used in ultrasonic
tensometry to determine own stresses usually in machine parts. Using that method for other materials
has not been widely discussed in the literature so far. No results from tests and analyses in concrete,
not mentioning masonry, are available. This lack of interest in using this method can only be explained
by measuring difficulties (significant dispersion of measurement results) caused by inhomogeneity
of that material. This work presents an attempt to use the AE method for autoclaved aerated
concrete. It is a porous material with high homogeneity and repeatability of parameters due to the
production of this material on an industrial scale. This work supplements comprehensive material
tests for autoclaved aerated concrete [11]. The tests were divided into two stages: Stage I involved
the suggestion of the procedure and the determination of acoustoelastic coefficient 113 linking the
propagation of the longitudinal ultrasonic wave c, with normal stress o3 acting towards the wave
propagation. The standard cuboid specimens with the dimensions of 100 x 100 x 100 mm were
used for calibration. The effect of density p and relative humidity w was included on the basis of
testing AAC of different density using correlations presented in [11]. Those considerations resulted
in formulating the relationship B113 (p). The proposed procedure was verified in stage 1I, where
destructive tests were conducted on small masonry walls made of autoclaved aerated concrete (AAC)
with a nominal density of 600 kg/m®. The models were divided into three series differing in the
location of head joints in the masonry. Velocity of the ultrasonic wave propagation was measured
for one model of each series at different values of compressive stress. The following stress levels
were analyzed: 0.2503max, 0.5003max and 0.7003max because the range of the applied method was
only limited to the elastic range. The performed measurements were used to determine values of
acoustoelastic coefficients 113 = —0.0215-—0.0224, which were far lower than similarly determined
acoustoelastic coefficients for metals. Mean stress values calculated with the proposed method using
all measuring point for a given level (n = 308-315) were within the range of 93-96% of empirical values
0.2503max, 0.5003max- The highest underestimation of stress was found for the stress level of 0.7503max,
for which the underestimation of mean stress values was equal to 24%. However, such a great number
of measurements seem to be impractical for the applicable uses. Therefore, further analyses suggest
determining stress values only on the basis of measurement results for central areas of each masonry
unit. Then, the number of measuring points was significantly reduced to n = 45 and 44. As for all
measuring points, the comparison indicated greater underestimation of the mean value of the order of
22-55%. It is not advantageous taking into account safety of the structure. Hence, it was decided to
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estimate the confidence interval of the mean value associated with the quantile of the order of 95%.
Such a procedure caused the stress values were underestimated at the level of 12-18% within the stress
range of 0-0.5003max. In summary:

(a) the acoustoelastic method (AE) can be used to determine stress in autoclaved aerated concrete,

(b) correlations were obtained that bind the value of acoustoelastic coefficient 113 as a function of
density and moisture content in AAC,

(c) the effect of scattering of the ultrasonic wave in medium can be neglected when the coefficient
B113 is applied,

(d) rather precise values of mean stress in the wall were determined on the basis of measured velocity
of ultrasonic wave propagation at a high number of measuring points,

(e) reduced number of measuring points resulted in a significant underestimation of mean stress,

(f) determination of the quantile equal to 95% for passing time of the ultrasonic wave was used
to estimate stress in the wall with the underestimation of the order of 12-18%, which can be
considered as satisfactory.

The formulation of explicit recommendations to diagnose in-situ structures requires additional
tests on slender walls to evaluate the impact of stability and works on improving the selection of
measuring points. The proposed procedure for selecting measuring points limited to central parts of
masonry units can be inaccurate for slender walls. Tests are going to be performed on the acoustoelastic
coefficient in the wall with a one-side access using transverse waves to determine the acoustoelastic
coefficient f133.
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Abstract: The paper presents the results of integrated ground penetrating radar (GPR) and ultrasonic
testing (UT) measurements conducted on a historical floor in St. Nicholas” Church, Gdarisk, Poland.
The described inspection was the first stage of the technical state assessment of the building. The aim
of the study was the detection of underfloor air gaps, which were observed in a few trial pits.
The condition of the ground under the floor was determined by localizing other inclusions such
as rubble, human remains, brick walls and pipes. To identify the phenomenon of electromagnetic
and ultrasonic wave propagation within the air gap, laboratory tests were conducted on physical
models consisting of two concrete slabs stacked on top of each other and gradually moved apart to
simulate a slot of varying thickness. The conducted research was supported by the numerical models
of electromagnetic wave propagation. The obtained results showed that the integration of the GPR
and UT methods provided an effective imaging of the floor and the area under it. Ultrasonic testing
was proved to be a good technique for identifying air voids, while the GPR method allowed detecting
concentrated anomalies and determining the degree of ground homogeneity under the floor.

Keywords: non-destructive testing; historical floor; integrated diagnostics; ground penetrating radar;
ultrasonic testing; in situ surveys; finite-difference time-domain modeling

1. Introduction

Non-destructive testing (NDT) is commonly used for assessing the condition of components of
engineering structures. It is a quick and efficient approach, the main advantage of which is the ability
to examine a structure in a non-invasive way, without damaging or changing the composition or
shape of the inspected object. NDT covers a variety of techniques based on a wide range of physical
phenomena, including propagation of elastic waves, being the basis for ultrasonic testing (UT), and
electromagnetic waves used in the ground penetrating radar (GPR) method. Non-destructive testing
can be applied on a selected part of a structure or for a comprehensive inspection of large-size objects,
like bridges [1-3], water gates [4], retaining walls [5] or archaeological sites [6-8].

Non-destructive testing is particularly suitable in the case of historical objects. Such an approach
is more and more often applied in cultural heritage buildings due to the necessity to preserve such
structures in an untouched condition for future generations. The exact structure of historical objects
dated several centuries back is usually unknown, since the technical documentation is incomplete or
entirely gone. An efficient method to collect information in such situations is in situ inspection, often
supported by numerical analyses that provide design guidelines and recommendations for planned
reconstruction, strengthening and restoration works [9,10]. Non-invasive testing conducted within the
flooring area allows detecting crypts, tombs and hidden rooms, as well as evaluating the technical
condition of the floors and ceilings. GPR was successfully used for the diagnostics and condition
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assessment of different historical objects [11-17]. Despite the advances in non-destructive testing
technology, there is no one technique suitable for every situation. Researches are often carried out
using several methods to ensure that the obtained results are correct. Drahor et al. [18] compared the
results obtained using the GPR and electrical resistivity tomography (ERT) while searching for cracks
and damages that could occur in the church floor. Perez-Gracia et al. [19] compiled two methods, GPR
and the capacitively coupled resistivity method, to obtain 2D images of the shallow subsurface under
and around the Cathedral of Mallorca. The ground penetrating radar technique and laser scanning
technique were combined by Tapete et al. [20] in order to interpret the displacements influencing the
condition of the archeological monuments. Moropoulou et al. [21] presented the implementation of the
integrated non-destructive methods, such as digital image processing, infrared thermography, ground
penetrating radar, ultrasonic testing and fibre-optic microscopy for the inspection of historical objects.
They detected air voids, delamination, moisture, material wear and degradation in the evaluation of the
effectiveness of interventions and the assessment of the compliance of the repair method used. Faella
et al. [22] took comprehensive measurements of a church in Bethlehem and estimated the condition of
the floors, walls and columns, employing GPR and ultrasonic methods as well as thermography.

Combining the GPR and UT methods is commonly used in imaging, monitoring and analyzing
the condition of engineering structures. GPR is particularly useful to conduct surveys on large areas
because it allows handling a large amount of data in a reasonable amount of time. In previous
studies, the GPR method has shown high efficiency in the imaging of reinforcement bars [23,24],
cracks [25], defects in the form of air voids, delamination and moisture [26-28] or systems applied for
concrete strengthening [29,30]. On the other hand, the UT techniques were proved to work well in
the detection of defects such as notches [31-33], micro- and macro-cracks [34], small air gaps [35] or
minor scratches [36], as well as in the evaluation of plate-like structures [37,38] and adhesive materials
connections [39,40]. What is more, ultrasounds can be applied for inspecting conductive materials,
unlike electromagnetic waves used in the GPR method. If both methods are applied appropriately, they
may be considered as complementary. The assessment of the examined element becomes more reliable
by implementing these two measurement techniques. The literature shows that both methods ensure
a unique way of imaging the studied surface, enabling thus to resolve multiple research problems.
Guadagnuolo [41] juxtaposed the GPR and UT techniques while examining the walls and floors of
a historical church. Binda et al. [42] implemented the UT and GPR research to verify the damages
and possible preservation works of the walls and piers due to the restoration of a damaged cathedral.
Furthermore, the parameters of the mortar used as a possible means of repairing a damaged wall were
controlled by performing ultrasonic tests. Perez-Gracia et al. [43] combined the UT and GPR techniques
in the assessment of the geometry and physical properties of historical columns. The above-mentioned
papers have presented many successful applications of combined GPR and UT methods; however,
a thorough comparison of these methods by analyzing measurement data recorded along the same
traces is rather limited.

The paper presents the results of the integrated ultrasonic testing and ground penetrating radar
inspection conducted in St. Nicholas” Church in Gdansk, Poland. The aim of the study was to
present the practical aspects of the application of both techniques in detecting and imaging the
underfloor inclusions, such as air voids, brick walls, pipes, rubble and human remains. Experimental
measurements of the floor were conducted in the area of both (south and north) aisles, and also around
a trial pit. Preliminary investigations were conducted on physical models consisting of two concrete
slabs stacked on top of each other and gradually moved apart to simulate a slot of varying thickness, in
order to better understand the phenomena of electromagnetic and ultrasonic wave propagation within
the air voids and concentrated inclusions. In addition, the numerical simulations of electromagnetic
waves were performed to support the interpretation of the GPR results. The analysis of the results
obtained allowed concluding that GPR was suitable for the imaging of concentrated inclusions, whereas
UT enabled detecting air voids. The presented research revealed the possibilities and limitations
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of both methods, indicating their complementarity in the context of non-destructive diagnostics of
historical buildings.

2. Materials and Methods

2.1. Object of Investigations

Integrated GPR and ultrasonic inspection were conducted in St. Nicholas” Church in Gdansk,
Poland (Google Maps coordinates in a WGS84 system: 54.352206 N, 18.651510 E). This historical
object from the 14th century is the only church in the city, which survived World War II without
destruction. However, due to the long process of the settlement of the pillars, some damages appeared
and progressed in the structural elements. Recently, the process of damage has accelerated, resulting in
the serious cracking of vaults, displacement of arches and deformation of the floor. The poor condition
of the church led to its closure in November 2018 and undertaking of repair works.

The conducted floor inspection reported in this paper was the first stage of investigations directed
to assess the technical state of the church. NDT tests were performed on the floor of two aisles, south
and north, as shown in Figure 1. In both aisles, the top floor layer was made of stone tiles measuring
approximately 43 cm X 43 cm. In the central part of each aisle, tombstones were laid. The cross-section
layers of the floor were identified in a few trial pits. One of the pits located in the north aisle is shown
in Figure 2. Based on a visual inspection of the cross-section visible in the trial pit, particular layers in
the floor were identified (Figure 3). It was found that the stone tiles laid on the cement mortar layer
had a thickness of approximately 2-6 cm. Below was a layer of sand and ground backfill. It was also
identified that at some edges, an air gap with a thickness of approximately 1-2 cm was visible below
the cement mortar.

(b)

Figure 1. Photograph of the floor in St. Nicholas” Church in Gdarsk, Poland (Google Maps coordinates
in a WGS84 system: 54.352206 N, 18.651510 E): (a) south aisle; (b) north aisle.
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© ' )

Figure 2. Photographs of the trial pit in the floor: (a) edge 1; (b) edge 2; (c) edge 3; (d) edge 4.
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Figure 3. Schematic sketch of floor layers in the trial pit: (a) appropriate cross-section (without air gap);
(b) cross-section with damage (air gap).

Additional investigations were conducted at the laboratory, on two circular concrete slabs.
The slabs had a diameter of 49 cm and a thickness of 10 cm. One of the slabs had a table tennis ball
with a diameter of 40 mm embedded in its center, at the half height of the slab. During the tests, the

slabs were stacked on top of each other and gradually moved apart to simulate air gaps of varying
thickness: 1, 4, 20 and 50 mm (see Figure 4).
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Figure 4. Circular concrete slabs with air gaps of different thickness: (a) 1 mm; (b) 4 mm; (c) 20 mm;
(d) 50 mm; and (e) upper plate after cutting.

2.2. Data Acquisition and Equipment

Two NDT techniques were used for inspecting the floor: ground penetrating radar and ultrasonic
testing. In both approaches, a pulse-echo test system was used which comprises both the transmitting
(T) and receiving (R) antennas. During the pulse-echo measurements (Figure 5), the antenna is moved
along the tested surface and a single time signal (so-called an A-scan) is recorded for a specific position.
The assembling of the A-scans gives an image called a B-scan or echogram. As the antenna approaches
an element that differs in electrical (in the ground penetrating radar method) or mechanical (in the
ultrasound method) properties from the surrounding medium, the time the wave returns to the
receiving antenna changes. A reflection is then created on the echogram reflecting the disturbing
element. A reflection from any point inclusion (e.g., circular air gap, reinforcing bar) is represented in
the B-scan as a hyperbola, while longitudinal inclusions are represented as line patterns.
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Figure 5. Scheme of measurements performed in pulse-echo mode: (a) collection of signals; (b) sketch
of obtained echogram.

The Aladdin system (IDS GeoRadar, Pisa, Italy) equipped with a 2 GHz antenna was used to
perform the GPR measurements. For each trace, the registered time range was 32 ns and the number of
captured samples was 1024. The step distance between particular A-scans was 1 cm. The GPR data were
registered in K2 FastWave and then processed in GRED HD by the following operations: automatic
time zero correction, bandpass filtration in a frequency range of 500-3000 MHz and smoothed gain.
Ultrasonic testing was performed using the pulse analyzer Pundit PL-200 (Proceq SA, Schwerzenbach,
Switzerland) equipped with a 50 kHz antenna. For each A-scan, 1000 samples were captured with a
time step of 1 us, and the step distance between particular traces was 1 cm.

The GPR inspection of the floor was conducted in both aisles (Figure 6). During the measurements,
147 profiles were traced in the south aisle (A-1 to A-147) and 150 profiles in the north aisle (B-1 to B-150).
The distance between particular profiles was 21.5 cm. Some inaccessible areas were omitted during the
GPR scanning, so the shape of the scanned area was irregular. Next, four scans were acquired along
the edges of the trial pit (denoted as C-1, C-2, C-3 and C-4 in Figure 7a). Finally, one profile was traced
on the concrete slabs. Four measurements were made, each for the different thicknesses of the air gap,
ie, D-1 (1 mm), D-2 (4 mm), D-3 (20 mm) and D-4 (50 mm). Additionally, along selected traces, UT
measurements were carried out (see Figure 8). The summary of the conducted GPR and UT surveys is
given in Table 1.
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Figure 6. Plane view of the church with ground penetrating radar (GPR) traces in the south (traces A-1
to A-147) and north (traces B-1 to B-150) aisles.
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@ (b)

Figure 7. GPR traces registered along (a) edges of the trial pit (traces C-1 to C-4) and (b) the circular
slabs with air gaps of varying thickness (traces D-1 to D-4).

(d)

Figure 8. Ultrasonic measurements: (a,b) along traces A-121 and A-129 in the south aisle; (c) along
edges of the trial pit; (d) along circular slabs.

Table 1. Scheme of GPR and ultrasonic testing (UT) investigations.

Surveys GPR Traces UT Traces
A A-1to A-147  A-121 and A-129
B B-1 to B-150 -
C C-1toC-4 C-1toC-4
D D-1to D-4 D-1to D-4
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2.3. Numerical Simulations of Electomagnetic Wave Propagation

In order to better interpret the results obtained from the GPR studies, several numerical models
with inclusions expected under the tested floor were prepared. The calculations with the models
were performed to give information about the behavior of electromagnetic waves under the influence
of anomalies, which can be used to analyze the GPR B-scans of the floor. Numerical modeling of
electromagnetic wave propagation was carried out by the finite-difference time-domain (FDTD) method
using the gprMax open source software (release 3.1.5) [44]. Two groups of 2D models were created.
The first one (models #1) corresponded to the floor, while the second one (models #2) represented the
concrete slab. The models were discretized using a 1 mm X 1 mm grid. The time step was selected
automatically based on the Courant-Friedrichs-Lewy (CFL) condition. The outer space of the models
was restricted by perfectly match layer (PML) absorbing boundary conditions. The excitation signal
emitted by the transmitting antenna was the Ricker function with a central frequency of 2 GHz, and
the distance between the transmitting and receiving antenna was set as 6 cm, according to the actual
distance in the IDS antenna.

The FDTD models of the floor are shown in Figure 9. The models with external dimensions of
2.96 m x 1.12 m were prepared in four variants. The aim of the simulations made on models #1.1-1.4
was to enhance the interpretation of the GPR surveys by analyzing how different a prior known
underfloor inclusion influenced the registered echograms. Each model included four stone tiles with
dimensions of 43 cm X 4 cm and a tombstone with the dimensions of 120 cm X 15 cm. An air gap with
a thickness of 1 cm was inserted under two stone tiles (on the left side of the tombstone). The other
two stones were laid directly on the ground (on the right side of the tombstone). Model #1.1 (Figure 9a)
included a plain layer of sand under the stone tiles and tombstone. In model #1.2, three walls were
inserted to represent underfloor crypts. The walls were made of bricks with dimensions of 6.5 cm
X 12 cm and a 1 cm thick mortar. Additional two models (#1.3 and #1.4) comprised of concentrated
inclusions in the form of brick rubble. The following values of the electric permittivity were adopted:
e, =9 (tiles), &, = 3 (sand), &, = 6 (brick) and ¢, = 4 (mortar). The conductivity for all materials was set
as 0 = 0.01 S/m. A-scans were registered at 280 nodes, starting from 0.08 m and giving the scan length
of 2.79 m.
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Figure 9. Finite-difference time-domain (FDTD) model of the floor: (a) model #1.1; (b) model #1.2;
(c) model #1.3; (d) model #1.4.

Figure 10 illustrates the FDTD models of two concrete slabs separated with an air gap. The 2D
models with external dimensions of 0.7 m x 0.45 m consisted of two concrete sections with dimensions of
0.49 m X 0.1 m separated by an air gap with a thickness of 1 (model #2.1), 4 (model #2.2), 20 (model #2.3)
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and 50 mm (model #2.4). In the upper slab, a circular air inclusion with a diameter of 40 mm was inserted.
The electric permittivity of concrete ¢, = 4, corresponding to the velocity of electromagnetic waves
equal to 15 cm/ns, was determined using the “depth to known reflector” method [45]. The conductivity
of concrete was adopted as ¢ = 0.01 S/m. During the FDTD simulations, 41 A-scans were registered,
giving the scan length of 0.4 m.
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Figure 10. FDTD model of the concrete slabs with an air gap of the thicknesses (a) 1 mm (model #2.1);
(b) 4 mm (model #2.2); (c) 20 mm (model #2.3); and (d) 50 mm (model #2.4).

3. Results and Discussion

3.1. Preliminary Investigations for Concrete Slabs

The results for the concrete slabs were first discussed as an initial step towards a more detailed
analysis of the floor. Figure 11 shows the experimental GPR B-scans for the concrete slabs with different
thicknesses of the air gap. The scan length was approximately 0.4 m. The depth axis was determined
with the assumption that the electromagnetic wave velocity was equal to 15 cm/ns (based on the
“depth to known reflector method” [45]). For the air gap thickness equal to 1 mm (Figure 11a), the
half hyperbolas were clearly detected at the depth of 0.1 (orange arrows) and 0.2 m (green arrows),
representing the reflections from the bottom faces of the upper and the lower slabs, respectively.
This observation indicated the proper assumption of the electromagnetic wave velocity in the analyzed
elements. The bottom faces of both slabs were visible as the lines with an intensity different from the
adjacent part of the B-scan. The position of the reflection from the upper slab did not change, whereas
the lower slab appeared deeper when increasing the air gap thickness (compare Figure 11a—d). For the
air gaps with the thicknesses of 4, 20 and 50 mm, the position of the bottom plate was detected at about
20.5, 22 and 24 cm depths, respectively. This change showed the increase in the distance between both
slabs and indicated a high compatibility of the obtained numerical results with the real thicknesses of
the gaps. The identified gaps thicknesses were slightly different from the actual ones because the depth
axis in Figure 11 was calculated for the velocity of the electromagnetic wave in concrete (15 cm/ns).
In addition, the line at the depth of 0.1 m transformed into two separate lines, which indicated the
opening of the air gap. It should also be mentioned that the line representing the bottom face of the
lower slab became less pronounced for the greater distances between the slabs. This remark allowed
concluding that the larger the air gap was, the harder it was to detect elements below it. Moreover,
other half hyperbolas (denoted by blue arrows) were present at the depth of about 0.05 m, indicating a
technological break during the concreting of the upper slab (visible in all B-scans, see Figure 11a-d).
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The upper slab was prepared in two stages unlike the lower one, in which no additional perturbations
could be seen. A full hyperbola was observed in the center of each B-scan at the depth of about 0.05 m
(marked by the red arrow), revealing the presence of the table tennis ball, which was placed in the
upper slab between both stages of concreting.
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Figure 11. Experimental GPR B-scans for concrete slabs with air gap of thicknesses (a) 1 mm (trace
D-1); (b) 4 mm (trace D-2); (c) 20 mm (trace D-3); and (d) 50 mm (trace D-4).

The numerical GPR B-scans corresponding with the above-described experimental results are
presented in Figure 12. The half hyperbolas marked by the orange and green arrows clearly show
the bottom faces of the upper and the lower slabs, respectively. The line denoting the bottom face of
the lower slab became less noticeable and appeared deeper when increasing the distance between
both slabs (cf. Figure 12a-d). For air gaps with thicknesses of 4, 20 and 50 mm, the position of the
bottom plate is detected at about 19, 21 and 22 cm depths, respectively. The opening of the air gap
was observed as the shift of the reflection from the bottom face of the lower slab occurred and also by
the gradual separation of the single line into two lines. The hyperbola revealing the presence of the
table tennis ball (red arrow) was clearly visible at the depth of 0.05 m. However, the technological
break was not detectable (it was not modelled). The high agreement of the experimental and numerical
results allowed concluding that the modelling of electromagnetic wave propagation was correct.
The possibility of detecting air gaps and concentrated inclusions was confirmed.
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Figure 12. Numerical GPR B-scans for concrete slabs with air gap of thicknesses (a) 1 mm (model #2.1);
(b) 4 mm (model #2.2); (c) 20 mm (model #2.3); and (d) 50 mm (model #2.4).

The UT B-scans for the analyzed slabs are presented in Figure 13. The ultrasonic pressure wave
velocity determined before the main tests was equal to 2055 m/s. The scan length was reduced to 0.3 m
due to the dimensions of the used UT antenna. There were no noticeable differences between all scans
(Figure 13a—d), thus it could be concluded that the thickness of the air gap did not affect the results
obtained. The lines at the depth of about 0.1 m representing the reflections from the bottom face of the
upper slab were seen in all B-scans. Moreover, these lines were repeated regularly along the depth axis
with the step of about 0.1 m (the slab thickness). Ultrasonic waves did not penetrate into the lower
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slab, they were fully reflected from the bottom face of the upper slab. The deeper lines were only
the multiple reflections from the faces of the upper slab. The intensity of these lines decreased with
the depth because of the damping of the ultrasonic waves. It is worth noting that the deeper lines
appeared only near the edges of the slab. The presence of the boundaries strengthened the reflections,
thus the signals were damped slower at the sides compared with the center of the slab. An important
observation is that the table tennis ball was not observed at all. The reason might be the limitation of
the used UT antenna. The Pundit PL-200PE instruction states that inclusions with a diameter of at least
30 mm should be detected, however, this condition deals with cylindrical elements. Being a relatively
small spherical (concentrated) inclusion, the ball was not possible to be detected, despite the fact that
its diameter was greater than minimum. To sum up, the air voids could be successfully detected using
the UT technique, but without estimating the thickness. On the other hand, the content of the element
below the air gap could not be imaged because the ultrasonic waves were entirely reflected from the
air gap. Additionally, small concentrated inclusions could not be detected.
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Figure 13. Ultrasonic B-scans for concrete slabs with air gap of thicknesses (a) 1 mm (trace D-1);
(b) 4 mm (trace D-2); (c) 20 mm (trace D-3); and (d) 50 mm (trace D-4).

3.2. Numerical Models of the Floor

Figure 14 shows the GPR B-scans acquired in the numerical models of the considered floor. Taking
into account the complexity of the analyzed medium, the electromagnetic wave velocity was set as
constant and equal to 10 cm/ns. The strategy applied did not take into account the heterogeneity
factor. Therefore, the results were only approximations of the real subsurface geometry. However,
this fact did not disable the proper interpretation of the results. In the model #1.1 (Figure 14a), the
positions of the stone tiles were clearly identified based on the line patterns denoting the reflections
from the vertical joints between tiles. The half hyperbolas at the ends of the tombstone were visible
in the center of the scan. The lower faces of the tiles and the tombstone were located at the depths
of 0.04 and 0.15 m, respectively. Some additional reflections with a lower intensity were observed
below, indicating the further wave reflections from the analyzed elements (e.g., at the depth of 0.08 m
below the tiles and 0.3 m below the tombstone). The difference between the tiles laid with and
without the air gap was small, i.e., additional reflections below the tiles located above the air gap
were insignificantly stronger. This observation might lead to the hypothesis that the detection of the
small air gaps based on the GPR scanning could be problematic. For the model #1.2 (Figure 14b), the
conclusions from the identification of the tombstone and the tiles were the same as for model #1.1.
However, additional hyperbola patterns appeared, being the reflections from all singular bricks of the
walls located below the edges of the tombstone. It is worth noting that the intensity of the hyperbolas
decreased with the depth, which is a common relation observed for electromagnetic waves. Similarly,
another brick wall was visible at the distance of 2.55 m. It is interesting to note that the walls seemed
to be located at different depths. This apparent observation was the result of the assumption that
the electromagnetic wave velocity was constant. The wave needed more time to travel though the
tombstone (to reach the edge walls) compared with the stone tiles and the sand (above the additional
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wall). In the model #1.3 (Figure 14c), the additional hyperbolas were observed below the tombstone,
proving the presence of the rubble. The great amount of the inclusions made the interpretation of the
scan more complicated. It is also worth noting that the deeper hyperbolas had a much lower intensity,
thus the identification of inclusions located deeper was straitened. The interpretation of the reflections
below the tombstone was far more difficult when considering the simultaneous presence of the rubble
and the brick walls (model #1.4, Figure 14d). The superimposition of the hyperbolas denoting the
rubble and the singular bricks made them undistinguishable. Therefore, it was not possible to state
whether a certain hyperbola denoted the brick or any different kind of inclusion. To sum up, the results
obtained from the numerical calculations gave some information about the possibilities and limitations
of GPR scanning. The location of the tombstone and the tiles could be determined. The rubble below
the tombstone was detectable as well as the brick walls; however, when these elements appeared
together, the interpretation was complicated. What is essential is that the air gaps were difficult for
the identification.

3.3. Experimental Surveys for the Trial Pit

Figure 15 presents the GPR B-scans collected around the trial pit. As can be seen in Figure 7a,
several rectangular tiles formed a joint at one of the pit’s sides. Therefore, during the acquisition of the
C-1 scan (Figure 15a), the GPR antenna was moved along the joint, thus the bottom faces of the tiles
were not clearly imaged. However, the analysis of the upper part of the scan allowed identifying two
different rows of tiles; the typical tile (43 cm X 43 cm) row was replaced at the edge of the trial pit with
a narrower one (43 cm X 10 cm) laid with the overlap (cf. Figure 2a). The overlap length was about
0.16 m and it could be seen the clearest at the distance of 0.42-0.58 m. The ground under the C-1 scan
had many inclusions, resulting in numerous irregularly distributed reflections (cf. the concentrated
inclusions in Figure 14c,d). The C-2 scan (Figure 15b) clearly presents the line patterns being the
reflections from the joints. The bottom faces of the tiles were identified at dissimilar levels, therefore
the tiles (or the mortar layers below them) had different thicknesses. The hyperbola located at the
distance of 0.7 m and the depth of 0.18 m denoted the presence of a metallic (steel or aluminum) pipe
(cf. Figure 2). The ground on the right side of the scan (around the pipe, at the distance of 0.5-1.0 m)
seemed less heterogeneous than the remaining part. This might be caused by the fact that the original
ground was removed and replaced with another, more homogeneous one during placing the pipe
under the floor. The C-3 scan (Figure 15¢) shows the clear image of two tiles, one with the regular
bottom face and the second with an unbalanced shape. The ground seemed to be original because it is
highly heterogeneous, such as in the C-1 scan. The C-4 scan (Figure 15d) also clearly shows two typical
tiles together with the narrow one (located at the distance of 0.88-0.98 m). The shape of the bottom face
of all tiles was irregular. The shift was observed in the scan (at the distance of 0.85 m), caused by the
slip of the antenna at the joint between the standard and the narrow tile (cf. Figure 2d). The reflection
from the pipe was visible at the distance of 0.25 m and the depth of 0.18 m (the same as observed in the
C-2 scan). The ground around the pipe was less inhomogeneous (the distance of 0.0-0.5 m) compared
with the remaining part. Generally speaking, it was difficult to say whether there were any air gaps
under the floor. The subtle difference between the image of the tiles with and without the air gap
(observed in the numerical results) was here blurred by the ground inhomogeneities and a signal noise.
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Figure 14. Numerical GPR B-scans for the floor: (a) model #1.1; (b) model #1.2; (c) model #1.3; (d)
model #1.4.
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Figure 15. GPR B-scans for the trial pit: (a) edge 1 (trace C-1); (b) edge 2 (trace C-2); (c) edge 3 (trace
C-3); (d) edge 4 (trace C-4).

Figure 16 contains the UT B-scans corresponding to the above-discussed GPR B-scans. The C-1
scan (Figure 16a) was performed through the narrow tiles, as can be seen in Figure 7a, thus the joints
of the standard tiles were not observed. In the top part of the scan (at the depth of about 0.03 m),
there was a straight line denoting the regular bottom face of the narrow tiles. However, there was no
regularity in the lower part of the scan, where many multiple reflections occurred. Compared with the
results for the concrete slabs, it might be stated that the air gap with an irregular shape was present
in this area. The non-uniform settlement of the original ground probably led to the appearance of
the air gap. The C-2 scan (Figure 16b) shows the image of two different tiles. The right tile, unlike
the left one, was clearly visible at the top of the scan; it was possibly removed and then placed again
with the use of a different (stronger) mortar. The multiple reflections appeared under the left tile,
indicating the presence of the air gap (this tile laid on the original ground). On the contrary, there were
no reflections under the right tile. The pipe detected in the GPR scans was not visible, which stays in
agreement with the results for the concrete slabs where the UT scans did not reveal the table tennis
ball. This observation allowed concluding that concentrated inclusions could not be detected by the
UT scanning. It also should be mentioned that, according to the UT antenna instruction, the diameter
of the pipe did not exceed 30 mm. In the C-3 scan (Figure 16¢), two tiles were also visible. The left one
was much more pronounced: it could have been replaced during some renovation works. Additionally,
there were multiple reflections under both tiles, indicating the presence of the air gaps (resulting from
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the ground settlement). However, it needs to be noted that the reflections were less intensive under the
right tile because it was weakly identified itself. The possibility of detecting the tiles in the C-4 scan
(Figure 16d) was also distinguished: the left one was much better imaged. Although the ground below
the left tile was replaced, the multiple reflections indicating the presence of an air gap were visible
under both tiles. Like in the C-3 scan, the reflections under the right tile were weaker because it was
weakly imaged itself. It also needs to be added that the pipe was not observed like in the C-2 scan.
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Figure 16. Ultrasonic B-scans for the trial pit: (a) edge 1 (trace C-1); (b) edge 2 (trace C-2); (c) edge 3
(trace C-3); (d) edge 4 (trace C-4).

3.4. Experimental Surveys for Floor

Figure 17 presents two examples of the GPR B-scans acquired in the area of the south aisle.
The A-19 scan (Figure 17a) clearly reveals the location of the tiles based on the reflections from the
tile grouts. The bottom faces of the tiles were identified at different depths, thus they had different
thicknesses, varying between 0.04 and 0.09 m. The tombstone with a thickness of approximately
0.16 m could be observed in the center of the scan. An additional reflection denoting the tombstone
adornment was also visible at the top of the scan. The ground under the tombstone had many
concentrated inclusions, probably being the rubble or the human remains from the original crypts
(cf. Figure 14c,d). Aside from this area, inhomogeneities were not observed. It was difficult to state
whether there were any brick walls under the edges of the tombstone because the hyperbolas denoting
the concentrated inclusions blurred the image. The A-117 scan (Figure 17b) shows the tiles with
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different thicknesses between 0.03 and 0.08 m. The tombstone was also visible; however, its shape was
far more regular compared with the one from the A-19 scan. The ground below the tombstone had no
strong inhomogeneities, thus it could be stated that not all the tombstones were laid in the area of the
original crypts. Other interesting reflections were the hyperbolas located vertically one above another
at the distances of 1.3, 3.4 and 4.2 m. They indicated the presence of three brick walls (cf. Figure 14b,d),
that might be the remainders of the original supporting structures of the crypts.
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Figure 17. GPR B-scans for the south aisle (survey A): (a) A-19; (b) A-117.

The next two GPR B-scans from the south aisle are presented together with the corresponding
results of the UT scanning. In the A-121 GPR B-scan (Figure 18a), the tiles with different thicknesses
(in the range of 0.02-0.04 m) were visible, and also a tombstone with the thickness of about 0.12 m
was identified. The ground below the tombstone contained some concentrated inclusions (probably
rubble or human remains). The brick wall was present at a distance of about 3.4 m. The UT scan
(Figure 18b) clearly revealed the tile pattern, and also the tombstone was observed. The presence of the
multiple reflections under each tile allowed stating that there were many air gaps below them, which
agreed with the fact that the floor of the south aisle experienced significant settlement. The reflections
denoting the air gaps generally did not appear below the tombstone, probably because of its weight.
What is also worth noting is that no additional reflections from the ground heterogeneities could be
identified. The UT scanning did not detect concentrated inclusions, which were already observed for
the pipe in the area of the trial pit and the table tennis ball in the concrete slab. The GPR B-scan for
the trace A-129 is presented in Figure 19a. The tiles with different thicknesses (varying between 0.02
and 0.06 m) are clearly detectable. Two tombstones with a thickness of approximately 0.12 m and
irregular shape of the bottom face were also present. The ground under both tombstones had many
concentrated inclusions unlike aside from this area. The brick wall could be visible at the distance
of about 4.3 m; however, the intensity of the reflections from the bricks was not as strong as in the
A-121 scan. In the UT scan (Figure 19b), the tiles and the tombstones could be localized. There were no
significant reflections under the tombstones, thus the air gaps were not likely to be there, unlike under
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the most of the tiles, where multiple reflections appeared. This observation corresponded with the
settlement of the floor in the area of the south aisle.
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Figure 18. GPR and UT B-scans for trace A-121 (south aisle): (a) GPR scan; (b) UT scan.
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Figure 19. GPR and UT B-scans for trace A-129 (south aisle): (a) GPR scan; (b) UT scan.

Figure 20 shows the examples of the GPR B-scans for the north aisle. The B-5 scan (Figure 20a)
shows the regular pattern of tiles with a constant thickness of 0.03 m. Several evenly spaced hyperbolas
were visible at two levels (the depth of 0.11 and 0.18 m) and the distance of 0.0-2.1 m. These reflections
represented the reinforcement of the staircase located under the floor. The ground below the tiles aside
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of the staircase seemed to be devoid of significant heterogeneity. In the B-35 scan (Figure 20b), the tiles
had different thicknesses in the range of 0.02-0.06 m. The tombstone had a thickness varying between
0.10 and 0.15 m and the skew shape of the bottom face. The ground below the tombstone had some
concentrated inclusions. The B-143 scan (Figure 20c) presents the tiles with the thicknesses between
0.02 and 0.05 m. Two tombstones were also visible, the left one with the thickness of about 0.09 m and
the right with the thickness of approximately 0.16 m. The ground under the thinner tombstone did not
have inhomogeneities, unlike the ground under the second one, where multiple reflections from the
concentrated inclusions occurred. This observation confirms the fact that some of the tombstones were
placed aside from the area of the original crypts.
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Figure 20. GPR B-scans for the north aisle (survey B): (a) B-5; (b) B-35; (c) B-143.
3.5. GPR Tomographic Imaging of Floor

Figure 21 presents the tomographic images of the south aisle. At the depth of 0.16 m (Figure 21a),
the tombstones identified in the above-discussed B-scans of the south aisle were detected. The elements
were laid in a straight line along the whole aisle at the width between about 2.75 and 4.25 m.
Additionally, the single tombstone was located aside from the main row at the length between 2.5 and
4.5 m (it was seen in the A-129 scan, Figure 19). The distinction of singular tombstones from the main
row was not possible; the scanning was performed along the tombstone grouts, thus they could not be
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imaged. The singular tiles were not detected due to a single direction profiling. The tile grouts in the
lengthwise direction (perpendicular to the measurement traces) were identified, unlike the crosswise
grouts (oriented in the same direction as the scan traces). At the depth of 4.06 cm (Figure 21b), the
imaging of the tombstones was far clearer; however, there was still no possibility to distinguish the
singular elements. On the contrary, the individual tiles could be detected; the chosen tomography
depth was between the minimum and the maximum thickness of the tiles, thus some of them were
visible, whereas other ones could not be observed. At the depth of 12.19 cm (Figure 21c), most of
the tombstones were clearly visible. The lower faces of some thicker tombstones were below the
tomography depth, unlike the thinner ones, which were not detected at this level. The adornment was
detected on the second tombstone from the left. The tiles could not be identified because their bottom
faces were located certainly above the actual tomography level. What is more, the brick wall was
moderately imaged at the width of about 5.2 m and the length between 2.2 and 13.8 m. The tombstones
were still distinguishable at the depth of 23.75 cm (Figure 21d). The inhomogeneities in the ground
under certain tombstones were visible, especially on the right side of the tomography. The brick wall
discovered at the depth of 12.19 cm was still detectable and seemed to be longer. What is more, another
two brick walls were identified: the first one at the width of 4.5 m and the length between 5.5 and
14.0 m, the second at the width of 2.2 m and the length between 6.5 and 15.0 m. All of the three walls
were clearly imaged in the A-117 B-scan (see Figure 17b).

Figure 22 shows the tomographic images of the north aisle. Similarly to the results for the south
aisle, the tombstones were detected at the depth of 0.16 cm (Figure 22a); however, their configuration
was not so regular. The lengthwise tile grouts were also imaged, unlike the crosswise grouts.
The adornments were visible on some of the tombstones. At the depth of 4.06 cm, the tombstones
were shown far more clearly. Some individual tiles were also observed. At the depth of 12.19 cm, the
singular tombstones could be distinguished. Some of them did not seem to be rectangular because
of the irregular shape of their bottom faces. It is also worth noting that the staircase reinforcement
was visible at the length of 30.0-32.0 m and the width of 5.2-7.8 m. Only the lengthwise bars were
noticeable, and the crosswise reinforcement could not be imaged because of the single direction of the
GPR scanning.
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Figure 21. GPR tomographic images of the south aisle (survey A) at different depths: (a) 0.16 cm;
(b) 4.06 cm; (c) 12.19 cm; (d) 23.75 cm.
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Figure 22. GPR tomographic images of the north aisle (survey B) at different depths: (a) 0.16 cm;
(b) 4.06 cm; (c) 12.19 cm.

4. Conclusions

In this study, the integrated GPR and UT inspection was conducted on the floor of a historical
church. The performed investigations focused on the detection of air gaps and other anomalies located
under the stone tiles and the tombstones. The research was supported by laboratory models illustrating
the behavior of electromagnetic and ultrasonic waves. The numerical models were prepared to
illustrate the propagation of electromagnetic waves in the medium containing inclusions such as air
gaps, brick walls, pipes and brick rubble. The results obtained provided useful information about the
possibilities and limitations of the GPR and UT methods.
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The possibility of an efficient application of the GPR technique for detecting small concentrated
inclusions was confirmed. The table tennis ball was identified in the concrete slab (both in the
numerical and experimental results); the pipe was detected in the area of the trial pit; some bricks and
concentrated inclusions were observed in the ground under the floor. The larger surface and volume
elements (stone tiles, tombstones) were successfully imaged too. The GPR method was also able to
show the air gaps as lines (single or double, depending on the air gap thickness). However, the exact
imaging of the air voids was possible only for thick layers; in the case of thin air gaps, it was difficult to
state whether the lines denoted the air gap or a boundary between two media.

The UT measurements allowed an efficient detecting of the air gaps, independent of their thickness.
This resulted from the phenomenon of total reflection of elastic waves at the boundary of the analyzed
element. The location of stone tiles and tombstones could be also clearly visible. On the other hand,
because of wave reflection, the UT inspection did not allow to detect anything below the air gap.
What is more, ultrasonic waves did not identify concentrated inclusions, such as the table tennis
ball, the pipe and the ground inhomogeneities, which could be caused by the limitations of the UT
antenna used.

The tomographic snapshots provided the overall image of the examined area at a specific depth.
This type of imaging could be useful when the exact location of underfloor inclusions in relation to the
entire scanned area is the object of interest. However, when the detailed profile of a part of considered
structure is important, an analysis of B-scans is more appropriate. For the presented study, a good
compliance of both ways of imaging was observed.

To increase the applicability and practicality of non-destructive inspection techniques, the use of
integrated GPR and UT methods was recommended. The methods complemented each other, allowing
an exclusion of their limitations. The UT technique was efficient at visualizing air gaps of different
thicknesses, however, it was not suitable for imaging small inclusions and anything below the air voids.
What is also important, the UT measurements were time-consuming. The GPR method successfully
detected concentrated inclusions with different sizes; it also allowed inspecting a large area with a
relatively low time cost. However, the GPR measurements did not allow detecting air voids.

To summarize, the integrated inspection combining the GPR and UT techniques appeared to
be effective for non-destructive diagnostics of underfloor structures in cultural heritage buildings.
The proposed approach can be useful for the detection of anomalies laying under the floor, such as air
gaps, bricks and pipes, which can appear in historical objects. The complementarity of both methods
enables a precise analysis of the tested structure.
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Abstract: Strengthening of engineering structures is an important issue, especially for elements
subjected to variable loads. In the case of concrete beams or slabs, one of the most popular approaches
assumes mounting an external reinforcement in the form of steel or composite elements by structural
adhesives. A significant disadvantage of adhesive joints is the lack of access to the adhesive film for
visual condition assessment, thus, there is a need for non-destructive diagnostics of these kinds of
connections. The aim of this paper was the identification and visualization of defects in adhesive joints
between concrete beams and steel plates using the guided wave propagation technique. The initial
theoretical and numerical analyses were performed. The experimental wave field was excited and
measured by the scanning laser Doppler vibrometry. The collected signals were processed by the
weighted root mean square (WRMS) calculation. As a result, 2-D damage maps were obtained.
The numerical simulations were performed to corroborate the experimental results. The results
showed that the guided waves could be successfully applied in non-destructive diagnostics of
adhesive joints between concrete and steel elements. However, the quality of damage visualizations
strongly depended on the location of excitation.

Keywords: adhesive joint; concrete beam; guided waves; debonding; damage detection; damage
imaging; root mean square

1. Introduction

Engineering structures are subjected to various loads, e.g., dead loads, live loads, environmental
loads, and other, over the entire service life. In many situations, it may be necessary to increase the
load capacity. The main reasons are planned changes in the way a structure is used and carrying out
rehabilitation and retrofitting works due to degradation of a structure or its natural aging. To achieve
higher load capacity, strengthening is commonly used. Various reinforcement systems such as steel
elements (plates, rods, and flat bars) or composite elements (carbon tapes, carbon mats, and other fiber
reinforcement polymers) are increasingly used [1-3]. Such externally bonded reinforcement (EBR) is
very often connected to a strengthened structure by adhesive bonding [4]. It is worth noticing, that the
technical condition of the connection between joined elements has a great influence on the behavior of
the whole structure and, if not properly evaluated, may cause an unexpected collapse.

The existing literature presents many examples of the use of adhesives in connections
between concrete and steel [4-8] as well as between concrete and fiber reinforced polymeric (FRP)
composites [9-17]. Czaderski and Meier [4] proved that the condition of concrete elements strengthened
using the EBR technique can be good even after several dozen years of exploitation. However,

Materials 2020, 13, 2167; d0i:10.3390/ma13092167 199 www.mdpi.com/journal/materials



Materials 2020, 13, 2167

the monitoring of such structures is crucial because of the possibility of debonding between the
substrate and overlay, which is the most common damage type in this type of connections. It should
be also noted that debonding is a dangerous defect due to the lack of its visibility, thus the problem of
detection of such damage is not a trivial task. The strength of elements reinforced with EBR technique
is usually considered as the bond strength between joined elements [15], thus the condition of the
adhesive layer is of great importance. Debonding in externally reinforced concrete elements, which is
initiated by crack grows, is the aim of the work of many researchers. The reinforcement in the form of
steel plates was considered as the protection of concrete beams against failure induced by flexural [6]
or shear cracking [5,7,8]. Typical peel-off tests were conducted for concrete beams strengthened with
glass fiber reinforced polyester to determine their strength [9]. The influence of carbon fiber reinforced
polymers (CERP) [10], steel reinforced polymers (SRP), and steel reinforced grouts (SRG) [12] on the
failure induced by flexural cracking in concrete beams during bending load was also considered.
Pre-stressing of CFRP laminates was shown to be the effective method of reduction of debonding in
strengthened concrete beams under flexural load [13]. A number of works were conducted based on
the shear tests for concrete beams reinforced with SRG [16] and CFRP [17]. The influence of additional
CFRP anchorages on the shear strength was also analyzed [14]. The combined influence of normal and
shear stresses was investigated for U-shaped CFRP reinforcement covering the bottom and the sides of
the beams [11,15].

With the increasing use of adhesive connections to reinforced structures, there is a need to develop
efficient techniques of non-destructive detection and imaging of debonding between a substrate and
overlay, as for example active thermography [18-22]. A group of the most effective techniques to
evaluate the interfacial adhesion consists of the methods utilizing elastic wave propagation. Existing
papers have presented numerous successful applications of wave propagation phenomenon for damage
identification in civil engineering structures [23-27]. The impact-echo (IE) method, based on the use of
low-frequency vibrations, supported with the frequency spectrum analysis and wavelet analysis, was
efficiently utilized for the assessment of adhesion in concrete structures [28,29]. Another promising
approach, applicable also for the evaluation of adhesive joints, is based on the analysis of wave energy
distribution supported with weighted root mean square (WRMS) calculation, e.g., in aluminum [30]
and steel connections [31,32]. Recently, ultrasonic waves have also been increasingly used to inspect
and evaluate adhesive bonding between concrete elements and externally bonded reinforcement.
Castaings et al. [33] analyzed the propagation of a pseudo-Rayleigh wave mode to evaluate the
adhesion level between concrete block and glass-epoxy composite plate joined by the epoxy resin,
based on the numerical dispersion calculations and experimental measurements. Shen et al. [34]
investigated a concrete block strengthened with steel plate joined by epoxy adhesive. Dispersion
properties for a three-layer medium were determined by analytical, experimental, and numerical
approaches, giving comparable results. Propagation of shear waves was used by Zeng et al. [35] to
detect bond slip at the steel-concrete interface in concrete encased I-shape beam under tensile test. Song
and Popovics [36] studied the influence of different bonding conditions on dispersion characteristics of
fundamental Ay and Sy wave modes propagating in the steel-clad concrete beams. They observed
that attenuation characteristics of guided waves are sensitive to adhesion level at the steel-concrete
interface. Li et al. [37] applied the time-reversal method and continuous wavelet transform to evaluate
debonding in the CFRP-reinforced concrete blocks. The analysis of strain distribution of wave
propagation in numerical models was used as an attempt to imaging of damaged areas; however the
exact size and position of defects were not determined. Zima and Rucka [38] presented experimental
and numerical results of condition assessment of adhesive joint between concrete beam and steel
plate with various states of degradation. The correlation between the amplitude of peak values
in wave signals and bonding quality was observed. The numerical guided wave field represented
by acceleration magnitudes was used to visualize debonding areas. Mechanical degradation of
adhesive connection in concrete-steel specimens during push-out tests was monitored ultrasonically
by Rucka [39]. Changes in the interface slip between adherends were treated as an indicator of
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approaching failure. Chen et al. [40] proposed detecting interfacial debonding in concrete-filled
steel tubes using the transient multichannel analysis of surface waves. The differences in dispersion
characteristics allowed determining the presence of defects. Liu et al. [41] monitored debonding
between CFRP sheet and concrete beam during three-point bending using the pitch-catch wave-based
method. The decrease of signal amplitude was observed in the case of damaged connection compared
with an intact one. Experimental strain distribution at different loading levels was used to illustrate
the development of damaged areas. Interfacial debonding in steel-concrete and steel-epoxy-concrete
plates was quantitatively evaluated by Ke et al. [42]. Comparison of signal spectrograms obtained
by the short time Fourier transformation of signals obtained allowed determining the debonding
range between joined parts. Yan et al. [43] investigated steel-concrete—steel sandwich beams under
bending test. Acoustic emission and electromechanical impedance methods were used to evaluate the
cracking process and the structural state of analyzed specimens. Giri et al. [44] analyzed the prediction
of a gap in concrete—steel and concrete-aluminum connections using partial least squared regression
technique based on the Lamb wave propagation phenomenon. Nonlinear Rayleigh waves were used
by Ng et al. [45] for debonding detection in CFRP-retrofitted reinforced concrete blocks. Short time
Fourier transformation of wave signals allowed preparing location images of defects with different size.
Wang et al. [46] detected the severity and type of damage in concrete columns with CFRP sheeting
using Fourier transform and wavelet packet energy analysis. Damage and health indices were used to
evaluate concrete cracking and debonding initiation. Huo et al. [47] made a review on monitoring
of bond-slip in steel-concrete structures presenting well-known wave-based approaches, including
active and passive sensing methods. The reported works present an extensive analysis of debonding
detection in steel-concrete composite structures. However, the issue of damage imaging was not deeply
considered, except some above-mentioned attempts based on the analysis of the guided wave field
represented by the wave acceleration or stress distribution. It should be noted, that the determination
of actual location, size, and shape of damaged areas has not been performed, notwithstanding these
features have a great impact on the actual strength of adhesive connections.

This paper deals with the condition assessment of concrete beams strengthened with steel
plates. The novelty of the study is connected with comprehensive theoretical-numerical-experimental
analysis of wave propagation in steel-concrete adhesively bonded specimens and the possibility of
debonding imaging using WRMS-based ultrasonic diagnostics. The conducted research was divided
into two stages. The initial analysis focused on the characterization of the guided wave propagation
in a single-layer and a three-layer media. The main part of the study was directed at the damage
identification and imaging in adhesive joints of composite beams with different levels of debonding.
The guided waves were sensed and recorded in a number of points on the surface of the steel plate
using both contact and non-contact measurement techniques. The signal processing technique based
on the WRMS calculation allowed detecting and imaging of the damaged areas. The obtained results
indicated that the quality of damage maps strongly depended on the location of excitation.

2. Materials and Methods

2.1. Object of Research

The object of investigations (Figure 1a) was a beam with a square cross section of 100 mm x 100
mm and a length of 500 mm. The beam was made of concrete class C30/37 and strengthened with a steel
plate of dimensions 100 mm X 6 mm X 500 mm fixed to the upper surface of the beam by an adhesive
film. Five specimens were analyzed (Figure 1b). The first specimen was an intact composite beam (#1)
with a full connection between both elements. Three partially damaged beams (#2, #3, and #4) had
defects in the form of a debonding, covering a different area of the joint (relative defect surface was
10%, 20%, and 50%, respectively). The last sample was a steel plate (#5), which was laid freely on the
beam to simulate a fully debonded joint. The defects were obtained by sticking a Teflon (PTFE) tape
onto the appropriate area of the steel plate. To prevent any unintentional defects, the treatment of each
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bonded elements was performed. The surface of the concrete beam was dedusted and degreased with
Loctite-7063 cleaner (Henkel, Diisseldorf, Germany). The steel plate was treated with a fine abrasive
paper (grit size 120) and then degreased. The connection between concrete and steel was provided
by the two-component epoxy-based structural adhesive Sikadur 30 Normal (Sika, Baar, Switzerland).
The specimens were conditioned in room temperature for seven days after gluing. The photograph of
prepared specimens with close-ups for selected defects is presented in Figure 2. The thickness of the
adhesive film for specimens (#1—+#4) was equal to about 2 mm. It was determined after conditioning as
the difference between the overall specimen thickness and the sum of beam and plate thicknesses.
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Figure 2. Photograph of prepared specimens (#1-#5) with close-up views of adhesive films in beams
#1, #2, and #3.

2.2. Experimental Procedure

The experimental measurements of guided waves were carried out by the scanning laser Doppler
vibrometry (SLDV) method using the set-up presented in Figure 3a. The input wave signal was
generated by the arbitrary function generator AFG 3022C (Tektronix, Inc., Beavert