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Preface to ”Fatigue and Fracture Behaviour of

Additively Manufactured Mechanical Components”

This Special Issue presents the latest advances in the field of fatigue and fracture performances

of additively manufactured mechanical components, including components made of traditional

materials (metals, sintered steels, etc.) but undergoing complex loading conditions (multiaxial fatigue

and mixed mode fracture). This Special Issue is composed of seven papers covering new insights in

structural and material engineering. The advent of additive manufacturing (AM) processes applied

to the fabrication of structural components creates the need for design methodologies and structural

optimization approaches that take into account the specific characteristics of the process. While

AM processes enable unprecedented geometrical design freedom, which can result in significant

reductions of component weight (e.g., through part count reduction), they have implications in the

fatigue and fracture strength due to residual stresses and microstructural features. This is due to

the stress concentration effects and anisotropy that still warrant further research. The papers of

this Special Issue report on numerical simulation and experimental work, or a combination of both.

The application of damage and fracture mechanics concepts, the appraisal of stress concentration

effects, and the consideration of residual stresses and anisotropic behavior, are tackled for a range of

structural applications from biomedical engineering to aerospace components.
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Abstract: This Special Issue presents the latest advances in the field of fatigue and fracture
performances of additively manufactured mechanical components, including components made
of traditional materials (metals, sintered steels, etc.) but undergoing complex loading conditions
(multiaxial fatigue and mixed mode fracture). This Special Issue is composed of seven papers covering
new insights in structural and material engineering. The advent of additive manufacturing (AM)
processes applied to the fabrication of structural components creates the need for design methodologies
and structural optimization approaches that take into account the specific characteristics of the process.
While AM processes give unprecedented geometrical design freedom, which can result in significant
reductions of component weight (e.g., through part count reduction), they have implications in the
fatigue and fracture strength due to residual stresses and microstructural features. This is due to
stress concentration effects and anisotropy that still need research. The papers of this Special Issue
report on numerical simulation and experimental work, or a combination of both. The application
of damage and fracture mechanics concepts, the appraisal of stress concentration effects, and the
consideration of residual stresses and anisotropic behaviour are tackled for a range of structural
applications from biomedical engineering to aerospace components.

Keywords: fatigue; fracture; additive manufacturing; finite element method (FEM)

Transport systems face great pressure in terms of ever-increasing performance and efficiency
while ensuring maximum reliability and controlling costs. Material selection, structural design,
and fabrication methods play a central role among many different contributions for achieving
those objectives.

The mainly used metallic materials are steel alloys, where the introduction of special alloying may
substantially improve performance, while sintered steel alloys are playing an increasingly important
role because of their corrosion performance.

The emergence of additive manufacturing (AM) implies that components may become simpler,
reducing weight and part count, a trend that is also supported by fabrication techniques such as friction
stir welding or laser beam welding, leading to integral structures.

Open problems exist in all those areas, as exemplified by the assurance of integrity and mechanical
performance of AM parts. Moreover, the benefits of AM are offset to a certain extent by the poor surface
finish and high residual stresses resulting from the printing process, which consequently compromise
the mechanical properties of the parts, particularly their fatigue performance.

Appl. Sci. 2020, 10, 1652; doi:10.3390/app10051652 www.mdpi.com/journal/applsci1
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The understanding of the mechanical behaviour and its incorporation into design practice is made
through structural analysis, and this subject is also of interest for this Special Issue. Computational
mechanics progressed from the traditional finite element method (FEM) and dual boundary element
method (DBEM) approaches to combined/hybrid and multiscale analyses that may accurately model
and predict crack paths and damage within controlled computational effort.

The purpose of this Special Issue is to draw the attention of the scientific community to recent
advances in modelling and optimizing the structural behaviour of advanced materials and their
possible applications, while also considering non-destructive testing and evaluation.

Theoretical, numerical, and experimental contributions describing original research results and
innovative concepts on materials and structures were collected.

This Special Issue includes several high-quality papers written by leading and emerging specialists
in the field. Among the articles collected, a number of high-quality papers existed, which led to seven
published articles. A very short description of the addressed topics, in the order of themes cited below,
is presented.

When studying the performance of additively manufactured components, an important issue
is related to the correct design of the specimen in fatigue testing. In the property characterization
of additive manufacturing materials, mini specimens are preferred due to the specimen preparation
and manufacturing cost, but mini specimens demonstrate higher fatigue strength than standard
specimens due to the lower probability of material defects resulting in fatigue. In Reference [1],
a novel adaptive displacement-controlled test set-up was developed for fatigue testing using mini
specimens. In this study, a dual gauge section Krouse type mini specimen was designed to conduct
fatigue tests on additively manufactured materials. A fully reversed bending (R = −1) fatigue test
was performed on simply supported specimens. The fatigue performance of the wrought 304 and
additively manufactured 304L stainless steel was compared applying a control signal monitoring
(CSM) method. The test results and analyses were useful to validate the design of the specimen and the
effective implementation of the test bench in the fatigue testing of additively manufactured materials.

It was proven that surface integrity alteration induced by the machining process or AM has a
profound influence on the performance of a component. The different manufacturing conditions
directly affect the surface state of the parts (surface texture, surface morphology, surface residual stress,
etc.) and affect the final performance of the workpiece.

In particular, with reference to AM, its benefits are offset to a certain extent by the poor surface
finish and high residual stresses resulting from the printing process, which consequently compromise
the mechanical properties of the parts, particularly their fatigue performance. Ultrasonic impact
treatment (UIT) is a surface modification process which is often used to increase the fatigue life of
welds in ship hulls and steel bridges. In Reference [2], the benefits of ultrasonic impact treatment (UIT)
on the fatigue life of Ti-6Al-4V, manufactured by direct metal laser sintering (DMLS), were illustrated.
Results showed that UIT enhanced the fatigue life of DMLS Ti-6Al-4V parts by suppressing the surface
defects originating from the DMLS process and inducing compressive residual stresses at the surface.
At the adopted UIT application parameters, the treatment improved the fatigue performance by
200%, significantly decreased surface porosity, reduced the surface roughness by 69%, and imposed a
compressive hydrostatic stress of 1644 MPa at the surface.

On the other hand, with reference to milling technology, which can process parts of different
quality grades according to the processing conditions, it is of great significance to reveal the mapping
relationship between working conditions, surface integrity, and part performance for the rational
selection of cutting conditions. In Reference [3], the effects of cutting parameters such as cutting
speed, feed speed, cutting depth, and tool wear on the machined surface integrity during milling were
thoroughly reviewed. At the same time, the relationship between the machined surface integrity and
the performance of parts was also revealed. Furthermore, problems that exist in the study of surface
integrity and workpiece performance in the milling process were pointed out with the final suggestion
that more research should be conducted in this area in the future.
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When considering dentistry applications of newly advanced materials, one issue is related to the
proper adjustment of crown implant abutment during installation.

In Reference [4], the fracture resistance and stress distribution of zirconia specimens were compared
considering four occlusal surface areas of implant abutment. Four implant abutment designs with
15 zirconia prostheses over the molar area per group were prepared for cyclic loading with 5 Hz,
300 N in a servo-hydraulic testing machine until fracture or automatic stoppage after 30,000 counts.
Four finite element models were simulated under vertical or oblique 10-degree loading to analyse
the stress distribution and peak value of zirconia specimens. Data were statistically analysed, and
fracture patterns were observed under a scanning electron microscope. Cyclic loading tests revealed
that specimen breakage had moderately strong correlation with the abutment occlusal area (r = 0.475).
Specimen breakage differed significantly among the four groups (p = 0.001). The lowest von Mises
stress value was measured for the prosthesis with a smallest abutment occlusal surface area (SA25)
and the thickest zirconia crown. Thicker zirconia specimens (SA25) had higher fracture resistance and
lowest stress values under 300-N loading.

The second part of this Special Issue is concerned with traditional materials but under complex
fatigue conditions, like those generated in rails and wheels undergoing rolling contact fatigue with
consequent crack initiations. Such cracks then develop under non-proportional mixed mode I/II/III
loading, whose assessment represents a challenge for scientists involved in railway accident prevention.

In Reference [5], fatigue tests were performed to estimate the coplanar and branch crack growth
rates on rail and wheel steel under non-proportional mixed mode I/II loading cycles simulating the load
on rolling contact fatigue cracks; sequential and overlapping mode I and II loadings were applied to
single cracks in the specimens. Long coplanar cracks were produced under certain loading conditions.
The fracture surfaces observed by scanning electron microscopy and the finite element analysis results
suggested that the growth was driven mainly by in-plane shear mode (i.e., mode II) loading. Crack
branching likely occurred when the degree of overlap between these mode cycles increased, indicating
that such a degree of enhancement led to a relative increase in the maximum tangential stress range,
based on an elasto-plastic stress field along the branch direction, compared to the maximum shear
stress. Moreover, the crack growth rate decreased when the material strength increased because this
made the crack tip displacements smaller. The branch crack growth rates could not be represented by
a single crack growth law since the plastic zone size ahead of the crack tip increased with the shear
part of the loading due to the T-stress, resulting in higher growth rates.

In Reference [6], sequential and overlapping mode I and III loading cycles were applied to single
cracks in round bar specimens. The fracture surface observations and the finite element analysis results
suggested that the growth of long coplanar cracks was driven mainly by mode III loading. The cracks
tended to branch when increasing the material strength and/or the degree of overlap between the
mode I and III loading cycles. The equivalent stress intensity factor range that could consider the
crack face contact and successfully regress the crack growth rate data was proposed for the branch
crack. Based on the results obtained in this study, the mechanism of long coplanar shear-mode crack
growth turned out to be the same regardless of whether the main driving force was in-plane shear or
out-of-plane shear.

The last paper in this Special Issue concerns real components and, in particular, aerospace
structures, whose residual life in the presence of a service crack is evaluated.

In Reference [7], the authors presented the results of a systematic crack propagation analysis
campaign performed on a compressor-blade-like structure. The point of novelty was that different
blade design parameters were varied and explored in order to investigate how the crack propagation
rate in low cycle fatigue (LCF, at R ratio R = 0) could be reduced. The design parameters/variables
studied in this work were as follows: (1) the length of the contact surfaces between the dovetail root and
the disc, and (2) their inclination angle. Effects of the friction coefficient between the disc and the blade
root were also investigated. The LCF crack propagation analyses were performed by recalculating the
stress field as a function of the crack propagation by using the Fracture Analysis Code (Franc3D®,
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http://www.fracanalysis.com/Fracture Analysis Consultants, Inc 121 Eastern Heights Dr Ithaca, 14850
New York, NY, USA. Phone: 607-257-4970).
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Abstract: A novel adaptive displacement-controlled test setup was developed for fatigue testing on
mini specimens. In property characterization of additive manufacturing materials, mini specimens are
preferred due to the specimen preparation, and manufacturing cost but mini specimens demonstrate
higher fatigue strength than standard specimens due to the lower probability of material defects
resulting in fatigue. In this study, a dual gauge section Krouse type mini specimen was designed to
conduct fatigue tests on additively manufactured materials. The large surface area of the specimen
with a constant stress distribution and increased control volume as the gauge section may capture
all different types of surface and microstructural defects of the material. A fully reversed bending
(R = −1) fatigue test was performed on simply supported specimens. In the displacement-controlled
mechanism, the variation in the control signal during the test due to the stiffness variation of
the specimen provides a unique insight into identifying the nucleation and propagation phase.
The fatigue performance of the wrought 304 and additively manufactured 304L stainless steel was
compared applying a control signal monitoring (CSM) method. The test results and analyses validate
the design of the specimen and the effective implementation of the test bench in fatigue testing of
additively manufactured materials.

Keywords: adaptive control; fatigue testing; simply supported bending; mini specimen; additive
manufacturing; 304L stainless steel

1. Introduction

Fatigue is a progressive and permanent structural change due to fluctuating stresses or strains
subjected to a material. 50% to 90% of mechanical failures of structures are due to fatigue [1,2]. Fatigue
test is indispensable in the characterization of materials but the test is both time-consuming and
very expensive [3,4]. In this research, a unique test setup was designed and developed to reduce
the test cost using mini specimen. The measured strength of a material subjected to monotonic or
cyclic loading depends inversely on the specimen size. The impact of the size effect on mechanical
properties depends on the type and local feature of the material structure i.e., grain size, microcracks,
inclusions, discontinuities, dislocations, and other defects [5–7]. Extended studies were carried
out to investigate the effect of specimen size and loading condition on fatigue behavior of metallic
materials [8–15]. Statistically, large specimens contain more extreme defects. The presence of larger
defects leads to crack growth and failure at lower stress levels. Sun [16] proposed a probabilistic
method to correlate the effects of specimen geometry and loading condition on the fatigue strength
based on the Weibull distribution. Tomaszewski [4] performed comparative tests on mini specimens
and normative specimens, and verified the monofractal approach based on Basquin’s equation along
with the Weibull weakest link model. There are some other statistical methods proposed to evaluate

Appl. Sci. 2019, 9, 3226; doi:10.3390/app9163226 www.mdpi.com/journal/applsci5
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the size effect on the fatigue test [17–21]. All of these approaches epitomize that standard specimens
demonstrate lower fatigue strength than mini specimens due to the higher probability of larger material
defects. Additively manufactured materials have a higher probability of defects compared to wrought
materials. In this paper, the implementation of a dual gauge section Krouse type mini specimen
increases the surface area to capture all different types of surface and microstructural defects since
most of the fatigue failures are initiated at the surface or subsurface due to the presence of defects.

Geometrically, the size effect is related to the nonlinear distribution of the stress [22–24]. The stress
gradient occurring under bending and shear stress has a higher influence on the size effect for a bending
type test compared to axially loaded cyclic test but the axial fatigue test on mini specimens suffers
buckling. In this study, the transverse bending test with a constant stress distribution within the gauge
section in a specimen eliminates the stress gradient effect.

There are several techniques already developed to monitor the crack nucleation and propagation
during the fatigue test. These techniques include the acoustic emission diagnostic method [25–27],
electrical resistance change method [28,29], meandering winding magnetometer (MWM)-array eddy
current sensing [30], and thermographic method [31]. All of these techniques require an additional
sensor with intensive signal processing. In the current work, we introduce a simple but effective
control signal monitoring (CSM) method to identify the nucleation and propagation phase. In a
displacement-controlled mechanism, the control signal decreases with the decrease in the structural
stiffness of the specimen. The change in the control signal provides insight in estimating the nucleation
and propagation phase. In this study, the fatigue test was conducted on wrought 304 and additively
manufactured 304L stainless steel specimens. The CSM method was applied to identify the nucleation
and propagation phase. The test results were compared to validate the design of the specimen and the
test setup performance in high cycle fatigue testing.

2. Methodology

In this study, a fully reversed bending (R = −1) fatigue test was performed on simply supported
specimens. A simply supported testing methodology has several advantages over a fully clamped
type of loading mechanism. The maximum deflection in a simply supported and a fully clamped beam
with a concentrated load F at the center are given by Equations (1) and (2) respectively [32,33],

δmax =
Fl3

48EI
(1)

δmax =
Fl3

192EI
(2)

where F, δmax, l, E, and I are the applied force, maximum deflection, length, modulus of elasticity, and
moment of inertia of the beam respectively. For a given load, the displacement is four times higher in
a simply supported bending than in a fully clamped bending. During the fatigue test, investigators
attempt to actuate the specimen at its natural frequency to achieve maximum displacement. However,
the dynamics of the actuator coupled with the specimen limit the operation. Therefore, as an alternate,
we adopted a simply supported bending mechanism as the testing methodology.

3. Specimen Design, Analysis and Preparation

3.1. Design of the Specimen

A dual gauge section Krouse type mini specimen was designed for simply supported loading.
The specimen is a modified form of the ASTM (American Society for Testing and Materials)
International standard B593-96(2014)e1, definition E206, and practice E468 [34]. Some authors already
reported on the modification and implementation of the specimen in miniature form [35–38]. Since
the specimens are miniature size, Haydirah [39] performed an error analysis based on the effect of
specimen’s dimension. Figure 1 shows the dimension of our specimen. The effective length between
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both clamping ends is 25.4 mm. Each gauge is 4.34 mm long. The total gauge covers 34.17% of the
total effective length of the specimen. The dual gauge increases the overall surface area. The failure is
expected to be within the gauges. Another reason for choosing the dual gauge is to maintain symmetry.
In a single cantilever beam, the actuator follows a curved path during excitation. To keep the path
of the actuator one dimensional, and to distribute the load symmetrically along with the specimen,
the dual gauge concept is opted.

Figure 1. Drawing of the dual gauge section Krouse type mini specimen, all units are in mm.

3.2. Stress Calculation

Previous studies showed that simple beam equation is applicable to calculate the stress in
miniature wedge shaped specimen [34–39]. The stress in a simply supported bending beam with
a point load at the center can be expressed as [40],

σ =
M(x)
I(x)

h
2

(3)

where, σ, M(x), I(x), and h are the stress, moment, second moment of inertia, and the thickness of the

specimen, respectively. For a simply supported beam, M(x) = Fx
2 , and I(x) = b(x)h3

12 where, F, and b are
the point load, and the width of the specimen, respectively. For a Krouse type specimen b(x) = 2kx
where, k is the slope of the specimen. Inserting M(x), andI(x) in Equation (3), we get,

σ =
3F

2kh2 = j(F, h) (4)

where, j is the stress function. The nominal stress σ within the gauge in Equation (4) depends on
the force applied and the thickness of the specimen, not on the distance x. Ideally, a constant stress
distribution is expected but in reality at the defect zone or at the lower strength site, the actual local
stress will be higher than the nominal stress.

3.3. Sensitivity and Uncertainty Analysis

The specimen is a miniature size compared to the standard one. The necessity of sensitivity
and uncertainty analysis is inevitable to determine the optimal thickness of the specimen. The stress
calculation is sensitive to the force and thickness of the specimen according to Equation (4). Uncertainty
in force measurement depends on the sensor’s accuracy, calibration, and set up. The thickness is
sensitive to the machining and polishing process. For a higher thickness, a higher force is required to
attain particular stress. This leads to the necessity of a high power system and actuator. An optimal
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thickness was determined to eliminate the necessity of high power fatigue machine and external
cooling. Partially differentiating Equation (4) we get,

∇ j̄ =

[
F
σ × ∂σ

∂F
h
σ × ∂σ

∂h

]
=

[
1
−2

]
(5)

From Equation (5), we can see 1% variation in specimen thickness produces 2% change in stress
value. To estimate the thickness uncertainties, 10 specimens were prepared. The thickness was
measured using a high precision laser displacement sensor. The uncertainty was calculated obtaining
overall standard deviation (std) using Equation (6).

std =
1
n

n

∑
j=1

(xj − x̄)2 =
1
n

[
g

∑
i=1

niS2
i +

g

∑
i=1

(x̄i − x)2

]
textrmwhere,x̄ =

∑
g
i=1 nixi

n
(6)

where, x̄i, Si, and ni are the mean, standard deviation, and the number of scanned data points of i th
specimen respectively. x̄ is the overall mean, and n is the total number of data points. For ±5% stress
variation, the calculated optimal thickness of the specimen was 0.509 mm with three sigma quality
level. Including a factor of safety, the specimen thickness used in this study is 0.65 mm.

3.4. Finite Element Analysis

Finite element analysis was performed using ABAQUS 2018 software (Dassault Systèmes Simulia
Corp; Providence, RI, USA) to demonstrate the constant stress distribution within gauge sections.
According to the specimen design, as shown in Figure 2, the 3D prototype of the specimen was simply
supported at both sides which are marked by red lines (Uz = 0). To ensure a symmetric deformation,
the displacement on center-lines along the x -axis (green line) and y-axis (blue line) are restricted in y
direction (Uy = 0) and x direction (Ux = 0), respectively. A constant displacement Uz = 0.150 mm
was applied on the 3 mm × 7 mm dark grey rectangular area at the center of the specimen, which
indicates the rectangular plate washer in the machine setup. Boundary conditions are listed in the
box under the 3D prototype of the specimen. The Young’s modulus and Poisson’s ratio set for the
wrought 304 stainless steel were 200 GPa and 0.3 respectively. A linear elastic model was applied to
observe the mechanical response under this static condition, as the deformation is within the elastic
regime. The distribution of the nominal stress S11 on the whole specimen is then obtained by the
simulation, as shown in Figure 3. A constant nominal stress within triangular gauge sections can be
observed, and it reaches the maximum value at the surface. Convergence study was also performed by
selecting 6 different mesh sizes which result in the number of elements ranging from 1263 to 166,506.
The data points in Figure 4 shows that the nominal stress converges to approximately 177.7 MPa as
the number of elements increases to 166,506, since when the number of mesh elements increases from
76,698 to 166,506, the change in nominal stress value is less than 0.2%. Figure 3 exhibits the nominal
stress distribution with the number of elements of 166,506. The sole purpose of using FEA analysis is
to demonstrate the stress distribution within the gauge.
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Figure 2. FEA simulation setup for wrought 304 stainless steel specimen.

Figure 3. FEA simulation result of the specimen. The red zone on the top surface shows the stress
distribution is constant within the gauges.

Figure 4. Convergence analysis of the FEA simulation results.
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3.5. Materials and Specimen Preparation

The materials tested in this study are hot rolled and annealed 304 stainless steel bulk material and
additive manufacturing (AM) fabricated 304L SS bar. These materials were chosen because they are
economical and widely used due to their strength and high resistance to corrosion. The chemistry of
both the wrought material and powder used as the feedstock for AM is listed in Table 1. The relatively
close chemistry of both materials except Ni which is 2% higher but not expected to make a significant
difference in the test results may aid a better understanding of the comparative study. Rough finish
(average Ra = 3.82 μm) and fine finish (average Ra = 0.482 μm, average Rz = 4.242 μm) wrought
specimens were machined using W-EDM, while additively manufactured fine finish specimens were
cut along Z axis from a bar fabricated using the selective laser melting (SLM) process. A Renishaw
AM250 machine was used to build the part. An optimal process parameter listed in Table 2 was applied
to yield maximum part density. A total of 10 specimens for each type were manufactured with no
additional surface preparation.

Table 1. Chemical properties (wt%) of 304L stainless steel powder and bulk 304 stainless steel.

Material C Mn Si S P Cr Ni Cu Mo Co N O

Wrought 0.023 1.69 0.43 0.020 0.034 18.10 8.02 0.63 0.24 0.15 0.084 -
Powder 0.015 1.40 0.63 0.004 0.012 18.50 9.90 <0.1 - - 0.090 0.02

Table 2. Parameters used to build additively manufactured part using selective laser melting
(SLM) process.

Parameter Power Hatch Space Point Distance Exposure Time Energy Density Raster Rotation
Set (watt) (μm) (μm) (millisecond) (MJ/m3) (degree)

Nominal 200 85 60 75 58.8 67

4. Experimental Setup

4.1. Mini Fatigue Testing Machine

The mini fatigue testing machine consists of six major parts: (i) an electromagnetic actuator,
(ii) a non-contact displacement sensor, (iii) a load cell, (iv) a controller, (v) a power amplifier or
driver, and (vi) a test bench. The voice coil of a subwoofer was used as the actuator. The sub-woofer
behaves as a low audio frequency shaker. The mathematical model of an electrodynamic shaker
and a sub-woofer is relatively similar though the moving elements of a shaker are more rigid than
a subwoofer. Higher rigidity multiplies the power requirements. To design a low power system,
a soft mechanical suspension of the sub-woofer was implemented to transfer maximum energy to the
specimen. The actuator is made of a high Curie temperature ferrite magnet with a cast aluminum
frame of 10 inches diameter. The larger diameter of the voice coil (3 inches) than the length (1 inch) of
the specimen supports the one-dimensional movement. The dust cap of the voice coil was replaced
with a plastic flange. A load cell was mounted in-line between the central clamp and the flange to
measure the tensile and compressive force. To measure the displacement of the specimen, a high-speed
non-contact laser displacement sensor was fixed with a guide rail. Figure 5 illustrates the test bench
setup. First, the specimen was clamped at the center. The specimen sits on the bearings at both ends
as shown in Figure 5. Spacers were used at both ends to ensure no preload on the specimen. Then,
the other bearing holders were placed and clamped using heavy load toggle clamps on top. To ensure
line contact at both ends, bearings were used. Bearings also minimize the friction during the simply
supported vibration test. By sliding the displacement sensor using the guide rail, the sensor was
pointed at the center of the specimen. The displacement measured by the sensor was processed using
a microcontroller to determine the amplitude and mean of the displacement. The data was sent to
a computer from the microcontroller using a serial port. An adaptive controller was implemented in
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the Python development environment to estimate the required amplitude of the sinusoidal control
signal. The signal from the computer was sent to a waveform generator via Ethernet. A linear power
amplifier connected with the waveform generator drives the actuator. All process and manipulated
variables were stored for further analysis to identify the nucleation and propagation phase.

Figure 5. Fatigue test bench with a specimen mounted.

4.2. Adaptive Controller Design

An adaptive proportional and derivative (PD) controller was designed to control the displacement
amplitude. A conventional PID controller was avoided since the system parameters change due to the
structural stiffness change of the specimen during the test. Material hardening or softening may occur
too. There may also be a possibility of overshoot above the set point during the transient condition.
Overshoot may affect the test results. Therefore, an adaptive controller was designed. The design of an
adaptive controller follows Equation (7).

u(k) = u(k − 1) + P ∗ error + D ∗ error(k)− error(k − 1)
Δt

(7)

where, u(k), and u(k − 1) are the control signal amplitudes at time k, and (k − 1) respectively. P,
and D are the proportional and derivative gain respectively, and Δt is the time step. The proportional
controller offsets the current value linearly with the error, and the derivative controller adds in
controlling the actuation based on the rate of the change of error. The error is defined as,

error = dset
p−p − dcurrent

p−p (8)

where, dset
p−p and dcurrent

p−p are the desired and current displacement amplitude respectively. The controller
values were chosen by manual tuning with caution that no overshoot occurs above the set point.
The controller values need to be varied with the test frequency and test material as well. The P and D
controllers were set at 5.0 and 0.5 respectively for 304 materials at 56 Hz test frequency.

5. Results and Discussion

The closed-loop displacement-controlled fatigue test was performed on wrought 304 and SLM
fabricated 304L SS specimens. The sinusoidal excitation frequency was set at 56 Hz. Figure 6 shows
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the displacement amplitude of a specimen actuated at 0.100 volts control signal amplitude for different
frequencies. The system response is a window function with 39 Hz cutoff frequency. In terms of
system dynamics, the fatigue test is a harmonic forced vibration of two mass-spring systems. One is
the actuator, and another is the specimen. At cutoff frequencies, the system behaves like a shock
absorber. A detailed explanation can be found in the literature [41]. The frequency response shows
that the displacement amplitude is maximum at 56 Hz, 95 Hz, and 134 Hz. The test frequency was
chosen 56 Hz since external cooling may be required at higher frequencies. All experiments were
conducted for simply supported fully reversed bending test at room temperature. During the test,
the temperature of the specimen was monitored using an infrared temperature sensor. The deviation
in the temperature remains within ±2 ◦C at 56 Hz test frequency.

Figure 6. The frequency response of a specimen actuated at 0.100 volts control signal amplitude.

In a Krouse type specimen, the fatigue failure can occur at any location within the gauge. All the
specimens tested in this study failed within the gauge as expected. The random failure location is
due to the defects present randomly within the gauge. The nominal stress distribution is supposed
to be constant while the local stress is expected to be high at the defect zone. Figure 7 exhibits
the failure location of wrought specimens. Figure 8 illustrates the displacement and control signal
amplitude for the wrought specimen actuated at 0.200 mm amplitude which corresponds to 514.26 MPa
nominal stress. During the test, the stiffness of the specimen decreases as the crack grows, propagates,
and final failure occurs. The control signal amplitude decreases with the reduction of stiffness to
maintain the desired set displacement. The displacement amplitude increases suddenly during the
final failure. The test was stopped automatically when the amplitude was above a threshold. The test
result at different displacements illustrated in Figure 9 validates the effective performance of the
adaptive controller.

Figure 7. Fatigue failure of specimens actuated at different displacement amplitude.
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Figure 8. Displacement and control signal amplitude up to the entire fatigue life cycle of a fine finished
wrought specimen.

Figure 9. Displacement amplitude control of fine finished wrought specimens up to the entire fatigue
life cycle.

In this study, we introduce a control signal monitoring (CSM) method to identify the nucleation
and propagation stage. During the fatigue test, the crack first grows slowly, which is termed as
nucleation. When the nucleation process ends, the crack starts propagating and the final failure occurs.
The stiffness of the specimen decreases at all stage, but the rate of the stiffness change is different.
Wang [42] reported for carbon fiber polymer-matrix composite that the stiffness of the material has
an inverse analogous relation with the change in resistance up to the end of nucleation phase while
performing the electrical potential technique on fatigue test to identify the nucleation and propagation
phase. Grammatikos [31] implemented the linear regression analysis on the relative potential change
as a function of fatigue life fraction to identify different stages. Similarly, this is possible to identify the
phases using linear regression analysis on the control signal. First linear regression was applied on
the control signal. Then the peak amplitude of the signal near the end of regression line was marked
as the end of nucleation phase, as shown in Figure 10. Here the regression helps in choosing the
peak of the signal. Current study demonstrates the implementation of CSM method. Future study
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includes the sensitivity analysis on the monitoring signal. The implementation of the CSM method on
other wrought and SLM specimens is shown in Figure 11. To determine the maximum nominal stress,
the average of the peak load was calculated up to the end of the nucleation phase. Inserting the average
in Equation (4), the nominal stress was calculated. Figure 12 shows the tensile and compressive load
response up to the final failure for the wrought specimen displaced at 0.200 mm amplitude.

The fatigue life of a specimen in terms of the number of cycles is the sum of cycles during
nucleation and propagation stages. Materials demonstrate a higher life cycle at low-stress value.
Figure 13 shows the end of the nucleation phase cycle and cycles to failure for fine finished wrought
and SLM specimens. The trend of nucleation and propagation presented in the literature [43,44]
supports the results. Both the wrought and SLM specimens demonstrate an increase in the nucleation
and propagation cycle as the stress goes low, but for a particular stress value, both the nucleation and
propagation cycles for the SLM material is lower than those for the wrought material. A possible
reason is that additively manufactured materials have a higher probability of different types of defects.
The fracture surface analysis of wrought and SLM specimens is shown in Figure 14. In the SLM
specimen, the crack is initiated at the lack of fusion defect near the top surface while surface defect is
the crack initiation source for wrought specimens. We observed similar type of defects to be the crack
nucleation site for other SLM specimens. The crack starts growing earlier in SLM materials than in
wrought materials. Therefore, the nucleation life cycle is less. The presence of other defects such as
micro-cracks, pores, and lack of fusion within the volume enhance the propagation rate. Additionally,
some authors reported that inter-layer bonding is weak in SLM materials [45,46]. Therefore, SLM
fabricated 304 L SS demonstrate lower fatigue strength than bulk material.

Further analysis was performed to evaluate the CSM method in identifying nucleation and
propagation phase. Rough finished and notched rough finished wrought specimens were prepared
to conduct fatigue test. Rough finished specimens were chosen because these are easy to prepare.
Figure 15 shows the notch location in the specimen. Figure 16 illustrates the nucleation and propagation
phase identified using the CSM method for the specimens. As we know, notched specimens have
higher stress concentration, hence, they fail earlier. The number of cycles decreases more in nucleation
phase due to the notch while the influence of notch on the propagation is minimal. This attributes to
the proper implementation of the CSM method in identifying the end of nucleation phase. In future,
the method will be validated determining the crack length at the end of nucleation phase.

Figure 10. Nucleation and propagation stage of a fine finished wrought specimen displaced at
0.200 mm amplitude.
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Figure 11. Nucleation and propagation stage of fine finished specimens, (a) wrought specimen
displaced at 0.300 mm amplitude; (b) wrought specimen displaced at 0.225 mm amplitude; (c) SLM
specimen displaced at 0.200 mm; (d) SLM specimen displaced at 0.175 mm amplitude.

Figure 12. Load values for the specimen displaced at 0.200 mm amplitude.
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Figure 13. End of nucleation phase and cycles to failure for fine finished wrought and SLM
fabricated specimens.

Figure 14. Fracture surface analysis of fine finished wrought and SLM fabricated materials, (a) crack
nucleation site; and (b) crack propagation site of a wrought specimen, the nominal stress is 411.67 MPa;
(c) crack nucleation site of SLM fabricated specimen, the nominal stress is 394.76 MPa; (d) presence
of lack of fusion at the surface initiating the crack; (e) presence of lack of fusion within the volume
enhancing crack propagation rate.
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Figure 15. Notched rough finished wrought specimens prepared with a W-EDM wire radius of
0.125 mm. The average radius of the notch measured was 0.180 mm.

Figure 16. Nucleation and propagation phase of rough finished wrought and notched rough finished
wrought specimens.

The Wohler curve for fine finished and rough finished wrought specimens, and fine finished SLM
specimens was plotted as shown in Figure 17. Both fine finished SLM and rough finished wrought
materials exhibit low fatigue strength compared to the fine finished wrought material. The endurance
limit (107) of the fine finished, rough finished wrought specimen and fine finished SLM specimen
reported here are 404.26, 344.62 and 336.52 MPa respectively. The yield tensile strength (YTS) and
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ultimate tensile strength (UTS) for the wrought material used in this study are 582.5 and 780.9
respectively while for the SLM material with the same process parameter used, they are 368.4 and
536.7 MPa respectively [47]. These results are in good agreement with the general relationship between
fatigue limit and ultimate tensile strength [43]. The endurance limit is also comparable with the results
reported by other authors [38,48].

Figure 17. Wohler curve plot of wrought and SLM fabricated specimens.

6. Conclusions

In this study, a dual gauge section Krouse type mini specimen was designed to achieve a constant
stress distribution with increased volume to conduct fatigue test. The test was performed with
a simply supported loading mechanism on wrought and additively manufactured materials using
a unique adaptive displacement controlled mini fatigue test set up. A new diagnosis method named
control signal monitoring (CSM) was employed to identify the nucleation and propagation stages.
The test results and analyses illustrate that SLM fabricated 304L stainless steel demonstrate lower
fatigue strength in terms of both the nucleation and propagation cycles compared to bulk wrought
material. The test method developed here can be applied in the extensive study on other additively
manufactured materials in the future.
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Abstract: Additive manufacturing (AM) offers many advantages for the mechanical design of metal
components. However, the benefits of AM are offset to a certain extent by the poor surface finish
and high residual stresses resulting from the printing process, which consequently compromise
the mechanical properties of the parts, particularly their fatigue performance. Ultrasonic impact
treatment (UIT) is a surface modification process which is often used to increase the fatigue life
of welds in ship hulls and steel bridges. This paper studies the effect of UIT on the fatigue life
of Ti-6Al-4V manufactured by Direct Metal Laser Sintering (DMLS). The surface properties before
and after the UIT are characterized by surface porosity, roughness, hardness and residual stresses.
Results show that UIT enhances the fatigue life of DMLS Ti-6Al-4V parts by suppressing the surface
defects originating from the DMLS process and inducing compressive residual stresses at the surface.
At the adopted UIT application parameters, the treatment improved the fatigue performance by
200%, significantly decreased surface porosity, reduced the surface roughness by 69%, and imposed a
compressive hydrostatic stress of 1644 MPa at the surface.

Keywords: fatigue life improvement; materials characterization; additive manufacturing; ultrasonic
impact treatment; DMLS

1. Introduction

Additive Manufacturing (AM) offers great promise to the medical [1], aerospace [2], automotive
and defense fields [3–5]. It provides the advantage of building complex geometries by fabricating
3D objects one layer at a time using rendered CAD models [6], as a result, several techniques of
AM have been developed, including, Electron Beam Melting (EBM) [7], Selective Laser Sintering
(SLS) [8], Selective Laser Melting (SLM) [9], and Direct Metal Laser Sintering (DMLS) [10]. Another
advantage of AM lies within the wide range of materials that can be manufactured such as plastics [11],
metals [3,12–14], ceramics [15], concrete [16] and fiber reinforced polymers [17], among others. The AM
of metals are of particular interest to the production of dental implants, aerospace components, and
automotive structures [18]. Today, stainless steel [19,20], nickel alloys [21,22], aluminum alloys [23,24]
and titanium alloys [25,26] are common materials for metals AM.

DMLS is one of the most common AM processes for 3D printed metals because it maintains
dimensional control while producing complex features at high resolution [3]. There are two primary
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methods of manufacturing by DMLS: powder bed and powder deposition [27]. Powder bed methods
rely on a high energy source, typically a laser (although some similar systems use electron beams),
to locally sinter or melt metal particles on a powder platform. New powder layers are periodically
added while the platform is levelled to accommodate the addition of new material. The 3D model is
constructed in a single vertical direction [6]. Alternatively, powder deposition directly deposits the
metal powder and melts it in place using a high-powered laser [28]. Unlike the powder bed method,
which is typically restricted to one type of alloy, powder deposition has the ability to include different
metal powders for functionally graded materials [29].

This process however, also has a number of drawbacks. Parts produced via DMLS typically
have poorer mechanical properties compared to those produced by traditional means, which has
relegated the potential uses to prototypes and short-term tooling operations [30]. Incomplete powder
melting often leads to very rough surface finish and porosity, which in addition to being aesthetically
displeasing also compromises fatigue life and can be a significant issue for wetted surfaces of air and
water craft [29,31]. In addition, the rapid heating and effective quenching of the metal results in a
highly martensitic microstructure in most alloys [32]. While this produces a material with a high yield
strength, it is also intensely brittle [32]. Though the microstructure resists the formation of cracks, once
the cracks themselves form, the propagation of the cracks is quite rapid [33]. The high temperature
gradient involved in these processes frequently causes thermal stress that compromise the fatigue
performance of metals produced by DMLS techniques.

Titanium alloys such as Ti-6Al-4V are commercially available for additive manufacturing. Due
to its high strength to weight ratio and fracture toughness, it is an ideal alloy for a wide range of
applications in the aerospace and biomedical engineering fields [34]. For instance, Ti-6Al-4V alloy is
used in dental laboratories for medical implants and prosthetics due to its corrosion resistance, high
specific strength as well as its biocompatibility characteristics. AM also allows for the creation of porous
titanium structures that help facilitating bone ingrowth and adhesion for implants [35]. Advances
in topology optimization allows for hyper-efficient geometries to be produced exclusively through
additive manufacturing. One notable example includes the Airbus A320 nacelle hinge bracket which
was eventually produced by AM [36]. With the many advancements in the field of AM, the production
of titanium parts has become economically viable. Hence it is imperative that the fatigue properties
are improved for the next generation of additively manufactured titanium components [33,37–40].
In the case of Ti-6Al-4V, the hexagonal close-packed (HCP) α phase and trace amounts of a body
centered cubic (BCC) β phase are almost entirely replaced with the martensitic α’ phase. The poor
surface finish and high porosity are also factors that offset the microstructural characteristics on the
fatigue performance.

The demand for functional AM parts has been rising as high reduction in assembly costs are
available coupled with decreases in mass. One example is the fuel nozzles for the General Electric
(GE) LEAP engine have been additively manufactured to be 25% lighter while eliminating previous
models that required laborious assembly. Its successful design has now been 3D printed more than
30,000 times since its conception [41]. With the increasing demand for metal AM, researchers have
begun to develop techniques to improve the fatigue performance by improving the surface finish and
by inducing compressive residual stresses at the surface. Shot peening [42], Ultrasonic Nanocrystal
Surface Modification (UNSM) [43–46] and grit blasting [47] are well known examples of beneficial
treatments on AM of metals. However, none of these processes were able to address all the following
simultaneously: surface roughness, surface porosity, fatigue life and tensile residual stresses.

Studies have shown that Ultrasonic Impact Treatment (UIT) improves the surface finish and
fatigue properties in the field of post-welding [48]. UIT is a process in which an indenter vibrating at
ultrasonic frequencies slides over a surface. This treatment plastically deforms the surface, improving
the surface finish while inducing and redistributing residual stress in the part resulting in enhanced
fatigue life [48]. UIT devices operate by inducing plastic deformation from the indenter or impact
needle by first exciting a transducer by a controlled voltage input. The power source directly controls
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the oscillations exhibited by the transducer, which sends its frequencies to the sonotrode (ultrasonic
horn) [48]. The research of E. Statnikov et al. [49] compared a variety of methods that improve the
fatigue life of welded joints. Other similar methods include Hammer Peening, Shot Peening and
Tungsten Inert Gas (TIG) dressing. An improvement of 65% was observed in the UIT joints. In B.N.
Mordyuk et al. [50] investigated the enhancements that occur in the surface layer of ultrasonic impacted
specimens. It was concluded that the compressive residual stresses and work hardening of the surface
layer attributed to the improvement in fatigue properties of processed specimens. A.I. Dekhtyar et
al. [51] concluded that at high stress levels, UIT-processed Ti-6Al-4V has a fatigue life that is twice
of the pristine (untreated) samples, and a roughness reduction Ra of 75%. While UIT is widely used
in fatigue improvement of welded joints, the aim of this paper is to treat the surface of Ti-6Al-4V
specimens produced by DMLS using UIT to improve roughness, increase hardness and induce surface
compressive residual stresses to enhance the fatigue life of the components.

It is well known that the resistance to tensile fatigue of a metal will increase by the addition of
compressive stress [37]. UIT compares favorably to other surface treatments due to its higher impact
forces [48]. Quantifying this level of stress by the cold working of the surface for titanium alloys can
prove to be beneficial in future engineering applications, as evaluation of impact forces between the
pins and the metal surface of UIT is under researched. Force estimations for other cold hardening
treatments such as shot peening have been measured. One method used acoustic emissions for
velocities of 30 to 88 m/s; however, this was not able to properly determine the impact force [52]. Many
other techniques have been developed for measuring shot peening impact forces, which include a shot
peening intensity detector; however, most methods cannot be directly applied to measure forces for an
ultrasonic impact device [53]. Research into the optimization of UIT parameters has led to the use of
oscilloscopes for defining the impact characteristics between the pin and the metal surface [48,54]. The
frequencies were able to illustrate the ultrasonic deformations and elastic recovery of the process. The
frequency patterns are also able to show the stochastic nature of the impacts that are influenced by
both the impact depth and plastic deformation. An additional experiment presented in this paper is
conducted to quantify impact forces during UIT on DMLS printed titanium specimens.

2. Materials and Methods

2.1. Specimens Manufacturing

Flat dog-bone fatigue specimens were manufactured in accordance to ASTM E466-15 [55] for force
controlled fatigue testing. Figure 1a illustrates the dimensions of the dog-bone in millimeters. The
titanium dog-bone specimens were built using Ti-6Al-4V grades 23 powder from AP&C, composed of
between 5.5 and 6.75 wt% aluminum, 3.5 and 4.5 wt% vanadium and <0.25 wt% iron and trace amounts
of <1 wt% impurities such as oxygen, nitrogen and hydrogen with the balance being titanium [56].
The 3D printer used to manufacture the specimens was an EOSINT M290/400W machine following a
general process parameter of layer thickness of 30 μm and volume rate of 5 mm3/s where the volume
rate is a measure of the build speed during laser exposure of the skin area [57]. The process parameters
are optimized in such a way as to provide mechanical properties comparable to other literature [58].
The particle size ranged from 15 to 23 μm and the printing layers thickness were 60 μm. The specimens
were heat treated in accordance to AMS 2801 to relieve the residual stress induced by the rapid melting
and solidification that takes place during the printing process [26,59]. Figure 1b shows the printing
orientation, where the printing platform lies in the x–y plane. A single 2D layer is formed on the
platform when the laser beam sinters particles starting from the left end and moving towards the right
end of the dog-bone shown in Figure 1.
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Figure 1. Specimens design and preparation. (a) Schematic of flat sheet fatigue specimen with
rectangular cross-section; (b) orientation of the specimens during DMLS manufacturing process.

When the layer is completed, the platform is levelled in the z-axis allowing a new layer to be
added on top of the previous one. Wire Electrical Discharge Machining (EDM) is a precise cutting
technique that minimizes the need for excessive post processing machining and was used to breakaway
support and remove the specimens from the platform [60]. Lastly, the edges were then polished using
an emery cloth of grades 120 and 220 [61].

2.2. UIT Device

The UIT device, displayed in Figure 2, is a 20k Ultrasonic Impact Treatment device, DW-CJ20-1000
produced by Dowell Ultrasonics [62], typically used as a hand-held tool for post-welding processing.
It consists of a power supply, shown in Figure 2a, the UIT tool, shown in Figure 2b, the impactor
head, shown in Figure 2c and the ultrasonic generator, shown in Figure 2d. It is equipped with
slots for four impactors, but for the purposes of this experiment—only one impactor was used, as
illustrated in Figure 2c. To provide automated control, a custom-built fixture is used to attach the
device to the spindle of a Computer Numerical Control (CNC) Mill. Figure 2e shows the treatment
path programmed to minimize the surface roughness while obtaining a uniformly deformed surface.
The scanning speed of the CNC machine was set to 1000 mm/min. The spacing between the scans is
known as an interval. Amplitude control of the device is controlled by a Fagor 8035M controller [63]. A
constant amplitude of 57% of 40 μm was used during treatment as testing showed that this amplitude
provided the most consistent plastic deformation of the surface without damaging the samples. The
interval for treating titanium alloys typically ranges between 10 and 70 μm [43–46,64]. The path
contours were chosen to increase outwards at 71.1 μm intervals to match previous efforts and research
into surface treatments on titanium [43,44,65].
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Figure 2. UIT system and application pattern. (a) Power supply unit; (b) side view of the UIT device;
(c) front view of the UIT device showing impactor position; (d) ultrasonic generator; (e) schematic of
treatment path.

2.3. Specimens Fixture

To apply the UIT a new fixture was designed, as shown in Figure 3. The Ti-6Al-4V specimens
were clamped to an aluminum plate that was supported by four steel rods and four aluminum sleeves,
as illustrated in Figure 3. The plate can freely slide along the rods and its motion range is limited
to four high precision springs from McMaster Carr [66] placed between the plate and the end of the
supporting rods. Compressing the springs allows for a constant static force to be applied onto the
samples during treatment. By pushing the UIT device into the plate and compressing the springs a
certain distance, the amount of static force can be determined. Aluminum cutting fluid [67] was used
to lubricate the rods so that the plate could freely move by the springs. For this experiment, a static
force of 30 N was applied at the tool specific constant frequency of 19.86 kHz.

Figure 3. Spring assembly fixture with a clamp mounted to the CNC machine.
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2.4. Fatigue Testing

Force controlled fatigue tests were undertaken with a servo-hydraulic 810 Material Testing System
(maximum load 100 kN) [68]. The MTS consists of an upper and a lower clamping grip. For consistent
and precise alignment, a fence was attached to each grip. All specimens were tested under a clamping
pressure of 5.52 MPa, frequency of 25 Hz, maximum stress level of 400 MPa and mean stress level of
200 MPa.

2.5. Microscopy

Microscopic observations were conducted using a combination of optical and scanning electronic
microscopy. The former was performed with an Inverted Trinocular Metallurgical Microscope including
an AmScope 18 MP MU 1803 Camera [69]. Electron microscopy was performed with a Zeiss GeminiSEM
500 at the University of Ottawa’s Centre for Photonics Research [70].

2.6. Roughness

Roughness measurements were performed using DektakXT Stylus Profiler by Bruker [71]. A Peak
and Valley analysis was conducted to determine the relative roughness of each sample. As illustrated
in Figure 4, a lateral and a longitudinal line scan is performed on each side of a specimen. The scans
intersect to form a cross. Roughness measurements were taken over 2 mm in each direction and the
results are averaged.

Figure 4. Orientation of line scans for surface roughness.

2.7. Hardness

Rockwell hardness was used to analyze the difference in hardness between treated and untreated
specimens following the testing standards of ASTM E18-18a [72]. A Rockwell C test was performed
using a test force of 150 kgf on treated and untreated specimens using “The Portable Rockwell Hardness
Tester” by Bowers [73].

2.8. Residual Stresses by X-ray Diffraction

Residual stress is defined as the stress remaining in a solid material after an applied force or
plastic deformation has taken place. UIT imposes a high plastic strain at the surface of the treated
surface, which results in compressive residual stresses. X-ray diffraction (XRD) is a non-destructive
method for analyzing the residual stress in a material and is the method of choice for this paper.

Chemical etching of the surface was applied to remove suspected amorphous or oxide material
layers, potentially caused by initial stress relaxation treatment. The effect of etching the surface and
XRD quality of the scans is illustrated in Figure 5. Peak shapes become much clearer and better defined.
It is also important to note that mechanical polishing or grinding will cause lattice strains to be formed
at the surface and are not recommended for cleaning samples for residual stress measurements [74]. To
conserve and reveal the surface stress layer, a chemical etchant—Kroll’s Reagent—was used to remove
small amounts of material from the top of the treated and untreated titanium specimens [75,76]. The
amount of material removed from the surface was measured to be on average ∼ 8 μm.
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Figure 5. XRD Comparison between etching and without etching.

It is suggested by P. Mercelis et al. [40] that the surface porosity of DMLS manufactured parts
poses difficulties for measuring residual stresses due to the presence of zero-stress porosity borders.
Stress discontinuities on the surface result in lower residual stresses to be measured than in reality.
Hence, cleaning the surface of the samples through etching would also help to reduce the effects of
roughness and porosity that may negatively affect the XRD measurements.

The XRD measurements were taken using a Malvern Panalytical Emperyean [77], shown in
Figure 6b. The machines power was set to 40 kV with a current of 40 mA for a strong signal
response—particularly at higher rocking angles. A half degree diffraction slit was used with a mask
size of 2 mm and an anti-scatter slit of 2◦. The diffraction arm was a Branson Bragg attachment with a
0.04 mm slit. The incident arm was equipped with a 0.04 mm slit and a 9.1 mm opening.

Figure 6. XRD System. (a) Drawing of diffraction directions along the surface and at angles φ and ψ.
Both σ1 and σ2 are perpendicular and reside in the plane of the specimen surface; (b) sample oriented
at 0◦ on multi-purpose stage of Emperyean system.
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The analysis method for computing the stress tensor was the Winholtz-Cohen Least squares
Analysis [78]. A total of 36 measurements per sample were used for the analysis, each representing a
unique tilt and azimuth angles. The chosen x-ray elastic constants of the DMLS Ti-6Al-4V specimens
where 2.355 × 10−5 MPa−1 as the S2 constant and −2.9877 × 10−6 MPa−1 for the S1 constant [65,79].
These constants are the interplanar properties for the bulk alpha phase of the metal alloy. The X-ray
wavelength was set to 1.519 Å.

The specimen coordinate system had the azimuth or phi (φ) of value zero lined up with the
horizontal direction (X) as illustrated by the cross seen in Figure 6a. The tilt angles or psi (ψ) is shown
in Figure 6a where the 0◦ begins at 90◦ from the samples surface.

2.9. Estimation of Impact Force

A piezoelectric force sensor was used to estimate the impact forces at the surface during treatments.
To measure the reaction forces at the surface; an alternative fixture was developed to house the sensor
and impact plates. This fixture contains linear ball bearings instead of steel bushings to guide the plate,
as seen in Figure 7a. The support rods were thickened, and the four previous compression springs
were replaced with two larger springs. Proper calibration using a strain gauge was performed so that
the correct amount of static force could be determined based on the compression of the spring system.
The sensor was attached to the moving plate on the fixture with a titanium specimen used as an impact
cap. Operation of the UIT during the estimation of impact force was controlled in much of the same
way as during the UIT. The sensor would register the forces from the UIT impacts on the titanium cap.
For simplistic design, the cap was a repurposed fatigue specimen.

Figure 7. Experimental setup for impact force estimation. (a–c) Impact force fixture; (d) impact areas
and distances.

Due to the design of a repurposed fatigue specimen as an impact surface, reaction forces can be
registered by the sensor depending on its distance from the impact. The titanium cap was treated as
a double supported beam with one end constrained by a bolt and the other end constrained by the
sensor using a double-sided thread. The double supported beam assumption allows for a simple ratio
to be developed based equilibrium of moments to solve for the actual impact forces. A diagram of the
impact set up can be seen in Figure 7b,c The selected distances between the sensor and the impact
region are displayed in Figure 7d, where d1 is 8.89 mm and d2 is 47.752 mm. The relationship between
the sensor reaction force and the impact force is presented in Equation (1).

Fimpact = −FSensor·d2

d1
, (1)
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where Fimpact is the force of impact and Fsensor is the force registered by the sensor.
Data acquisition was performed using a Lecroy WaveSurfer 3000 Oscilloscope [80]. The force

sensor was a PCB piezoelectric force sensor model 208C05. The force range of the sensor was 0 to 4500
kgf. The conversion from voltage to force was assumed to be linear with a sensitivity of 0.2170 mV/N
(±15%).

Calibration of the sensor was checked using test procedure AT501-5. The amplifier gain of the
sensor was set to 100. Additional shrink tubing was added between the sensor and the wire nuts to
prevent vibrations during testing from unscrewing and ejecting the wires from the sensor. The peak
voltage read by the sensor for a short ultrasonic impulse was regarded as the impact force for a given
static load. The compression of the springs drives the static load with the total stiffness of the system
equal to 3.06 N/mm.

2.10. Microstructural Analysis

The effect of the UIT on the microstructure of the material was investigated through Light
Optical Microscopy (LOM) and Scanning Electron Microscopy (SEM), the latter being done with both
secondary electron and backscatter electron (BSE) detection. Metallographic samples were cut from
tensile specimens and mounted in a resin made from phenocure combined with ~15% Technotherm
conductive powder for improved SEM performance [81]. Samples were polished with an Allied High
Tech MetPrep 3 system with a PH-3 powerhead [82], using SiC paper with a CAMI Grit designation
ranging from 120 to 1200 [82], followed by a polish with a suspension of 30% 0.3 μm alumina particles
and a final polish of 30% H2O2 and 30% 0.05 μm particles [83]. Samples were etched prior to microscopy,
using both classical Kroll’s reagent and a 10% HF etchant for better grain boundary definition, in
keeping with ASTM Standard E407-99 [84].

3. Results and Discussion

3.1. Fatigue Life

A stress-controlled fatigue test was conducted according to DIN 50100 [85] and based on a
logarithmic normal distribution. Table 1 displays the fatigue life of Ti-6Al-4V specimens before and
after UIT application. The specimens were tested in a servo-hydraulic 810 Material Test system (MTS)
at a peak stress level of 400 MPa and minimum stress of 0 MPa. The average number of cycles for the
treated and untreated specimens is compared in Figure 8.

Table 1. Fatigue life of treated and untreated specimens at 400 MPa.

Specimen Number 1 2 3 Average

Untreated 2.39 × 104 2.77 × 104 4.02 × 104 2.90 × 104

Treated 8.47 × 104 8.84 × 104 9.63 × 104 8.97 × 104

Evaluation of the fatigue performance of DMLS Ti-6Al-4V shows that the fatigue life of untreated
specimens is 77% lower than handbook values [37]. The results in Table 1 and Figure 8 show that
the fatigue life of treated specimens at 400 MPa corresponds to a 200% increase compared with that
of untreated specimens. In other words, the lifetime of the treated samples is three times as long
as untreated samples. D. Cattoni et al. [47] only achieved a 4% fatigue improvement by blasting
Ti-6Al-7Nb, whereas A.I. Dekhtyar et al. [51] prolonged the lifetime of Ti-6Al-4V, manufactured using
the cost-effective blended elemental powder metallurgy technique, by two orders of magnitude after
applying ultrasonic impact treatment.
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Figure 8. Average fatigue life of treated and untreated Ti-6Al-4V specimens tested at 400 MPa.

3.2. Surface Microscopy

Figure 9a illustrates the surface of Ti-6Al-4V as manufactured by DMLS, which is dominated by
the partial melted powder spheres from the additive manufacturing process along with numerous
hills and valleys. Despite extensive cleaning in an ultrasonic bath with organic solvents, the rough
surface still traps surface contaminants. Tracklines formed by the solidification of the powder bed
layers are also visible. These further add to the roughness of the surface and can become sights of
crack nucleation and potentially propagation as well [59]. Figure 9b shows the boundary zone between
the treated and untreated zones, and the contrast is quite striking. The treated zone is of relatively
uniform height, with the spherical powders having been plastically deformed by the impact treatment.
However, even this small image of the boundary zone shows that the boundary is quite ragged, with
“peninsulas” jutting out from the treated zone and small “islands” of treated area that are separated
from the treated zone. The fully treated zone is shown in Figure 9c, and from simple observation it is
clear that the surface is much less rough and thus much less conducive to crack nucleation.

Figure 9. Specimens surface microscopy. (a) Surface of untreated specimen; (b) boundary zone between
treated and untreated zone; (c) treated surface of specimen. All images taken with SE2 detector at 15 kV.

The UIT had successfully improved the surface finish of the DMLS Ti-6Al-4V, which corresponds
to the improved fatigue performance. Unlike the surface of metals treated by grit blasting and UNSM,
the surface of UIT specimens is not jagged. This is due to the combination of vibrating the indenter at
ultrasonic speeds while sliding across the surface.
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3.3. Roughness

The results from the DektakXT profilometer used to perform a Hills and Valleys profile on both
treated and untreated specimens is displayed in Figure 10. The untreated surface is 3.2 times rougher
than the treated surface. A control factor for fatigue strength in specimens with high surface roughness
is crack propagation, whereas for specimens with low surface roughness it is crack initiation [86].
Additional stress raisers are introduced as a result of rougher surfaces; increasing the number of
potential crack initiation sites. Stress raisers as a result of rougher surfaces will reduce crack initiation
life and the fatigue limit. Therefore, smooth surfaces can be considered as a contributing factor to
the improved fatigue life, as seen by the fatigue performance of the treated samples with improved
surface roughness.

Figure 10. The average roughness of treated and untreated specimens measured by DektakXT.

The effects of UIT on the AM titanium surface are also observed using a two-dimensional map
scan as shown in Figure 11. The peaks and valley analysis clearly illustrate the effects on both surface
roughness and surface porosity. The untreated surface has a much higher density of hills and valleys
unlike the treated surface, which has a much more uniform surface and less pronounced differences
between peaks and valleys. The highly irregular surface of the DMLS titanium is attributed to the
manufacturing process and incomplete fusion. The final layer of metal powder during printing is
not completely melted and produces a very rough surface. The high impact forces of the UIT helps
diminish these effects and improves the surface quality and fatigue performance.

Figure 11. Roughness map scans between the (a) untreated and (b) treated surfaces.
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3.4. Hardness

The results from Rockwell C tests performed using a test force of 150 kgf are illustrated in
Figure 12, the treated specimens are on average 21% harder than the untreated specimens. However, it
is important to note that the hardness is highly variable in both samples. The lowest hardness values
from the treated sample are roughly equivalent to the hardest values from the untreated sample. This
variability is likely due to the very rough surfaces of both samples. As a result, no statistical conclusion
can be drawn from the hardness data about which sample is harder overall. It can be said that the
hardness of the treated specimen is more consistent than that of the untreated specimen, and that
there are points on the treated specimen that are harder than points on the untreated specimens. This
possible increase in hardness at certain points could be attributed to the work hardening done by the
UIT, a result of the increase in dislocations density at the surface which will resist further deformation.
The increase in hardening could lead to a resistance to crack initiation sites in those locations, which
corresponds to an increase in fatigue life [65].

Figure 12. The average hardness of treated and untreated specimens from the Rockwell C test.

3.5. Residual Stresses

For values ranging between 2.5 and 5 μm in depth, residual stresses play a predominant role in
improving fatigue life [51]. Based on the results of the residual stress and residual strain measurements,
shown in Tables 2 and 3, respectively, the success of the UIT can be attributed to high compressive
stresses at the surface of the specimens.

Table 2. Residual stress results (MPa).

Component
Treated—Plane 114 Untreated—Plane 211

Stress (MPa) Error (MPa) Stress (MPa) Error (MPa)

σ11 −1.9 × 103 45 −3.0 × 102 20
σ22 −1.8 × 103 45 −2.8 × 102 22
σ33 −1.2 × 103 26 −2.1 × 102 12
σ12 27 6.0 −0.9 2.7
σ13 −1.1 6.0 1.1 2.5
σ23 37 22 19 9.3
σVM 6.0 × 102 48 84 21
I1/3 −1.6 × 103 68 −2.7 × 102 32
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Table 3. Residual strains results.

Component
Treated—Plane 114 Untreated—Plane 211

Strain Error Strain Error

ε11 −7.2 × 10−3 1.8 × 10−4 −1.1 × 10−3 7.9 × 10−5

ε22 −6.7 × 10−3 1.7 × 10−4 −9.7 × 10−4 7.8 × 10−5

ε33 2.1 × 10−6 −4.5 × 10−8 −1.5 × 10−4 8.8 × 10−6

ε12 3.2 × 10−4 7.4 × 10−5 −1.0 × 10−5 3.4 × 10−5

ε13 −1.3 × 10−5 7.4 × 10−5 1.2 × 10−5 3.1 × 10−5

ε23 4.4 × 10−4 2.7 × 10−4 2.2 × 10−4 1.2 × 10−4

εVM 4.7 × 10−3 5.6 × 10−4 6.6 × 10−4 2.4 × 10−4

These stresses help minimize the generation of tensile stresses at the surface due to cyclic loadings
thereby suppressing crack formation and nucleation [49].

The high compressive stresses help minimize the damage caused during cyclic loading by shifting
the mean stress downwards. This eventually leads to longer life in the part as compressive stresses
will lower the stress ratio. Experimental data has shown that as the stress ratio becomes increasingly
negative, longer lives were measured. This can be explained by compressive surface stresses preventing
dislocations from moving within the material. The hydrostatic stresses for each tensor reveal the same
trend; the untreated sample had a hydrostatic stress of −265 MPa while the treated sample had −1644
MPa. A high compressive hydrostatic stress could also represent an increase in fatigue resistance due
to UIT.

3.6. Impact Force Quantification

The impact force with respect to the variation of compressive static force was obtained. The results
show that for a static force between 0 and 10 N, the impact force is relatively constant and is on average
20 kN. After which, the force steadily increases up to 72 kN when the static force is equal to 30 N. The
trend is slightly parabolic and impact forces at zero newton of static force were measured to be slightly
higher than at 10 N of static force. The impact force on the fatigue samples is thus 72 ± 11 kN. For
every second, approximately 2.1 × 104 ± 6.0 × 102 impacts occur at a static force of near zero, seen in
Figure 13. This would mean that for an amplitude of 57% of 40 μm the average absolute vertical speed
of the indenter is 0.94 × 0.03 m/s.

Figure 13. Force vs. time as measured by the force sensor.

The high impact forces are due to metal on metal deformation between the steel pin indenter and
the titanium surface. High forces are registered due to the high modulus of elasticity of the mediums
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and by the ultrasonic vibrations and stress waves [48]. Another factor to consider for high impact
forces are due to impulses occurring over a very short time period. The force versus time plots in
Figure 13 show the readings of the oscilloscope of a low static force. When minimal static forces are
present, the force pattern is rather predictable and consistent. As the static force is increased, the
level of stochastic behavior increases dramatically, as seen in Figure 14. The increased randomness is
attributed to the increase in plastic deformation which creates widening gaps with varying depth. The
subsequent plastic deformation on the surface will then begin to slightly alter the impact forces slightly
due to both work-hardening and rebounding forces from the support springs.

Figure 14. Impact force (kN) vs. static load (N).

The impact force on the surface, given one UIT needle, can be replicated if an equivalent force
is used to generate the plastic deformation. Hence, other work hardening processes can achieve the
same effects of the UIT if similar impact forces are used combined with a transverse velocity along
the surface. Possible errors in the impact force assessment can be attributed to off-axis impact forces.
Loads applied to the side of the sensor may cause higher than normal readings. This is a result of
coupling forces acting on the sensor. However, calibration between the distances of the applied load to
sensor was made to ensure that off-axis effects are diminished.

The saturation point of the sensor was reached once the static forces approached 30 N as it was
close to the maximum range of the sensor. Any other force impact reading after the saturation point
would not have been reliable as the sensor would have been destroyed. It is unknown what impact
forces are possible after 30 N as extrapolation of the data is within an area of high uncertainty. The
results are also calibrated for the UIT fixtures set up which includes a spring-loaded system. The
springs vibrations combined with the indenter’s oscillations creates a varied and stochastic process
leading to large error bounds during the treatment process. The reaction forces of the springs may also
contribute to higher than normal impact forces. Due to the calibration of the sensor in combination
with the fixture, there is a level of specificity in the force calibration curve that may limit its applicability
for future engineering applications.

3.7. Microstructure Analysis

As mentioned previously, the rapid heating and cooling cycle created by most forms of additive
manufacturing processes results in a heavily martensitic microstructure. In the case of Ti-6Al-4V, this
is characterized by a so called “basket-weave” pattern. The comparison between the microstructure
of conventionally wrought Ti-6Al-4V, shown in Figure 15a, and the microstructure of additively
manufactured Ti-6Al-4V, shown in Figure 15b, is quite striking. The basket-weave pattern of the
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overlapping α’ phase is quite visible, compared to the more randomly orientated microstructure
produced by more conventional means.

Figure 15. Optical micrographs of (a) Wrought Ti-6Al-4V and (b) DMLS Ti-6Al-4V.

Neither optical microscopy nor electron microscopy of the treated vs. untreated samples showed
a significant change in microstructure. In both cases, the distribution of the α’ and β phases appear
randomly distributed, with no obvious relationship between the β phase and the surface of the
specimens, as seen in Figure 16a,b. Due to the low temperatures observed during the cold working
(the samples were too hot to touch immediately after processing, but did not show any evidence
of oxidization) the samples never reached a point where dynamic recrystallization could occur, so
microstructural changes would be unlikely.

Figure 16. SEM micrographs of (a) UIT applied and (b) untreated specimens, BSE at 30 kV.

In both cases β phase “needles” were observed at various angles to the surface of the sample, and
their lengths were relatively consistent with an average 17.2 μm at the surface in the untreated region
and an average 16.8 μm at the surface of the treated region, a 2.3% difference. This suggests that the
predominant mechanisms of fatigue life improvement are the addition of compressive residual stress
and surface roughness improvements.

4. Conclusions

By applying UIT to the surface of DMLS Ti-6Al-4V, a nearly three-fold increase in fatigue life
for cyclic stress levels of 400 MPa was achieved. This improvement can be attributed to the several
aspects of the treatment, reduction in surface porosity, a decrease in surface roughness and possibly
causing local increases in hardness. By cold working the surface, the barrier for crack nucleation is
increased and delaying the onset of fatigue cracking at the surface. The large compressive stresses
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imposed by UIT on the treated area also suppress crack propagation by offsetting tensile stresses at
the surface during cyclic loads. In addition, improved surface finish due to UIT can help to reduce
the number of potential sites for crack nucleation by reducing surface porosity, again delaying the
onset of crack formation. The impact force of the treatment was determined to be 72 kN and a curve of
impact force versus compressive static force was developed. Microstructural observations did not
demonstrate any significant change between treated and untreated specimen edges, suggesting the
predominant mechanisms of the treatment are the surface modifications and compressive residual
stress. In conclusion, UIT can successfully improve the surface finish while simultaneously improve
the fatigue life.
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Abstract: It has been proved that surface integrity alteration induced by machining process has a
profound influence on the performance of a component. As a widely used processing technology,
milling technology can process parts of different quality grades according to the processing conditions.
The different cutting conditions will directly affect the surface state of the machined parts (surface
texture, surface morphology, surface residual stress, etc.) and affect the final performance of the
workpiece. Therefore, it is of great significance to reveal the mapping relationship between working
conditions, surface integrity, and parts performance in milling process for the rational selection of
cutting conditions. The effects of cutting parameters such as cutting speed, feed speed, cutting depth,
and tool wear on the machined surface integrity during milling are emphatically reviewed. At the
same time, the relationship between the machined surface integrity and the performance of parts
is also revealed. Furthermore, problems that exist in the study of surface integrity and workpiece
performance in milling process are pointed out and we also suggest that more research should be
conducted in this area in future.

Keywords: milling process; part functionality; surface integrity; research progress

1. Introduction

In today’s competitive manufacturing industry, the ultimate goal of manufacturers is to produce
higher-performance products at lower cost and in less time. At the end of the machining process
chain, thermomechanical coupling load has significant impact on workpiece surface property with
a direct link to functionality. To get a reliable machined component with high fatigue strength,
high wear resistance, and high dimensional accuracy are the goals of the machining process. It is
necessary to evaluate the effects of machining parameters, tool parameters, etc. on machined surface
performance capabilities.

The specified term surface integrity can be used to evaluate the machined surface properties
after manufacturing operations. There are mainly some aspects to describe surface integrity:
topography, metallurgy characteristics and residual stress. The topography is made up of surface
roughness, waviness and flaws. The metallurgy characteristics include grain size, plastic deformation,
microhardness, phase transformation, recrystallization, etc. [1].

The door to the study of machined surface integrity is opened by a review article written by
Field et al. [2]. The results show that surface integrity is the intrinsic property of surface hardening
conditions that are produced after processing [3]. Then, considerable research on machined surface
integrity was carried out [4–8]. The CIRP (The International Academy for Production Engineering)
published its keynote paper “Capability Profile of Hard Cutting and Grinding Processes” in 2005
to guide the research of surface integrity; subsequently, a collaborative working group on surface
integrity and functional performance of components was established in 2008 [9].
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The ultimate research goal of surface integrity is to get the component with high performance
capacity. In the cutting process, the finishing pass will define the thermos and mechanical state of
the machined surface. Surface integrity has a significant impact on several relevant characteristics of
the final functionality of the component, such as dimensional accuracy, friction coefficient, wear and
thermal resistance, and fatigue behavior corrosion, as shown in Figure 1. For example, the finished
component may lose efficacy for many reasons, such as changes in dimensions due to wear or plastic
deformation, deterioration of the surface finish, and cracking or breakage [10]. Therefore, it is important
to reveal the effect of the manufacturing process on finish part functionality.

 
Figure 1. The effect of surface integrity on part functionality.

The definition of surface function differs depending on the operating performance of the surface.
For example, when translational surfaces are used as surfaces for the bearing inner and outer rings,
tribological functionality will become dominant. However, for the applications of dynamic loading
and cyclical stresses, fatigue characteristics may be a prime consideration in determining component
failure [11]. Therefore, in order to get the influence mechanism of cutting parameters on parts
performance, it is important to study the intrinsic relationship between the factors of surface integrity
and parts performance [6].

Milling has the advantages of high production efficiency and wide processing range, and it
is widely used in key fields such as aerospace, mold, automobile, and parts manufacturing [12].
To reveal the topic more clearly, the surface integrity and functionality of the part after the milling
process are focused on in this paper. The effects of the manufacture process on surface integrity
are discussed. Through the analysis research and the finite element modeling method, the surface
integrity can be better understood. Then, a review of the state-of-art research on finished component
functionality affected by surface integrity, such as surface topography, surface metallography, and
residual stress, is presented. In this review, the component functionality mainly includes fatigue
strength and wear resistance.

2. Part Functionality as Effected by Surface Topography

2.1. Machined Surface Topography Characteristic

The surface topography of any manufacturing process is a critical index. It is mainly affected by
geometric properties of the machining system for milling process. Choosing suitable cutting parameters
for given tools, workpiece materials, and machine tools is an important step to get reasonable surface
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topography. Because the two-dimensional parameters cannot properly represent the surface features
of milling, more and more attention is being paid to three-dimensional parameters today.

Considerable research has been performed to get suitable surface topography. Zhang et al. [13]
provided in-depth characterization and analysis of the three-dimensional topography of feed direction
and cross-feed direction in the hard milling process of AISI H13 steel (AISI is an abbreviation of
American Iron and Steel Institute), as shown in the Figure 2. The results show that better surface
morphology can be obtained by using higher cutting speed, lower feed speed, and lower cutting
depth. Wang et al. [14] studied the surface morphology and surface roughness in the milling process
of AlMn1Cu. Due to the high ductility of the AlMn1Cu material, the material flows plastically along
the side-cutting edge and meanwhile is extruded by the side-cutting edge to cause the material to
accumulate on the machined surface. With the increase of cutting depth and feed per tooth, the plastic
flow of the material along the cutting edge is strengthened, resulting in increased surface roughness.
However, with the increase of cutting speed, the plastic flow of the material is weakened along the
secondary cutting edge, resulting in that the surface roughness value decreases. Ghani et al. [15] found
that high cutting speed, low feed rate, and low cutting depth can be used to obtain ideal surface quality
in the semifinishing and finishing process of AISI H13 steel.

(a) (b) 

Figure 2. Surface topography of milling surface [13]. (a) Surface texture zones in milling and (b) surface
topography by milling process.

Some scholars carried out the research of prediction of surface topography for milling process.
As established by experimental tests, the actual roughness values obtained usually deviates from
theoretical ones. There are several reasons accounting for this, such as runout of the milling cutter
tooth tips, rounding of the cutting edge, and irregularities of cutting edge [16].

In order to design a machining process for blades in turbine engines without prior experiment,
Denkena et al. [17] developed a model to predict the surface topography. The effect of stochastic
topography on the flow losses was investigated also in his research. The machined surface was
studied by combining the dynamic morphology with the random topography based on empirical data.
The results show that the random morphology has a great influence on the flow loss and therefore
cannot be ignored. Zhang et al. [18] proposed a milling topography simulation model considering tool
wear. The experimental results of cutting under plane and cylindrical surfaces are in good agreement
with the model prediction, which proves the correctness of the model. Irene et al. [19] established a
numerical model to predict the surface topography of milling process based on the contact relationship
between tool and workpiece.

Gao et al. presented an analytical model that considered the effects of tool geometry, cutting
conditions, and plastic flow measurements to predict surface topography [20]. Arizmendi et al.
established a surface topography prediction model considering tool vibration [21]. Lazoglu et al. [22]
established an analysis model for the surface topography of five-axis milling process considering
cutting parameters, number of cutting edges, and cutter runout.
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The cutting trajectory is another factor that should not be neglected in the prediction model of
surface topography. Based on the tool machining paths and the trajectory equation of the cutting
edge relative to the workpiece, Zhang et al. [23] developed an iterative algorithm for numerical
simulation of machining surface topography in multiaxis milling. Gao et al. [24] proposed a new
method to predict the machined surface topography with relative cutting edge trajectory equation.
Tan et al. explored the effects of different tool paths on the surface morphology, and the results are
shown in Figure 3. By comparing Sa and Rt values, it found that vertical upward is the optimal cutting
path [25]. Chen et al. [26] studied the effect of different angle combinations on the surface topography in
multiaxis milling. Better surface roughness could be achieved when rotation angles are 0 (positive lead),
60 (combination of positive tilt and positive lead), 90 (positive tilt), and 330 (combination of negative
tilt and positive lead). Lu et al. [27] studied the micrometer milling mechanism of Inconel 718 and
concluded that the status of the machined surface is determined by the profile of the cutter, the cutting
path of the cutter and the flexible deformation of the cutter. Therefore, the author comprehensively
considered these three factors to build three-dimensional surface topography and a surface roughness
prediction model. Compared with the experimental results, the maximum relative error of the model
is 10.9% and the average relative error is 6.8%. The results can be used as a reference for the prediction
of surface milling.

 

 

Figure 3. Effect of different cutter path orientations on surface topography [25]: (a) Vertical upward;
(b) vertical downward; (c) horizontal upward; and (d) horizontal vertical downward.

By combining boundary intersection and mean squared error method, Brito developed the
prediction on surface roughness in AISI 1045 steel end milling process. The results showed that the
achieved optimum lessens the sensitivity to the variability transmitted [28]. Tangjitsitcharoen et al.
used the dynamic milling force ratio to predict the surface roughness of the ball milling process.
The model was verified by experiments. The results show that the model can predict the average
surface roughness accuracy up to 92.82% [29]. Also, some other research works were developed to
get reasonable surface texture [30,31]. Toh et al. analyzed the surface texture generation mechanism
under different tool paths by using the method of surface topography analysis, and obtained the best
surface texture when the workpiece was inclined at 75◦ for high speed milling and then determined
the optimized machining path [32].

Meanwhile, there may be defect appearing on the machined surface in milling process. Common
surface defects are feed mark, tearing surface, and burr formation. Feed marks are produced by the
combined effect of tool rotation caused by cutting speed and tool movement caused by feed speed [33].
Feed marks on machined surfaces become more pronounced with increasing cutting speeds and tool
wear [34]. Tearing surfaces usually include smeared material, surface microvoids, scratches, and
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groove and pitting corrosion. The typical tearing surfaces is showed in Figure 4. Damage on the
machined surface in hard milling process of FGH95 PM superalloy was investigated by Du and Liu [35].
Their research results showed that several defects appeared on the machined surface at higher cutting
speeds. The results are significant for the prediction of component service life.

   
(a) (b) (c) 

Figure 4. Three kinds of tearing surface [34]. (a) Microvoids and scratches; (b) microvoids and scratches;
and (c) groove and pitting corrosion.

When the tool moves along the feed direction, the workpiece material will flow laterally under
the combined extrusion action of the minor flank face and the machined surface causing smearing.
The surface microvoids are formed from the carbide particles of the workpiece material, the cutting
off of the cutting tools, and the deposition of the chip. The surface microvoids affect the mechanical
properties of the workpiece, so the surface microvoids should be avoided in the key components [36].

Also, burr defects are often observed in the area where the tool exits the cutting zone, and the
formation of burr is easy to cause stress concentration and reduce the fatigue life of the components.
Generally, the materials with low thermal conductivity and Young’s modulus are more likely to form
burrs on the cutting surface [37]. Under normal circumstances, the burr decreases with the increase of
cutting speed, and increases with the increase of tool wear [34].

Generally, cutting parameters with high cutting speed, low feed rate, and low cutting depth is
recommend for a good surface finish for milling process.

2.2. Fatigue Strength and Wear Resistance as Effected by Surface Topography

Milling process is generally applied to conduct finishing machining of sculptured surfaces,
therefore the machined component have very demanding specifications in surface topography for its
performance. The smoothest surfaces are desired in most milling processes, especially when the fatigue
life of the part being machined is high [38]. However, in some biomedical fields, it is desirable to have
rough surface morphology [39]. The surface structure is responsible for the mechanical functionality
of the component. Sometimes, even if the surface dimension and surface finish of a component
are well within the tolerance, there remains the possibility of lack of surface quality for a milled
surface. The reason is surface topography influences not only the mechanical and physical properties
of contacting parts, but also optical and coating properties of some no contacting components.

Because of the stress concentration caused by pits and groove, the characteristics of milling
morphology have important influence on its performance. Generally, rougher surfaces are expected
to encourage fatigue crack initiation. It is suggested that parameters such as Rt and Rz are more
appropriate than Ra in respect of fatigue strength, as they equate with adverse component surface
features [38]. Arola et al. [40] used surface roughness to estimate the effective stress concentration
coefficient of high strength low alloy steel workpiece. It was found that the fatigue strength decreased
with the increase of surface roughness at low stress level. Moussaoui et al. studied the factors that
affect the fatigue life of titanium alloys. They found that the surface roughness does not affect the
fatigue life of the workpiece [41]. Guo et al. found that the surface roughness has a slightly influence on
four-point bending fatigue life for end milling process of AISI H13 [42]. Li et al. [43] found that surface
roughness has little influence on fatigue life due to the small ratio between the ten-point surface height
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and the bottom curvature radius of surface gaps. Wang et al. [44] found that high surface roughness
leads to a high stress concentration coefficient, which reduces the fatigue life of the workpiece.

The machined surface morphology affects the fatigue performance of the final assembly, especially
when the crack initiation life is noteworthy [45,46]. Therefore, many works have been done to
explore the effect of surface topography on part performance. The traditional two-dimensional
surface roughness does not adequately characterize the effect of surface properties on the fatigue
performance, while the three-dimensional topography can provide a more accurate correlation with
fatigue behavior [47–49].

Performance and reliability of engineering components can be enhanced by selecting appropriate
3D topographic characteristics [50]. Novovicetc et al. investigated the effected of surface and subsurface
condition on the fatigue life of Ti alloy workpiece. Their research results indicated that the surface
topography, in particular texture direction, showed a strong correlation with the fatigue life of
workpiece [51]. Piska et al. [52] studied the effect of progressive milling process on the surface
morphology and fatigue properties of 7475-T7351 high-strength aluminum alloy. The results show
that the surface topography is not the right factor affecting the fatigue properties of aluminum alloys.

When the roughness level is the same, the milling surface has a higher fatigue limit than the
grinding surface. The reason is that the surface grooves produced by milling process are more
random [53]. Huang et al. [54] studied the effect of different tool paths on the fatigue life of AISI H13
high speed milling process. It was noted that different tool paths lead to the difference of microscopic
stress concentration caused by the orientation morphology, which affects the fatigue performance of
the workpiece.

The surface integrity after machining directly affects the life and reliability of the workpiece, so
it is important to study the effect of different surface integrity on the friction and wear properties
of the workpiece surface to improve the service life of the workpiece. Sedlaek et al. [55] studied
the relationship between surface roughness parameters and friction and wear properties of mold
surface. The results show that the friction coefficient is inversely proportional to the surface roughness
under the condition of dry friction, and the change trend is opposite in the lubrication conditions.
Menezes et al. [56] studied the effect of surface texture on friction coefficient and adhesion wear in
friction pair. The results show that the friction coefficient and adhesion wear are mainly influenced
by the surface texture, which is independent of the surface roughness. Magri et al. [57] studied the
relationship between surface morphology and wear resistance during die milling. They found that
the best tribological performance was that composed of microcavities generated by similar and high
values of fz and ae. The surface topography under four cutting conditions and the die wear results is
shown in Figure 5.

  

Figure 5. Four types of surfaces topography and die flash land after forging [57]. Profiles of the die
flash land surfaces under (a) condition 1, (b) condition 2, (c) condition 3, and (d) condition 4; Die flash
land after forging under (e) condition 1, (f) condition 2, (g) condition 3, and (h) condition 4.
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After milling processes, surface topography has a direct impact on part functional performance,
especially in respect of fatigue life and wear resistance. The reason is the surface topography has close
relationship with surface frictional characteristic and stress distribution of milled surface. To get a good
performance part, the surface topography should be selected according to the application condition
of workpiece.

3. Part Functionality as Effected by Surface Metallurgy

3.1. Machined Surface Metallurgy Characteristic

In milling of high hardness material or difficult–to-machine metal material, high stress, strain rate,
and temperature will have a severe impact on the machined surface. The microscale and nanometer
scale existing on the machined surface will change under the interaction of large strain, high strain
rate and high temperature [58,59]. The property changes include microstructure change, plastic
deformation. Many research works have been done on process mechanics and surface integrity due to
the complex coupling between phase transformations and loading in milling process [60]. Generally,
the depth of microstructural alteration has been observed to increase when the cutting speed, feed rate
and tool wear are increased.

For milling process, Elbestawi et al. investigated the microstructural alterations in high speed
milling of hardened AISI H13 using PCBN (Polycrystalline Cubic Boron Nitride) ball-nose end tools.
They found that the formation of phase transformation layer was dependent on tool edge preparation
and tool wear [61].

Both thermal and mechanical effects attribute to the plastic deformations significantly. Mechanical
effects play a major role in the hardening of materials, while thermal effects play a major role in
the softening of materials. Moreover, the rubbing effect of flank face on machined surface play an
important role in its generation. That is why the tool wear increases from initial condition to its life
value, the changed microstructure turns to be deeper. The effects of cutting speed and tool wear
on the surface microstructure were investigated when milling titanium alloy Ti-1023 [34]. When
VB = 0 (Tool wear value), the cutting speed has no effect on the phase transition or deformation of the
machined surface, as shown in Figure 6a. Tool Wear has a significant effect on the plastic deformation
and the depth of microstructure of the machined surface, as shown in Figure 6b.

The reasonable selection of cutting parameters in the finishing process does not cause the change
of the structure type of the machined surface. The reason is the contact area between the cutting tool
and the machined surface is so smaller that the maximal temperature of the machined surface would
be lower than the austenitizing temperature of workpiece material [62]. The similar results were found
by Li and Zhao [63] and Devillez et al. [64].

Extensive experimental work has been conducted to get an ideal surface metallurgical for
machining process. However, indispensable hardware is needed for this method. So the modeling for
machined surface microstructure has attracted wide attention [65–69]. Unfortunately, few research
works focused on the milling process are found.

After high-speed milling of Ti-6Al-4V and Ti-834, the microstructural subsurface damage in the form
of intense slip bands was identified by Thomas et al. Due to a reduction in fatigue crack initiation resistance,
the microstructural subsurface damage could degrade the in-service properties of workpiece [70].
Shyha et al. [71] studied the influence law of cutting fluid supply system on metallurgical characteristics,
and concluded that cutting fluid had little influence on the microstructure and deformation layer of
cutting subsurface; cutting speed was a key factor affecting microstructure. Li et al. [72] carried out an
experimental study on hard milling of AISI H13 steel, and the results showed that the nanohardness
and plastic deformation depth of the machined surface increased with the increase of the grinding
radius of the cutting edge. Liu et al. [73] conducted an experimental study on the AA7150-T651
aluminum alloy. It was found that the severe shear strain caused by the mutual friction between the
workpiece and the cutter resulted in a high deformation layer near the surface area.
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(a) (b) 

Figure 6. Effects of cutting speed and tool wear on subsurface microstructure [34]. (a) VB = 0 m and
(b) Vc = 60 m min−1, fz = 0.08 mm/tooth, ap = 1 mm.

Generally, if the temperature generating on the milled surface is higher than austenitizing
temperature of workpiece material, then there will be phase transformations layer appearing on
the milled surface. Combining with mechanic load in milling process, the thermal load will make the
surface and subsurface metallurgy change. Additionally, the effect of tool should not be neglected.
Because the cutting tool will cut-out and the tool will cut-in during the milling process, the thermal
and mechanic loads applied to the workpiece do not remain the same. So, the relationship between
surface metallurgy characteristic and cutting parameters should be investigated future.

3.2. Wear Resistance and Corrosion Resistance as Effected by Surface Metallurgy

The microstructural alterations in the material cause the surface layer to exhibit different material
behavior, and these alterations include phase transformations and plastic deformations. After the
workpiece is machined, the behavior and property of surface is different with the interior of the bulk
material. So, the subsurface microstructure has a crucial impact on the performance of the final part.
There are controversial standpoints about whether the formation of phase transformations is beneficial
to the application. It is more brittle than bulk material, so the appearance of the white layer usually
worsens the product’s service life [74]; therefore it is important to prevent its occurrence or at least
predict how it would affect the final product.

There is similar pattern of higher hardness on the milled surface because of microstructural
alteration. In the production process, the effect of hardening layer can be eliminated when the cutting
depth is greater than the hardening layer of the workpiece, but it is difficult to realize [75]. Minimizing
or eliminating the phase transformations layer would improve the machined surface quality and
fatigue strength. Microhardness is a comprehensive index characterizing the microstructure of surface
materials, which can be used to characterize the effect of microstructure on fatigue performance.
Related research shows that the increase of microhardness in a certain range can improve the fatigue
life of workpieces [76,77].

Fellah et al. [78] found that crystallite and grain size play a controlling role in friction coefficient
and wear rate. The smaller the grain size, the higher the wear resistance. Zhao et al. [79] studied the
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friction characteristics of the machined surface of titanium alloy and found that the wear resistance of
the workpiece material increases gradually with the increase of hardening degree and grain refinement
degree of the machined surface. Huang et al. [80] studied the friction and wear behavior of milling
AISI D2 steel. It is found that the subsurface grain deformation induced by machining is helpful to
improve the wear resistance of the workpiece. At the same time, it is pointed out that the depth of
deformation zone and grain boundary inclination angle can be used as the evaluation index of wear
resistance to some extent.

The corrosion resistance of 7050-T7451 aluminum alloy processed by high speed milling was
studied. It is found that the surface corrosion damage of the workpiece is determined by the interface
energy between the grains and the degree of hardening [81].

Additionally, Kim et.al. used two different methods to estimate the effect of cooling methods on
hot forging die service life against plastic deformation and abrasive wear. They found that the die
service life depended on abrasive wear, rather than the plastic deformation of the die, for a specific
cooling method [82]. To enhance the functional properties of the machined surface, roller burnishing is
an effective approach as it changes the microstructure of surface and subsurface [6].

The alterations of surface metallurgy have an important impact on part functional performance.
Also the effects of surface metallurgy on part performance are complicated in different application
conditions. To get better performance of milled workpiece, the effect of phase transformations and
plastic deformations in surface metallurgy should be considered comprehensively.

4. Part Functionality as Effected by Surface Residual Stress

4.1. Residual Stress Characteristic on Machined Surface

Residual stresses are stresses that remain in a solid body after the external loading (mechanical
and thermal) has been eliminated [83]. At the same time, the microstructure changes of machined
surface can also cause residual stress [84]. Some scholars have studied the basic principle of residual
stress caused by machining [33,85,86]. As far as 1982, Brinksmeier et al. have conducted such research.
They reported the causes of residual stresses in machining process [87]. The final state of residual
stress on the component has close relationships with other surface integrity factors, such as surface
topography, subsurface microstructure, and topological states of a machined surface.

Considerable research on residual stress has been done for milling process. Titanium alloy is
widely used in aerospace industry because of its high mechanical strength, chemical resistance, and
thermal conductivity, so it is very important to control the distribution of residual stress. Sun et al.
studied the surface integrity in the process of Ti-6Al-4V milling by the experimental method. It was
found that the compressive residual normal stresses in the cutting and feed direction increase with
the increase of cutting speed. Meanwhile, it is found that the compressive residual normal stress in
feed direction is larger than that in cutting direction [88]. Rao et al. studied the milling of Ti-6-Al-4V
titanium alloy and concluded that the compressive residual stress increased with the increase of feed
and the cutting speed had no effect on the compressive residual stress [89]. For milling process of
Inconel 718 with carbide K20, the increase of milling speed will enhance the tensile stress at the surface
and compressive stress beneath the machined surface.

Aspinwall et al. used experimental methods to study the effect of tool positioning and workpiece
angle on machining performance during milling Inconel 718. Compressive residual stress is generated
in horizontal upward cutting and tensile residual stress is generated in horizontal downward cutting.
The reason is that horizontal upward has a relatively low cutting speed, so the local temperature of the
machined surface is lower. The influence of tool wear and cutting direction on residual stress is shown
in Figure 7 [90]. Jiang et al. investigated the effects of tool diameters on the residual stress in the milling
process of a thin-walled part. They found that the distribution of residual stress was more uniform as
the tool diameter increased [91]. For milling process of nickel alloy and titanium alloy, many research
results indicated that increasing cutting speed will bring about the tensile residual stresses tend to
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become more compressive [92]. Axinte et al. studied the residual stresses in the feed direction during
milling AISI H13. It is found that cutting speed and feed per tooth are important factors affecting
the residual stress on the surface [93]. When AISI H13 steel is hard milled by coated cutting tools,
the investigated result of in-depth residual stress distribution showed that microstructural changes
deeply affect the residual stress and that they have to be accurately taken into account during the
process design [94]. Wang et al. [95] studied the effects of cutting parameters, cutting fluid, and spindle
angle on residual stress during milling of Inconel 718 alloy. The results show that the cutting depth
and cutting speed have great influence on the distribution of residual stress, and the residual stress in
the tensile direction increases gradually with the increase of the spindle angle.

Figure 7. Effect of different cutter orientations/workpiece tilt angle on residual stress [90].

Although the experimental method can directly reflect the relationship between the distribution
of residual stress and cutting conditions, it has higher cost and longer period. Therefore, it is urgent to
develop a predictive model of residual stress distribution in milling process. Jiang et al. [96] used finite
element simulation to study the distribution of residual stress in high-speed peripheral milling, and
found that the cutting thickness had a significant impact on the tangential residual stress. Li et al. [97]
used the finite element method to study the effect of cutting depth on the residual stress in milling, and
pointed out that the residual stress can be reduced by optimizing the cutting depth of thin wall parts.
Liang et al. [98] established an exponential decay function considering the flank wear, tool inclination,
and depth of cut to predict the compressive residual stresses distribution of the milled TC17 alloy
(An alpha-beta titanium alloy). Fergani et al. [99] used Neumann–Duhamel principle to establish the
regeneration prediction model of residual stress in multipass machining under thermomechanical
loading. Considering the three-dimensional instantaneous contact state between the milling cutter
and the workpiece, Wan et al. [100] established the theoretical model for predicting the residual stress
in the milling process. At the same time, it was observed that the thermal load had a relatively weak
effect on the residual stress.

Residual stress is a crucial factor to evaluate surface integrity of the milled workpiece. In milling
process, distribution of residual stresses is marginally affected by the cutting speed and tool wear
state. Also, its residual distribution has close relationship with cutting strategy in milling process.
To get reasonable distribution of residual stresses, the cutting parameters should be optimized with
consideration of tool parameters.

4.2. Fatigue Resistance as Effected by Surface Residual Stress

The residual stress has an important effect on the mechanical properties of the workpiece. Residual
stresses directly influence the deformation of workpiece, such as static and dynamic strength and
chimerical and electrical properties, as shown in Figure 8. It is well known that surface finish and
residual stress can significantly affect the antidestructive ability of the component under high cyclic
fatigue load.
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Figure 8. Effect of residual stress on workpiece performance.

Compressive residual stress is usually advantageous to the fatigue life of machined parts, while
residual tensile stress is the opposite. The tensile residual stress will enlarge or contribute the extension
of microcrack. When the crack increases to a certain extent, it will cause workpiece failure. So,
it is necessary to remove tensile residual stresses occurring during machining process. In view of
the high speed milling process of Ti-10V-2Fe-3Al, Yao et al. [101] found that the fatigue life of the
workpiece is more sensitive to residual stress than surface roughness. Similar results were found by
Moussaoui et al. [41].

Influence of milling process on the fatigue life of Ti6-Al-4V was investigated by Moussaoui et al.
They found that residual stress has a more preponderant influence on fatigue life than geometric
and metallurgical parameters [102]. Huang et al. [55] studied the effect of different tool paths on the
fatigue life of AISI H13 high-speed milling process. The results show that the different tool paths
lead to the difference of effective residual stress, which results in different fatigue performance of the
workpiece. Meanwhile, it is found that the influence of effective residual stress on the fatigue life of
the workpiece is greater than that of the orientational surface topography. Yang et al. [103] studied the
effect of residual stress on the fatigue life of workpieces during milling of Ti-6Al-4V. The results show
that increasing the compressive residual stress can effectively improve the fatigue performance of the
workpiece. However, when the workpiece surface material produces plastic deformation, the effect of
residual stress will disappear.

Residual stress is a crucial factor to evaluate surface integrity of the milled workpiece. In milling
process, distribution of residual stresses is marginally affected by the cutting speed and tool wear
state. Also, its residual distribution has close relationship with cutting strategy in milling process.
To get reasonable distribution of residual stresses, the cutting parameters should be optimized with
consideration of tool parameters. If the distribution of residual stresses is not reasonable, it can be
modified due by mechanical loads (static or cyclic) or thermal exposure [104].

The influence of residual stress and microstructure on the fatigue life of the workpiece was
studied by F. Ghanem et al. By comparing electro-discharge machining (EDM) with the milling
process, they found that the surfaces prepared by EDM showed a tensile residual stress at the surface.
The milled surfaces showed a near-surface compressive residual stress, which is favorable for fatigue
crack resistance, and the comparison result is shown in Figure 9 [105]. Three-point bending fatigue
tests of the notched specimens revealed a loss of 35% in fatigue endurance in the case of EDM.

Tool wear is an unavoidable and complicated phenomenon occurring in machining process,
which has a direct impact on residual stress on milled surface. For milling process, many workpiece
materials contain carbide particles in their structure. As the cutting tool wears, some carbide particles
in workpiece are removed from the machined surface sometimes, then there will be direct effect on the
surface quality of the machined surface. Generally, tool flank wear was found to have the most effect
on distribution of residual stress in high speed milling process.
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Figure 9. Comparison effects of residual stress on fatigue life between electro-discharge machining
and milling [105].

Considerable research has been performed to get the effect of tool wear on part functionality.
The effects of tool wear on surface integrity and fatigue life during milling was studied by Guo et al.
They found that surface roughness is generally higher in the step-over direction than the feed direction
and that tool wear does not necessarily affect the fatigue life within a certain range (0.2 mm) [106].
Also, fundamental relationship between tool wear and fatigue was related by them. They found that
compared with the sharp tool, the worn tool up to flank wear (0.12 mm) only slightly reduces the
average life from 1.23 × 106 to 1.16 × 106 cycles. Rougher surfaces are expected to encourage fatigue
crack initiation. While Guo found that the surface roughness also has a slightly influence on four-point
bending fatigue life for end milling of AISI H13 [42], and the effect of tool wear on workpiece fatigue
life is shown in Figure 10.

 

Figure 10. Fatigue life vs. tool wear and fatigue fracture pattern [42].

The residual stress on milled surface will directly influence the generation and extension of crack
on surface, and that will have a direct impact on fatigue life of workpiece. Generally, compressive
residual stress contributes to the improvement of fatigue life. Tool wear has a direct impact on the
residual stress of the milled surface, so tool wear is another important factor that influences the fatigue
life of component in milling process.

5. Conclusions and Outlook

The optimization and control of machined surface integrity is the key technology to ensure the
functional performance and service life of parts. The effects of cutting parameters such as cutting
speed, feed speed, cutting depth, and tool wear on the machined surface integrity during milling
are emphatically reviewed. At the same time, the research progress of the relationship between the
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machined surface integrity and the component use performance is also revealed. Researchers have
made extensive research on the influence of machined surface integrity on fatigue properties and
obtained a series of research results. However, there are still some urgent problems to be solved.

1. The effects of surface integrity on performance were mostly determined by experiments and
could not be revealed effectively at the mechanism level.

2. No uniform standard has been formed to assess the effect of surface integrity parameters on
fatigue performance, which limits the optimization of process parameters and the improvement
of service performance of workpieces.

3. The local performance change, design, and service performance state of the parts could not be
organically combined to form an interconnected mode.

4. Combined with the current research status and engineering application requirements,
the following aspects can be emphatically studied in the future.

5. To strengthen theoretical research on fatigue performance optimization. The existing optimization
models assume that the surface integrity evaluation indices (surface morphology, residual stress,
microhardness, and metamorphic layer thickness) have the same effect on fatigue performance,
so the weight of the coefficient of the optimization model is consistent. In order to make the
optimization result more accurate, the corresponding mathematical analysis method can be
considered to distinguish the weight of various indexes.

6. To strengthen the research on modeling technology of machined surface integrity and workpiece
performance. The analytic model of residual stress of workpiece surface during milling is still
a difficult problem. The reason is that the change of chip thickness on cutting edge is more
complicated, which results in the nonlinear gradient distribution of cutting force and cutting
temperature in machining process. Only some physical factors (vibration, tool/workpiece
deformation, and cutting force) are considered in the analytical model of surface topography,
while tool wear and the characteristics of interrupted cutting are not taken into account, so there
is still a large error in the simulation results.

7. Development of new milling processes. The reasonable selection of process parameters directly
affects the machined surface integrity and controls the workpiece performance. How to develop
a new milling process based on different machining systems, processing environment, workpiece
materials, and performance needs to be further explored.

8. The relationship between the design-manufacturing-service performance of parts is explored.
A complete interconnected mode of design, manufacturing, and service performance evaluation
of parts was established.

9. The theoretical analysis and experimental research on the response relationship between high
temperature fatigue, vibration fatigue, corrosion fatigue performance, and surface integrity of
processing under environmental conditions are further improved.
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Featured Application: Thicker and appropriately designed monolithic zirconia crown in the

posterior implant area may have better fracture resistance even if the abutment needs to be milled

to a convergent occlusal surface for a new insertion pathway.

Abstract: Adjusting implant abutment for crown delivery is a common practice during implant
installation. The purpose of this study was to compare the fracture resistance and stress distribution
of zirconia specimens on four occlusal surface areas of implant abutment. Four implant abutment
designs [occlusal surface area (SA) SA100, SA75, SA50, and SA25] with 15 zirconia prostheses over the
molar area per group were prepared for cyclic loading with 5 Hz, 300 N in a servo-hydraulic testing
machine until fracture or automatic stoppage after 30,000 counts. The minimum occlusal thickness
of all specimens was 0.5 mm. Four finite element models were simulated under vertical or oblique
10-degree loading to analyze the stress distribution and peak value of zirconia specimens. Data were
statistically analyzed, and fracture patterns were observed under a scanning electron microscope.
Cyclic loading tests revealed that specimen breakage had moderately strong correlation with the
abutment occlusal area (r = 0.475). Specimen breakage differed significantly among the four groups
(P = 0.001). The lowest von Mises stress value was measured for prosthesis with a smallest abutment
occlusal surface area (SA25) and the thickest zirconia crown. Thicker zirconia specimens (SA25) had
higher fracture resistance and lowest stress values under 300 N loading.

Keywords: monolithic zirconia crown; dental implant abutment; cyclic loading; finite element analysis

1. Introduction

Implant-supported fixed partial dental prosthesis is a popular treatment option for partially
edentulous patients. The mean implant failure rate of fixed partial dentures in partially edentulous
patients was reported to be 6% in both the maxilla and mandible (range: 1.9–12.5%) [1,2]. Conditions that
contribute to restoration failure include cracking, chipping fracture, bulk fracture, excessive wear of
the opposing tooth surface, excessive roughening of the ceramic surface, and unacceptable esthetics.
Anusavice [3] defined restoration success as intact prosthesis survival with acceptable surface quality,
anatomic contour, function, and esthetic. In clinical settings, delivering an implant prosthesis is
challenging when the implant tilts during implantation, which may stem from anatomic limitation,
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unique treatment design (such as all-on-4), or other iatrogenic factors. Delivery methods of implant
crowns mainly divide into the following: Cement-retained and screw-retained implant prosthesis.
The implant abutment is always milled or custom-made to fit the insertion pathway.

Fixing a single implant prosthesis on a tilted implant fixture over the posterior area is often a
challenging task due to limited insertion pathway, short interdental space, and difficult interproximal
hygiene maintenance. After properly milling the implant abutment, one must put into consideration
the ceramic materials used, prosthesis thickness, and repairing method after implant prosthesis failed
in the future. The advantages of screw-retained implant prosthesis are easy retrieval, better tissue
response, and capable of installing when interocclusal space is limited. On the other hand, delivering a
cement-retained implant is easier than delivering a screw-retained implant. However, the clinician
should evaluate the retention and resistance of the crown meticulously and clean excess cement
after delivery.

Based on the method of fabrication, implant abutments can be classified into prefabricated and
custom-made abutments. Prefabricated abutments are often used in the esthetic zones owing to
difficulty in achieving a good emergence profile, and the margin of the abutment requires milling
because it remains supragingival. The milling of prefabricated implant abutment is typically performed
using high-speed handpiece and diamond dental burs [4,5]. The total occlusal convergence (TOC) [6],
which is the convergence angle between two opposing axial walls, is one of the critical factors for the
success of ceramic crowns. Low values of TOC [7,8], range 2◦ to 5◦, are difficult for crown delivery
and result in an increasing cement hydraulic pressure. High values of TOC [9], over 24◦, are difficult
to obtain proper retention of the crown in long-term follow-up. Owing to advances in software and
hardware for the open computer numerical control (CNC) system development, computer-aided
design (CAD) and computer-aided manufacture (CAM) have increased interoperability and dimension
control when milling the implant abutment [10]. Designing abutment using software and milling
metal/zirconia material have gained great popularity in clinical dentistry. These abutments have
allowed the dentists to create individual emergence profile and provide an ideal structure and crown
path insertion. After manual or machine milling, the morphology of the implant abutment can be
adjusted, and the prosthesis is always set on an asymmetrical convergent angle of the axial surfaces
which lead to different occlusal areas.

Zirconia is a crystalline form of zirconium dioxide; it has excellent mechanical properties similar
to metal and with color close to natural teeth. The best properties for medical use are exhibited by
zirconia stabilizing with Y2O3—also known as tetragonal zirconia polycrystal (TZP) [11]. A high
flexure strength (900–1200 MPa) and compression resistance (2000 MPa) [12] render it suitable for
use in clinical dentistry [13]. Monolithic zirconia crowns have gained popularity since 2010 [14–16],
primarily for reducing the major clinical complications that resulted from the fracture of porcelain
veneers and zirconia frameworks [17]. Lawn et al. [18] mentioned that failure mode, materials, flaw state,
layer thickness, and cement may affect the fracture resistance of ceramic crowns. Deng et al. [19]
showed that fully dense zirconia (Y-TZP) has the highest critical load (100–1000 N) at low thicknesses
(0.1–1.0 mm) when comparing different ceramic specimens. Hamburger et al. [20] showed that the
fracture risk of ceramic materials has a positive correlation to layer thickness. Weigl et al. [21] showed
that 0.5 mm thick monolithic crowns possessed sufficient strength to endure physiological performance,
regardless of the type of cementation. Lan et al. [22] showed that the mean fracture loading cycles
of a 0.5-mm zirconia specimen is 8480 ± 2009. He recommended the use of an implant prosthesis of
monolithic zirconia crown with a thickness of 0.8 mm during clinical practice. Additionally, Kelly [23]
suggested a more relevant approach using the finite element method (FEM) to solve for stress as a
function of load. Anatomically, axial loading posterior teeth with the implant prosthesis can vary
from 42 to 412 N [24], and Raadsheer et al. [25] found that maximum voluntary occlusal force was
545.7 N in men and 383.6 N in women in natural dentition. On the other hand, Lan et al. [22] used
300 N to simulate the bite force of implant prosthesis of molar area. During maximum intercuspation

62



Appl. Sci. 2019, 9, 2585

(MICP), loading force would spread among all contacted teeth. Therefore, we anticipated that maximal
voluntary occlusal force should not approach the value Raadsheer has presented.

As discussed above, the fracture resistance of monolithic zirconia specimens is primarily affected
by the thickness [22], and researchers have attempted to determine the correlation between the different
convergent occlusal area of implant abutment and breaking test of zirconia specimens after lead bearing.
Therefore, the purpose of this study is to compare the fracture resistance and stress distribution of
zirconia specimens on four different occlusal convergence implant abutments. The hypothesis is that
more occlusal convergence of implant abutment would lead to less fracture resistance of monolithic
zirconia crowns.

2. Materials and Methods

2.1. Specimens Preparation

Figure 1 shows four implant abutments [occlusal surface area (SA) SA100, SA75, SA50, and SA25]
in the molar area that were prepared to receive monolithic zirconia specimens. SA50 implies that
the total occlusal surface contact area is half of SA100. The removed occlusal surface area (A) was
calculated using the equation:

A = πr2 · θ/360 − 1/2 r2sinθ (1)

where r is the radius of the circle; θ is the central angle measured in radians.

Figure 1. (A) Zirconia specimen and holder with spring to simulate human tissue by the servo-hydraulic
testing machine; (B) four implant-abutment convergent occlusal surface areas. From left to right, SA100,
SA75, SA50, and SA25. SA stands for the occlusal surface area, SA100 is the standard implant abutment,
SA75 means 75% of occlusal surface area relative to SA100, and so on.

The specimen holder and the operating program of the test machine were adjusted to simulate
the human masticatory cycle. The specimen holder had three parts: A precise adapter for the test
machine, a heat-treated steel rod with a tapered tip to accommodate the specimen, and a spring to
simulate cyclic occlusal contact and position control. The spring was checked before and after tests to
verify the slope of strain and stress by Hooke’s law [26], as it should remain constant throughout tests.
The G power analysis [27] was used to estimate the required sample size; assuming four test groups,
an effect size of 0.56, the probability of an α error of 0.05, and power of 0.95. The sample size was set to
have 15 per group. Overall, 60 complete zirconia specimens were designed using the computer-aided
design/computer-aided manufacturing (CAD/CAM) technique to match the implant abutment design.
The specimens were designed by the DentalCAD software (Exocad 2016, Exocad GmbH, Darmstadt,
Germany). All specimens were milled from one commercial block of Y-TZP zirconia V (made in made
in Bad Sackingen, Germany) using the same open CNC system milling machine (ARDENTA CNC
MILL, CS100-5A, ARIX, Tainan, Taiwan) and were densely sintered at 1450 ◦C for 2 h.
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2.2. Cyclic Loading Test

Figure 2 is the schematic representation of four implant abutment designs. The specimens were
retained on the implant dies by friction and could only be removed by crown remover. The stability
of the prosthesis was enhanced by the anti-rotation surface design of the dental implant abutment.
The dimension of SA100 specimen was designed to fit the implant abutment with thickness of 0.5 mm
over occlusal surface, diameter of 5 mm at base, and diameter of 3.5 mm at top. The reduction began
2 mm from the bottom to preserve retentive property, and tapered up to the desired occlusal surface
area. Reduced volume was replaced with zirconia. Fifteen specimens in each group were tested
vertically at 5 Hz and 300 N in a servo-hydraulic testing machine (Instron M8810, Instron Ltd. Norwood,
MA, USA) until the specimen fractured or the test machine automatically stopped after 30,000 cyclic
counts. To ensure that a consistent force was exerted on the specimen, the computer program had a
2-stage control to emulate the masticatory cycle of human jaw. The first stage, which simulated natural
occlusal displacement, was position control. This stage ensured constant stroke distance between
the load cell and specimen. The second stage was load control. This stage ensured a consistent force
exerted by the load cell to the specimen remained constant throughout the test cycle.

Figure 2. Schematic representation of the dimension of zirconia specimens on four implant abutments.
B means buccal, L means lingual; Green color represents the occlusal surface area connecting the
zirconia specimen and implant abutment. Brown color represents the implant abutment occlusal
surface area reduction replaced with zirconia material.

The indentation stress-strain relation is well defined by the classic Hertzian theory for ideally
elastic, homogeneous bulk materials with Young’s modulus E and Poisson’s ratio ν. The linear form of
the Hertzian solution [28,29] is expressed as:

a =
√

rd (2)

p = 3F/2πa2 (3)

where a is the radius of the contact area, r is the radius of indent and d the depth, F is the loading, and p
is the maximum contact pressure.

2.3. Finite Element Method

The dental implant abutment models were constructed using the CAD software (SolidWorks 2010,
SolidWizard Corporation, Concord., MA, USA). Four finite element (FE) models with the different
occlusal surface areas covered by zirconia specimens were constructed to simulate the posterior molar
region. ANSYS was the FEM software used in this study (ANSYS Workbench 11, Canonsburg, PA,
USA). The Young’s modulus and Poisson ratio of Ti-6Al-4V [30] were 110 GPa and 0.33, respectively.
The Young’s modulus and Poisson ratio of zirconia [31] were 220 GPa and 0.3, respectively.

The materials used in the models were assumed to be isotropic, homogeneous, and linearly elastic.
The average tetrahedral element size was 1 mm in length and the 3D FE model of SA100 model was
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meshed in the 115484 elements and 147842 nodes by convergence test. The 10-node tetrahedral element
could provide six degrees of freedom (DOF), including three translations and three rotations on a
node. Hence, total number of the DOF in the FEM was related to real nodal numbers. The boundary
constrain of the bottom of the holder base would restrict the DOF of the implant-prosthesis complex
of any rotational or translational movement. The mesh convergence test of element sensitivity was
performed in this study before FEM. The convergence criterion was set to 5% to identify a reliable
numerical result of the FEM.

The contact analysis in the contact area must be assumed that contact and target elements
were paired to analyze surface interaction between two solid models under loading. Furthermore,
the coefficient of friction must also be applied in the contact area. However, in this study, our main
goal was to test the fracture resistance of different zirconia crown and implant abutment designs.
Therefore, the sliding effect between the zirconia crown and implant abutment was considered
negligible. For contact connection between the zirconia crown and implant abutment, we defined
the finite element analysis (FEA) as a non-separating connection without any frictional effect. Hence,
the contact analysis with frictional effect was not included in this study. Vertical loading of 300 N was
applied on the occlusal surface of the specimens, and a 4-directional oblique force of 300 N at 10 degrees
was applied to the marginal ridge of the specimens. The maximum von Mises (EQV) stress values were
measured for specimens in different loading directions and implant prosthesis and abutment designs.

2.4. Statistical Analysis and Microstructural Observation

Data were normally distributed (P > 0.05) and there was no homogeneity of variance among
groups of tests (P > 0.05). Data were compared using the Krukal-Wallis test, and the Spearman
correlation was determined using a statistical program (SPSS Statistics for Windows, v20; IBM Corp,
Armonk, NY, USA). Using scanning electron microscope imaging (JSM-6360; JEOL, Tokyo, Japan),
the microscopic conditions of the specimens were examined.

3. Results

3.1. Cyclic Load Test

Table 1 showed the mean cyclic number and broken number/total number of specimens tested
until fracture. The result showed 11061.6 (11/15), 12278 (6/15), 15617 (5/15), and 8000 (1/15) for the
implant abutments with occlusal surface areas of SA100, SA75, SA50, and SA25, respectively.

Table 1. Results of zirconia specimens on four occlusal surface areas of implant abutment after cycling
test under vertical 300 N loading.

Abutment Occlusal Surface Area (%)
Total Cycles
Mean ± SD

Broken Specimens/
Total Specimens

SA100 11,061.6 ± 4602.6 a 11/15

SA75 12,278 ± 4139.3 abc 6/15

SA50 15,617 ± 3508.4 bc 5/15

SA25 8000 bc 1/15

P value * 0.001 <0.01

Different superscript letters in the column represented statistical significance between groups (P < 0.05; post hoc
Dunn test). Total cycles indicated total number of cycles ran before specimens broke under 300 N loading or
30,000 cycles if specimens remained intact. SD: Standard deviation. a, b, c are notations depicting different
class variations.

*Krukal-Wallis test (K independent samples).

Spearman’s correlation coefficients (r = 0.475) in association with different abutment designs and occlusal surface
areas to fracture resistance of zirconia crown.
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The broken specimens of four occlusal surface areas showed specimens breaking into two to three
fragments (Figure 3A–D). The cyclic number of broken specimens showed a significant difference
among different groups of specimens (P = 0.001). Dunn’s honestly significant difference test indicated
that the specimen breakage of SA100 was statistically significant when comparing to SA50 and SA25
(P = 0.001). Figure 4 showed that the percentage of intact specimens were 27% (SA100), 60% (SA75),
67% (SA50), and 93% (SA25), without visible fracture line found after 30,000 cycles. Specimen breakage
had a moderately strong association with the implant abutment occlusal surface area (r = 0.475).

. 

 
Figure 3. Specimens on four implant abutment designs after testing. A, the SA100 specimen was
broken around the top and axial wall corner with apparently broken line. B, the SA75 specimen was
broken into three segments. C, the SA50 specimen with fractured segments. D, one zirconia specimen
on the SA25 abutment design was broken into multiple segments, and the remaining specimens’s
morphology remained intact.

Figure 4. Histogram of results shows the percentage of broken and unbroken specimens corresponding
to four types of abutment designs SA100, SA75, SA50, SA25.

3.2. Finite Element Analysis

Figure 5 was a cross-section view of the SA25 model experiencing vertical loading of 300 N.
The stress was transmitted from the specimen to the implant abutment and the maximum stress value
was shown on the lingual edge of the specimens. Figures 6 and 7 showed that stress was concentrated
around the corner area on the occlusal axial wall of the specimens where forces were applied vertically
or obliquely. The maximum EQV was higher under oblique loading compared to vertical loading.
Figure 8 compared the maximum EQV value of four implant abutment designs under vertical and
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oblique 10-degree 300 N loading. The results showed that the peak EQV of SA25 had the lowest
value compared to the other three types. Oblique lingual loading had the lowest peak EQV out of all
oblique loading directions. The percentage of fracture specimens among the four groups was positively
associated with the results of FEA (r = 0.391).

Figure 5. A cross-section of the finite element (FE) model with specimen set on the implant abutment.
Using SA25 as an example, stress distribution of the whole model was shown. The maximum stress
value was located on the occluso-lingual axial wall of the specimens when vertical forces were applied.

Figure 6. Distribution of stress in zirconia specimens. (Top) The vertical load of 300 N from lingual (L)
view. (Bottom) Oblique 10-degree load of 300 N on the lingual marginal ridge. From the left to right
are loading models: SA100, SA75, SA50, and SA25.

 
Figure 7. Distribution of stress in zirconia specimens. (Top) Oblique 10-degree load of 300 N on
the buccal marginal ridge. (Bottom) Oblique 10-degree load of 300 N on the buccal marginal ridge.
From the left to right are loading models: SA100, SA75, SA50, and SA25.
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Figure 8. Comparison of maximum von Mises (EQVs) in zirconia specimens on four implant abutment
designs (SA25, SA50, SA75, and SA100) under vertical (300 N), oblique L, oblique B, and oblique D
directions. Lowest value occurred in the zirconia specimen with the implant occlusal surface of SA25.
Oblique L means oblique 10-degree 300 N loading applied on a lingual marginal ridge of zirconia
specimen. L means lingual. B means buccal. D means distal.

3.3. Microstructure of Zirconia Block After Cyclic Loading Test

Figure 9 showed the microstructure of the fractured zirconia segment after loading when viewed
with scanning electron microscope (SEM). The SEM images in Figure 9A showed beach marks,
which indicated the progressive fatigue failure of the zirconia specimen. Figure 9B,C revealed an
apparent fracture line visible alongside the beach marks when a brittle failure of the material occurred.
Figure 9D showed full densification and sufficient sintering of the zirconia and presence of some small
pores at grain and grain boundaries.

 

 
Figure 9. Scanning electron microscopic images showing fracture condition of broken segments. (A,B),
beach marks show fracture segments from the specimen on SA25 (original magnification ×500) and
SA50 (original magnification ×200). (C), apparent cracks observed on SA50 fracture segments (original
magnification ×5000). (D), intact surface of zirconia specimens (original magnification ×20,000).
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4. Discussion

Lan et al. [22] found that the fracture resistance of zirconia specimens have positive correlation
with prosthesis thickness, and the mean cyclic number of broken specimens on 0.5 mm thickness
was 8480 ± 2009. This study demonstrated breakage in 11 of 15 specimens (73%) and a similar cyclic
number of broken specimens for 0.5 mm (SA100) zirconia specimens (Table 1). In addition, the breakage
percentage of SA75 specimens (6/15) showed no statistical significance (P > 0.05) compared to SA50
specimens (5/15). On the other hand, only one SA25 zirconia specimen (1/15) broke during 300 N
vertical loading. The results supported the speculation that the implant abutment occlusal surface area
affects the fracture resistance of the zirconia crown, although only a moderately strong correlation
was found (r = 0.475). The FEM showed the lowest peak stress value for SA25 specimen in all loading
types, hence, we speculated that the implant abutment occlusal area has an inverse proportion to
fracture resistance of the zirconia specimens (Figures 1 and 2). Under oblique loading, the peak value
of the crown from the lingual side was lower than that from the buccal and distal side. This difference
was attributed to the contact area of the prosthesis because the radius of the contact area from the
lingual side was greater than other surfaces (Figure 5 bottom row). Moreover, the radius of the contact
area negatively affecting the stress under constant loading is clarified by the Hertzian theory [28,29].
On the other hand, the oblique buccal loading and oblique distal loading showed similar peak stress,
which may be attributed to the same contact area between the indenter and zirconia crown (Figure 6
top and bottom row).

Cyclic loadings could cause an accumulation of deformation and decrease the load resistance of
the tested materials. Static loadings were loads with a very low rate of change to maximum stresses on
specimens. Studart et al. [32] showed the cyclic fatigue behavior of zirconia at loads between 50 and
200 N and indicated that zirconia can tolerate the severe cyclic loading in the molar area. On the other
hand, static FEM analysis was shown the maximum stress value and stress distribution from an applied
load 250 N on the specimens. For brittle materials, Choi and Salem [33] mentioned the prediction of
cyclic fatigue lifetime from static lifetime by using the ratio of static to cyclic fatigue life. These results
demonstrated the similar failure trend between static and cyclic fatigue for brittle materials, and the
fracture of brittle materials would be induced immediately when the maximum stress was higher
than the flexural strength. In addition, in this present study, the cyclic experimental tests showed the
positive correlation between the percentage of broken specimens over total specimens with the peak
stress value of FEA corresponding to four types of abutment designs (r = 0.391). Moreover, both cyclic
experimental tests and static FEM analysis were shown the same results that the SA25 specimens had
the lowest stress values and higher fracture resistance under 300 N loading. The results hence rejected
the hypothesis described in the introduction. Alammari et al. [34] reported that an increase of TOC
(from 12 to 20 degree) did not affect marginal and internal fit but resulted in higher load to fracture
values of ceramic crowns. A similar finding was reported by Corazza et al. [35], who compared the
influence of 6◦, 12◦, and 20◦ TOC on the fracture load of yttria partially stabilized zirconia veneered with
feldspathic porcelain. The 20◦ TOC had the best outcome. On the other hand, it could be reasonably
speculated that the SA25 specimen allowed for greater implant body tilting. Asymmetric abutment
milling with different occlusal convergence was inevitable in clinical practice and also needs to put in
consideration of proper crown morphology to avoid food deposition, which relied heavily on accurate
standard abutment milling and CAD/CAM custom abutment design.

Milling typically increased the sharp angle and surface roughness. The sharp angle without a
fitting contact surface with ceramic could easily increase the stress concentration between zirconia and
the implant abutment. Therefore, using zirconia to match the abutment occlusal surface can increase
the fracture resistance and ensure a proper fitting contact surface; however, if the surface is not finished
or polished properly to decrease the improper contact surface, stress would concentrate on the sharp
edges between the zirconia and abutment. The breakage of one SA25 zirconia specimen after 8000
cycles under 300 N loading was attributed to the tiny sharp contact point between zirconia and the
abutment despite a meticulous inspection before testing.
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Implant abutment milling or adjustment was a frequent practice in clinical dentistry. The success
of implant restoration and its long-term survival depended on several factors. First, a well-designed
treatment plan would put implant installation and restoration into consideration before the operation.
Second, the dentists need to confirm whether the implant requires tilting using the abutment design
based on the biomechanical and biomaterial aspects. Third, the zirconia crown used should be fully
densified and sufficiently sintered for strength and longevity. Fourth, accurate interdental space
calculation, meticulous execution of the procedure, and routine follow-up are required to achieve
excellent results.

5. Conclusions

The fracture resistance of four implant abutment occlusal convergent areas (SA100, SA75, SA50,
and SA25) of the zirconia sintered at low temperatures for dental use was studied using a servo-hydraulic
testing machine, FE models, and SEM. Fracture resistance was estimated based on whether or not the
specimen broke, and the results were as follows: Breakage was observed in 11 of the 15 specimens
with the occlusal surface area of SA100, six of 15 specimens with the occlusal surface area of SA75,
five of 15 specimens with the occlusal surface area of SA50, and one of 15 specimens with the occlusal
surface area of SA25. The FE model showed that SA25 specimens had the lowest peak EQV value
in different loading directions. Thicker zirconia specimens (SA25) had higher fracture resistance and
lowest stress values under 300 N loading.
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Abstract: Fatigue tests were performed to estimate the coplanar and branch crack growth rates on
rail and wheel steel under non-proportional mixed mode I/II loading cycles simulating the load on
rolling contact fatigue cracks; sequential and overlapping mode I and II loadings were applied to
single cracks in the specimens. Long coplanar cracks were produced under certain loading conditions.
The fracture surfaces observed by scanning electron microscopy and the finite element analysis results
suggested that the growth was driven mainly by in-plane shear mode (i.e., mode II) loading. Crack
branching likely occurred when the degree of overlap between these mode cycles increased, indicating
that such degree enhancement leads to a relative increase of the maximum tangential stress range,
based on an elasto–plastic stress field along the branch direction, compared to the maximum shear
stress. Moreover, the crack growth rate decreased when the material strength increased because this
made the crack tip displacements smaller. The branch crack growth rates could not be represented by
a single crack growth law since the plastic zone size ahead of the crack tip increased with the shear
part of the loading due to the T-stress, resulting in higher growth rates.

Keywords: non-proportional mixed mode loading; fractography; mode II stress intensity factor; finite
element analysis; rail steel; wheel steel

1. Introduction

When railway wheels repeatedly pass over the rails, rolling contact fatigue (RCF) cracks occur on
both the wheel tread and the railhead. The accumulation of large plastic shear strains generates these
cracks, which initially grow in the plastic flow direction of the resulting microstructure [1]; when their
growth reaches a depth of several millimeters, they are unaffected by the plastic deformation layer and
are then subjected to a mixed mode I/II/III loading, growing as coplanar cracks at shallow angles to the
surface [2–5]. The mode II/III loading cycle is almost proportional, while the mode I/II and I/III cycles
are non-proportional.

Fremy et al. [6] conducted experiments in non-proportional mixed mode I/II/III loading conditions
to investigate the load path effect on fatigue crack growth (FCG) in 316L stainless steel. They applied
the ‘star’ load path to a cruciform specimen containing an inclined crack by using a six-actuator
servo-hydraulic testing machine; the addition of mode III loading steps to a mode I/II loading sequence
increased the FCG rate even when the crack path was not significantly modified. However, the tested
material was not rail or wheel steel and the load history did not simulate the one experiencing RCF
cracks. Moreover, only a coplanar crack growth below 2 mm was obtained.

Many studies focused on the coplanar crack growth of rail steel under non-proportional mixed
mode I/II loading cycles. Figure 1 shows how mode I and II loadings generated in the rail and wheel
when the fluid penetrates into the crack. Details will be described in the next section. Bold et al. [7]
performed fatigue tests, sequentially applying cyclic mode I and II loadings on rail steel biaxial

Appl. Sci. 2019, 9, 2006; doi:10.3390/app9102006 www.mdpi.com/journal/applsci73



Appl. Sci. 2019, 9, 2006

cruciform specimens. When they removed the mode I loading before applying the fully reversed
mode II and the ratio between the nominal range values of the mode I and II stress intensity factors
(SIFs), KI (ΔKI), and KII (ΔKII), were greater than or equal to 0.5, a long coplanar crack growth was
observed. Wong et al. [8,9] carried out sequential mixed mode I/II loading experiments on cruciform
specimens; when they applied mode II loading before removing mode I, a degree of overlap (δ)
appeared. The effective values of ΔKI and ΔKII (ΔKIeff and ΔKIIeff, respectively) and the δ effect on
the crack growth were considered and crack growth models were proposed in the ΔKIeff and ΔKIIeff

forms. They reported that ΔKIeff is a control parameter determining the crack growth direction and
that the δ increase encourages crack branching; they also proposed a branch criterion in terms of ΔKIeff

and δ. Akama and Susuki [10] conducted non-proportional mixed mode I/II FCG tests on rail and
wheel steels in practical use in Japan. Based on the study of Wong et al., they defined crack growth
models using ΔKIeff and ΔKIIeff and found that the cracks branched easily in wheel steel compared to
rail steel. They also examined the fracture surfaces, but no clear striation pattern was observed.

Figure 1. Schematic representation of how a fluid in the crack generates mode I and II loadings.

Sequential mode I/II FCG tests on rail steel were also performed by Doquet and Pommier [11].
They used tubular specimens and gold microgrids with a 4 mm pitch, which were laid ahead of
the crack tips and along the crack surfaces to observe the residual shifts; hundreds of microns
of constant-speed coplanar growth were obtained when ΔKII/ΔKI ranged from 1 to 4. They also
investigated the role of plasticity and crack face friction via finite element analysis (FEA) and concluded
that the maximum growth rate criterion rationalized the crack path observed in the non-proportional
loadings. Doquet et al. [12] investigated through FEA the influence of static and 90◦ out-of-phase cyclic
mode II loading superimposed to the cyclic mode I on the plasticity- and asperity-induced closure for
an aluminum alloy. The applied mode II could either increase or decrease ΔKIeff depending on the
stress ratio and loading path; in some cases, it had opposite effects on the two closure mechanisms.
In the case of 90◦ out-of-phase mixed mode loading, mode II drastically reduced or even suppressed the
plasticity-induced closure. To clarify the incipient direction of the crack path observed by Bold et al. [8],
Dahlin and Olsson [13] investigated several criteria while using the FEA approach; they concluded
that a maximum tangential stress (MTS) range criterion based on an elasto–plastic stress field can
appropriately predict the incipient crack growth direction in ductile metals. Yu et al. [14] studied
the FCG behavior in a thin-walled tubular specimen of aluminum alloy under non-proportional
mixed mode I and II loading, showing that the FCG significantly differed from that under mode I or
proportional mixed mode loading. Although they obtained a long and stable shear mode growth, they
could not apply the commonly accepted MTS criterion in most of the non-proportional loading cases.

As indicated above, previous studies on coplanar crack growth under non-proportional mixed
mode I/II loading cycles apparently focused on rail steel. Only Akama and Susuki [10] considered
also the wheel steel case, but their elucidation of the phenomena associated with crack growth under
such loading cycles was not sufficient. In particular, the reason why the growth direction of the crack
changes depending on the loading conditions and the type of steel was not clarified. Besides, the crack
growth models by Wong et al. [9] have been pointed out as arbitrary. Therefore, in this study, crack
growth data from non-proportional mode I/II loading cycles were re-constructed by using a reliable
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equivalent SIF range and FEA was performed to elucidate the crack growth behavior under these
loading cycles. The reliable criteria for predicting the crack path direction of non-proportional mixed
mode loading were used, and the results were compared with corresponding experimental results.

This paper, part 1 of two companion papers, presents FCG under non-proportional mixed mode
I/II loading and is organized as follows. The introduction starts in this section with a brief overview of
past papers for the crack growth under non-proportional mixed mode I/II loading cycles. Section 2
describes the detailed method of the experiments conducted and presents the experimental results.
In Section 3, the FEA model for predicting the crack path direction is presented and the results are
indicated. Section 4 gives detailed considerations and discussions by comparing the experimental and
FEA results. Finally, the important results obtained in this study are summarized in Section 5.

2. Experiments

2.1. Testing Machine

The crack growth under mixed mode I/II loading was investigated with an in-plane biaxial testing
machine consisting of four hydraulic actuators, each one having a 200 kN tension–compression capacity
for static and fatigue loads. The actuator assemblies formed two pairs of X and Y axes and were
rigidly and diagonally mounted in an octagonal box-shaped frame, which was of heavy-duty welded
construction and placed horizontally. A load cell and a linear variable differential transformer were
installed in each actuator assembly. The components also included manifolds, a control console, and
a hydraulic pump unit. To obtain and maintain the designated stress ratios during the fatigue tests,
an improved control system was developed specifically for this study. The two actuator pairs were
controlled by both load and positioning feedback signals. The control system of the load signals X1 and
X2 for the x-axis actuator pair is schematized in Figure 2. The load command signal FX was derived
from the load feedback signals FX1 and FX2 and from the position feedback signals S1 and S2, which
were calculated, correspondingly, from F1 and F2 and from the calculation circuits CX1 and CX2; the
notations F, S, 1, and 2 indicate, respectively, the load cell, the differential transformer output, and the
X1 and X2 actuators. The same method was applied for the y-axis actuator. Testing frequencies from 1
to 2 Hz were used.

Figure 2. Schematic of the in-plane biaxial testing machine and the system controlling the load signals
for the actuators.
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2.2. Specimens

Cruciform specimens (Figure 3) having the 45◦ starter notch with a half-length of 2 mm, made
by spark erosion, were used in the experiments [15]. Each specimen had a uniformly stressed square
working section (72 × 72 mm, 4 mm in thickness) to observe crack growth behaviors. The tensile and
compressive loads were applied, respectively, through pins and at the specimen edge; the backlash
was removed via wedge tightening. The starter notch was pre-cracked by using an equibiaxial mode I
loading with a zero stress ratio. The load was reduced during pre-cracking in 10% steps until an FCG
rate of less than 10−9 m/cycle was reached. This was to reduce the residual plastic zone size to less than
that produced during the first cycle of the test.

Two-rail steels (RP and RF) and one-wheel steel (WT) were used as specimen materials. The RP
and RF were used as normal and head hardened rails, respectively, that were installed for corresponding
straight sections and outer rails in curved sections. Their chemical compositions and mechanical
properties are summarized in Tables 1 and 2, respectively, showing that the ultimate tensile strength
and 0.2% proof stress of RF were much superior to those of RP and WT. The microstructures of RP and
WT were normal pearlite, whereas that of RF was fine pearlite with an average lamellar spacing of
about 100 nm. The specimens were collected directly from real rails and wheels.

 
(a) Whole configuration (all dimensions in mm) 

 

 
(b) Arrangement of specimen, tensile and compressive grips, pin and wedges 

Figure 3. (a) Configuration of the cruciform specimen used in the experiments (all dimensions in mm)
and (b) its arrangement with the tensile and compressive grips, pin, and wedges.
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Table 1. Chemical composition of steels used for the experiments (wt%).

Material C Si Mn P S

Rail steel, RP 0.68 0.26 0.93 0.016 0.01

Rail steel, RF 0.79 0.17 0.82 0.019 0.01

Wheel steel, WT 0.65 0.26 0.73 0.016 0.01

Table 2. Mechanical properties.

Material Ultimate Tensile Strength (MPa) 0.2% Proof Stress (MPa)

Rail steel, RP 934 511

Rail steel, RF 1214 802

Wheel steel, WT from 981 to 1030 from 618 to 657

2.3. Loading History

The loading history, illustrated in Figure 4, simulated that experienced by RCF cracks in the
presence of a fluid, as obtained by FEA [2–5]. Since the load is represented by sine waves, the time on
the horizontal axis is indicated as an angle (degree); the figure also shows δ between KI and KII. When
a contact area between the wheel and the rail approaches a surface crack, the surface tangential traction
slightly opens the crack mouth in the driven surface and the surrounding fluid penetrates inside it.
When the contact area moves over the crack mouth, the KI load increases (0–180◦) due to the fluid
entrapment [16] or the hydraulic pressure mechanism [17]; after it leaves the crack mouth, the fluid
in it flows out and its influence on KI almost disappears (180◦). Meanwhile, the KII loading is also
generated and completely reversed (90–450◦). Hence, if there is fluid inside the crack, cracks in the
triaxial compressive stress field can open in the contact area and large KI and KII loading are generated.

This condition was simulated by actuating both axes of the biaxial machine to apply the required
mode I and II loading sequence to the crack. Figure 5 shows loading examples of the x- and y-axes for
a 45◦ crack.

Figure 4. Loading cycle applied under the condition of ΔKII/ΔKI = 1.5 and δ = 90◦.

2.4. Calculation of the Stress Intensity Factors

KI and KII were calculated as
KI = Yσ

√
πa (1)

KII = Yτ
√
πa (2)

where Y =
√

sec(πa/2W) for the central 45◦ crack in a plate of diagonal length 2W (refer to Figure 3)
and σ and τ are the normal and in-plane shear stress, respectively, applied to the crack. The crack
length (a) was measured with a traveling microscope at the resolution of 1 μm. In addition, ΔKIeff and
ΔKIIeff were defined by the ratios of crack closure (UI)and locking (UII), respectively [18]
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ΔKIeff = UIΔKI (3)

ΔKIIeff = UIIΔKII (4)

UI =
vamax − vamin

vthmax − vthmin
(5)

UII =
uamax − uamin

uthmax − uthmin
(6)

where vamax, vamin, vthmax, and vthmin are the measured maximum, measured minimum, theoretical
maximum, and theoretical minimum opening displacements, respectively, and uamax, uamin, uthmax,
and uthmin indicate the corresponding values for the sliding displacement. The crack closure and
locking were measured via the surface replica technique.

(a) (b) 

Figure 5. Sequential loading cycle of the (a) x and (b) y axes under the condition of ΔKII/ΔKI = 1.5 and
δ = 90◦; the vertical axis represents the relative values of the loads of x- and y-axes.

2.5. Experimental Conditions

The experiments were performed on four WT, six RP, and one RF specimen and, hereafter, will be
accordingly referred to as WTl, WT2, WT3, and WT4; RP1, RP2, RP3, RP4, RP5, and RP6; and RF1;
respectively. The stress ratios of mode I and mode II loading (RI and RII) were 0 and –1, respectively.
Table 3 shows the ΔKII/ΔKI ratios and δ values for each experiment; WT1–WT4; RP1–RP4, and RF1 were
designed to mainly produce coplanar crack growth rate data, whereas RP5 and RP6 were conducted
for obtaining branch crack growth rate data.

Table 3. Testing conditions.

Exp. No. ΔKII/ΔKI δ(degree)

WT1 1.0 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 120

WT2 1.0 30, 60, 90, 120

WT3 1.25 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 120

WT4 1.0, 1.375, 1.5, 1.9, 2.0 10, 30, 60

RP1 1.0 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 120

RP2 1.5 0, 10, 20, 30, 40, 50, 60, 70, 80, 90

RP3 1.0 30, 60, 90, 120, 150

RP4 1.5 30, 60, 90, 120

RP5 2.0 0

RP6 2.5 0

RF1 1.0, 1.375, 1.5 30
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2.6. Experimental Results

A polar coordinate system having the origin coinciding with the crack tip was introduced,
as shown in Figure 6 together with a schematic representation of the main coplanar crack plane and its
angle (θ) with the branch crack plane, when branching occurs.

Figure 6. Branch crack at a main crack plane and branch angle definition.

The coplanar crack grew almost straight (i.e., θ = 0) for all δ values in WTl–WT3, RP1–RP3, and
RF1. After the crack length on each side extended to about 3 mm, δ increased during 10◦ or 30◦
steps. The ΔKI and ΔKII values were maintained approximately constant for each loading step by
decreasing the loads. In WT4, the coplanar crack grew when ΔKII/ΔKI = 1.0 regardless of δ, but it
branched when this ratio exceeded 1.375. Immediately after this branch crack growth, the crack path
was restored to an initial 45◦ plane by using an equibiaxial mode I loading and, then, the experiments
were continued. In RP4, the coplanar crack branched at a θ of about –70◦ when δ was 120◦. When the
crack was short, UI and UII at the crack tip were hard to estimate. However, some vamax, vamin, uamax,
and uamin measurements were performed near the crack tip and the ratios UI and UII were estimated
by extrapolating back to the crack tip. In RP5 and RP6, branch cracks grew; for these branched cracks,
the displacements to obtain UI and UII were not measured.

2.6.1. Coplanar Crack Growth Rate

The coplanar crack growth rates of RP, which comprises RP1, RP2, and RP3 obtained from the
mixed mode I/II tests, were plotted against ΔKI (Figure 7), including all δ cases and, for comparison,
the pure mode I growth data collected at RI = 0. The FCG rates for the mixed mode I/II loading were
fairly faster than those for pure mode I. When the Paris-type law was applied to the crack growth rates
for all the mixed mode I/II loading data, we obtained the equation

da
dN

= 3.75× 10−12(ΔKI)
3.39 (7)

where N is the number of cycles. The coefficient of determination (R2) was 0.69.
Next, the same growth rates were plotted against ΔKII (Figure 8), revealing an improvement in R2 (0.87)

da
dN

= 4.80× 10−12(ΔKII)
3.12 (8)
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Figure 7. Coplanar crack growth rates against ΔKI comparing pure mode I data for RP.

Figure 8. Coplanar crack growth rates against ΔKII for RP.

Then, since the crack growth law can be described uniquely even under different loads and stress
ratios by effective SIFs, the growth rates were plotted against ΔKIeff (Figure 9). The crack growth rate
data can be summarized by the equation

da
dN

= 8.19× 10−11(ΔKIeff)
2.59 (9)
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In this case, a further correlation improvement was obtained (R2 = 0.89). The ΔKIeff and ΔKIIeff

values were successively used to fit the growth data.
The crack growth rates were then plotted against the equivalent SIF range (ΔKv), as proposed by

Richard et al. [19] (Figure 10), which is defined as

ΔKv =
ΔKI

2
+

1
2

√
ΔK2

I + 4(1.115ΔKII)
2 (10)

Figure 9. Coplanar crack growth rates against ΔKIeff for RP.

The crack growth rates were expressed as

da
dN

= C(ΔKv)
m (11)

In the RP, RF, and WT cases, the corresponding C and m values were 6.08 × 10−11 and 2.18, 8.70 × 10−11

and 2.04, and 3.82 × 10−11 and 2.45, respectively. Figure 10 shows that better correlations were attained
when plotting the crack growth rates against ΔKv. Over all, WT exhibited the fastest crack growth
rates and, among the rail steels, the rates of RP were higher than those of RF.

2.6.2. Branch Crack Growth Rate

In RP, branch cracks occurred and grew where ΔKII/ΔKI exceeded 2.0 and δ was 0◦. For this
specimen geometry, the branch crack was subjected to a large mode I cycle, which was generated from
the mode II loading, followed by a small mode I cycle from the mode I loading. Therefore, the growth
rates were plotted against the ΔKI values from the mode II loading cycles only; ΔKI was calculated
using the procedure proposed by Gao et al. [20], which considers the stresses acting normal to the
crack plane. In particular, the branch crack growth rates of RP were plotted against ΔKI (Figure 11).
These rates were expressed as

da
dN

= 1.11× 10−11(ΔKI)
2.40 (12)
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for RP5 and as
da
dN

= 2.64× 10−10(ΔKI)
1.95 (13)

for RP6. As can be seen, the crack growth rate differs considerably depending on ΔKII/ΔKI, and
increasing in the ΔKII/ΔKI increases the crack growth rate.

Figure 10. Coplanar crack growth rates of mixed mode I/II against ΔKv for RP, RF and WT (solid line; RP,
one dot chain line; RF, broken line; WT).

2.6.3. Fractography

To understand the fracture mechanism, scanning electric microscope (SEM) observations were
performed. Figure 12 shows the fracture surfaces near the crack tip region and along the crack flank
resulting from RP2, WT3, and RF1. Heavily deformed ridges and valleys were rubbed out in the sliding
direction and also several oxidized wear particles were found on the surface. No striation pattern was
observed near the crack tip region in case of WT3 and RF1, but RP2 exhibited obscure striations that
seemed to be scattered. Hence, the fractographic observation permitted the determination of the crack
growth caused by non-proportional mixed mode I/II loading, which was clearly distinguishable from
that generated by pure mode I loading.

In summary, these were the crack growth characteristics observed in rail and wheel steel specimens
subjected to non-proportional mixed mode I/II loading:

(1) When ΔKII/ΔKI increased, the crack tended to branch;
(2) As δ increased, the crack easily branched;
(3) The coplanar crack growth rates in RF were lower than those in WT and RP;
(4) The branch crack growth rate varied considerably depending on ΔKII/ΔKI even in the same

material, unlike the coplanar growth rate, could not be correlated by a single line;
(5) No clear striation patterns were found near the crack tip region.
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Figure 11. Branch crack growth rates of mixed mode I/II against ΔKI for RP.

3. Finite Element Analysis

3.1. Procedure

The elasto–plastic analysis was performed using the commercial FEA code MARC to better
elucidate the crack growth characteristics. A stationary crack was considered because, in this study,
a branch angle θ from the main crack was predicted. Figure 13 shows the mesh used, with a crack
length a fixed at 5 mm; only the uniformly stressed square working section was considered, represented
by a simple square in plain strain assumption with a thickness of 4 mm. Second-order isoparametric
quadrilateral and triangular elements, refined to 25 μm near the crack tip, were used with the singular
elements [21] arranged around the tips; for smaller elements, they were greatly distorted due to a
large number of loading cycles, resulting in remarkably poor analysis accuracy. The total numbers of
elements and nodes were 644 and 1968, respectively. The boundary conditions applied for cruciform
specimens under mixed mode I/II loading were also described. At each edge center, a pilot node was
connected to the remaining nodes of that edge through a multipoint constraint; all the loads were
applied to these pilot nodes as concentrated normal and shear forces (F and S, respectively). The use of
this mesh and loading procedure allowed the confirmation that the MTS occurred at θ = –70.5◦due to
pure mode II loading in the elastic analysis. The contact between crack faces was taken into account
and the friction coefficient was set to 0.3.

When analyzing the fatigue problems, the choice of the material constitutive model is crucial.
In this study, the model combining the nonlinear kinematic hardening rule with the isotropic hardening
rule, developed by Chaboche and Lemaitre [22] (C&L model), was used as

ti+Δtiσy = 0σy + Q
{
1− exp

(
−Bti+Δtiep

)}
(14)

dα =
2
3

hdep − ζαdep (15)

where ti+Δtiσy is the updated yield stress at time ti + Δti, 0σy is the initial yield stress, Q, B, h, and ζ are
material constants,ti+Δtiep is the accumulated effective plastic strain at ti + Δti, α is the shift of the yield
surface center, ep is the plastic strain, and d of dα and dēp implies increment. The material constants for
RP and RF, determined via strain controlled uniaxial fatigue experiments, are summarized in Table 4
along with Young’s modulus E and Poisson ratio ν. The FEA was performed on these two rail steels to
clarify the material effect on the crack growth rate.
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Figure 12. Fracture surface near the crack tip; (a) RP2, (b) WT3, and (c) RF1. Arrows indicate the
direction of crack growth.

3.2. Analytical Results

The analytical conditions (Table 5) were decided based on the actual experiments described in
Section 2. Figures 14 and 15 show some results about the distribution of the tangential (σθ) and shear
stresses (τrθ), respectively, in the first loading cycle for ARP2; the maximum Δσθ appeared between
−45◦ and −67.5◦, whereas the maximum Δτrθ was observed exactly at 0◦.
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When using the C&L model, several loading cycles are required to achieve a steady-state stress
cycle; therefore, at least 100 loading cycles were initially planned for the simulation. However, as the
number of cycles increased, the deformation of the crack tip elements increased accordingly and, hence,
an accurate analysis was considered no longer possible after the 50th cycle. Thus, the evaluations were
performed at the 50th loading cycle and, at this point, a steady-state stress cycle could not be achieved.

Figure 13. Finite element mesh and boundary conditions for the cruciform specimen under mixed
mode I/II loading.

Table 4. Material properties used in FEA.

E (MPa) ν 0σy (MPa) Q b h (MPa) ζ

RP 183,008 0.3 508 −208 24.2 85,248 193

RF 182,778 0.3 684 −264 1.27 88,615 185

Table 5. FEA conditions.

No. ΔKII/ΔKI δ (degree) F (N) S (N) Material

ARP1 1.5 90 0↔ 26,667 −20,000↔
20,000 RP

ARP2 1.5 120 0↔ 26,667 −20,000↔
20,000 RP

ARP3 1.5 30 0↔ 26,667 −20,000↔
20,000 RP

ARF1 1.5 30 0↔ 26,667 −20,000↔
20,000 RF
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Figure 14. Tangential stress distribution near the crack tip for ARP2 (ΔKII/ΔKI = 1.5, δ = 120◦) at the
(a) 90◦ (maximum KI), (b) 150◦ (maximum KII), and (c) 330◦ (minimum KII); contour levels in MPa and
the deformation magnification is 5×.
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Figure 15. Shear stress distribution near the crack tip for ARP2 (ΔKII/ΔKI = 1.5, δ = 120◦) at the
(a) 90◦ (maximum KI), (b) 150◦ (maximum KII), and (c) 330◦ (minimum KII); contour levels in MPa and
the deformation magnification is 5×.
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3.2.1. Angles of Maximum Normal and Shear Stress Ranges

In this section, the purpose was to predict the incipient angle of crack growth after a change
in the applied load from the condition, which leads the crack to stable coplanar growth. Dahlin
and Olsson [13] suggested that the MTS range based on an elasto–plastic stress field could capture
the effects of ΔKII/ΔKI and δ on crack branching in rail steel. According to this criterion, the crack
deviation angle lies along the material plane on which the tangential stress range (Δσθ) is maximum
during the selected load cycle. In this study, the Δσθ level on every plane was investigated; when σθ
was below zero, it was reset to zero in the calculation. The maximum Δσθ value and the plane on
which it appeared were indicated, respectively, as Δσmax and θσmax. The shear stress range (Δτrθ) on
every plane was also investigated. This underlying assumption was adopted: if the cracks grow via a
shear mode, the growth direction should be determined by the plane (θτmax) on which Δτrθ became
maximum (Δτmax).

As mentioned in Section 2, ΔKII/ΔKI and δ could influence the crack growth direction. More
specifically, when ΔKII/ΔKI increased from 1 to 1.5 with δ = 120◦, the crack growth changed from
coplanar into branch; a δ increase from 90◦ to 120◦ while maintaining ΔKII/ΔKI = 1.5 changed the
coplanar growth into branch growth; this was explicitly clarified by Dahlin and Olsson, namely, if this
ratio was increased, the Δσθ direction switched from θ = 0◦ to θ = –70◦.Therefore, in this study, the δ
influence on the crack growth direction was clarified.

The FEA results about the values of Δσmax/Δτmax, θσmax, and θτmax, when changing δ and
maintaining ΔKII/ΔKI = 1.5, which is determined by comparing ARP1 and ARP2, are summarized in
Table 6; when δ increased, Δσmax/Δτmax increased, whereas θσmax and θτmax remained approximately
on the branch and coplanar directions, respectively.

Table 6. Effect of δ on Δσmax /Δτmax, θσmax, and θτmax.

No. ΔKII/ΔKI δ (degree) Δσmax/Δτmax θσmax (degree) θτmax (degree)

ARP1 1.5 90 1.45 −70 0

ARP2 1.5 120 1.56 −78 0

3.2.2. Crack Tip Opening and Sliding Displacements

The crack tip displacements are important since they could influence the crack growth rate and
path direction. Therefore, the FEA results were used to obtain the crack tip opening displacement
(CTOD), the crack tip sliding displacement (CTSD), and the residual crack tip opening displacement,
which corresponded to the CTOD when the 50th loading was ended, of RP and RF. Figure 16 compares
the resulting ranges of CTOD (ΔCTOD), CTSD (ΔCTSD), and residual CTOD of the two different
materials (such as the comparison of ARP3 and ARF1). All these values were smaller for the RF case.

4. Discussion

The coplanar growth rates were plotted against ΔKI, ΔKII, and ΔKIeff for RP; the effective values
were obtained considering that the crack closure and locking ratios were changed with respect to
δ. ΔKII gave satisfactory correlations compared to ΔKI, suggesting that the crack growth rates were
more influenced by mode II loading than by mode I loading. Moreover, ΔKIeff also provided relatively
satisfactory correlations; however, these correlations were not sufficient because the crack growth
contributions of mode I and II loading cycles were not mutually independent and, hence, the single
mode range alone could not represent the crack growth rates uniquely. Therefore, the crack growth
rates were plotted against ΔKv, which considered the interaction of the two loading cycles; although
ΔKv was invented for proportional loading, it gave satisfactory correlations.
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(a) 

(b) 

(c) 

Figure 16. Ranges of (a) crack tip opening and (b) sliding and (c) residual crack tip opening displacement
of RP (solid line) and RF (dashed line). (ΔKII/ΔKI = 1.5, δ = 30◦).
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The branch crack growth rates could not be represented by a single line, as shown in Figure 11.
All the cruciform specimens were tested under biaxial loading conditions and, in these cases,
the non-singular stress called the T-stress acted at the crack tips. If the crack angle is not 45◦,
as in the branch crack case, the T-stress affects the plasticity near the crack tip and the plastic zone
size increases with the shear part of the loading. Because a larger plastic zone yields higher growth
rates [19], a separation of the data for ΔKII/ΔKI = 2.5 and ΔKII/ΔKI = 2.0 was observed, i.e., when the
rate of shear loading was higher, the growth rates became higher.

The fractographic observation by SEM showed no clear striation patterns on the fracture surfaces
near the crack tips, while roughness due to friction was observed in the case of RF1 and WT3. Such
surface damage usually arises from the interaction between the crack faces under shear mode loading,
which was reported in Fujii et al. [23]; therefore, the main crack growth mechanism observed in this
study was assumed as caused by mode II loading.

The experimental results suggested that a δ increase could encourage crack branching. This can
be elucidated by FEA; when δ increased, Δσmax/Δτmax increased and the Δσmax plane was oriented
toward the branch direction, whereas the Δτmax plane remained on the coplanar plane. The widely
accepted criterion to predict the crack growth direction under non-proportional loading states that the
crack selectively grows along the fastest growth direction. Based on this criterion, the FEA results can
explain the experiment results.

The stresses were evaluated at the center of the elements around the crack tip, whose size was
25 μm. Because the MTS range criterion based on an elasto–plastic stress field is considered, these
elements should be included inside the plastic zone ahead of the crack tip. The plastic-zone size under
the investigated mixed mode I/II loading was not clear. Here, the cyclic crack tip plastic zone size (rp)
was derived from the analytical solutions based on pure mode I and mode II loading. Under the FEA
conditions adopted, the size developed by mode II loading was larger than that resulting from mode I.
If the size extension due to the stress redistribution is not taken into account, the size developed by
mode II loading can be roughly estimated for both plane stress and strain conditions as

rp =
( 1

2π

)(ΔKII

2τys

)2
(16)

where τys is the yield stress of the material under shear. Based on all the conditions analyzed using
RP, which were ΔKII = 16.6 MPa

√
m and τys = 293 MPa, the rp was calculated as 128 μm. Therefore,

the points at which the stresses were evaluated were still far inside the plastic zone.
The stress evaluation was performed in the 50th loading cycle, although the steady-state stress

distribution was not achieved because the distortion of elements increased, deteriorating the FEA
accuracy. MARC provides a function to subdivide the mesh when the element distortion is large; one of
the criteria is the maximum change in an interior angle from the initial angle for triangle elements and
the recommended angle is 40◦. For the ARP2 case, this criterion was violated at the 100th cycle and,
hence, the stresses were evaluated at the 50th cycle with a margin.

However, remeshing was not performed in this study; the crack growth was expected to occur
during the loading periods under the present testing conditions. In the ARP2 case, for example, ΔKI

and ΔKII were 11.1 MPa
√

m and 16.6 MPa
√

m, respectively. Based on the crack growth law expressed
in Equations (10) and (11), the crack growth length in 50 loading cycles was 3.4 μm, and the stress
redistribution near the crack tip occurred according to this crack extension.

ΔCTOD and ΔCTSD were obtained for both RP and RF via FEA since they can influence the crack
growth rate. In fact, a vector crack tip displacement (CTD) criterion has been proposed by Li [24] to
correlate mixed mode FCG rates. This criterion was based on the concept that the vector CTD range
(ΔCTD) is the driving force for FCG. Here, the vector ΔCTD corresponded to the vector summation
of ΔCTOD and ΔCTSD. The FEA results indicated that ΔCTOD and ΔCTSD of RF were smaller than
those of RP, probably because the former was a high-strength steel (Table 2); besides, RF exhibited
much smaller residual CTOD and its opening distance under no loading compared to RP. Since there
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were irregularities on the crack faces, there is a possibility that the mode II loading might have been
attenuated, especially in RF. This implies that the crack growth rate in RF was lower than that in RP,
explaining the experimental results.

5. Conclusions

Fatigue tests were conducted on rail and wheel steel specimens to obtain FCG rates under mixed
mode I/II loading cycles, which can simulate rolling contact conditions, by using an in-plane biaxial
fatigue machine. Simplified cycles were applied to the analysis of RCF cracks, including the effect
of fluid trapped inside the cracks. To elucidate the experimental results, a FEA was also performed.
The main findings can be summarized as follows.

(1) When the stress intensity range ratio between mode II and I increased, the crack tended to
branch. This happened because, when this ratio increased, the direction of the maximum tangential
stress range changed from coplanar growth to branch one.

(2) As the degree of overlap between the mode I and II stress intensities increased, the crack easily
branched; in particular, the MTS range became superior to the maximum shear stress range and its
plane oriented toward the branch direction.

(3) Coplanar crack growth rates were lower in head hardened rail steel than in normal rail steel.
This was due to the smaller CTDs in head hardened rail steel, which can influence the growth rate,
compared to normal rail steel.

(4) The branch crack growth rate varied considerably depending on the stress intensity range ratio
even within the same rail steel and, unlike the coplanar growth rate, could not be correlated by a single
line because the plastic zone size increased with the shear part of the loading as a result of the T-stress
and this larger plastic zone gave higher growth rates.

(5) Clear striation patterns were not found near the crack tip region. Therefore, the main driving
force for the crack growth under the investigated non-proportional mixed mode I/II loading was
thought to be the mode II loading.
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Abstract: Rolling contact fatigue cracks in rail and wheel undergo non-proportional mixed mode
I/II/III loading. Fatigue tests were performed to determine the coplanar and branch crack growth
rates on these materials. Sequential and overlapping mode I and III loading cycles were applied to
single cracks in round bar specimens. Experiments in which this is done have been rarely performed.
The fracture surface observations and the finite element analysis results suggested that the growth of
long (does not branch but grown stably and straight) coplanar cracks was driven mainly by mode III
loading. The cracks tended to branch when increasing the material strength and/or the degree of
overlap between the mode I and III loading cycles. The equivalent stress intensity factor range that
can consider the crack face contact and successfully regressed the crack growth rate data is proposed
for the branch crack. Based on the results obtained in this study, the mechanism of long coplanar
shear-mode crack growth turned out to be the same regardless of whether the main driving force is
in-plane shear or out-of-plane shear.

Keywords: non-proportional mixed mode loading; fractography; mode III stress intensity factor;
FEA; rail steel; wheel steel

1. Introduction

The repeated passage of train wheels over the rails induces rolling contact fatigue (RCF) cracks
on both the railhead and the wheel tread. Such surface RCF cracks undergo non-proportional mixed
mode I/II/III loading cycles [1–4]. For a period, they grow stably at a shallow angle to the surface,
according to what is considered coplanar fatigue crack growth (FCG). Once they have reached a certain
length, these cracks start to branch. Coplanar cracks are not a great danger to trains as they flake off,
causing the train to have a rougher ride at most. Branch cracks, instead, could lead to catastrophic
failure if left to grow. However, the continued growth of coplanar cracks can obscure the branch ones
from detection through conventional non-destructive methods. Therefore, the accurate prediction of
growth rates for both coplanar and branch cracks is essential to prevent rail and wheel failures and
develop cost-effective maintenance strategies.

Many studies have been conducted on the coplanar FCG of rail steel under sequentially applied
mode I and II loading cycles. Compared to these mixed mode loading tests, FCG experiments under
mixed mode I/III loading are hardly performed. However, several tests under proportional loading
or with one mode cyclic and other static have been conducted. Ritchie et al. [5] studied the FCG in
mode III AISI 4340 steel in torsional loading, measured on circumferentially-notched specimens and
the results were compared with the behavior in mode I. FCG rates in mode III were found to be slower
than those in mode I, despite that they were still Paris-type law related to mode III stress intensity
KIII range (ΔKIII). They proposed a micromechanical model for mode III FCG, in which the crack
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advance was considered to occur via a mode II coalescence of cracks, initiated at inclusions ahead of
the main crack front. Nayeb-Hashemi et al. [6] found no correlation between the FCG rate and the
ΔKIII or the plastic strain intensity range (ΔΓIII) except when superimposing a static mode I loading to
the mode III one on a low-strength AISI 4140 steel. In the latter case, the variability of the FCG rate
decreased. Hourlier and Pineau [7] investigated the effects of static mode III on mode I FCG behavior
in four materials. They showed that the loading conditions caused two main effects—a considerable
reduction in FCG rate and a modification in crack path. They introduced a new criterion based on
two main assumptions—fatigue cracking occurred only under the effect of local mode I opening
and a fatigue crack grows in a direction where the FCG rate is the maximum. Tarantino et al. [8]
applied a novel experimental method to promote mode III coplanar FCG in bearing steel. The method
comprised out-of-phase multiaxial fatigue tests, adopting a stress history typical of sub-surface RCF
onto specimens containing micronotches. Their analytical model has shown that the typical crack
opening values determined by out-of-phase loads can prevent the crack face contact during the RCF
loading cycles. Giannella et al. [9] investigated the FCG behavior in cruciform specimens made of
Ti6246 by applying a static load along one arm of the specimen and a cyclic load along the other arm.
They used an equivalent stress intensity range in the Walker crack growth law that can consider all
mode I/II/III loading and determined that a change in the FCG direction occurred depending on the
static load levels.

Recently, mixed mode II/III experiments were also performed on a rail steel considering RCF. Bonniot
et al. [10] performed the experiments to determine the FCG thresholds and kinetics under loading
conditions using asymmetric four-point bending specimens with different angles between the crack front
and the shear load. They determined that a coplanar shear-mode FCG occurred with the high loading
ranges. The effective stress intensity factors (SIFs) were derived by an inverse method using the relative
displacements of the measured crack face. They were found to be 10%–70% lower than the nominal SIF,
and a reasonable correlation of the measured FCG rates could be made using the effective SIF.

Akama and Kiuchi [11,12] conducted fatigue tests to determine the coplanar FCG rate on both
rail and wheel steel under non-proportional mixed mode I/III loading cycles. They could induce long
coplanar cracks under this condition. Moreover, the cracks tended to branch when the degree of
overlap (δ) between the mode I and III cycles increased.

As mentioned above, the previous studies about FCG under non-proportional mixed mode
loading cycles were apparently focused on the mode I/II loading and coplanar growth in rail steel. Only
a detailed study on coplanar and branch FCG under non-proportional mixed mode I/III loading cycles
has been performed, by Akama and Kiuchi [11,12], for rail and wheel steel. However, the elucidation
of the phenomena inherent to FCG under non-proportional mixed mode I/III loading is not sufficient
in their studies. Therefore, in this study, the FCG data obtained from non-proportional mode I/III
loading cycles were re-constructed by using novel and reliable equivalent SIF ranges to obtain good
correlations. In addition, a finite element analysis (FEA) was performed thoroughly to investigate the
crack behavior under these loading cycles.

This paper, which is part 2 of two companion papers, presents FCG under non-proportional
mixed mode I/III loading and is organized as follows. Section 2 describes the detailed experimental
methods and presents the experimental results. In Section 3, the FEA model for predicting the crack
path direction is presented, and the results are provided. Section 4 provides detailed considerations
and a discussion by comparing the experimental and FEA results. Finally, the results obtained herein
are summarized in Section 5.
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2. Experiments

2.1. Testing Machine and Specimen

The fatigue tests were performed on a servo-hydraulic testing machine, in which capabilities are a
maximum tension–compression force of 200 kN, a maximum fully reversed torque of 1000 Nm under
load control, and a frequency of 1 Hz in dry conditions.

Circumferentially notched round bar specimens with a 45◦ starter notch were used. The detailed
geometry is depicted in Figure 1. The notch had a 30◦ groove, a 4.5 mm depth, and a 0.1 mm root
radius and was produced at the specimen center by spark erosion. Precracking was not performed,
but the growth data within 0.7 mm from the notch tip were discarded.

Four displacement gauges were placed on the knife edges. These edges were attached across
the notch on the specimen surface along the circumferential direction at every 90◦ to measure the
compliance, as shown in Figure 2. The specimen was placed into the machine by adjusting the
maximum difference from the average value of the strain obtained from these four clip gauges adjusted
to within 5%. Prior to the experiments, specimens containing notch depths of 5, 6, 7, and 8.5 mm were
prepared, and the relation between load and output of the displacements from the gauges when each
specimen was loaded up to 30 kN was investigated. In each case, a linear relation was obtained with
no deviation, which was considered to be caused by slip. Additionally, the accuracy was verified using
the potential drop method. A personal computer controlled the testing machine by generating the
non-proportional loading cycles, as shown in Figure 3, and recorded the data from the strain gauges.
The crack length (or depth) (a) was calculated via the compliance technique.
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a 

 b
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 P 

Figure 1. (a) Whole configuration of the round bar specimen, (b) detail of the notch, and (c) parameters
of the cracked section (all dimensions in mm).

95



Appl. Sci. 2019, 9, 2866

 
Figure 2. Set up of the specimen with displacement gauge attached for the measurement of
opening displacements.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Measurement system for the fatigue crack growth rates.

Two rail steels (RP and RF) and one wheel steel (WT) were used as specimen materials. RP and RF
were selected to simulate normal and head hardened rails, respectively. Their chemical compositions
and mechanical properties are summarized in Tables 1 and 2. The microstructures of RP and WT were
normal pearlite, whereas that of RF was fine pearlite with an average lamellar spacing of about 100 nm.
The specimens were directly collected from real rails and wheels.
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Table 1. Chemical composition (wt%).

Material C Si Mn P S

Rail steel, RP 0.68 0.26 0.93 0.016 0.01

Rail steel, RF 0.79 0.17 0.82 0.019 0.01

Wheel steel, WT 0.65 0.26 0.73 0.016 0.01

Table 2. Mechanical properties.

Material Ultimate Tensile Strength (MPa) 0.2% Proof Stress (MPa)

Rail steel, RP 934 511

Rail steel, RF 1214 802

Wheel steel, WT from 981 to 1030 from 618 to 657

2.2. Loading History

The loading history simulated the one experienced by RCF cracks in the presence of a fluid,
as obtained by FEA [1,3] and represented in Figure 4, which also shows δ between KI and KIII.

  

Figure 4. A loading cycle applied under the condition of ΔKIII/ΔKI = 1.0 and δ = 30◦.

2.3. Calculation of the Stress Intensity Factors

KI and KIII were calculated as follows [13]:

KI = f (x)σ
√
πa (1)

and
KIII = g(x)τ

√
πa (2)

where σ and τ are the normal and out-of-plane shear stress, respectively, applied to the crack.
The functions f (x) and g(x) are expressed as follows:

f (x) =
1
2
√

x
(
1 +

1
2

x +
3
8

x2 − 0.363x3 + 0.731x4
)

(3)

and
g(x) =

3
8
√

x
(
1 +

1
2

x +
3
8

x2 +
5

16
x3 +

35
128

x4 + 0.208x5
)

(4)
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where x indicates the c/b represented in Figure 1c, b is the radius of the specimen, and c is the radius of
the remaining ligament.

2.4. Experimental Conditions

The experiments were conducted on five RP—three RF and one WT specimen—hereafter referred
to as RP1, RP2, RP3, RP4, and RP5; RF1, RF2, and RF3; and WT1. Table 3 reports the ΔKIII/ΔKI ratios
and δ values for each experiment. In all tests, the crack faces were slightly pulled apart so that the
stress ratios of mode I (RI) and III (RIII) loading were 0.05 and −1, respectively. RP1, RP2, RP3, RF1,
RF2, and WT1 were designed to provide mainly coplanar FCG rate data, whereas RP4, RP5, and RF3
were conducted to obtain branch FCG rate data. RP1 was carried with δ = 90◦ at the first step. Once
the crack length reached about 7 mm, it was interrupted and continued by changing δ to 30◦. In a
similar way, RP3, RF1, RF2, and WT1 were performed by changing δ. After the tests, the specimens
were broken by applying a large tensile force to observe the fracture surfaces.

Table 3. Testing conditions for mixed mode I/III loading tests.

Exp. No. ΔKIII/ΔKI Δ (degree)

RP1 1.0 90→ 30

RP2 1.5 90

RP3 1.5 30→ 120

RP4 1.0 180

RP5 1.5 180

RF1 1.0 90→ 30

RF2 1.5 60→ 30

RF3 1.0 180

WT1 1.0 90→ 60

2.5. Experimental Results

Figure 5 schematically represents the main coplanar crack plane and the angles between this plane
and the branch crack plane when branching occurred. In this figure, θ and ϕ are the twisting and
deflection angles, respectively.

Figure 5. Branch crack at a main crack and branch angle definition.

The coplanar cracks grew almost straight (i.e., θ = ϕ = 0◦) in RP1 and RP2 but branched in RP3 at
about θ = 45◦ and ϕ = 0◦, when δ was 120◦. In RP4 and RP5, the branching occurred and resulted
in factory-roof fractures (i.e., associated with ridges and valleys). In RF1 and RF2, little factory-roof
fractures were observed on the crack faces when δ was 90◦ and 60◦, respectively, but coplanar cracks
grew in both experiments when it was reduced to 30◦. The crack branched in RF3. In WT1, the fracture
surface was flat, the crack grew coplanarly, and no branching was observed. Figure 6 shows the
macroscopic fracture surfaces obtained in RP2, RP5, RF2, and WT1.
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2.5.1. Coplanar Crack Growth Rate

When mode III and mode I are mixed, the equivalent SIF range at ϕ = 0◦ in Figure 5 can be
expressed as [14]

ΔKs = 0.5
{
ΔK2

I (1− 2ν)2 + 4ΔK2
III

}0.5
(5)

where ν is the Poisson ratio. When ν = 0.3, it becomes

ΔKs = 0.5
{
0.16ΔK2

I + 4ΔK2
III

}0.5
(6)

   

Figure 6. Macroscopic fracture surface of (a) RP2 (ΔKIII/ΔKI = 1.5, δ = 90◦), (b) RP5 (ΔKIII/ΔKI = 1.5,
δ = 180◦), (c) RF2 (ΔKIII/ΔKI = 1.5, δ = 60◦→30◦) and (d) WT1 (ΔKIII/ΔKI = 1.0, δ = 90◦→60◦).

Figure 7 shows the growth rate data obtained for RP, consisting of the RP1, RP2, and RP3 results,
with respect to ΔKs. The data are observed to be divided into two groups by δ. When the Paris-type
law was applied to the data for the same δ, the following equations were obtained:

da
dN

= C(ΔKs)
m (7)

where N is the number of cycles. For δ = 90◦, C = 2.52 × 10−11 and m = 2.93 and for δ = 30◦,
C = 1.15 × 10−10 and m = 2.26. The R-squared value, i.e., the coefficient of determination (R2), is 0.973
and 0.917. In each case, a good correlation could be obtained even when the ΔKIII/ΔKI differed.

Figure 7. Coplanar crack growth rates against ΔKs for RP.

99



Appl. Sci. 2019, 9, 2866

Next, the growth rate data obtained for RF, comprising of the RF1 and RF2 results, were correlated
with respect to ΔKs, as shown in Figure 8. In this case, the correlation was poor. The growth law was
as follows:

da/dN = 7.40 × 10−10(ΔKs)1.62 (R2 = 0.638) (8)

Figure 8. Coplanar crack growth rates against ΔKs for RF.

Although not shown in the figure, when δwas constant, the growth rates increased with ΔKIII/ΔKI.
When ΔKIII/ΔKI was constant, the growth became faster owing to the increased δ.

Figure 9 shows the FCG rate data as a function of ΔKs when the ΔKIII/ΔKI was 1.0, for all the
specimens. WT exhibited the highest growth rate, followed by RP and RF.

Figure 9. Comparison of crack growth rates against ΔKs for RP, RF, and WT (ΔKIII/ΔKI = 1.0).

2.5.2. Branch Crack Growth Rate

In the mixed mode I/III loading, the cracks grown may branch to form torsional facets. In such a
case, the cracks form perpendicularly to the maximum principal stress and the equivalent SIF range
has been proposed as follows [15]:

ΔKt = 0.8ΔKI + 0.5
{
0.16ΔK2

I + 4ΔK2
III

}0.5
(9)
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under the condition of ν = 0.3. The combined growth data obtained from RP4 and RP5 as a function of
ΔKt are plotted in Figure 10. When ΔKIII/ΔKI was large (i.e., in the RP5 case), the growth rates went
down. This happened because Equation (9) does not consider the attenuation of ΔKIII due to the crack
face contact. This attenuation was considered in the previously performed mixed mode I/III test with
RI = RIII = 0.05 and the equivalent SIF range (ΔKeq) that was weighted to ΔKIII, as in the following
equation [16], was proposed:

ΔKeq =
{
ΔK2

I + 0.2ΔK2
III

}0.5
(10)

Figure 10. Branch crack growth rates against ΔKt for RP.

When the growth rates were plotted against ΔKeq, a good correlation was obtained even when
ΔKIII/ΔKI and δ were extensively changed. Therefore, also in this study, the growth rates for RP and
RF were plotted against ΔKeq, and the results for RP are shown in Figure 11, revealing a fairly good
correlation. The growth rate in RP was expressed via the Paris-type law as follows:

da/dN = 1.84 × 10−12(ΔKeq)3.29 (R2 = 0.960) (11)

Although not shown, the growth law for RF was

da/dN = 4.66 × 10−13(ΔKeq)3.71 (R2 = 0.987) (12)

As mentioned previously, coplanar growth was considered to occur in RF1 and RF2 when δ
was 30◦, and the growth rates were plotted with ΔKs. However, the correlation was poor in these
cases. This was probably due to the effect of small factory-roof fractures that formed on the fracture
surfaces under the initial conditions. Although the coplanar growth occurred when δ was 30◦ for
both specimens, an effect of the contact at the factory-roof fracture surfaces on the growth rates was
observed throughout the experiments. Therefore, all data were correlated with ΔKeq, and the results
are shown in Figure 12. A better correlation was obtained compared with the case of plotting with ΔKs.
The growth law was as follows:

da/dN = 4.51 × 10−11(ΔKeq)2.60 (R2 = 0.823) (13)
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Figure 11. Branch crack growth rates against ΔKeq for RP.

Figure 12. Branch crack growth rate against ΔKeq for RF.

2.5.3. Fractography

After the experiments, scanning electric microscope (SEM) observations were performed to unravel
the FCG mechanism from the fracture surfaces of the specimens. The SEM images of the fracture
surfaces of the RP1, RP2, and RP3 specimens, at various growth times, are shown in Figures 13–15.
Fujii et al. [17] performed fatigue tests under mode II loading, with high growth rates and short
crack lengths, and observed severe rub marks and many wear particles and oxides on the fracture
surfaces. In RP1 and RP2, however, there was no evidence of contact between the crack surfaces at all
growth periods, and no oxide debris generated from the surface appeared. At high magnifications,
microcleavage and rippling could be observed, implying that the attenuation due to surface friction
was very limited. As in previous non-proportional mixed mode I/II loading experiments [18,19],
clear striation patterns were seldom seen. Because there was no contact between the crack faces, the
striation patterns were not worn out by the mating face.
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Figure 13. Fracture surface of RP1 observed via scanning electric microscope (SEM) (arrows indicate
the direction of the crack growth). (a) 2 mm from the notch tip (δ = 90◦), (b) an enlarged view indicated
by the frame in (a), (c) 4.8 mm from the notch tip (δ = 30◦), (d) frame in (c), (e) 10.5 mm from the notch
tip (δ = 30◦), and (f) frame in (e).
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Figure 14. Fracture surface of RP2 observed via SEM (arrows indicate the direction of the crack growth).
(a) 2 mm from the notch tip, (b) an enlarged view indicated by the frame in (a), (c) 4 mm from the
notch tip, (d) frame in (c), (e) 6.8 mm from the notch tip, (f) frame in (e), (g) 8 mm from the notch tip,
and (h) frame in (g).
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Figure 15. Fracture surface of RP3 observed using a SEM (arrows indicate the direction of the crack
growth). (a) Macroscopic appearance of the fracture surface, (b) 3 mm from the notch tip (δ = 30◦),
and (c) an enlarged view indicated by a frame in (b).

3. Finite Element Analysis

3.1. Procedure

A series of elasto-plastic FEA was performed using the commercial FEA code MARC to elucidate
the FCG characteristics observed in the mixed mode I/III loading tests and predict the FCG direction,
which is θ and ϕ in Figure 5. Therefore, a stationary crack was considered. The three-dimensional (3D)
finite element mesh of the round bar specimen and the boundary conditions applied are shown in
Figure 16. The plasticity was considered highly localized near the notch under the loading, while other
specimen regions remained elastic. Therefore, the area close to the symmetry section for the axial
direction was enough for the mesh. The mesh density increased at the crack tip where, for the radial
direction, the size of an 8-node brick element was 10 μm, which was considered well included in the
plastic zone ahead. The total numbers of elements and nodes were 14,001 and 15,522, respectively.
This mesh and the loading procedure confirmed that the nominal stress value in the ligament ahead of
the crack was accurate.
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Figure 16. Mesh used for the analyses, and applied loads and boundary conditions.

At the center of the upper surface of the mesh, a pilot node was connected to the remaining nodes
of that surface through a multipoint constraint; force (P) and torque (Ta) were applied to the node;
their ranges ΔP and ΔTa were equal to 55 kN (RI = 0.05) and 525 Nm (RIII = −1), respectively. If ΔP
and ΔTa were equal to 55 kN and 525 Nm, respectively, ΔKIII/ΔKI became 1.5. The fixed boundary
conditions applied on the lower surface of the mesh were of the same as the symmetry condition for
the axial direction. The a value was set at 4.6 mm for the cases of δ = 30◦, 90◦, and 180◦ and at 7 mm for
δ = 120◦, representing the actual RP3 test.

In this study, the model combining nonlinear kinematic hardening rule with the isotropic hardening
rule developed by Chaboche and Lemaitre [20] (C & L model) was employed.

ti+Δtiσy = 0σy + Q
{
1− exp

(
−Bti+Δtiep

)}
(14)

and
dα =

2
3

hdep − ζαdep (15)

where ti+Δtiσy is the updated yield stress at time ti + Δti, 0σy is the initial yield stress, Q, B, h, and ζ are
material constants, ti+Δtiep is the accumulated effective plastic strain at ti + Δti, α is the shift of the yield
surface center, ep is the plastic strain, and d implies increment. The material constants for RP and RF
are summarized in Table 4 along with Young’s modulus and Poisson ratio. The FEA was performed on
these two rail steels to clarify the material effect on the FCG rate.

Table 4. Material properties used in finite element analysis (FEA).

Material E (MPa) ν 0σy (MPa) Q b h (MPa) ζ

RP 183,008 0.3 508 −208 24.2 85,248 193

RF 182,778 0.3 684 −264 1.27 88,615 185

3.2. Analytical Results

The contour plots of total displacement and tz-stress on the shapes deformed under the positions
of the loading cycle for the RP case are shown in Figure 17. The rtz represents global cylindrical
coordinate system whose origin coincides with specimen center O. The following evaluations were
performed during the 160th loading cycle because the stress states have converged at that cycle.
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(a) 

 
(b) 

 
(c) 

Figure 17. The contour plots of total displacement and tz-stress on the shapes deformed under the
positions of the loading cycle for the RP case (ΔKIII/ΔKI = 1.5, δ = 90◦), (a) maximum deformation
by mode I loading, (b) and (c) maximum deformations by mode III loading. (a) and (b) depict total
displacements and (c) depicts tz-stress. Notably, the contour levels for displacement in mm and for
stress in MPa. Deformation amplifications are 1000×.
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3.2.1. Planes of Maximum Normal and Shear Stress Ranges

First, the maximum tangential stress range was investigated to elucidate the effect of δ on crack
branching direction [11]. The analysis was suggested to be based on an elasto-plastic stress field [21].
The normal stress range (Δσ) and the shear stress range (Δτ) level on every plane were investigated.
Such a plane was expressed by θ, ϕ, and ψ that are the rotation angles around the axes of the local
cylindrical coordinate system R, T, and Z whose origin coincides with the center of the crack tip element
(see Figure 18). Underlying assumption is that if the cracks grow by a tensile mode, the growth direction
should be determined by the Δσ, whereas when the cracks grow by a shear mode, the direction is
determined by the Δτ near the crack tip. Considering that ΔτZR was very small under the applied
loading cycles, Δτ was represented by a range of ΔτZT values.

The variations of Δσ and Δτ due to θ for the different values of δ for the RP case were indicated
on the ϕ = ψ = 0 plane in Figure 19. Δσ and Δτ at each θ were divided by the maximum of Δτ (Δτmax)
because the absolute values depend on the distance from the crack tip and are not important. When δ
increases, the relative Δσ value also increases and the maximum of Δσ (Δσmax) plane turns toward the
branch direction, whereas the Δτmax plane remains on the coplanar plane. In the calculation results,
both Δσmax and Δτmax planes were slightly oriented toward the ϕ direction within 7◦ for all cases.

Figure 18. Definition of local cylindrical coordinate system RTZ. Notably, θ and ϕ coincide with the
branch angles defined earlier in Figure 5.

3.2.2. Planes of Maximum Principal Stress

The criterion for multiaxial FCG proposed by Schöllmann et al. [22] is based on the maximum
principal stress (MPS)—the crack will grow radially from the crack front in the direction that is
perpendicular to the MPS, σ1, on a virtual cylindrical surface around the crack front (see Figure 5).
Therefore, herein, the maximum values of σ1 (σ1 max) and directions perpendicular to σ1 max during
one loading cycle were investigated for each loading condition.

The σ1 max, middle (σ2), and minimum (σ3) principal stresses for the different values of δ for the RP
case are shown in Figure 20, and in Table 5, the planes of σ1 max are indicated for this case. As shown,
as δ increases, the σ1 max plane turns toward the branch direction.

Figure 19. Cont.
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(b) 

(c) 

(d) 

Figure 19. Shear stress range and normal stress range at each angle θ for the case of RP steel
(ΔKIII/ΔKI = 1.5, RI = 0.05, RIII= −1). (a) δ = 30◦, (b) δ = 90◦, (c) δ = 120◦, and (d) δ = 180◦.
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(a) (b) 

  

(c) (d) 

Figure 20. Display of principal stress tensors when σ1 was the maximum for the case of RP steel
(ΔKIII/ΔKI = 1.5, RI = 0.05, RIII = −1). (a) δ = 30◦, (b) δ = 90◦, (c) δ = 120◦, and (d) δ = 180◦. Red arrow
indicates σ1 max, and green and yellow arrows indicate σ2 and σ3, respectively. Their lengths represent
the relative magnitudes and the figures are in MPa.

Table 5. Planes of σ1 max for the case of RP steel (ΔKIII/ΔKI = 1.5, RI = 0.05, RIII = −1).

δ(deg.) 30 90 120 180

θ(deg.) −17 −27 −42 −41

ϕ(deg.) −4 −3 9 4

3.2.3. Crack Tip Opening Displacement

The FEA results were used to clarify the crack tip opening displacement (CTOD) of RP and RF
during the 160th loading. Figure 21 shows the variations of CTOD/2 at several positions from the crack
tip (D) for both steels. The values are smaller for RF; in particular, when the tensile load decreased,
the time in degrees was greater than 180◦, half of the CTODs became smaller than 4 × 10−5 mm in a
wide range (50 μm ≤ D ≤ 100 μm).
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4. Discussion

In the case of RP and WT, a coplanar growth was obtained when δ was smaller than or equal to
90◦ regardless of the ΔKIII /ΔKI value and the growth rate was well correlated with ΔKs, as shown in
Figure 9. According to Equation (6), ΔKI was equal to only 4% of ΔKIII, suggesting a strong dependence
of the FCG rate on the mode III loading. Conversely, in the RF case, some factory-roof fractures were
observed at δ = 60◦ and 90◦, and no good correlation with ΔKs was obtained.

The FEA results shown in Figure 21 indicated that the CTOD variation in one loading cycle was
smaller for RF than for RP under the same loading condition. In non-proportional mixed mode loading
cycles, fatigue cracks follow the direction of the Δσmax or Δτmax plane depending on if these growth
rates on these planes is faster [23]. When the CTOD is small, the actual crack faces have irregularities
and, hence, are likely to make contact. When the crack faces make contact, the friction can make the
coplanar FCG rate smaller relative to the branch FCG rate. Therefore, factory-roof fractures, which are
traces of branch FCG, should have appeared.

(a) 

(b) 

Figure 21. Variations of half the crack tip opening displacements behind the crack tip at 160th cycle of
(a) RP and (b) RF. (ΔKIII/ΔKI = 1.5, δ = 90◦).
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When δ increased to 120◦, branch cracks also grew even in RP. According to the FEA results shown
in Figure 19, increasing δ increased Δσmax with respect to Δτmax and turned it toward the branch
direction. Conversely, Δτmax remained on the coplanar direction. The coplanar FCG rates under the
loading cycles adopted herein are considered to have a strong dependence on KIII. Therefore, it should
also have a relatively strong dependence on Δτmax, while the branch FCG rates are generally considered
to have a relation with Δσmax. These facts conclude that cracks tend to branch when δ increases.

We determined that when δ increases, the σ1 max plane turns toward the branch direction,
as indicated in Table 5. However, it may be unsuitable to use the MPS criterion to predict the FCG
direction under the loading conditions adopted herein. This criterion assumes that the crack grows in
mode I. When the coplanar FCG planes were observed using SEM, no clear striation, which is evidence
of FCG caused by mode I loading, was observed.

The SEM observations provided no evidence to support crack face contact in case of RP at
ΔKIII/ΔKI = 1.5 and δ = 90◦. This was confirmed by the FEA results, in which the crack was always
widely open (see Figure 21a). Rubbing has been suggested as the reason for the FCG termination.
Under the testing conditions in the present study, the crack faces were opened during the experiments.
If the crack face contacts with its mating face and the generated friction attenuates the mode III loading,
the crack is considered to be arrested. If there is no contact, a long shear mode crack becomes possible
under this loading condition.

Although the branch FCG rates were plotted against ΔKt, a good correlation was not obtained
because ΔKt does not consider the ΔKIII attenuation due to the crack face contact. Therefore, ΔKeq,
which includes this attenuation, was proposed, providing a FCG law with a fairly good correlation.
Even for the RF steel, where some factory-roof fractures arose on the fracture surface, a better correlation
was obtained when using ΔKeq (see Figure 12). In these cases, the occurrence of some crack face
contacts was also considered.

Murakami et al. [24] studied the fatigue crack behavior of S45C steel under pure mode II and
mode III loading. Because the fractographic observations after each experiment revealed strong
similarities, they concluded that the mechanisms of mode II and III shear FCG are essentially the same.
When comparing the fracture surfaces obtained in this study under mixed mode I/III loading with
those from mixed mode I/II loading [25], it is clear that they were very similar. In particular, no clear
striation patterns were found near the crack tip region in both the cases. Moreover, the coplanar
cracks branched when δ was increased to 120◦ and the loading ratio was 1.5, regardless of ΔKII/ΔKI or
ΔKIII/ΔKI, for both loading cases. WT exhibited the fastest coplanar FCG rates and, among the rail
steels, the rates for RP were higher than those for RF when plotted against their appropriate equivalent
SIF ranges, for both loading cases. Furthermore, Akama and Kiuchi [11] reported that FCG rates in
RP under these two loading conditions (mixed modes I/II and I/III) were almost equal when plotted
against the SIF ranges considered to be the main driving forces, ΔKII and ΔKIII for the mixed mode
I/II and I/III loading conditions, respectively. Therefore, the mechanism of shear-mode FCG under
non-proportional mixed mode loadings that were subject to the RCF cracks can be considered to be the
same even if the main crack driving force is in-plane shear or out-of-plane shear.

5. Conclusions

To determine the coplanar and branch FCG rates of normal rail, head hardened rail, and wheel
steel, fatigue tests were conducted under non-proportional mixed mode I/III loading cycles that
simulated the RCF conditions. SEM observations and FEA were also performed to investigate the FCG
behavior. The results can be summarized as follows.

1. In RP and WT, a coplanar growth was obtained when δ was smaller than or equal to 90◦.
The growth rates were relatively well correlated when plotted against ΔKs defined by Equation
(6). The highest coplanar FCG rate was observed in WT, followed by RP and then RF.
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2. In the RP case, the branch FCG occurred at δ = 120◦. The growth rates were plotted against ΔKeq

defined by Equation (10), which considers the ΔKIII attenuation due to the crack face contact,
giving a good correlation.

3. Based on the fracture surface observations by SEM and the FEA results, the growth of long
coplanar cracks was assumed to be driven mainly by mode III loading.

4. The FEA results showed that RF, which is a high-tensile steel, had smaller CTODs during the
loading cycles compared with RP. Therefore, contact was likely to occur between the crack faces
owing to the surface irregularities, causing crack branching in RF even under the same conditions.

5. When δ increased, Δσmax with respect to Δτmax also increased, and the Δσmax plane turned
toward the branch direction. Therefore, it can be concluded that the cracks tend to branch when
δ increases.

6. The comparison of the fracture surfaces, branching conditions, and coplanar FCG rates data
under mixed mode I/III loading and those under mixed mode I/II loading [25] indicated that the
coplanar crack growth mechanisms in these two loading cases were similar regardless of whether
the main driving force was in-plane or out-of-plane shear.
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3. Bogdański, S.; Lewicki, P. 3D model of liquid entrapment mechanism for rolling contact fatigue cracks in
rails. Wear 2008, 265, 1356–1362. [CrossRef]

4. Akama, M.; Nagashima, T. Some comments on stress intensity factor calculation using different mechanisms
and procedures for rolling contact fatigue cracks. Proc. Inst. Mech. Eng. Part F J. Rail Rapid Transit 2009, 223,
209–221. [CrossRef]

5. Ritchie, R.O.; McClintock, F.A.; Nayeb-Hashemi, H.; Ritter, M.A. Mode III fatigue crack propagation in low
alloy steel. Metall. Trans. A Phys. Metal. Mater. Sci. 1982, 13, 101–110. [CrossRef]

6. Nayeb-Hashemi, H.; McClintock, F.A.; Ritchie, R.O. Effects of friction and high torque on fatigue crack
propagation in mode III. Metall. Trans. A Phys. Metal. Mater. Sci. 1982, 13, 2197–2204. [CrossRef]

7. Houlier, F.; Pineau, A. Propagation of fatigue cracks under polymodal loading. Fatigue Fract. Eng. Mater. Struct.
1982, 5, 287–302. [CrossRef]

8. Tarantino, M.G.; Beretta, S.; Foletti, S.; Lai, J. A comparison of mode III threshold under simple shear and
RCF conditions. Eng. Fract. Mech. 2011, 78, 1742–1755. [CrossRef]

9. Giannella, V.; Dhondt, G.; Kontermann, C.; Citarella, R. Combined static-cyclic multi-axial crack propagation
in cruciform specimens. Int. J. Fatigue 2019, 123, 296–307. [CrossRef]

10. Bonniot, T.; Doquet, V.; Mai, S.H. Mixed mode II and III fatigue crack growth in a rail steel. Int. J. Fatigue
2018, 115, 42–52. [CrossRef]

11. Akama, M.; Kiuchi, A. Long co-planar mode III fatigue crack growth under non-proportional mixed mode
loading in rail steel. Proc. Inst. Mech. Eng. Part F J. Rail Rapid Transit 2012, 226, 489–500. [CrossRef]

12. Akama, M.; Kiuchi, A. Fatigue crack growth under non-proportional mixed mode I/III loading in rail and
wheel steel. Tetsu-to-Hagané 2018, 104, 77–86. (In Japanese) [CrossRef]

113



Appl. Sci. 2019, 9, 2866

13. Tada, H.; Paris, P.; Irwin, G. The Stress Analysis of Cracks Handbook; Del Research Corporation: Hellertown,
PA, USA, 1985.

14. Otsuka, A.; Mori, K.; Miyata, T. The condition of fatigue crack growth in mixed mode loading.
Eng. Fract. Mech. 1975, 7, 429–499. [CrossRef]

15. Pook, L.P. The fatigue crack direction and threshold behavior of mild steel under mixed mode I and III
loading. Int. J. Fatigue 1985, 7, 21–30. [CrossRef]

16. Akama, M.; Kiuchi, A. Fatigue crack propagation tests of rail steel under mixed mode I + III loading.
CAMP-ISIJ 2010, 23, 1169. (In Japanese)

17. Fujii, Y.; Maeda, K.; Otsuka, A. A new test method for mode II fatigue crack growth in hard materials. J. Soc.
Mater. Sci. Jpn. 2001, 50, 1108–1113. (In Japanese) [CrossRef]

18. Wong, S.L.; Bold, P.E.; Brown, M.W.; Allen, R.J. Fatigue crack growth rates under sequential mixed-mode I
and II loading cycles. Fatigue Fract. Eng. Mater. Struct. 2000, 23, 667–674. [CrossRef]

19. Akama, M.; Susuki, I. Fatigue crack growth under mixed mode loading in wheel and rail steel. Tetsu-to-Hagané
2007, 93, 607–613. (In Japanese) [CrossRef]

20. Lemaitre, J.; Chaboche, J.L. Mechanics of Solid Materials; Cambridge University Press: Cambridge, UK, 1990.
21. Dahlin, P.; Olsson, M. The effect of plasticity on incipient mixed-mode fatigue crack growth. Fatigue Fract.

Eng. Mater. Struct. 2003, 26, 577–588. [CrossRef]
22. Schöllmann, M.; Richard, H.A.; Kullmer, G.; Fulland, M. A new criterion for the prediction of crack

development in multiaxially loaded structures. Int. J. Fracture 2002, 117, 129–141. [CrossRef]
23. Hourlier, F.; Pineau, A. Fatigue crack propagation behaviour under complex mode loading. In Advances in

Fracture Research, Proceedings of the Fifth International Conference on Fracture; Francois, D., Ed.; Pergamon Press:
Oxford, UK, 1982; pp. 1833–1840.

24. Murakami, Y.; Takahashi, K.; Kusumoto, R. Threshold and growth mechanism of fatigue cracks under mode
II and III loadings. Fatigue Fract. Eng. Mater. Struct. 2003, 26, 523–531. [CrossRef]

25. Akama, M. Fatigue crack growth under non-proportional mixed mode loading in rail and wheel steel Part 1:
Sequential mode I and mode III loading. Accepted for publication in Applied Sciences. Appl. Sci. 2019, 9,
2006. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

114



applied  
sciences

Article

Study of Mixed-Mode Cracking of Dovetail Root of
an Aero-Engine Blade Like Structure

Giacomo Canale 1, Moustafa Kinawy 1,*, Angelo Maligno 1, Prabhakar Sathujoda 2 and

Roberto Citarella 3

1 Institute of Innovative Sustainable Energy, University of Derby, Kedleston Road, Derby DE1 3HD, UK
2 Department of Mechanical and Aerospace Engineering, Bennett University,

Greater Noida 201310, Uttar Pradesh, India
3 Department of Industrial Engineering, University of Salerno, 84084 Salerno, Italy
* Correspondence: M.Kinawy@derby.ac.uk

Received: 19 July 2019; Accepted: 30 August 2019; Published: 12 September 2019

Abstract: Aerospace structures must be designed in such a way so as to be able to withstand even
more flight cycles and/or increased loads. Damage tolerance analysis could be exploited more and
more to study, understand, and calculate the residual life of a component when a crack occurs in
service. In this paper, the authors are presenting the results of a systematic crack propagation analysis
campaign performed on a compressor-blade-like structure. The point of novelty is that different
blade design parameters are varied and explored in order to investigate how the crack propagation
rate in low cycle fatigue (LCF, at R ratio R = 0) could be reduced. The design parameters/variables
studied in this work are: (1) The length of the contact surfaces between the dovetail root and the disc
and (2) their inclination angle (denoted as “flank angle” in the aero-engine industry). Effects of the
friction coefficient between the disc and the blade root have also been investigated. The LCF crack
propagation analyses have been performed by recalculating the stress field as a function of the crack
propagation by using the FRacture ANalysis Code (Franc3D®).

Keywords: LCF; crack propagation; blade-disc-Franc3D; mixed-mode cracking

1. Introduction

Fans, compressors, and turbine blades of aero-engines are highly stressed components, especially
in the contact area between the blade root and the disc slot [1]. This is due both to the high rotational
speed of the shaft and to the aerodynamic load. Consequently, cracks may appear both in low cycle
fatigue (LCF, defined in the aero-engine industry as the fatigue caused by the application and release of
the main centrifugal and aerodynamic load, with stress ratio R = 0) and high cycle fatigue (HCF, defined
in the aero-engine industry as the fatigue induced by the vibration loads). Crack propagation has
already been studied in fan, compressor, or turbine blades [1–7]. In recent times, a powerful and simple
tool for crack propagation analyses has been released and used in several academic and industrial
works: Franc3D [8,9]. It is a state-of-the-art 3D crack propagation tool developed by Cornell University.
Franc3D has proven effective in a variety of engineering problems of crack propagation [10–13].

2. Problem Description

The aim of this work is to study the effect on crack propagation of two important design variables
of the geometry of the dovetail root in a compressor blade-like structure like the one shown in Figure 1.
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Figure 1. A dovetail joint between the compressor-blade-like structure and the disc representative geometry.

The design variables are shown in Figure 2, on a cross section sketch of the 3D root. They are:

• The length of the contact flank (Figure 2).
• The flank angle ϑ (Figure 2).

 

Figure 2. The flank length and flank angle, the design variables in this study.

Three flank design angles were investigated: 30◦, 45◦, and 60◦. For each of these flank angles,
two flank lengths were investigated. The short flank was 6.5 mm whilst the long flank was 13 mm.
For only one specific case (each analysis takes around 1 week to run on a 12 processors PC), the 45◦
model with a short flank, the effect of two different friction coefficients (0.1 and 0.7) was studied in
order to understand the difference between a perfect frictionless contact and the contact between two
worn surfaces.

For the same geometry, two different crack propagation criteria were investigated: A crack driven
by an opening mode KI and a crack driven by mixed-mode represented by Keq [14]. All the crack
propagation analyses were performed under LCF, with a ratio of R = 0. It is important to remark that
in the aero-engine industry, LCF is intended as the cyclic application of the major load (centrifugal
force and aerodynamic pressure in the case of a blade) and its release. The R-ratio is 0. In other words,
in LCF, no vibration is taken into account. Linear elastic fracture mechanics can still be applied as the
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material is far from yielding, with the only exception of a small region close to the crack tip. Given that
R = 0, the notation “K” or “ΔK” is therefore used equivalently in this paper.

The initial flaw was assumed as a corner crack. This option was given by Barlow and Chandra in
Barlow et al. [1]. The other option to be used, as discussed in [1], would be a semi-elliptic side crack.
In reference [1], experimental evidence of these options was also provided.

In this paper, the authors chose the corner crack as the stress field calculated with a finite element
model which gave its peak towards the edge of the contact. A crack is more likely to start there.

3. Finite Element (FE) Model of the Blade and Disc Slot

An overview of the blade-like structure used in this assessment is given in Figure 1. In reality,
for the purpose of this study, six different Abaqus®FE models were prepared and they are listed in
Table 1. All the models have most dimensions in common. Only the angle of the root and the flank
length vary from one model to the other. The airfoil thickness (t = 2 mm), root slot width (s = 14 mm),
blade axial length (l = 70 mm), and airfoil height (h = 150 mm) are kept constant (Figures 3 and 4).
The original angle of twist (undeformed shape) is 30◦.

Table 1. Models prepared for the study presented in this paper.

Model Name Flank Angle (ϑ) Flank Length (a) mm

45_short 45◦ 6
45_long 45◦ 11
30_short 30◦ 6
30_long 30◦ 11
60_short 60◦ 6
60_long 60◦ 11

 

Figure 3. Non-variable dimensions in each of the six FE models.
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Figure 4. Airfoil length and transition area details.

The blade and disc-like FE models were originally meshed with HEX20 (20 nodes bricks, quadratic
elements). Each model was meshed with c.a. 80,000 elements. Static analyses were run before starting
the crack propagation study to check the model convergence. It is important to remark that a sub-model
of the root was re-meshed by Franc3D itself when the crack was propagating. Franc3D uses TET10
elements (10 nodes tetrahedral elements). An image of the re-meshing is shown in Figure 5.

 

Figure 5. Sub-model containing the crack. The mesh is automatically generated within Franc3D at
each iteration.

The blade was made from Ti-6Al-4V. Forging is the manufacturing process used for a small blade
like the one studied in reference [15]. For bigger size blades, like compressor rotors of a big turbofan
aero-engine, forging can be preceded by a machining operation [16]. Even if the structure is forged,
isotropic material properties were assumed for the work proposed in this paper.
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3.1. Loads and Boundary Conditions

The base of the block representing the disc is fixed in all the directions as shown in Figure 6.
The blade was not restrained in any way and was free to move. Only a surface-to-surface contact was
defined along the flanks at the interface of the disc/blade (Figure 7). A “hard” contact between the
blade and the block was used with a friction coefficient of 0.7. A similar approach has already been
used by Ma et al. [17]. Three different loads are applied to the structure. They are given in Table 2.

Table 2. Loads applied to all the models.

Shaft Rotation Speed
(RPM)

Pressure Side
(Pressure Value, MPa)

Suction Side
(Pressure Value, MPa)

9550 0.18 0.16

The authors are fully aware that real loads may be slightly higher than those really measured in a
real blade of a large turbofan. However, this does not affect the generality of the procedure and the
results of the design.

Figure 6. Boundary conditions at the bottom surface of the disc block.
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Figure 7. Surface to surface contact definition at the root flanks.

3.2. Material Properties and Crack Propagation Law

The material properties were taken from the work of Al-Emrani et al. [11]. The elastic material
properties are given in Table 3. All the analyses were performed assuming a metal temperature =
20 ◦C. This is quite far from reality, as a gas turbine blade generally works at much hotter conditions.
The high temperature will influence material parameters such as Young’s modulus and toughness
and will also change the friction coefficient at the blade-disc interface. However, for the sake of
simplicity, the ambient temperature was assumed as this assumption does not affect the generality of
the design procedure.

Table 3. Elastic properties of Ti-6Al-4V used in this paper.

E (MPa) v ρ (Mg/mm3)

115,000 0.33 4.43 × 10−9

A Paris law was used to calculate the number of LCF cycles. The Paris law reported by Richard
and Sander [13] in his book is written in the form:

da
dN

= CΔKn (1)

where:

• a is the crack length
• N is the number of LCF cycles
• C, n are constants
• ΔK is the stress intensity factor range between the maximum and minimum stress field (equals to

zero in case of LCF).
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The crack propagation data used in the analysis are given in Table 4, and they are all taken from
Reference [1], in which KIC, the reported value of fracture toughness, is 1739 MPa·mm0.5. For this
paper, however, a design value of 869.5 MPa mm0.5 was conservatively assumed. In other words,
a safety factor of 2 was used for design purposes.

Table 4. Crack propagation (Paris law) for the Ti-6Al-4Va used in this paper (data adapted from [1]).

KIC [MPa mm0.5] da/dN Parameter C da/dN Parameter n ΔKth [MPa mm0.5]

869.5 1.77 × 10−14 3.667 121.6

It is quite interesting to compare the relevant crack propagation data from different sources of the
open literature. Three examples, for values of R not greater than 0.1, are given in Table 5. In these three
examples, the Paris law coefficients have been calculated for a law of the mathematical form as per
Equation (1).

Table 5. Crack propagation parameters data for Ti-6Al-4V reported in different literature. Paris
Coefficient (C) units *are compatible with (da/dN) in mm/cycle.

Study KIC [MPa mm0.5] da/dN Parameter C da/dN Parameter n ΔKth [MPa mm0.5]

Barlow [1] 1739 1.7700 × 10−14 3.667 121.6
Zhu [18] 1900 0.5085 × 10−14 3.14 163.8

Ritchie [19] 800 4.8340 × 10−14 2.5 145.46

The reader can appreciate how different the parameters can be. A set of ad-hoc experiments are
therefore needed for the specific engineering application.

In order to predict the number of cycles from the Kth to the unstable propagation of the crack
(KIC), the Paris law (Equation (1)) has been integrated (clearly, the Paris law is not applicable to the
whole range from Kth to Kc so the crack length range was such that the near threshold and the near
fracture parts of the da/dN-ΔK curve was not involved).

4. Franc3D Simulations Set-Up

Adequate sub-models have been produced from the original Abaqus model. An initial crack,
semi-circular, with a radius = 0.5 mm, was inserted c.a. 1.4 mm above the edge of bedding. The initial
crack position and orientation (perpendicular to the surface), shown in Figure 8, were kept consistent
in all the analysis performed.

Figure 8. Initial flaw position.
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A quasi-static crack propagation analysis was performed. Dynamic effects such as the wave
propagation were not taken into account. The “maximum fracture energy” was chosen as an extension
criterion [20]. A kink angle perpendicular to the maximum principal stress was chosen. Keq from [14]
has been considered equal to KI. This assumption is valid as long as the values of KII and KIII are
small compared to the stress intensity in mode I. The validity of this assumption will be discussed in
Section 5 when discussing the results. A comparison between KI and Keq was also performed for the
45◦ flank angle with short flank length geometry.

Franc3D uses a displacement correlation technique [21] to calculate the stress intensity factors.
The displacements on the crack surface (opening, sliding, and tearing) are directly related to the three
different stress intensity factors. Stress intensity factors calculated with Franc3D have been extensively
validated with analytical solutions in some works available in the open literature [22].

5. Results and Discussion

For each of the analysis performed, the crack evolution was studied. The stress intensity factors KI,
KII, and KIII, were plotted as a function of the crack length. These values of the stress intensity factors
were plotted along different crack paths. In all the performed analyses, the crack has two directions of
propagation, the main leg, along the axial direction of the blade (and of the engine) and the secondary
leg, towards the base of the root. An image of general crack propagation is given in Figure 9.

Figure 9. Two leading crack front directions.

All the results presented are given along three specific crack paths named:

• 5% of the crack front (in other words, very close to Face 2 shown in Figure 7).
• 50% of the crack front.
• 95% of the crack front (in other words, the stress intensity is calculated along a crack line very

close to Face 1 of Figure 7, along the main crack direction).

A graphic illustration of this crack front is given in Figure 10.

Figure 10. Three crack paths where the stress intensity was computed.
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The stress intensity is given in MPa mm0.5 whilst the crack length is given in mm.

5.1. The 30◦ Flank Angle

Two different flank lengths were investigated as design variables when studying the 30◦ flank
angle, a short flank and a long flank, as per the values given in Table 1. The results of KI, KII, and KIII

as a function of the crack length are presented for the three different crack fronts. The crack shape of
the short flank angle is shown in Figure 11.

Figure 11. The 30◦ angle, short flank crack shape.

The stress intensity values along the crack fronts are shown in Figure 12.

 

Figure 12. The 30◦ angle, short flank stress intensity along the three crack paths selected: (a) KI; (b) KII;
(c) KIII.
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KI is the biggest contributor to the crack propagation. KII, however, has no negligible values,
especially at large crack lengths (c.a. 8 mm crack length). This suggests that the analysed geometry
may not be strictly dominated by mode I opening. An analogous consideration can be made for KIII,
whose value is not negligible compared to KI, especially when the crack becomes relatively large. This
trend is more accentuated when the 95% crack front is considered. The kinks in the plots (Figure 12)
towards the end of the simulation (when the crack is large) indicate the crack has reached the edge of
bedding, and therefore hitting a numeric singularity. The simulation was therefore stopped. Similar
results were obtained when the long flank geometry was analysed. The crack shape obtained with the
simulation of the long flank is shown in Figure 13. The stress intensity factors are shown in Figure 14.

Figure 13. The 30◦ angle, long flank crack shape.

  

  

Figure 14. The 30◦ angle, long flank. Stress intensity along the three crack paths selected: (a) KI; (b) KII;
(c) KIII.

124



Appl. Sci. 2019, 9, 3825

In this case, on the other hand, the contribution of KII to the crack propagation is negligible.
The contribution of KIII, as per the 30◦ short flange geometry, starts to be significantly important when
the crack becomes longer. The crack is therefore not only dominated by opening mode I, but also by a
strong shear component, as was suggested by the authors of [11].

5.2. The 60◦ Flank Angle

Short and long flank lengths have been studied also for the 60◦ flank angle variant. The final crack
shape of the 60◦ short flank angle is shown in Figure 15.

Figure 15. The 60◦ angle, short flank crack shape.

The stress intensities are given in Figure 16.

 

 

  
Figure 16. The 60◦ angle short flank. Stress intensity along the three crack paths selected: (a) KI; (b) KII;
(c) KIII.
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It can be easily noted that also in this case, the stress intensity drove the crack more rapidly
towards an unstable growth located at 95% of the crack front (the portion of the crack closer to the edge
of the dovetail contact). The contribution of KII is negligible, whilst for the “long” crack, i.e., when the
crack becomes longer, the contribution of KIII is quite important.

The crack shape of the long flank geometry option is shown in Figure 17. The stress intensities for
the same geometry are given in Figure 18.

Figure 17. The 60◦, long flank crack shape.

 

  
Figure 18. The 60◦ long flank. Stress intensity along the three crack paths selected: (a) KI; (b) KII;
(c) KIII.

5.3. The 45◦ Flank Angle

The crack shape of the 45◦ short flank angle is shown in Figure 19.
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(a)   (b)   (c) 

Figure 19. The 45◦ angle, short flank crack shape. (a) External top view of the crack extension; (b) Front
view of the crack extension; (c) isometric view.

The stress intensities are shown in Figure 20. Also, for this geometry, the critical crack path is
along the direction of the engine axis (95% of the crack front). There is a pronounced KII contribution
at 5% and 50% of the crack front. Whereas KIII has a big influence at the 95% crack front growth.

 

 
 

Figure 20. The 45◦ angle, short flank. Stress intensity along the three crack paths selected: (a) KI; (b) KII;
(c) KIII.

Analogously to the other geometries, the long flank of the 45◦ option was also analysed. The stress
intensities are given in Figure 21.
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Figure 21. The 45◦ angle, long flank. Stress intensity along the three crack paths selected: (a) KI; (b) KII;
(c) KIII.

It can be noticed that most critical crack path is at 95% of the crack front. After a certain crack
length, effects of KIII start playing a major role on crack propagation.

5.4. Effects of the Flank Angle: A Comparison

In this section, a comparison of the results of different flank angles is given. The comparison is
always performed at the 95% of the crack front. This is to avoid the solution singularity at the free
surface of the crack that results from the Franc3D algorithm. The results of the short flank length are
shown in Figure 22.
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Figure 22. Comparison of the different flank angles at 95% crack front for the short flank design option:
KI stress intensity factor.

At small crack sizes, the KI solution of the 45◦ angle flank blade had an intermediate trend between
the other two angle flank designs. However, the crack changed its growth direction and KI trend
became lower than the other flank angle designs, at a crack size bigger than 3 mm. This is thought
to be related to the selected blade geometric parameters. i.e., this behavior could be specific to blade
design. This, however, requires more simulations or testing to validate this assumption.

The analogous results for the long flank design options are given in Figure 23. The trend is
analogous to the one observed for the short flank option with the only difference 45◦ angle starts to be
beneficial for a longer crack length (c.a. 6 mm).

Figure 23. Comparison of the different flank angles at 95% crack front for the long flank design option:
KI stress intensity factor.
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The main conclusion of this comparison is that: the 45◦ angle is beneficial because it helps reduce
the stress intensity factor KI when the crack approaches critical values closer to the fracture toughness.

5.5. Effects of the Flank Contact Length: A Comparison

A comparison of all the design angles was made in terms of long against short flank options.
It must be remarked that the short flank is preferable in terms of weight penalty. In order to consider
the possibility of choosing a longer flank design, there must be a justified technical reasoning in terms
of crack initiation (due to the stress distribution) and crack propagation, which is the objective of the
present study. A comparison of KI at 95% crack front for all geometries is given in Figure 24. For the
30◦ and 60◦ flank angles, the stress intensity variation from having a shorter flank is very small. For the
45◦ flank angle, the short flank design option is even beneficial.

This is due to the fact that the contact pressure is not uniformly distributed on the contact surface.
A peak of stress in the area of the edge of contact exists in any case, independently of the flank length.

  

  

Figure 24. Short vs. long flank for all the flank angle design options: (a) 30◦; (b) 45◦; (c) 60◦.

5.6. Effects of the Friction Coefficient: A Comparison

In order to study the effect of friction, the 45◦ short flank model was analysed using two different
friction coefficients. A friction coefficient μ = 0.7 is useful to simulate a worn flank, whilst a friction
coefficient μ = 0.1 is useful to understand the behavior of a perfectly lubricated dovetail contact. At 95%
crack front, a back-to-back comparison is shown in Figure 25.
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Figure 25. Crack propagation behavior with low and high metal-to-metal friction coefficient.
The geometry is a 45◦ short flank, 95% crack front.

As expected, a lower friction coefficient implies the blade can slide further up the blade flank and
hence a reduction of the stress fields and the crack propagation is slower, especially when the crack is
growing longer than >2 mm.

An overview of the crack shape difference between the low and high friction is shown in Figure 26.

Figure 26. Crack shape and direction. A direct comparison between low and high friction coefficients.
The geometry is a 45◦ short flank. (a) Friction coefficient = 0.1 front view; (b) Friction coefficient = 0.1
top view; (c) Friction coefficient = 0.7 front view (d) Friction coefficient = 0.1 top view.
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5.7. Effects of Keq

A crack subjected to three-dimensional mixed-mode loading is capable of growth if ΔKeq > ΔKth.
In other words, the crack propagates if a stress intensity factor written as a function of KI, KII, and KIII

(and not KI alone) exceeds the propagation threshold. The Franc3D analysis was repeated by using Keq

instead of KI for the 45◦ short flank geometry. This numerical simulation is relevant as it was observed
that KII and even most importantly KIII may play a relevant role in such complex cracking scenarios.

The value of Keq used was taken from reference [14] and it is given in Equation (2).

ΔKeq =
ΔKI

2
+

√
ΔK2

I + 5.336 ΔK2
II + 4 ΔK2

III

2
(2)

This 3D mixed-mode criterion was compared with other criteria available in the open literature (like
Pook and Schoellmann) [23] and very small difference was found in terms of crack propagation
(direction, kink, twist angle, and so on).

A comparison between a propagation driven by KI alone and a propagation driven by Keq is
shown in Figure 27. The geometry analysed is the 45◦ short flank.

 
Figure 27. Comparison between a KI and a Keq driven crack for a 45◦ short flange geometry, 95%
crack front.

It could be clearly observed that the Keq is higher than considering only the KIC failure criterion
when the crack is relatively short. After a certain length, however, the crack behaviour remains almost
unaffected until 12 mm crack length. Compared to that size, the KI will have a higher trend than Keq.
The different crack shapes are shown in Figure 28. It can be seen that the long path of the crack will
deviate in such a way as to be able to follow the edge of the contact.
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Figure 28. Crack shape and direction, a direct comparison between KI and Keq. The geometry is a 45◦
short flank.

5.8. Untwist and Tip Clearances

Understanding the crack progression on a blade root is not only important from the structural
integrity point of view, but also in terms of displacements. The crack progression, in fact, may affect the
displacements of the tip of the blade, both at the leading and trailing edge. Consequently, the untwist
may be affected and even the entire performance of the subsystem it works within or its stability
(surge may be caused by an excess of tip clearance). With the term “untwist” the reduction in the
angle of torsion induced by the centrifugal force of a rotating component in a turbomachinery is meant.
The initial angle of twist ϕ (undeformed geometry) is 30◦ for all the geometries analysed (Figure 29).
Such an angle tends to become smaller when the centrifugal load is applied. The variation from this
original angle is the “untwist”.

It is also useful to monitor the vertical displacements of point A (the leading edge tip) and point B
(the trailing edge tip). Such a parameter is of particular interest when assessing tip clearances in a
sub-system, such as axial compressors or turbines.
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Figure 29. Definition of angle of twist. Its reduction when a centrifugal load is applied is called “untwist”.

The results of such a deformation as a function of the crack progression are given in Tables 6 and 7
for the short flanks geometries with 30◦ and 60◦ flank angles.

Table 6. Deformation results for the 30◦ short flank geometry.

Crack Length
[mm]

Untwist
[Degrees]

LE Vertical Deflection
[mm]

TE Vertical Deflection
[mm]

0 −7.2218 0.8828 0.7257
1.3738 −7.2202 0.8826 0.726
2.0152 −7.2157 0.8821 0.7268
3.3353 −7.2139 0.8819 0.7276
6.5189 −7.2054 0.8806 0.7297

Table 7. Deformation results for the 60◦ short flank geometry.

Crack Length
[mm]

Untwist
[Degrees]

LE Vertical Deflection
[mm]

TE Vertical Deflection
[mm]

0 −7.1913 0.9823 0.8126
1.262 −7.1874 0.9818 0.8137
2.722 −7.1787 0.9807 0.8163
4.343 −7.1639 0.9788 0.8207
6.886 −7.132 0.9752 0.8299
9.894 −7.0661 0.969 0.8468

10.816 −7.0595 0.9671 0.8524

It can be noted that the deformation was not heavily affected. This happened because the blade
root was heavily constrained within the disc slot as shown in Figures 6 and 7. As the crack progressed,
a different distribution of stress was observed. The area of contact immediately close to the crack front
tends to experience a stress relief whilst the undamaged area of the flank tends to experience a stress
increase as shown in Figure 30.
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Figure 30. Contact flank stress re-distribution as a function of the crack progression.

It is important to remark that because of the above-mentioned re-distribution, cracks other than
the one analysed may be initiated and propagate. This phenomenon has not been taken into account in
this work.

5.9. Damage Tolerant Cycles: An Example

A design value of 800 MPa mm0.5 was taken as the critical fracture toughness. Equation (1) was
used to calculate the damage tolerant life of each design solution. Results are given in Table 8.

Table 8. Damage tolerant life of the analysed geometries.

Geometry
Flank

Length
Friction

Coefficient
Crack Length at
810 MPa mm0.5

Number of Cycles
at 810 MPa mm0.5

45◦ Short 0.7 14.73 17,842
45◦ Long 0.7 7.80 17,644
45◦ Short 0.1 11.16 17,805
60◦ Short 0.7 1.845 16,528
60◦ Long 0.7 2.38 16,836
30◦ Short 0.7 8.61 17,681
30◦ Long 0.7 9.98 17,734

The difference between the residual life of the different geometries is not a significant number.
It can however be noticed that the 45◦ flank with short flank offers the best damage tolerance option.
This is also true in terms of crack length reached at the design fracture toughness. The “45◦ degrees
short” can tolerate longer cracks without catastrophic failure.

6. Conclusions

Several blade dovetail root geometries with different flank angles and lengths were analysed
with the same structural loads under the same initial flaw, by using Franc3D© and Abaqus. Effects
of friction coefficient and the utilisation of an equivalent Keq calculation method were also studied.
The following was concluded:

• The 45◦ flank angle offers a lower crack propagation rate compared to the 30◦ and 60◦ geometries.
In other words, the damage tolerant life offered by the 45◦ solution is better than the other two
flank angle options.

• For a given crack length, the stress intensity KI given by the short and long flank (for given flank
angle) is comparable. The short flank has, in some cases, slightly higher values of stress intensity
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factors, but a design choice of longer flank will have the disadvantage of increasing the weight of
the structure only to obtain a negligible advantage in terms of crack propagation. This advantage
would not exist in the 45◦ design option.

• The untwist of the leading and trailing edge tip displacements are virtually unaffected by the
crack propagation. The stress re-distribution along the flank length, however, may induce the
nucleation and propagation of different (and numerous) crack fronts. This case has not been
considered in this work.

• The reaction, R, and hence the friction force on the flank surface, μR, increase inversely with ϑ, i.e.,
R ∝ 1/(cos ϑ). Once the blade is loaded under centrifugal force, the friction at the flank surface
will restrain the blade from sliding up against the disc flank and hence more strain energy would
be released at the crack front which will extend the crack further towards the blade root. In other
terms, the higher the friction, the faster the crack would propagate.

• A low friction coefficient (given for example by a lubricated contact) is beneficial in slowing down
the crack propagation, even if its influence is not as massive as expected.

• Setting the failure criterion in Franc3D to KI will have no significant difference from using Keq to
calculate the K at crack sizes below 12 mm as the contribution of other modes in the Keq equation
is not significant. However, more simulations would be required to confirm this trend for higher
crack sizes and blade geometries.

• No influence of vibration was studied. This will be part of future investigations.
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