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1. Introduction

Modern holographic techniques have been successfully applied in many important areas, such as
3D inspection, 3D microscopy, metrology and profilometry, augmented reality, and industrial
informatics. This Special Issue covers selected pieces of cutting-edge research works, ranging
from low-level acquisition, to the high-level analysis, processing, and manipulation of holographic
information. The Special Issue also serves as a comprehensive review on the existing state-of-the-art
techniques in 3D imaging and 3D display, as well as a broad insight into the future development of
these disciplines. The Special Issue contains 25 papers in the field of holography, 3-D imaging and 3-D
display. All the papers underwent substantial peer review under the guidelines of Applied Sciences.
The twenty-five papers are divided into three groups: holography, 3-D imaging, and 3-D display.

2. Holography

There are 12 papers under the category of holography and these papers are divided into four
topics: digital holography (DH), computer-generated holography (CGH), holographic printing and
holographic optical elements (HOEs). Under DH, there are four papers. Tsang et al. report a low
complexity method for reconstructing a focused image from an optical scanned hologram that is
representing a 3-D object scene. While the proposed method has been applied to holograms obtained
from optical scanning holography (OSH), the method also can be applied to any complex holograms
such as those obtained from standard phase-shifting holography [1,2]. Rosen et al. review the prime
architectures of optical hologram recorders in the family of coded aperture correlation holography
(COACH) systems. They also discuss some of the key applications of these recorders in the field of
imaging in general [3]. Tahara et al. investigate the quality of reconstructed images in relation to the bit
depth of holograms formed by wavelength-selective phase-shifting digital holography. Their results
indicate that two-bit resolution per wavelength is required to conduct color 3D imaging [4]. Finally,
the fourth and the last paper under DH, Xu et al. propose novel generalized three-step phase-shifting
interferometry with a slight-tilt reference. The proposed slight-tilt reference allows the full and efficient
use of the space-bandwidth product of the limited resolution of digital recording devices as compared
to the situation in standard off-axis holography [5].

Under CGH, Zhang et al. present a technique for generating 3D computer-generated holograms
with scalable samplings, by using layer-based diffraction calculations. They have demonstrated
experimentally that the proposed method can reconstruct quality 3D images at different scale factors [6].
Yang et al. investigate a fast computer-generated holographic method for VR and AR near-eye 3-D
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display. The display system is compact and flexible enough to produce speckle-noise-free high-quality
VR and AR 3D images with efficient focus and defocus capabilities [7]. Jiao et al. employ a deep
convolutional neural network to reduce the artifacts in a JPEG compressed hologram. Simulation and
experimental results reveal that the proposed “JPEG + deep learning” hologram compression scheme
can achieve satisfactory reconstruction results for a computer-generated phase-only hologram after
compression [8]. In the fourth and the last paper under CGH, Yamaguchi et al. develop a fringe printer
for CGHs. The printer can give a plane-type hologram with a 0.35-um resolution [9].

There are four papers for holographic printing and holographic optical elements (HOEs). Su et al.
report the progress in the synthetic holographic stereogram printing technique [10] and Fan et al.
propose a stereogram printing based on holographic element-based effective perspective image
segmentation and mosaicking [11]. Along the line of HOEs, Zhang et al. employ a multiplexed
lens-array holographic optical element (MHOE) for a dual-view integral imaging 3-D display [12],
and Ferrara et al. review volume holographic-based solar concentrators recorded on different
holographic materials [13].

3. 3-D Imaging

There are six papers under the category of 3-D Imaging. Zhuang et al. report an early study
on imaging 3-D objects hidden behind highly scattered media. Experimental results show that the
complex amplitude of the object can be recovered from the distorted optical field [14]. Kim et al.
suggest an efficient neural network model for shape from focus along with a weight passing method.
The proposed network reduces the computational complexity with accuracy comparable with the
conventional model [15]. Yang et al. propose absolute phase retrieval using only one coded pattern
together with geometric constraints in a fringe projection system. The proposed method is suitable for
real-time measurement [16]. Jang et al. investigate sampling based on a Kalman filter for shape from
focus in the presence of noise. Experimental results demonstrate more accurate and faster performance
than other existing filters [17]. Zhang et al. provide a review on tomographic diffractive microscopy
(TDM) and suggest that TDM will play a key role in the exploration of biological cells as well as for the
investigation of nano-structure devices [18]. Finally, Wang et al. characterize the phase response of
spatial light modulators for coherent imaging [19].

4. 3-D Display

There are seven papers under the category of 3-D display. Pettingill et al. investigate static
structures in leaky mode waveguides for transparent, monolithic, holographic, near-eye display [20].
Kim et al. provide their initial results on an electronic tabletop holographic display and hope
the work will give guidance for the future development of commercially acceptable holographic
display systems [21]. Tsai et al. investigate an optical design for a novel glasses-type 3-D wearable
ophthalmoscope and conclude that a wearable ophthalmoscope can be designed optically and
mechanically with 3-D technology [22]. Gao et al. investigate a holographic 3-D virtual reality (VR)
and augmented reality (AR) display based on 4K-spatial light modulators and show that holographic
3-D VR and AR displays can be good candidates for true 3-D near-eye display as compared to
stereoscopic display [23]. Choi et al. propose a new type of the dual-view 3-D display system based
on direct-projection integral imaging using a convex-mirror-array and confirm the feasibility of the
prosed system in practical applications [24]. Geyer et al. review high-resolution episcopic microscopy
(HREM) and provide an overview of scientific publications that have been published in the last 13 years
involving HREM imaging [25]. Finally, Falldorf et al. present a novel concept and first experimental
results of a new type of 3D display, which is based on the synthesis of spherical waves [26].

Author Contributions: Y.Z. and T.-C.P. drafted the manuscript, and Y.Z. served as the corresponding author.
All authors have reviewed and agreed to the published version of the manuscript.
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Abstract: Optical scanning holography (OSH) is a powerful and effective method for capturing
the complex hologram of a three-dimensional (3-D) scene. Such captured complex hologram is
called optical scanned hologram. However, reconstructing a focused image from an optical scanned
hologram is a difficult issue, as OSH technique can be applied to acquire holograms of wide-view and
complicated object scenes. Solutions developed to date are mostly computationally intensive, and in
so far only reconstruction of simple object scenes have been demonstrated. In this paper we report a
low complexity method for reconstructing a focused image from an optical scanned hologram that is
representing a 3-D object scene. Briefly, a complex hologram is back-propagated onto regular spaced
images along the axial direction, and from which a crude, blocky depth map of the object scene
is computed according to non-overlapping block partitioned entropy minimization. Subsequently,
the depth map is low-pass filtered to decrease the blocky distribution, and employed to reconstruct a
single focused image of the object scene for extended depth of field. The method proposed here can be
applied to any complex holograms such as those obtained from standard phase-shifting holography.

Keywords: optical scanning holography; extended depth-of-field; automatic focus detection; entropy
minimization; block partitioned entropy minimization

1. Background

Optical scanning holography (OSH) [1,2] is one of the most effective techniques for capturing a
complex hologram of a physical scene. It is different from existing methods such as phase shifting
holography (PSH) [3], parallel phase shifting holography (PPSH) [4], geometric phase shifting digital
holography (GPSDH) [5], Fresnel incoherent correlation holography (FINCH) [6,7], Fourier incoherent
single channel holography (FISCH) [8], and the consumers scanner approach [9] that requires 2-D
digital recording devices (e.g., digital camera) to capture the holographic signal, OSH only utilizes
a single-pixel sensor. As such, OSH is a unique holographic recording technique and can even be
configured to operate in both coherent and incoherent modes. Operating in the incoherent mode is
important as the technique can be used to capture fluorescent specimens holographically. As mentioned
in [2], OSH has many applications, such is but not limited to 3-D pattern recognition, 3-D microscopy,
3-D cryptography, and 3-D optical remote sensing. An OSH system can also be implemented to operate
at high frame-rate for capturing hologram of a dynamic scene. In general, after a complex hologram is
captured, it is often necessary to reconstruct a visible image from the hologram for further inspection
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and analysis. To reconstruct a hologram, we can back-propagate the hologram onto a sequence of
regular spaced reconstruction planes that is parallel to the hologram. If a reconstruction plane is
containing object points on the scene, those points will appear as a focused image, otherwise they will
take the form of a de-focused haze. The operator or analyst will have to inspect each reconstruction
plane, extract the focused image of the object points, if any, and discard the de-focused haze. Although
this approach is feasible, the process is time-consuming and the quality of the reconstructed image
will be affected by the visual judgment of the operator. For an OSH system that is employed to capture
moving objects, it is desirable that the image reconstruction process should not be too lengthy. As such,
the algorithms that are used for the reconstruction of optical scanning holograms should be automatic
and computationally efficient. Automatic reconstruction of simple binary images from a hologram
has been attempted utilizing Weiner filtering [10] and the Wigner distribution [11,12]. Lam and
Zhang have proposed a hologram reconstruction method known as “blind sectional reconstruction”
(BSR) [13,14]. The method can be divided into 2 stages. First, edge detection is applied to the image
in each reconstruction plane. A reconstruction plane that exhibits a local minimum of edge points,
as compared with the neighboring planes, will be taken as a focused section containing object points
of the scene. This process is sometimes referred to as “automatic focus detection” (AFD). Second,
a focused image of the object points that are contained in each of the focused section is obtained
through an iterative optimization process, while the de-focused haze will be discarded. Subsequently,
the focused images in all the sections can be merged to form an overall, focused image of the 3-D
object scene with an extended depth of field. Despite the success of the BSR method, the process is
computationally intensive, involving a large amount of memory in the optimization process, and so
far, only reconstruction of simple binary images has been demonstrated. However, some enhancement
of the method has been made to speed up the calculation and lower the memory requirement [15].

A fast variant of the BSR method was adopted in [16]. Similar to the blind sectional reconstruction,
a subset of focused sections is obtained from the sequence of reconstructed planes through AFD.
Next, simple edge analysis technique is applied to extract the focused object image (and to reject
the de-focused haze) in each focused section. Albeit significant enhancement on the computation
speed, the process is relying heavily on the edge analysis method and the manual setting of the
parameter(s). The method has successfully demonstrated its capability in reconstructing binary objects
from a hologram, but it is unlikely that it can be applied in a more complicated scene.

Recently, a more reliable AFD method, known as entropy minimization, was adopted in [17] for
detecting the focused image planes. In this approach, a reconstruction plane is taken as a focused
section if it exhibits a local minimum on its entropy value amongst the sequence of reconstructed
images. This method is autonomous and does not require manual setting of parameters. Afterwards,
a hologram reconstruction method was reported, based on the entropy minimization AFD [18].
For each pixel in each reconstruction plane, a small block with the pixel at the center is defined.
The entropy of the pixel is then computed based on the pixels within its block. Next, the depth of each
pixel is taken to be the depth of the reconstruction plane that has a minimum entropy value for the
pixel of interest. As such, a depth map of the scene is deduced, with which the scene image can be
reconstructed. Despite the effectiveness of the method, the amount of computation is overwhelming
as the entropy of all the pixels have to be determined for all the reconstruction planes. A faster method
has been proposed in [19], whereby the entropy is evaluated for each constituting objects in the scene
instead of individual pixels. Briefly, a hologram is back-propagated to a virtual diffraction plane (VDP)
that is close to the object space. Segmentation is applied on the VDP to separate the hologram into
sub-holograms [20] each representing the fringe patterns of an isolated object in the scene. AFD is
then applied to each sub-hologram to locate the focused image plane, and reconstruct the image of the
object. However, this method is only applicable if the objects on the x-y plane in the scene are spaced
far enough to be separated on the VDP, a requirement which is not guaranteed in practice.

Another fast method for hologram reconstruction has been proposed in [21]. The method is based
on the assumption that the imaginary component (or phase angle) of a pixel is close to zero on its
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focused image plane. On this basis, a focused image of the object scene can be built by selecting,
from each reconstruction plane, pixels with small imaginary values.

In this paper we present, partly based on the work in [18], a method for fast hologram
reconstruction with extended depth of field (EDF). By EDF, it means that a focused image of all the
objects (which may differ in depth and geometrical shape) in the scene can be recovered simultaneously
from the hologram. Our proposed method is particular suitable for optical scanned holograms that are
unrestricted in size, complexity of object scene, and capturing modes (i.e., coherent and incoherent
modes). Briefly the method can be divided into 4 stages. First, the hologram is back-propagated into a
sequence of parallel, and uniformly spaced reconstruction planes. Second, each reconstruction plane
is evenly partitioned into non-overlapping square image blocks. Third, entropy minimization AFD
is employed to locate the focused section of each image block, from which the depth is determined,
and further refined with low-pass filtering. Fourth, the collection of depth information from all the
image blocks is utilized to reconstruct a focused image of the object scene. In our proposed method,
we have assumed that in a typical scene, the depth of pixels within close neighborhood should be
similar, an assumption that is generally applicable in practice. As such, the depth map of the scene
image can be evaluated on a block-by-block, instead of a pixel-by-pixel basis, resulting in significant
increase in the computation efficiency as compared with the method in [18].

2. Optical Scanning Holography

The system of optical scanning holography that we have employed for hologram acquisition is
shown in Figure 1. A linearly polarized laser of wavelength A is passed through a half-wave plate
(HWP), which rotates the polarization direction of the laser beam along the bisector of the two principal
axes of the electro-optic crystal of the electro-optic modulator (EOM). Since there is birefringence
induced along one of the principal axes through external electrical saw-tooth signal, the output beam
of the EOM contains two orthogonal polarizations with a frequency difference (). The beam of light
with orthogonal polarization is split into two beams with polarizing beamsplitter PBS1.

+—

_ Signal Lock-in >
amplifier |/ 1 (. )

Y motor

sample X-Y scanner X motor

Y — Reference

(8PF |

Figure 1. An optical scanning holography (OSH) system.
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One beam, expanded by beam expander BE1, is reflected to beamsplitter BS2 by mirror M1.
The other beam passes through another HWP, and is reflected by mirror M2 to BS2 through beam
expander BE2 and lens L1. Subsequently the pair of beams goes through lens L2, and impinges
on the test sample after passing beamsplitter BS3. Note that one beam projecting on the sample is
a plane wave (dotted lines) while the other beam is a spherical wave (solid lines). Hence on the
sample, we have a time-dependent Fresenl zone plate (TD-FZP) as the interference of a plane wave
and a spherical wave gives an FZP and the frequency difference Q) of the two beams gives running
fringes within the overall scanning beam on the sample [1,2]. A x-y table is utilized to move the
sample along a zigzag scan path. At each position of the scan path, the optical waves scattered by
the sample is directed to photodetector PD1 through beamsplitter BS3 and lens L3. The output of
PD1 is band-pass filtered at () to give the Signal output. At the same time, the pair of beams is also
combined in beamsplitter BS2, impinging on photodetector PD2. The output of PD2 is band-pass
filtered at () and taken to be the Reference for the lock-in amplifier. The lock-in amplifier mixes the
Signal and the Reference to form the hologram which is composing of a sine hologram, Hgin(x,¥),
and a cosine hologram, Heos(x,y) [1,2]. Mathematically, suppose the 3-D object is divided into N
uniformly separated image planes that are parallel to the hologram, and the jth image plane that is
located at an axial distance z; to the hologram is denoted by Iy (x5 zj), the hologram acquired with
OSH is given by

N-1
H(x,y) = Heos(%,y) + iHain(x,y) = Y Hi(x,y;2)) 6]
=0

where Hj, (x, W zj) =1 (x, v; z]-) QF (x, v zj) with ® denoting the operation of convolution, and

1 27
F(x,y:2)) = 3 -exp {T (x0)* + (y8)* + Z,Z} @
]

is the spatial impulse response of propagation of light [1], where ¢ is the pixel size of the hologram.

3. Proposed Method

The objective of our proposed method is to obtain an extended field of depth (EFD) image
(i.e., an image with all the object points in focused, disregard of their geometry and distance from
hologram H(x,y)). The process can be divided into 4 stages as shown in Figure 2, and outlined as
follows. In stage 1, the hologram H(x, y) is back-propagated to a stack of regular spaced reconstruction
planes along the axial direction, a process that is referred to as “sectional reconstruction”. The image
on each reconstruction plane is evenly partitioned into non-overlapping square blocks. In stage 2,
the entropies of the image blocks in all the reconstruction planes are evaluated. The depth of each
block is taken to be the distance of the reconstruction plane that exhibits the minimum entropy for that
particular block position. It can be envisaged that the integration of the depth of all the constituting
blocks (each contributed by one of the reconstructed images) will form a blocky depth map. Next,
in stage 3, low-pass filtering is applied to smoothen the depth map. Finally, in stage 4, an extended
depth of field image of the object scene is obtained by selecting each pixel from the reconstruction
image plane that corresponding to the depth of the pixel in the depth map. Details of each stage are
described as follows.
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Extended depth of field
image /’(x,y)

Figure 2. Proposed method.

Stage 1: Sectional reconstriction

In this stage, a stack S of evenly spaced images is reconstructed from hologram H(x,y) through
back-propagation. Let S;(x,y) o< j<n and Z denotes the magnitude of the reconstructed image on the
j-th reconstruction plane section, and the maximum range of the depth of the object scene, respectively,
we have

Si(x,y) = |H(x,y) ® F* (x, ;)| ®)

where F* (x,y; zj) is the conjugate of F(x,y; zj). The separation between adjacent reconstruction planes
is given by

Az = z; fz-:é 4)

1A TN

Subsequently, each reconstructed image S;(x, y) is partitioned into a 2-D array of non-overlapping

square image blocks of size M x M, as shown in Figure 3. Without loss of generality, we assume

that both the hologram and its reconstructed images are square in size, and having the same size

K x K, where K is an integer multiple of M. As such, there are K/M blocks along the horizontal

direction, and K/ M blocks along the vertical direction. Each image block in S;(x, y) is represented by

the block function b;(p, 7) |o<p;g<(x/m), Which includes the pixels bounded by the square within the
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region pM < x < (p+1)M and gM < y < (g9 + 1)M. The EDF image I'(x, y) to be determined is also
partitioned in a similar way with each block of pixels denoted by brrp (p, q)-

y

(0,0)
Figure 3. Partitioning an image S;(, y) into non-overlapping square blocks of size M x M.

Stage 2: Non-overlapping block partitioned entropy minimization

In this stage, the entropy of all the image blocks that have been partitioned in stage 1 is computed as

Ej(p.q) = —P;i(p,q)log Pi(p, q) @)

where
(p+1)M—1 (g+1)M—1

Ppa)= ) L Siluy ©)
x=pM y=qM
An image that is in focus generally exhibits minimum entropy. As such, the depth (or focused
plane) of each block D(p, ) can be taken to be the position of the plane that exhibits minimum entropy
of the block, i.e.,

Ep(pq = MIN LEf(p’q)JO§j<N )

where the expression on the right-hand-side of Equation (7) denotes the minimum value of E;(p, q)
for 0 < j < N. Collection of depth of each block results in a crude, blocky depth map of the object
scene. Intuitively, we can obtain an EDF image I(x,y) by selecting each block of pixels from the
corresponding block with minimum entropy from the stack of reconstructed images. Mathematically,
this can be expressed as

bepr(p,q) = be(p,q) (8
and
pig=(K/M-1)
I(x,y) = pbj:o bepr(p, q) ©)

where k = D(p,q), and the block bepr(p, ) that is selected is referred to as an extended depth of field
block. The symbol U denotes the union operator that is used to compose the EDF image by patching

10
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it with the extended depth of field blocks (i.e., bgpr(p,q)). However, as we shall show later, an EDF
image reconstructed in this manner will exhibit a blocky, visual unpleasant appearance.

Stage 3: Filtering

To reduce the blocky appearance of the EDF image, we propose to smooth the depth map with a
simple low-pass filtering process that can be realized as follows. First, we compute the mean intensity
for each EDF block as

1 1
mean(p,q) = Y. ¥ [beoe(p+5,4+ 1) (10)
1

s=—1t=—

Next, a corresponding status flag status(p, q) is determined as

1 if mean(p,q) > T

. (11)
0 otherwise

status(p,q) = {

where T is a small fixed threshold value corresponding to the minimum intensity that is visible to the
human eye. An EDF block with an average intensity higher than T is referred to as a “visible block”.

Subsequently, a low-pass filtered depth map is obtained by averaging the depth values of visible
blocks within a 3 x 3 window as

1 1
Di(p,q) = % Y. Y [D(p+s,q+1t)] xstatus[m(p +s,q +t)] (12)
s=—1t=-1

Note that in the filtering process, blocks with too low intensity are discarded as they are likely
associated to empty space in the scene, and may not carry reliable depth information.

Stage 4: Reconstruction of the EDF image

Finally, we apply Equation (9) to obtain the EDF image, with the variable k = Dr(p, q), i.e.,

beep(P,9) = bk(P,9) [k=Dy (pg) (13)
and ®/ )
pg=(K/M-1

I'(x,y) = p_;J:O berp(p,q) (14)

In comparison with the method in [18], our proposed scheme has a significantly decrease in the
computational loading of the entropy values as they are evaluated on a block-by-block, instead of a
pixel-by-pixel basis. With our approach, the computation time for deducing the entropy values has
been reduced by M? times. The computation time for the reconstruction of the hologram into different
planes are similar for both methods. As will be shown later, our proposed method is around 60 times
faster than the method in [18].

4. Experimental Results

To evaluate the performance of our proposed method, 2 sets of holograms have been captured
with the OSH system that has been configured to operate in the incoherent mode [22], and with
the wavelength of the laser beam being 633 nm. The first hologram “A” is a pair of binary Chinese
characters “J%.” and “#”, and second hologram “B” is a grey level image of a pair of partially
overlapping coins. The pixel size of holograms (i.e., the sampling interval with which each hologram
pixel is recorded) “A” and “B” are 5 um and 15 um, respectively. In both cases, the range of distance
between the object space and the hologram plane is [0.015 m, 0.03 m], but there is no prior knowledge
on the depth of individual objects in the scene. The sine and the cosine holograms of the 2 samples are
shown in Figure 4a—d.

11
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(b)

© o (d)

Figure 4. (a) Sine hologram of hologram “A”; (b) Cosine hologram of hologram “A”; (c) Sine hologram
of hologram “B”; (d) Cosine hologram of hologram “B”.

Through a series of trial and error tests conducted with visual judgement, we estimated that
there are mainly 2 focused planes that can be identified for sample ‘A’ at 0.021 m and 0.024 m. For ‘B’,
again there are mainly 2 focused planes at 0.0197 m and 0.027 m. The reconstructed images of sample
‘A’ at the 2 focused planes are shown in Figure 5a,b. It can be seen that in both figures when certain
regions of the image are in focused, the remaining ones are blurred. Similar observation is noted for
the reconstructed image of sample ‘B’ at the 2 focused planes in Figure 5c,d. In both cases, it is not
possible to have an EDF image where all the contents are in focus.

12
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Figure 5. (a) Reconstructed image of hologram “A” at 0.021 m; (b) Reconstructed image of hologram
“A” at 0.024 m; (c) Reconstructed image of hologram “B” at 0.0197 m; (d) Reconstructed image of
hologram “B” at 0.027 m.

Next, we apply stages 1 and 2 of our proposed method to obtain the depth map and the EDF image
from the 2 holograms. The number of reconstruction planes and the block size are set to N = 40 and
M = 32, respectively, to provide a sufficiently fine depth resolution of Az = % = % = 0.375 mm,
and a reliable measurement of the entropy of each image block. The depth maps of the 2 samples
are shown in Figure 6a,b, and the corresponding EDF images obtained with the above settings are
shown in Figure 6¢,d. We observe that all the objects in the scene represented by each hologram are
reconstructed as focused images but the appearance, especially for sample “B”, is rather blocky with
obvious discontinuities along some of the object boundaries.

Subsequently, we have applied Equation (12) to filter the depth map, and obtained the
reconstructed images with Equations (13) and (14). Suppose the dynamic range of the reconstructed
image is normalized to the range [0, 1], the threshold T is set to 0.0625, as image intensity lower than
this value is hardly visible, and likely to represent empty background or noise signals. The filtered
depth maps are shown in Figure 7a,b, and the reconstructed EDF images are shown in Figure 7c,d.
In the EDF images of both samples, we observe that the objects in the scenes are reconstructed as
sharp focused images, and the blocky appearance has been reduced significantly as compared with
those obtained with the unfiltered depth maps. The computation time based on the typical PC is
around 5.9 s. The correlation score of the EDF images of holograms ‘A" and ‘B” (with reference with
the ones obtained with manual judgement) are 0.977 and 0.845, respectively. The high correlation
scores reflect that the EDF images obtained with our proposed method are close to those derived from
manual judgement.

13
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(b)

() (d)

Figure 6. (a) Depth map of hologram “A” obtained with our proposed method (M = 32) without
filtering; (b) Depth map of hologram “B” obtained with our proposed method (M = 32) without
filtering; (c) Extended depth of field (EDF) image of hologram “A” reconstructed with our proposed
method (M = 32) without filtering on the depth map; (d) EDF image of hologram “B” reconstructed
with our proposed method (M = 32) without filtering on the depth map.

We would like to point out that out proposed method can function for quite a wide range of M.
In general, the blocky appearance could be decreased with a smaller value of M (i.e., a small block size
in computing the entropy values). However, this will jeopardize the accuracy of the depth-map, which
may lead to blurriness in certain parts on the EDF image. As an example, we apply our proposed
method to the 2 sample holograms (with filtering on the depth maps) with M = 20, and the EDF
images are shown in Figure 8a,b. It can be seen that while the blocky appearance of EDF image
corresponding to sample ‘B” (Figure 8b) is reduced, certain parts of the 2 EDF images, especially in
Figure 8a, are suffering from mild de-focusing. A proper choice of the range of M is dependent on the
setup of the OSH system (such as the size of the hologram and the sampling interval). In our present
setup, EDF images of favorable quality can be obtain with values of M in the range [20, 32].

14
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(o) (d)

Figure 7. (a) Depth map of hologram “A” obtained with our proposed method (M = 32) with filtering;
(b) Depth map of hologram “B” obtained with our proposed method (M = 32) with filtering; (c) EDF
image of hologram “A” reconstructed with our proposed method (M = 32) with filtering on the depth
map; (d) EDF image of hologram “B” reconstructed with our proposed method (M = 32) with filtering
on the depth map.

(a)

Figure 8. (a) EDF image of hologram “A” reconstructed with our proposed method (M = 20) with
filtering on the depth map; (b) EDF image of hologram “B” reconstructed with our proposed method
(M = 20) with filtering on the depth map.
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Finally, we would like to compare our proposed method with the method in [18]. We have
applied the method in [18] to reconstructed the EDF images of the 2 holograms, and the results are
shown in Figure 9a,b. We observe that the visual quality of the 2 EDF images are generally favorable,
but the EDF image of hologram ‘B’ is more blocky than the one obtained with the proposed method.
The computation time based on the same PC is around 356 s, which is about 60 times longer than the
proposed method. The correlation score of the EDF images of holograms ‘A” and ‘B’ (with reference
with the ones obtained with manual judgement) are 0.982 and 0.741, respectively, which are more or
less similar to the proposed method. As for the visual quality, the EDF image of sample ‘B’ (e.g., around
the characters ‘1" and ‘2" on the pair of coins) is better in our proposed method.

(@ (b)

Figure 9. (a) EDF image of hologram “A” reconstructed with the method in [18]; (b) EDF image of
hologram “B” reconstructed with the method in [18].

5. Conclusions

In this paper, we have proposed a method for reconstructing the scene image with extended
depth of field (EDF) from a hologram that is captured with an OSH system. Our proposed method
is based on a scheme that is referred to as “non-overlapping block-based entropy minimization”
method, which is applied to determine the depth (focus) map of the scene image in an autonomous,
block-by-block manner. From the depth value, each block is reconstructed as a focused image tile.
Subsequently, the complete scene image is reconstructed with all the constituting objects appearing
as sharp focused images. Further enhancement on the visual quality of the reconstructed image is
attained by smoothing the depth map, so that the blocking effect at the object boundaries is reduced.
Experimental results reveal that our proposed method is capable of reconstructing EDF images from
OSH holograms representing both continuous tone and binary object scenes with favorable quality.

Further research on the proposed method could be conducted through applying different kinds
of focus measurements in the auto-focus detection process. An extensive review on the topic has been
reported in [23].
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Abstract: Coded aperture correlation holography (COACH) is a relatively new technique to record
holograms of incoherently illuminated scenes. In this review, we survey the main milestones in the
COACH topic from two main points of view. First, we review the prime architectures of optical
hologram recorders in the family of COACH systems. Second, we discuss some of the key applications
of these recorders in the field of imaging in general, and for 3D super-resolution imaging, partial
aperture imaging, and seeing through scattering medium, in particular. We summarize this overview
with a general perspective on this research topic and its prospective directions.

Keywords: digital holography; computer holography; spatial light modulators; diffraction gratings;
imaging systems

1. Introduction

Holography is a tool for recording a visual scene and reproducing it as close as possible to reality.
In holography, even though only intensity sensors are used, it is possible to record the phase pattern
of light, and thus the depth information, along with the intensity variation. The phase is detected
indirectly by recording an interference pattern of the object wave with a reference wave. Typically, the
interference pattern is obtained by combining coherent waves [1]. However, most of the imaging tasks
in optics are performed with natural incoherent light. This is true for most microscopes, telescopes,
and many other imaging devices. Thus, holography is not widely applied to general incoherent natural
light imaging because usually, creating holograms with incoherent light requires uncommon designs.

This review concentrates on the more challenging case of interference with spatially incoherent
light. More precisely, the holograms herein are of objects in which there is no statistical correlation
between the waves emitted from various points of these objects. The historical roots of incoherent
holograms are planted in the mid-nineteen-sixties [2-7], where some of these pioneering systems
made use of the self-interference principle, a principle that is extensively used in some of the systems
mentioned herein. The self-interference principle indicates that any two beams that originate from the
same source point and then split to two waves are mutually coherent and hence they can be mutually
interfered. In the case of incoherent illumination, where any two different source points are mutually
incoherent, the self-interference property becomes the only way to obtain any interference pattern, and
thus enables us to record a hologram. The use of the self-interference principle has been continuously
developed beyond the sixties by implementing several interesting systems [8-12]. Other methods of
recording incoherent holograms like optical scanning holography [13,14] and multiple view projection
methods [15,16] do not make use of the self-interference property and are out of the scope of this
review. Other reviews which include some of the self-interference methods, together with some of the
scanning techniques, can be found in Refs. [17,18].
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While the term incoherent holography refers to the method of forming holograms, the term digital
holography refers to the recording of the holograms by a digital camera and to the digital reconstruction
of holograms. Explicitly, digital holograms recorded by digital cameras are reconstructed in digital
computers by digital algorithms. The history of the digital holography also started in the nineteen-
sixties [19] and is still an active research field today. Only the topic of incoherent digital holography
with coded apertures is discussed herein.

Nowadays, we are in the middle of the era of digital imaging, in which images are recorded by
digital cameras and processed by computer software. Digital imaging has accelerated the field of
indirect imaging in which a non-image pattern of the observed scene is first recorded in the computer
as an intermediate pattern. In the computer, the image of the scene is recovered from the intermediate
pattern by digital processing. Digital holography is a typical example of indirect imaging in which the
digital camera records one or more holograms, rather than a direct image of the scene. The indirect
imaging and digital holography techniques are more complicated than direct imaging, and hence
should be justified by as many as possible advantages in comparison to the much simpler direct
imaging. The main benefit of digital holography and the initial motivation to begin the research
in this field is the ability to image a three-dimensional scene with a single, or very few, camera
shots [20]. Other advantages of digital holography have accumulated along the years of research and
are discussed in the later sections of this review.

From the end of the nineties, incoherent digital holography techniques began to emerge again
with new possibilities [13,21-45]. One notable invention in the field of incoherent digital holography
is Fresnel incoherent correlation holography (FINCH) which was also developed based on the
self-interference principle [23]. FINCH was able to twist one of the fundamental laws of optics,
the Lagrange invariant, in order to enhance its transverse image resolution. Alternative versions of
incoherent holography systems called self-interference digital holography (SIDH) techniques, were
developed and implemented for applications of adaptive optics [28,32]. More recently, a generalized
version of the self-interference incoherent digital holography technique called coded aperture
correlation holography (COACH) has been developed [46]. In this survey, we review various designs
and applications of the COACH systems and other close techniques.

This review consists of four main sections. The development of COACH architectures, with
different modalities and characteristics, is reviewed extensively in the following section. In the third
section, various applications based on COACH techniques are discussed. The final section summarizes
the review.

2. System Architectures

The general optical configuration of self-interference digital holography is shown in Figure 1.
The light emitted from each object point is collected by a beam splitting system, in which the input
wave is split into two, or more, and each wave is modulated differently. Since the waves originate from
the same object point, they are mutually coherent, and hence they can produce an interference pattern
on the image sensor plane. The sensor accumulates the entire interference patterns of all the object
points into an incoherent hologram. A single hologram, or several acquired holograms, are fed into
a digital computer. In the case of several holograms, they are superposed into a single digital hologram.
Finally, the image of the object is reconstructed from the processed hologram by some digital algorithm.
Next, we survey several recently proposed systems of the family of COACH methods.

20



Appl. Sci. 2019, 9, 605

Recording Reconstruction

/ Free-space Computer \

Object Image

. y

Figure 1. Recording and reconstruction of a hologram in a general self-interference digital
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holography system.
2.1. Coded Aperture Digital Holography

The use of coded aperture masks is common in X-rays since the end of the sixties. In 1968, Ables
and Dicke, separately [47,48], reported the first modern coded aperture for X-ray imaging. The coded
aperture, as explained in [49] and illustrated in Figure 2, is a randomly arranged array of pinholes.
The goals of such systems are to increase the signal to noise ratio (SNR), the field of view (FOV) and
the low power efficiency, which are associated with the regular pinhole imaging [49]. In the coded
aperture imaging, instead of imaging the object directly, a non-recognizable pattern is formed on
the sensor plane by the superposition of many randomly arranged images, each of which is formed
independently by a different pinhole. The coded aperture imaging is not a direct process as in the case
of a single pinhole, but an indirect process in which the recorded pattern must be digitally processed
to retrieve the image. The coded aperture imaging possesses 3D imaging capabilities as objects located
at different distances appear with different magnifications and are shifted by different lateral distances.
Therefore, in principle, the different planes of the object can be retrieved [49].

o= BN = BN = » 0

Reconstructed
Image

Coded aperture Recorded pattern
Figure 2. Coded aperture imaging system.
2.1.1. Coded Aperture Correlation Holography Architectures

Recently, a self-interference incoherent digital holography technique using a coded aperture was
developed in the optical regime [46] and is shown in Figure 3. Unlike other imaging techniques with
coded apertures [49], in COACH, the aperture is a phase-only mask. Thus, the aperture does not
absorb the incoming light and consequently, more light power participates in the hologram recording.
In addition, the detected pattern is a digital hologram containing the 3D image of the observed
scene. COACH can be considered as a generalization of FINCH [23,26] in the sense that instead
of the quadratic phase mask of FINCH, a pseudorandom coded phase mask (CPM) modulates the
beam. In COACH, the light emitted from each object point splits into two beams in which one of
the beams is modulated by the CPM while the other beam is not. The two beams with the common
origin are mutually coherent and thus are interfered. Three phase-shifted holograms are recorded for
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phase values 6153 = 0, 2rt/3 and 471/3 and are superposed into a complex hologram. As in FINCH,
this procedure is done in order to remove the twin image and bias terms during the reconstruction.
In COACH, unlike FINCH, a one-time training procedure is required. The training is done by recording
a library of point spread holograms (PSHs) of a point object positioned at various axial locations. For a
3D object placed within the axial boundaries of the PSH library, three phase-shifted holograms are
once again recorded, using the same CPM with the above three phase values, and superposed into
a complex object hologram. Any axial plane of the object space is reconstructed by a cross-correlation
between the object hologram and the corresponding PSH from the library.

The holograms recorded by COACH cannot be classified as Fourier or Fresnel holograms because
neither Fourier transform nor Fresnel back-propagation can reconstruct the image. Instead, this
hologram is generated from the interference between the plane and chaotic waves. Therefore, COACH
can be considered as a generalized correlation self-interference holography technique in which FINCH
is only a special case when the CPM is the special mask of the diffractive spherical lens. Another
dissimilarity is that in FINCH, the object image can be reconstructed by a Fresnel back-propagation
from the hologram. Therefore, the imaging characteristics of COACH are also different from those of
FINCH as analyzed in the following.

Light
Unmodulated modulated
light by CPM

Pinhole
planes

Incoherent
source

Image
sensor

Figure 3. Optical configuration of COACH. CPM—Coded phase mask; L{, L,—Refractive lenses; Pj,
Py—Polarizers; SLM—Spatial light modulator; Blue arrows indicate polarization orientations.

While COACH, being a generalized technique, is operational with any random phase mask, it was
noticed that for an arbitrary CPM, the reconstruction via a cross-correlation generated a disturbing
background noise. In order to reduce the background noise and at the same time to retain the
randomness aspect of the CPM, the CPM is synthesized using a modified Gerchberg-Saxton algorithm
(GSA) [50] to render a pure phase function for the CPM and a uniform magnitude over some desirable
area in the spectrum domain, as shown in Figure 4. The constraint on the CPM plane is required since
the CPM is displayed on a pure-phase SLM. On the other hand, the constraint on the spectrum domain
(sensor plane) reduces the background noise on the reconstructed image. This is because the noise
originated from the bias level of the spectral intensity. This bias level is considerably reduced by the
superposition of two, or more, spectral intensities, if this level is approximately the same in all two,
or more, spectral intensities. The constraint on the spectrum domain satisfies this last condition of
approximately equalizing the bias level.

Based on Figure 3, the mathematical formulation is as follows. For a point object located at the
front focal plane of lens Ly, a collimated beam passes through the polarizer P; oriented 45° with respect
to the active axis of the SLM. As a result, only part of the incident light is modulated by the SLM while
the remaining part is not. On the sensor plane, two patterns are detected, namely, a uniform signal
from the plane wave and a pseudorandom complex function G(u,v) generated by the CPM modulation.
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A second polarizer P, oriented 45° along the active axis of the SLM creates interference between the
two beams on the sensor plane to yield the following intensity,

Ii(u,0) = |A+ G(u,0)exp(ib)|>,  k=1,2,3, @

where 0y is the kth phase value of the three-phase shifts. A complex point spread hologram Hpgsy
= A'G(u,v) is produced by the phase-shifting procedure. An object is placed at the axial location
of the point object and the complex object hologram is synthesized from three intensity recordings
similar to the process of Equation (1). Any cross-section intensity of the object can be represented as
a collection of uncorrelated points. For simplicity, let us assume that the object plane o(x,y) is located
at the front focal plane of the lens L,, a distance f, from L,. Each j-th object point, at (x;,;), on the
object plane, generates two mutually coherent beams on the sensor plane. One is a tilted plane wave
Ajexpli2m(uxj+vy;)/ Afo] and the other is a shifted version of G(u,0) multiplied by the same plane wave
as the following: Bjexp[i2m(ux;+vy;)/ MolG(u- u;,0-0;), where (u;,0;) = (x;,y;)z,/, 'fo- The intensity pattern
on the sensor plane, resulting from the object in the input, is given by

Ajexp {inz(xju-%—ij) ]

Li(u,0) =% o
j

2 (2)

+ exp(i6y) Bj exp {W} G(u—uj,v—v))

By the phase-shifting procedure, a complex object hologram Hppy is synthesized given by,

HOB] u, ?J ZA B G u], — j) (3)

A particular plane of the object can be reconstructed by the cross-correlation between the Hpgy =
G(u,v) and Hppy as

P(ut,or) = |[ {):A*B G(u uj,v—vj)}G*(u—u/,v—v/)dudv

Z‘,A;‘B Aur — uj, vl — vj) o o(ut/Mr,v!/ Mr),
]

*)

where A is a b-like function, approximately equal to 1 around (0,0) and to small negligible values
elsewhere. The transverse magnification of COACH is given by Mt = z;/f,. Since the reconstruction
of the object hologram is carried out by a cross-correlation, the lateral and axial resolutions are
determined by the lateral and axial correlation distances, respectively. Since the correlation distances
are determined by the system aperture size, the lateral and axial resolutions are similar to that of
direct imaging with the same numerical aperture (NA). Since the reconstruction is carried out by
a cross-correlation with a PSH generated by a pinhole, we have guaranteed that the diameter of the
beam from the pinhole has been larger than the diameter of the system’s aperture, in order to assure
that imaging resolution is limited by the NA.

The experimental demonstration of COACH was carried out with the setup of Figure 3 using
a pinhole with a diameter of approximately 100 um and a National Bureau of Standards (NBS) object
of 7.1 Ip/mm [46]. Three holograms were recorded for the entire objects with the above-mentioned
phase shifts and each set of holograms was composed into PSH and complex object holograms. The
image of the object was reconstructed by a cross-correlation. The three PSHs for the phase shifts 6 = 0°,
120° and 240° are shown in Figure 5a—c, respectively. The object holograms corresponding to the
same three phase-shifts are shown in Figure 5d—f. The amplitude and phase of the complex Hpsy
are shown in Figure 5g,j, respectively. The image of the CPM is shown in Figure 5i. The amplitude
and the phase of the complex Hppy are shown in Figure 5h k, respectively. The reconstructed image
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is shown in Figure 51. The experiment is repeated using two channels and United States Air Force
(USAF) object with elements 2 and 3 of group 2 placed at the same location as the NBS object from
the lens L. A complex hologram is synthesized from three camera shots. The reconstruction result is
shown in Figure 5m. The USAF object is shifted by a relative distance of 2 cm from the NBS object.
The reconstruction results using Hpgpy's recorded at the location of the NBS and the new location of the
USAF are shown in Figure 5n,0, respectively.

CPM Sensor
plane

Fourier
transform

Inverse
Fourier
transform

Figure 4. CPM synthesis using the modified Gerchberg-Saxton algorithm.

(d)  10,(0=0°)

(b) Iy (0=120°) (&) I, (6=120°)

()by

(©) Ipsy(6=240°) (D Ip(6=240°) (i) () Reconstruction

Figure 5. (a—c) Intensity patterns for the pinhole for phase shifts 6 = 0°, 120° and 240°, (d—f) intensity
patterns for the object for phase shifts 6 = 0°, 120° and 240°, (g-h) amplitudes of Hpsyy and Hopj,
respectively, (i) image of the CPM, (j—k) phase of Hpsy and Hoppj, respectively, (1) reconstructed image,
(m) reconstruction results of two objects when both are on the same plane. Reconstruction results when
the two objects are separated by 2 cm and reconstructed using (n) Hpgy of NBS plane and (o) Hpgpy of
USAF plane.

From the reconstruction results, it can be seen that even though the CPMs were synthesized
using GSA, there is a substantial amount of background noise. In order to reduce the background
noise, additional techniques are necessary. In relation to the topic of optical pattern recognition, it was
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demonstrated that using a phase-only, instead of a matched filter, the correlation peaks become sharper
with reduced side lobes [51]. Therefore, as a first step against the noise, a modified PSH with phase-only
Fourier transform, given by, replaced the matched filter based PSH, where & and & are a Fourier
and inverse Fourier transform, respectively, and p is the location vector in the reconstruction plane.
The phase-only filter, when used in the correlation with the object hologram, reconstructed sharper
images with lower background noise. The reconstruction results [52] of the NBS object 10 Ip/mm
using the matched filter and the phase-only filter are shown in Figure 6a,b, respectively. However, the
phase-only filter is less suitable for reconstruction of objects with greyscale transmittance [52], due to
the lower immunity of the phase-only filter against noise.

Hpspi(p) =S {expli - arg(S{Hpsn (p) })]} ®)

Averaging is another technique, which involves the recording of multiple holograms followed
by averaging over the multiple reconstructions [53]. The SNR of the COACH method was further
improved by recording several Hop; and Hpsy under independent CPMs and averaging over the
several complex reconstructions. The averaging technique, in the case of COACH, is based on
the assumption that any two CPMs synthesized by GSA from different initial random profiles are
independent, i.e., their cross-correlation is negligible compared to their auto-correlation. Therefore, for
N independent complex PSH holograms and object holograms recorded under statistically independent
CPMs, averaging over N reconstructions theoretically increases the SNR by V/N [53]. On the other
hand, the averaging procedure decreases the time resolution, since instead of 3 intensity patterns, 3N
intensity patterns are required to reduce the background noise. The results of averaging with 5, 10, 15
and 20 samples are shown in Figure 6¢—f, respectively [52].

Figure 6. Reconstruction results using (a) matched filter, (b) phase-only filter. Phase-only filter and

averaging with (c) 5 samples, (d) 10 samples, (e) 15 samples and (f) 20 samples.
2.1.2. Interferenceless Coded Aperture Correlation Holography

The entire incoherent digital holography techniques discussed so far are based on two-beam
interference. In general, two beam interferometers suffer from several limitations, such as the need
for vibration isolation, power loss of more than half of the incident optical power and the need to
minimize the optical path difference between the optical channels. Two-beam interference is essential
in FINCH to read the phase of the wave emitted from each object point. Only the phase function
contains the information of an object point location, whereas the wave magnitude is uniform and thus
lacks any information. Unlike FINCH, in COACH, the information of a single point location is encoded
in both the phase and the magnitude distributions. Both functions have chaotic distributions that can
be reconstructed by a cross-correlation with the corresponding PSH. However, to record the phase,
self-interference is needed, whereas to record the magnitude, a direct detection of the light intensity is
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enough. Therefore, COACH has the capability to image a 3D scene without two-wave interference. This
version of COACH without two-wave interference is termed interferenceless COACH (I-COACH) [54],
and it is implemented without splitting the object beam to two beams.

I-COACH is not much different from a direct single-channel imaging system but has the capability
to record and reconstruct 3D information in one or a few camera shots. The relaxation of the interference
condition improves the SNR during reconstruction and the power efficiency of the imaging process
is increased. At this point, it should be mentioned that imaging with a phase-coded aperture has
already been proposed by Chi and George [55]. However, Ref. [55] has avoided an imaging 3D
scene and because of lack of any noise reduction mechanism, the presented results suffer from
substantial background noise. The optical configuration of [TCOACH is shown in Figure 7. The
polarizer P is oriented along the active axis of the SLM such that all the incident light is modulated.
In I-COACH, three CPMs are synthesized from three initial independent random phase profiles and
the corresponding intensity patterns are recorded for a point object. Each of the recorded patterns
is multiplied by one of the phase constants with the values 61,3 = 0, 271/3 and 47t/3, and the three
matrices are combined into a single complex hologram. The same procedure is repeated for the object
hologram. The object image is reconstructed by a cross-correlation between the above two holograms.

Pinhole
planes SLM

Incoherent
source

Figure 7. Optical configuration of I-COACH. CPM—Coded phase mask; Li, L,—Refractive lenses;
P—Polarizer; SLM—Spatial light modulator; Blue arrows indicate polarization orientations.

The experimental results of I-COACH are shown in Figure 8 for a two plane object constructed
from element 8 Ip/mm of the NBS chart and elements 5 and 6 of Group 2 of the USAF chart [54]. The
NBS and USAF are separated from each other by 1 cm. The Hpgyy is recorded at the two planes of the
object as with COACH followed by the recording of the Hop;. Even though the SNR is improved in
the case of -COACH compared to COACH, the technique still needs additional procedures to reduce
the background noise. In the present experiment, both phase-only filtering and averaging technique
(20 samples) were implemented. The simplicity of the optical configuration without interference but
with a unique capability to record and reconstruct 3D information makes I-COACH an attractive
candidate for 3D imaging.

Figure 8. Reconstruction results of I-COACH for (a) NBS chart and (b) USAF chart.
2.1.3. Single Camera Shot I-COACH

One of the disadvantages of I-COACH is the requirement of several camera shots to reconstruct
an object with an acceptable SNR. As mentioned above, the noise reduction techniques in -COACH
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are implemented at various levels, starting from the design of the CPMs, reconstructing images by
phase-only filtering and recording a few holograms for averaging. The averaging technique reduces
the time resolution of the system. In this section, the averaging technique is replaced with a method of
recording the holograms with a single camera shot. This method is denoted as the single camera shot
I-COACH (SCS-I-COACH) [56].

The Fourier-based GSA (see Figure 4) used in I-COACH for synthesizing the CPM was constrained
to yield a uniform magnitude on part of the sensor plane. However, because the image sensor was
not located at the Fourier plane of the CPM in the experimental setup, the Fourier relation between
the CPM and the sensor plane was not satisfied in the experiment. This means that the Fourier-based
GSA does not match the experimental setup, and hence the noise has not been reduced as expected.
Therefore, an additional diffractive lens was multiplexed into the CPM and the image sensor was
positioned at the focal plane of this lens to fulfill the Fourier relations between the CPM and the
sensor plane in the GSA. Although the above modification improved the SNR, the system still required
at least two camera shots for creating bipolar holograms. In SCS-I-COACH, bipolar holograms are
indeed recorded but the two shots recorded in time are replaced by two shots recorded in space using
additional diffractive masks. The integration of two CPMs in the aperture plane using linear and
quadratic phase functions is shown in Figure 9. The optical configuration of SCS-I-COACH is shown
in Figure 10. An additional constraint is used in the GSA to limit the area of the intensity pattern
in the sensor plane. It should be noted that the space sharing of two raw holograms on the sensor
area reduces the FOV of the imaging system. Hence, in SCS-I-COACH, the single-shot capability is
obtained at the expense of a reduction in FOV and some reduction of SNR.

Li Iear ‘hi‘l i‘ear |hase2 Quadratic phase function

Aperture phase function

0

Figure 9. Engineering the aperture of SCS-I-COACH using linear and quadratic phase functions added
to the two CPMs.

Two spatially
separated
intensity

Pinhole

planes SLM.,

Incoherent
source

Aperture
phase function

Figure 10. Optical configuration of SCS-I-COACH. L;, L,—Refractive lenses; P—Polarizer;
SLM—Spatial light modulator; Blue arrows indicate polarization orientations.
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In the SCS-I-COACH setup, there are two image responses to the single object point. Therefore,
there are two Fourier transforms for CPM1 and CPM2 centered at (L/4,0) and (-U/4,0), respectively,
where U is the height of the sensor plane. The intensity in the sensor plane is given by,

I(u,v) = Gi(u—U/4,0)+ Gy(u+ U/4,0) (6)

where G1 = [S{exp(i®cpan ) }|* and Gy = [S{exp(i®cppz) . The two intensity patterns G and G,
corresponding to CPM1 and CPM2, respectively, are recorded, extracted and subtracted from each
other. The resulting intensity pattern is a bipolar PSH given by Hpsy(z = 0) = Gy (1, v) — G2 (1, 0).
A library of PSHs is created as described earlier by moving the pinhole to various axial locations. Next,
the object hologram is recorded for an object placed within the axial boundaries of the PSH library.
The object is considered as a collection of independent incoherent source points. If the system is linear
and shift invariant, the overall intensity response Ip on the sensor plane is given by a sum of the entire
individual shifted impulse responses, as follows

zpuj U Zp0j Zplj u ZhU]
R e R W RPILICE SR @

j

The resulting bipolar object hologram Hpp; obtained by subtracting the individual responses is

- _ Zhvf) < it @)
H, = G ,0 Gy ,0 8
0B] Z]: 1 <u % 7 ; % % ®)

The object image is reconstructed by cross-correlating the object hologram with the PSH(z = 0) as

limg = Hopj ® Hpsn = [ch(u—zjru v—?ﬁ’) 2(32(”—2?:’,0—2]}?)}

® [G1(1,v) — Ga(u,v)] ©)
= £ (o0~ 57)

o(12: ) -o(i i)

where ® represents a two-dimensional correlation and Mr = z,/fy is the lateral magnification of

the imaging.

The GSA was designed to limit the area of the uniform magnitude on the sensor plane to be only
4.3 x 4.3 mm out of 14.3 x 14.3 mm. The linear phase values for the two CPMs were chosen to be
=+0.7° such that, for z, = 25.4 cm, the intensity patterns are shifted by approximately 3 mm from the
optical axis. The system was trained using a pinhole with a diameter of 25 um. Two objects, element
5 and 6 of group 3 of USAF resolution targets, were used. The relative distance between the two
objects was shifted by 4 mm in steps of 1 mm. The intensity responses for the input pinhole and the
corresponding bipolar hologram are shown in Figure 11a,b, respectively. The image responses for
the input of the two-plane object and the object hologram are shown in Figure 11c,d, respectively.
Various object holograms were recorded for the different locations of the two objects, and the resulting
bipolar holograms were reconstructed by a cross-correlation with the PSH library. The reconstruction
results are shown in Figure 12, demonstrating that although the FOV is limited, the background noise
is relatively low for a single camera shot. Because SCS-I-COACH is a single shot recording, it can be
used for recording the dynamic scene and for creating holographic videos of moving objects.
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(a) Intensity patterns for pinhole (b) Point spread hologram

(¢) Intensity patterns for object (d) Object hologram

Figure 11. (a) System response for the pinhole, (b) bipolar PSH, (c) system response for the object, and
(d) bipolar object hologram.
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Figure 12. Reconstruction results of SCS-I-COACH.
2.1.4. FOV Extended I-COACH

In this section, we describe a technique to improve the FOV of -COACH. The FOV of a typical
imaging system is limited by the ratio between the finite area of the image sensor and the magnification
of the optical system. For a given magnification, the limiting factor of the FOV is the finite size of the
image sensor. Different techniques have been developed for enhancing the FOV of an imaging system,
such as convolution techniques [57], particle encoding [58] and multiplexing of interferograms [59].
Recently, a robust yet simpler technique was developed for extending the FOV of [TCOACH beyond
the limit dictated by the image sensor area [60].

The optical configuration of the -<COACH with extended FOV is shown in Figure 13. In this
technique, the GSA is directed to generate on the sensor plane an intensity pattern with the size three
times larger than the area of the image sensor. The pinhole is shifted to pre-calculated lateral locations
in the same axial plane, such that the different sections of the intensity pattern are projected on the
image sensor and recorded. The recorded parts of the intensity pattern are stitched into a larger
intensity pattern in the computer. The same process of recording and stitching is repeated using
a second CPM. Unlike the methods in [57-59], the FOV extension procedure in I-COACH is done
only once during the recording of the point holograms, with a relatively longer training, following by
a stitching procedure in the computer. Once the synthetic PSH library is created, the recording of the
object holograms is as simple as a regular L[COACH system.

I-COACH is a linear space-invariant system. Thus, the response on the camera plane for a 2D
object is a collection of independent point objects expressed as }; a1 (7o — Mr7;), where I is the
response for a delta-function in the input, My is the transverse magnification given by Mt = z;,/z, zs is
the distance between the object and lens L, and 4; is a constant. The bipolar PSH is Hpgpy = I1-I, and
the bipolar object hologram can be expressed as,

HOB] = ZIZ] [Il (70 — MTfj) —I (70 — MTfj)} = ZajHPSH(?O — MTfj) (10)
] ]
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where I, is the impulse response with the second independent CPM. The image of the object inside the
FOV is reconstructed as

P(rr) = [ TajHpsp (Fo — Mr7;) Hpgpy (Fo — Tr)dFo
j

gt {Z_a]-|%{Hp5H}| exp (ip — i2TM7F; - ) exp(i(p)} (11)
]

_ §ajA(?R — Mr7)) ~ o(%)

For a transverse magnification of Mt and sensor area of D x D, the size of FOV is S x S, where
S = D/Mry. To extend the FOV by a factor of 3, the pinhole is shifted to nine locations resulting of shifts
of Hpspy, and thus different areas of Hpsyy are overlapped with the image sensor. The corresponding
sections of the intensity patterns are detected separately, each time for the input 6(x; — Sk, ys — SI),
where kI = —1,0,1, and the nine intensities are stitched. Besides, the central object point, the remaining
8 pinholes are outside the FOV of the imaging system. The recorded part of the intensity pattern can
be expressed as 1 (x, — Dk, y, — DI)Rect[(xo, /o) / D]. The stitched intensity pattern is given by,

101
Ii(x0,y0) = Y, Y. Ii(xo — Dk,y, — DI)Rect {%} % 0(x, — Dk,y, — DI) (12)
k=—11=-1

The process is repeated using the second CPM and the final bipolar PSH is Hpsy = I; — I5.
An object located outside the FOV of the system, around the point (kS,IS), can be expressed as
Zj aj(S(xs —xj+ kS,ys — yj+ lS), for k1 = —1,0,1 [but (kI # (0,0))]. The bipolar out-of-FOV object
hologram, obtained by subtraction of the two intensity patterns, is given by

_ Xo,
HOB](xD,yG) = ZHPSH (x,, — MTX]' — Dk,yo — MTy] — Dl)Rect {%} (13)
i

The object is reconstructed by a cross-correlation between the phase-only filtered synthetic H;?s y and
the HOB] as

P(Fr) = [ T Hpsh (¥o — Mr3; — Dk,yo — Mry; — DI)Rect | 0542)
. ; (14)
XH;?SH(xo — XR,Yo — yR)tﬁo = ZajA(?R — MT7]' — Dﬁ) ~ O(A%r — Dﬁ)
]

where 7 = (k,1). The reconstruction is achieved because there is a high correlation between the
synthetic Hpspy and Hopy at (xg,yr) = (Dk, DI).

The experiment was carried out using a pinhole with a diameter of 80 um. The pinhole was shifted
to 8 positions outside the FOV, and the intensity patterns were recorded followed by the stitching
procedure. The experiment was repeated for an object made up of three transparent digits ‘6”, ‘0" and
1" from two optical channels. In channel-1, the object ‘0" was mounted on the optical axis to be within
the FOV of the imaging system, whereas in channel-2, the objects ‘1" and ‘6" are mounted outside the
FOV of the imaging system. The images of the bipolar stitched PSH and zero-padded object holograms
are shown in Figure 14a,b, respectively.

Even though the optical configuration used for the FOV extension technique involves a diffractive
lens to satisfy the GSA condition between the SLM and sensor plane, there is additional background
noise due to the zero padding of the object hologram. To reduce the background noise, the averaging
technique was implemented with 20 samples. The reconstruction results using only the central part of
the PSH and synthetic PSH for the entire objects are shown in Figure 15a,b, respectively.
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Figure 13. Optical configuration of I-COACH for FOV extension. CPM—Coded phase mask; Ly,
Ly—Refractive lenses; P—Polarizer; SLM—Spatial light modulator; QPM—Quadratic phase mask.
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Figure 14. Image of the (a) stitched PSH and (b) zero padded object hologram.

Figure 15. Reconstruction results using (a) regular PSH and (b) synthetic PSH.

The FOV extension technique is demonstrated in I-COACH system with an extension factor of 3.
However, with a longer training process, the FOV can be extended theoretically without limit. While
the FOV extension technique is demonstrated on a coded aperture holography system, the technique
can be easily adapted to other imaging systems by creating a synthetic point spread function and by
stitching the individual responses corresponding to different lateral locations of the pinhole.

2.1.5. Partial Aperture Imaging System

Partial aperture imaging is a technique to image objects through a part of the aperture area with as
close as possible resolution capabilities of the full aperture. In this section, the partial aperture imaging
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capabilities of -COACH is summarized and compared with equivalent direct imaging systems. The
I-COACH systems with partial apertures are denoted as partial aperture imaging systems (PAISs) [61].
In order to retain the resolution of the full aperture, annular apertures are considered. In the design of
PAIS, an annular CPM is first synthesized using the GSA. As shown in Figure 16, the constraint on the
camera plane is a uniform magnitude over a limited desired area, and the constraint on the CPM plane
is a pure annular phase distribution and a zero transparency outside the ring. The obtained CPM is
multiplied by an annular diffractive lens (DL) to satisfy the Fourier transform relation between the
SLM and the camera planes. As shown in Figure 17, additional phase functions containing quadratic
and linear phases are introduced in the aperture plane to deflect and concentrate the light incident
outside the annular region away from the image sensor. The scheme of the laboratory imaging system
is shown in Figure 18. The hologram recording and reconstruction are similar to those of a regular
[-COACH. The light emitted from an object is collected and collimated using lens L,. The collimated
beam is modulated by the annular CPM and Fourier transformed on the sensor plane by the annular
DL. The light incident outside the CPM is deflected away from the sensor by the diffractive elements.
Like any COACH system, also in PAIS, a training stage is necessary to record the PSH library.

An experiment demonstrating PAIS was carried out [61] by a single optical channel to image an
NBS object with 14 [p/mm. Three intensity patterns were recorded using three different annular CPMs
synthesized from three different initial random phase profiles and composed into a complex hologram
using phase shifts 61 2 3 = 0, 271/3 and 47t/3. PAIS was trained using a pinhole with a diameter of 25 pm
with the same three CPMs. Direct imaging was compared against PAIS results using only the annular
diffractive lens. The recorded intensity patterns for the point object, object, reconstructions and direct
imaging results for different thicknesses (160, 80 and 40 um of the annular CPMs corresponding to
different partial aperture ratios 0.06, 0.03 and 0.014) are shown in Figure 19.

M

Sensor
plane

Fourier
transform

Inverse
Fourier
transform

Figure 16. Modified GSA for the synthesis of an annular CPM to render a uniform magnitude over a

limited area on the sensor plane.
‘ N
\ '| I’ = .)) )
)
— -

Quadratic phase Linear phase DOE
function function

Annular - 2
QPM

Figure 17. Design of the aperture function for deflecting the light incident outside the annular CPM
away from the image sensor; DOE—Diffractive optical element.
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Figure 18. Optical configuration of PAIS. CPM—Coded phase mask; L;, L,—Refractive lenses;
P—Polarizer; SLM—Spatial light modulator; Blue arrows indicate polarization orientations.
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Figure 19. (aj-ag), (b1-bg) and (c1—c6) Intensity patterns recorded for the pinhole and the object using
three different CPMs, (d1—de) magnitude and (e1—eg) phase of the complex holograms of the respective
pinhole and the object, (f{—f) their corresponding reconstructions and direct imaging for ring widths
of 40, 80 and 160 um and (g;-g3) show the right top corner of the phase masks with ring widths 40, 80
and 160 um, respectively.

The experiment was repeated for two plane objects made of two NBS targets 14 Ip/mm and
16 Ip/mm separated by 1 cm. The averaged reconstruction results of PAIS with 17 CPM sets were
compared with that of direct imaging for annular CPM widths of 40, 80 and 160 um, respectively, as
shown in Figure 20. PAIS has demonstrated better performances compared to direct imaging, and the
images could be perceived even with an aperture ratio of only 1.4%, whereas direct imaging fails to
provide an image with an aperture ratio of 6%.

Ringwidth 40pm 80 pum 160 pm 40pm 80pum 160 pm

I-COACH Direct
(z=0) imaging
(z=0)
I-COACH Direct
z=1 cm) imaging
(z=1cm)

Figure 20. PAIS reconstruction results and direct imaging results for two z planes with ring widths of
40, 80 and 160 um.
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In the current PAIS setup, a minimum aperture ratio of 1.4%, which corresponds to ring width of
5 pixels on the SLM, was studied. The performances of PAIS are better than those of direct imaging.
We believe that the proposed PAIS technology might be useful for future optical telescopic systems
and for synthetic aperture imaging with short scanning tracks.

3. System Applications

In this section, the various applications utilizing the special characteristics of the COACH
techniques are discussed. Due to a limited space of this review, we confine the discussion only
to the applications of 3D imaging, super-resolution imaging, and imaging through scatterers.

3.1. D Imaging

One of the foremost characteristics related to the term holography is 3D imaging. The 3D imaging
capability of holography has been the main feature, which has made the area of research attractive
at the time of its invention. In general, many types of holograms contain 3D information of the
observed object such that 3D image can be reconstructed from these holograms. The entire holograms
presented in the previous section have 3D imaging capabilities. COACH-based methods have the
same axial resolution as direct imaging, but the use of incoherent interferometers makes these methods
less attractive. Therefore, the newly introduced incoherent digital holography techniques without
two-wave interference, namely, -COACH, seem the best candidates for 3D imaging. In this section,
the imaging by I-COACH of real 3D objects distributed on multiple transverse planes is discussed.

D Imaging with -COACH

As mentioned in Section 2.1.2, -=COACH is capable of recording 3D objects and reconstructing
the 3D image, without two-wave interference. In this subsection, we describe the experiment carried
out in [54] as a typical example of 3D holographic imaging by I-COACH. The experimental -COACH
setup for imaging 3D reflective objects is shown in Figure 21. In channel-1, a pinhole with a diameter
of 25 pm was used. The light emitted from the object passes through a beam splitter BS; and is
collimated by a lens L, with a focal length of fo = 20 cm. The collimated light is polarized by P; along
the active axis of the SLM and modulated by the CPM displayed on the SLM mounted at 20 cm from
the lens L,. The intensity patterns are recorded by a digital camera mounted at Z; = 40 cm from
the SLM. In channel-1, the pinhole is shifted to various axial locations and a PSH library is created.
In channel-2, an object is critically illuminated by an illumination system using the same beam splitter
BS;. Three different objects, namely, a LED, two one-cent coins, and stapler pins were selected for the
study. Three intensity patterns were recorded for each object and averaged with 20 such sets of CPMs.
Cross-correlations of the synthesized complex holograms with the PSH library extracted the different
planes of the objects. In this case, we did not use the phase-only filtering in order to reconstruct the
above objects with greyscale intensity values. The reconstruction results of I-COACH for the three
objects after averaging are compared with direct imaging as shown in Figure 22a—c, respectively. The
reconstruction results of -COACH reveal that the performance of averaged I-COACH is close to that
of direct imaging.

3.2. Super-resolution Imaging by Coded FINCH Technique

The image resolution of a general optical system is governed by two parameters, namely,
wavelength and the NA [62]. Improving the resolution using shorter wavelengths is not always
feasible or practical. A more practical way to improve the image resolution is to increase the NA.
Increasing the NA requires increasing the diameter of the system aperture or alternatively using special
techniques to enhance the resolution without changing aperture diameter. In the following, the lateral
resolution enhancement of COACH is discussed.
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Figure 21. Experimental setup of I-COACH for recording 3D objects. BS; and BS,—Beam
splitters; BPF—Band pass filter; SLM—Spatial light modulator; Ljs and Ljg—identical refractive
lenses; CPM—Coded phase mask; LED1 and LED2—identical Light emitting diodes; Py—Polarizer;
@ —Polarization direction perpendicular to the plane of the page.
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Figure 22. 3D imaging reconstruction results of I-COACH (a) Two one-cent coins, (b) LED and
(c) Stapler pins.

The following technique of resolution enhancement is based on the idea that a scattering mask
positioned between the observed object and the entrance of an imaging system can increase the
effective NA of the system, and thus can improve the resolution. An early implementation of this
idea was proposed by Charnotskii et al. [63]. A modern version of this technique, with the ability to
control the size of the effective NA, is termed coded FINCH (C-FINCH) and is actually a combination
between COACH and FINCH [64]. C-FINCH was designed in order to improve the lateral resolution
beyond the inherent limit of FINCH. Moreover, C-FINCH was planned in order to maintain any of
the basic advantages of both COACH and FINCH, such as motionless, compactness and the use of
a single optical channel.

The optical configuration of the proposed C-FINCH system is shown in Figure 23 [64]. A laser
light emitted from a point object is incident on SLM; on which a CPM is displayed. The scattering
degree of the CPM is calibrated by the GSA. When as much of the area of the CPM spectrum is
constrained to be wider, the scattering degree becomes higher [64]. The scattering degree is defined as
0 = B/Bjuax, where B and By, are the constrained area and maximal area in the spectral domain of the
GSA, respectively.

The scattering mask displayed on the SLM; scatters the incident light and acquires the high
spatial frequencies discarded by the system without the CPM, due to the limited NA. The scattered
light is collected by lens L; and directed into the dual lens FINCH setup. Polarizers P; and P, are used

35



Appl. Sci. 2019, 9, 605

for the polarization multiplexing scheme in FINCH [27]. A refractive lens L, with a focal length of
fo after the SLMj is used for implementing the dual lens FINCH [31]. DL with a focal length of f; is
displayed on SLM,. As a result of the CPM on SLM;, the two interfering waves are distorted due to
the scattering characteristic of the CPM. The two chaotic waves propagate to the image sensor located
at a distance of zj, from the SLM; and create an interference pattern recorded by the sensor. The bias
and twin image terms are removed using the phase shifting procedure as in ordinary FINCH [23].
The three recorded raw holograms for 6153 = 0°, 120° and 240° are superposed to obtain a complex
hologram. The magnitude of the PSH recorded using a pinhole with a diameter of 5 pum, for different
values of the scattering degree o, is shown in Figure 24.

Two
interfering
waves

Incoherent
source

Image
sensor

—>

S h

Figure 23. Optical configuration of C-FINCH with a scattering mask. CPM—Coded phase mask;
Lo,1,—Refractive lenses; P1 ,—Polarizers; SLM—Spatial light modulator; 6,,—is the maximal angle
diffracted from the object acquired by the system; Blue arrows indicate polarization orientations.
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Figure 24. The magnitude of the PSH for different values of the scattering degree o.

The relation between the sensor plane and SLM; (CPM) can be approximated to a Fourier relation
with a scaling factor of Adyz,/f,, where A is the central wavelength of the illumination [64]. If SLM;
is illuminated by a beam with a diameter of D, the resolution limit in the sensor plane is given as
AM1z,/(Dfo) = MtA/(25in,,), where 6, is the maximal angle between the optical axis and the marginal
ray originated from the center of the object, scattered into the system and recorded by the camera. The
resolution limit on the object plane is A/(2sin6,,), and the angle 6, is given by [64],

sinf,, = (15)

Ao w
2fm(fo —dp) + %
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where A is the pixel size of the CPM, w is the diameter of the input aperture of the FINCH system.
Since sinf,, is directly dependent on the scattering degree o, the scattering mask indeed extends the
effective NA of the C-FINCH from the initial value w/2f( of FINCH. Therefore, the scattering mask
has expanded the effective NA and improved the resolution of the imaging system.

While the scattering mask improves the lateral resolution, there is a loss of FOV in the object
plane. The FOV in the object plane in the absence of the CPM is Vj x Vj. On the image sensor, the
magnification factor projects the FOV to Mt(V x V). In Figure 24, it is seen that with an increase in
the scattering degree o, the area of the interference pattern on the hologram plane increases resulting
in a decrease of the FOV. The area of the intensity distribution on the camera is about Dy x Dy,
where D; = Adq0z;,/(f,A). Therefore, the FOV of C-FINCH at the object plane is V. x V., where
Ve = Vo — Adyozy, / (fol - MT) = Vo — Adyo/A. Therefore, with an increase in the scattering degree,
the lateral resolution is improved while the FOV decreases.

After recording the PSH, the experiment was repeated for a USAF target located at the same
axial location as the pinhole and the object holograms were recorded. The image of the target is
reconstructed by cross-correlating the object and the point object holograms. The improved resolution
of the reconstructed images for different values of the scattering degree o is shown in Figures 25 and 26.
The loss of FOV with an increase in the scattering degree o is also clearly shown in Figures 25 and 26.

Figure 25. (a) Direct imaging result, (b) reconstruction result of FINCH and (c-i) C-FINCH
reconstruction results for different values of the scattering degree o.

Figure 26. Reconstruction results of C-FINCH for different values of the scattering degree o.

In conclusion, the techniques of COACH and FINCH can be combined such that the lateral
resolution of FINCH is controllably enhanced. A side effect of the resolution enhancement is some loss
of the FOV.

3.3. Imaging through Scatterers

Imaging through scatterers is often considered a challenging task [65-68] and it is necessary to
find new techniques for imaging through scatterers. In this section, the COACH principles are applied
for imaging through scatterers on one hand and on the other hand, we show how scatterers can be
used for 3D imaging.

Recently, several techniques of imaging through scatterers using incoherent light have been
proposed [65-68]. Based on I-COACH, we have recently proposed an interferenceless incoherent
digital holography technique for imaging objects through a thin scattering medium [69]. The optical
configuration of the proposed technique is shown in Figure 27.

An incoherent source illuminates a point object and the light emitted from the point object is
scattered by the scattering sheet. The scattered light is collected by a lens L, with a focal length f =
(1/zs+1/2,)~! and is focused on the image sensor. In the absence of the scattering sheet, the optical
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configuration becomes a single lens imaging system. The recorded intensity pattern for the point object
is termed as the point spread hologram Ipsy given as,

Ipsu (7o) = C‘v L\izh]%[L@f) eXp(id),)] ‘2 )
1

2
= C‘v b—zh]%[exp(id%)}’ * 5(?0 — %75)
where C is a constant, 7y = (xg, /o) is the transverse location vector on the sensor plane, and ®; is the

chaotic phase profile of the scatterer. A library of PSHs is recorded at various axial locations. An object
is placed at the same axial location and the corresponding recorded intensity pattern is given by

_ oz,
Iosy (7o) = ) ajlpsu (VO - thV]) (17)
: S

]

where each 4; is a positive real constant. The Fourier transform of Iogy is given by
IIOB] = %{O * IPSH} = O, . |I’p5H| exp(iarg{l'pSH}) (18)

where, I'op Js O’ and I’ pgy are 2D Fourier transforms of Iop 7,O and Ipsy, respectively. The object
image IpyG is reconstructed by cross-correlating Iop; with the filtered version of Ipsy, as follows

Imc(Fr) =S {I'opy |I'psy|” exp(—iarg{I'psy })}
= Z”]‘A<7R — %’:ﬂ) ~~ 0(&;) 19)
j

where 7r = (xg,yr) is the transverse location vector on the reconstruction planeand y (-1 < v <1)
is chosen to maximize the SNR. The SNR can be improved by using two or three intensity recordings
as shown in the case of -COACH techniques [54,64].

The experiment was carried out using a pinhole with a diameter of ~100 pm and USAF
objects (element 6 of group 2 and numeric digit 6 of group 2). The reconstructing filter was
given as |I'psy|” exp(—jarg{I'psy}) where the optimal v for the tested object was v = —0.3.
The intensity patterns for the pinhole and object, the image of the filter magnitude for v = —0.3
and the reconstruction of a single camera shot are shown in Figure 28a-d, respectively. The spacing
between the two USAF objects was modified to 3 mm and the experiment was repeated for this case.
The Ipp; was recorded again and reconstructed using the Ipsp recorded at the two planes of the object.
The reconstruction results using the two Ipgys are shown in Figure 29a,b, respectively.
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L, L N L
Incoherent

Image
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source

Figure 27. Optical configuration for imaging through a scatterer [69].
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Figure 28. Intensity patterns of (a) Ipsr, (b) Iopj, (c) image of the filter magnitude with 7 = —0.3, and
(d) single shot reconstruction of an object.

Figure 29. Reconstruction results of the two planes of the object (a) at z = 0 and (b) separated by 3 mm.

The SNR of the reconstructed images can be improved by recording multiple intensity patterns
using different scatterers and averaging over the entire reconstructions as in the case of COACH
systems [52]. Alternatively, improvement of the SNR can be achieved using a nonlinear correlator
in which both spectral amplitudes of Ipp; and of Ipsy are raised to a power of two independent
parameters, which are optimized for maximum SNR [70,71].

The I-COACH techniques are simple and useful for imaging through scatterers. However, the
need for recording the point spread hologram makes this technique invasive for seeing through
biomedical tissues. In another way, this technique can be used to convert any 2D imager into a 3D
imager by attaching a scatterer to the lens. Once the system is calibrated by the recording of the
point spread holograms for some longitudinal range, a 3D image of the object can be reconstructed by
cross-correlation with the PSH library.

4. Discussion and Conclusions

Several different configurations of the COACH recorder have been reviewed herein. Initially, the
concept of COACH was suggested as a different 3D incoherent holographic technique with better
axial resolution than FINCH. However, along the development of these family of systems, several new
advantages have been revealed which might justify using COACH and especially I-COACH even as
a 2D imaging system.

One unique advantage of -=COACH concept implemented by PAIS technique is the ability to
image through an annular aperture of diameter D with the similar resolution of a full-disc aperture of
the same diameter D. To the best of our knowledge, [61] is the first study which shows that an annular
aperture can image general targets without substantial reduction of the image resolution. Annular
aperture imaging is a new technology to image objects through part of the aperture area with as close
as possible resolution capabilities of the full aperture. By using this new imaging method, the area of
the optical aperture can be reduced by at least two orders of magnitude without a substantial reduction
of the imaging resolution, as long as the reduced aperture is in a shape of a ring along the border of
the original aperture. This statement has practical and theoretical importance. In the practical aspect,
the method proposed in [61,72] offers much more efficient imaging in the sense of weight and aperture
utilization. In the theoretical aspect, it was demonstrated that reducing the aperture by two orders of
magnitude still enables us to transfer the same amount of information transmitted by the original clear
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aperture. PAIS with annular aperture can be adapted for implementation in biomedical optical devices
as well as in space-based and ground-based telescopes. The preliminary results shown in [61,72] using
a laboratory model are highly promising and might be a significant contribution to the field of imaging.

Another breakthrough in the applications of COACH and I-COACH is the resolution
enhancement [64,73]. We have proposed and demonstrated a new technique in which a superresolution
can be achieved by inserting a scattering mask between the object and the imaging lens [64].
The technique does not require any change of illumination, optical configuration, and in the case of
non-linear I-COACH [70,73] does not need more than a single camera shot. Moreover, the method
is a non-scanning and motionless technique. In principle, this technique can be implemented in
almost any imaging system by inserting the scattering mask between the object and the entrance
pupil. The penalty paid for the resolution enhancement is an additional one-time calibration stage
and a longer time reconstruction process to obtain a high SNR. The proposed technique is not limited
to only a single lens optical system but can be used in any imaging system such as microscopes,
telescopes, and any diffraction limited imaging system. Practically, in microscopes with a working
distance of a millimeter or less, it is impossible to introduce SLM between the specimen and the
objective, certainly not a reflection SLM as described in this review. However, we believe that a thin
constant diffuser might be effective to enhance the resolution of any existing microscope.
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Abstract: The quality of reconstructed images in relation to the bit depth of holograms formed
by wavelength-selective phase-shifting digital holography was investigated. Wavelength-selective
phase-shifting digital holography is a technique to obtain multiwavelength three-dimensional (3D)
images with a full space-bandwidth product of an image sensor from wavelength-multiplexed
phase-shifted holograms and has been proposed since 2013. The bit resolution required to obtain
a multiwavelength holographic image was quantitatively and experimentally evaluated, and the
relationship between wavelength resolution and dynamic range of an image sensor was numerically
simulated. The results indicate that two-bit resolution per wavelength is required to conduct color
3D imaging.

Keywords: three-dimensional imaging; digital holography; multiwavelength digital holography;
color holography; phase-shifting interferometry; phase-shifting digital holography

1. Introduction

Holography [1,2] is a technique utilizing interference of light to record a complex amplitude
distribution of an object wave. The recorded information is called a “hologram”. A three-dimensional
(8D) image is reconstructed from the hologram by utilizing the diffraction of light. Holography can
be used to record and reconstruct a 3D image of an object or a phase distribution of a wave without
having to use multiple cameras or an array of lenses. Furthermore, 3D motion-picture images of
any ultrafast physical phenomenon (such as light pulse propagation in 3D space) can be recorded
and reconstructed with a single-shot exposure [3,4]. Digital holography (DH) [5-9] is used to record
a digital hologram that contains an object wave and reconstructs both the 3D and quantitative phase
images of an object by using a computer. DH can potentially be applied to the fields of not only
ultrafast optical 3D imaging [10] but also microscopy [6,11,12], particles and flow measurements [13],
quantitative phase imaging [14], lensless 3D imaging with incoherent light [15], multidimensional
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bio-imaging [16], multiwavelength 3D imaging [17], depth-resolved 3D imaging [18], simultaneous
recording of multiple 3D images [19], and encryption [20].

Since a full space-bandwidth product of an image sensor is available, phase-shifting DH [21-23]
is one way to capture an object wave. Using phase-shifting DH with multiple wavelengths,
which is termed color/multiwavelength phase-shifting DH, 3D surface-shape measurements with
multiwavelength phase unwrapping [24] and lensless color 3D image sensing [25,26] have been
reported. DH using red-, green-, and blue-wavelengths is usually called “RGB digital holography”,
“three-wavelength DH”, and “multiwavelength DH”. In this paper, we call DH with multiple
wavelengths “two/three-wavelength DH” or “multiwavelength DH” because DH using two-green-
and one-blue-wavelengths was simulated. In regard to multiwavelength phase-shifting DH, two types
of representative implementations have been reported: temporal division [24] and space-division
multiplexing [25,26] of multiple wavelengths. In the case of temporal division, wavelength information
is sequentially recorded by changing the wavelengths of light to form a hologram. Mechanical shutters
or operations to turn the light sources on and off are required for selecting the recorded wavelength.
Three phase-shifted holograms are required at a wavelength [27] and nine holograms are needed
for three-wavelength DH. Therefore, temporal division requires much time for multiwavelength
3D imaging. In the case of space-division multiplexing, red-, green-, and blue-wavelengths are
simultaneously recorded by using a color image sensor with a Bayer color-filter array. Three exposures
are required to obtain a multicolor holographic image. However, both recordable wavelength
bandwidth and space-bandwidth product are determined by the array and therefore spatial
information and wavelength selectivity is partially sacrificed. In the case of space-division multiplexing,
crosstalk between multiwavelength object waves occurs when the wavelength selectivity of the array
is insufficient [28]. The field of view (FOV) and spatial resolution of the DH system are decreased
by the array due to the sacrifice of the space-bandwidth product of a hologram at each wavelength.
The FOV is decreased by 75% compared to phase-shifting DH with a single wavelength.

In the case of color/multiwavelength digital holography, not only temporal-division [24] and
space-division multiplexing [25,26], which are generally adopted for multiwavelength imaging in
an imaging system, but also spatial division [27-29], temporal frequency-division multiplexing [30-33],
and spatial frequency-division multiplexing [34-36] can be merged to record multiple wavelengths.
In the case of general imaging systems, wavelength information is temporally or spatially separated.
Spatial division is being actively researched because neither temporal nor spatial resolutions
are sacrificed. However, in the case of space division, alignment of multiple image sensors is
a problem. Numerical correction is reported to solve this problem effectively [29]. On the other
hand, holographic multiplexing makes it possible to record multiwavelength/color information by
using a monochrome image sensor and to reconstruct it from wavelength-multiplexed image(s).
In the 1960s, Lohmann presented the concept of recording a multidimensional image by holographic
multiplexing [37], which is based on spatial frequency-division multiplexing [34-36]. This multiplexing
enables single-shot multidimensional holographic sensing and imaging; however, it sacrifices the
spatial bandwidth available for recording each object wave at each wavelength as the number of
wavelengths is increased. As another means of holographic multiplexing, temporal frequency-division
multiplexing has been researched, and it provides a wide spatial bandwidth regardless of the number
of wavelengths [29-31]. As for temporal frequency-division multiplexing technique, Fourier and
inverse Fourier transforms are calculated for each pixel to separate wavelength information. To obtain
a color 3D image, however, many wavelength-multiplexed images and an image sensor with a high
frame rate are needed.

Since 2013, we have been proposing an interferometric technique which selectively extracts
wavelength information by using wavelength-multiplexed phase-shifted interferograms to measure
multiwavelength object waves without using a color-filter array [9,38-43]. As for the proposed
interferometry, multiwavelength information is multiplexed both on the space and in the spatial-frequency
domain, and it is then separated in the polar coordinate plane by using wavelength-dependent phase shifts.
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Hereafter, multiwavelength DH based on the proposed interferometry is termed wavelength-selective
phase-shifting DH (WSPS-DH). Applying the WSPS-DH provides a full space-bandwidth product of
an image sensor at each wavelength regardless of the number of wavelengths measured. Moreover,
operations to change the wavelengths of light to form a hologram are not required. When the number
of wavelengths is N, only 2N+1 wavelength-multiplexed images are required for multiwavelength
3D image sensing [9,38-40], while 3N holograms are recorded in the temporal division. Recordable
wavelength bandwidth is determined by the spectral sensitivity of the monochrome image sensor.
Therefore, both wavelength and spatial bandwidth of the WSPS-DH are greater than those of the
space-division multiplexing with a color image sensor. After the initially reported WSPS-interferometry
was reported, WSPS-DH utilizing 2N wavelength-multiplexed images was proposed [41]. In the
primitive scheme [38-41], phase ambiguity of 27t was utilized to selectively extract multiwavelength
object waves, and then a technique employing arbitrary phase shifts for rigorously retrieving
object waves at multiple wavelengths by using 2N+1 holograms was proposed [9,42,43]. Although
Doppler phase-shifting color DH [31,32] has also been proposed as another holographic multiplexing
technique with a full space-bandwidth product, it requires the recording of a large number of
images. WSPH-DH requires only 2N holograms at least [41] by employing two-step phase-shifting
interferometry [44-49], while 512 holograms are required for Doppler three-wavelength phase-shifting
DH [32]. Therefore, WSPH-DH accelerates measurement speed by more than 80 times when recording
three wavelengths [39,41]. The proposed DH has the potential to obtain a multiwavelength holographic
3D image with a small number of recordings without any color absorption. It thus enables multimodal
cell imaging with low light intensity when applied to biological microscopy. Moreover, in principle,
it alleviates light damage to living cells during multidimensional holographic imaging.

However, it is necessary to consider the influence of bit depth of the recorded holograms on
the quality of the reconstructed image. This is because the proposed DH multiplexes holograms at
multiple wavelengths on a monochrome image sensor, and available bit depth per wavelength is
sacrificed. Furthermore, in the case of the proposed DH, it is worth evaluating whether the dynamic
range of holograms is related to wavelength resolution because wavelength information is selectively
extracted by using the wavelength dependency of the intensity changes induced by the phase shifts
of holograms.

In this paper, we investigate image quality in relation to the dynamic range of holograms formed
by wavelength-selective phase-shifting DH. Image quality and wavelength resolution in relation to
dynamic range are analyzed with numerically and experimentally obtained holograms.

2. Wavelength-Selective Phase-Shifting Digital Holography (WSPS-DH)

A schematic of WSPS-DH is shown in Figure 1. WSPS-DH is enabled by the wavelength
dependency of the intensity change induced by wavelength-dependent phase shifts of interference
light. By introducing wavelength-dependent phase shifts to interference light, wavelength information
is separated in the polar coordinate plane. A phase shifter such as a mirror with a piezo actuator,
a liquid crystal, a birefringent material, a spatial light modulator, an acousto-optic modulator,
or an electro-optic modulator is used to generate the phase shifts. When multiwavelength information
is recorded, light at wavelengths are not absorbed by a filter, and wavelength-multiplexed phase-shifted
holograms are sequentially obtained by changing the phases of interference fringes. Object waves
at multiple wavelengths are separately obtained from the recorded wavelength-multiplexed images
when phase-shifting interferometry selectively extracts wavelength information [9,38-43]. Diffraction
integrals are applied to the extracted object waves, and a multiwavelength holographic 3D image is then
reconstructed. Since no light at wavelengths are absorbed by a filter, WSPS-DH is expected to achieve
high light-use efficiency. When the WSPS technique is compared to temporal frequency-division
multiplexing, the number of recordings can be reduced, and measurement speed can be increased.

Up to now, 27t ambiguity of phase [38-41] or arbitrary symmetric phase shifts [9,42,43] are utilized
to extract each object wave rigorously by solving systems of equations. Combining 27t phase ambiguity
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and arbitrary symmetric phase shifts enables a multiwavelength holographic 3D imaging with only
2N wavelength-multiplexed holograms and in total less than 1000 nm of movement of a mirror with
a piezo actuator [50,51].
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Figure 1. Schematic of wavelength-selective phase-shifting DH (WSPS-DH).

3. Image Quality in Relation to Bit Depth of Wavelength-Multiplexed Holograms

3.1. Experimenal Results

The quality of the reconstructed image in relation to bit depth of wavelength-multiplexed
holograms was investigated by using experimentally obtained holograms [40]. The constructed
optical system, the method of generating phase shifts, phase shift #, and the specification of the
lasers used are described in Reference [40]. Two lasers with oscillation wavelengths of 640 nm and
473 nm, respectively, were set to record five two-wavelength-multiplexed holograms. A monochrome
complementary metal-oxide semiconductor (CMOS) image sensor was used to record the holograms.
The sensor has 12 bits, 2592 x 1944 pixels, and a pixel pitch of 2.2 um. Two overhead projector
(OHP) transparency sheets were set as a color 3D object. The logo of the International Year of Light
and the characters “2015” were drawn on the sheets, and blue- and red-color films were attached to
the logo and characters, respectively. A red “2015” sheet and a blue logo one were set at different
depths. Five wavelength-multiplexed holograms were obtained by utilizing 27t ambiguity of the phase,
and a color 3D image was reconstructed with the algorithm described in Reference [40]. Holograms that
have less than 8-bit resolution were generated from the recorded holograms numerically. Object images
were reconstructed by using compressed holograms in which bit depth was changed from 1 to 7 bits.
Then, the images obtained by holograms without compression were regarded as the true values,
and the cross-correlations coefficient (CC) and root-mean-square error (RMSE) of the reconstructed
images were calculated.
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Color object images obtained from the compressed holograms are shown in Figure 2. The images
were reconstructed by using two-wavelength-multiplexed holograms with resolution of more than
2 bits. As bit resolution was decreased, the reconstructed images degraded gradually. However,
a clear color object image was reconstructed even when the number of bits was 4. Furthermore,
a two-wavelength object image was reconstructed from holograms with 3-bit depth resolution.
To investigate the quality of the reconstructed images quantitatively, CC and RMSE of the intensity
images at respective wavelengths were calculated. Graphs of CC and RMSE are plotted in Figure 3.
Maximum- and minimum-intensity values of the images were set as 255 and 0, respectively. A CC
of nearly 0.8 and a RMSE of 1/10 maximum value were obtained when bit depth was 5. From the
quantitative evaluations and Figure 2, it can be concluded that quite similar images are reconstructed
even when the image sensor had a resolution of less than 8 bits.

(a) (b) (c)

(d) (e) (f)

Figure 2. Experimental results: reconstructed images when bit depths of holograms are compressed to

(@) 2, (b) 3, () 4, (d) 5, (e) 6, and (f) 7 bits.
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Figure 3. Quantitative evaluations of experimental results: (a) cross-correlations coefficient (CC) and
(b) root-mean-square error (RMSE) of the reconstructed amplitude images.
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3.2. Numerical Simulations

To investigate image quality and validate the experimental evaluations, in the case that bit depth
of the image sensor was from 1 bit to 16 bits, image quality of reconstructed images was numerically
simulated for three-wavelength WSPS-DH. A random pattern was set as the phase distribution of the
object wave because scattering object waves were assumed. For color-intensity images, a photographic
image of a flower and grass was prepared. For wavelengths of red-, green-, and blue-color light sources,
640 nm, 532 nm, and 488 nm were assumed. In the simulation, the distance between the object and
image sensor was set to 150 mm, pixel pitch to 2.2 um, and the number of pixels of the image sensor
to 512 x 512. It was assumed that phase shifts were generated by a mirror with a piezo actuator and
the mirror was moved 0 nm, 61 nm, 244 nm, and +£488 nm sequentially. The intensity ratio between
object and reference waves was 1:4 at each wavelength. Resolution of the image sensor was changed
from 1 to 16 bits. Six wavelength-multiplexed phase-shifted holograms were obtained numerically
and three-wavelength object waves were reconstructed by WSPS-DH [50,51]. Reconstructed images in
the numerical simulation are shown in Figure 4. In the same manner as revealed by the experimental
results, as bit resolution was decreased, the reconstructed images degraded gradually. However, a clear
multicolor object image was reconstructed even when the number of bits was 6. As shown in Figure 5,
CCs of the reconstructed amplitude images were more than 0.8 when bit depth of the image sensor
was decreased to 6 bits. Furthermore, although the color of the reconstructed image differed from
that of the object, a three-wavelength object image was reconstructed even when the image sensor
had a 4-bit depth resolution. On the other hand, it was found that RMSE and CC of the reconstructed
phase distribution were worse than those of the amplitude images. For phase measurement and 3D
shape measurement with multiwavelength phase unwrapping, an image sensor with high dynamic
range is required. Using an image sensor with resolution of more than 9 bits will result in performance
of less than RMSE of A/20 [rad] in phase. Analysis for smooth phase distribution is a future work.

(@) (b) (€)

(d) (e) (f)

Figure 4. Numerical results: Reconstructed images when bit depths of holograms are (a) 2, (b) 3, (c) 4,
(d) 5, (e) 6, and (f) 7 bits.
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Figure 5. Quantitative evaluations for numerical results: CC of reconstructed (a) amplitude and
(b) phase images and RMSE of reconstructed (c) amplitude and (d) phase images.

The experimental and numerical results indicate that a resolution of at least 2 bits per wavelength
in each hologram is required to obtain a multiwavelength 3D-object intensity image, and a color 3D
image with a small color shift can be reconstructed when the sensor has more than 2-bit resolution per
wavelength. Measurement error is reduced as bit depth is increased in the same manner as an ordinary
imaging system; however, a faithful object intensity image can be reconstructed in a case of resolution
of much less than 8 bits. The numerical results also show that using a low-bit image sensor causes
a large error in phase measurement; therefore, an image sensor with more than 9 bits is desirable in
the case of 3D shape measurement with phase information at multiple wavelengths.

4. Numerical Analysis of the Wavelength Resolution Against Dynamic Range of Holograms

The relation of wavelength resolution to bit resolution of holograms was numerically investigated.
It was assumed that the optical setup is based on three-wavelength phase-shifting DH using
a monochrome image sensor and a mirror with a piezo actuator under the following conditions.
It was assumed that three-wavelength WSPS-DH with six wavelength-multiplexed holograms [50,51]
was used and the mirror was moved 0 nm, 61 nm, +488 nm, and +732 nm sequentially. A color
image and a rough surface were set as amplitude and phase distributions in 3D space, respectively.
To investigate image quality quantitatively, CC and RMSE of the reconstructed images were calculated.
It was initially assumed that the three wavelengths of light sources were A1 = 640 nm, A, = 532 nm,
and A3 = 488 nm. After that, wavelength A; was set as 607, 589, 561, 556, 552, 546, 540, 534, 533,
or 532.5 nm to investigate wavelength resolution of WSPS-DH. The wavelengths were determined
from commercially available continuous wave (CW) lasers with long coherence lengths. Pixel pitch
was 2.2 um, and the number of pixels was 512 x 512. The wavelength resolution under the three
conditions was investigated: an image sensor having 8-, 12-, and 16-bit resolutions. To investigate
wavelength resolution of WSPS-DH under ideal conditions, no random noise such as incoherent stray
light and dark-current noise was added to holograms.

Reconstructed images obtained by this numerical simulation are shown in Figure 6, and graphs
of calculated RMSE and CC of the amplitude and phase images at A, are plotted in Figure 7. High CC
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means that faithful images were obtained and low RMSE indicates that multiwavelength 3D image
measurement was high precision. The numerical results clarify that high CC was obtained even when
the wavelength difference was less than 10 nm when an 8-bit image sensor was used. However, in the
case an 8-bit image sensor was used, it was difficult to observe an object image clearly when the
wavelength difference was within 2 nm. The difference between phase shifts added at neighboring
wavelengths was small and the wavelength dependency of the intensity change induced by the
wavelength-dependent phase shifts also became small. It is considered that an 8-bit image sensor
could not detect weak wavelength dependency of the intensity change by the quantization. In contrast,
in the cases of using an image sensor with 12- and 16-bit resolutions, object waves were successfully
reconstructed because the image sensor captured weak wavelength dependency of intensity changes
by phase shifts. Animage sensor with 16 bits can record smaller intensity changes; therefore, higher CC
and lower RMSE were obtained. These results indicate that wavelength resolution can be improved
by increasing the bit depth of an image sensor. It is worth noting that this feature is characteristic of
WSPS-DH. Thus, a guideline for selecting an appropriate image sensor was confirmed successfully.

(i) 1) (k) (1)

Figure 6. Numerical results concerning wavelength resolution in relation to the bit depth of an image
sensor. Reconstructed images when (a-d) 8-bit, (e-h) 12-bit, and (i-1) 16-bit image sensors were used.
Wavelength differences are (a,e,i) 0.5 nm, (b,£j) 1 nm, (¢,g k) 2 nm, and (d,h,1) 8 nm.
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Figure 7. Quantitative evaluations of reconstructed images at A,: CC of reconstructed (a) amplitude
and (b) phase images, and RMSE of reconstructed (c) amplitude and (d) phase images.

5. Discussion

The reason for a color shift in the numerical simulation is discussed. In comparison with the
experimental results, the results of the numerical simulation show that the color of the reconstructed
images shifts remarkably when bit depth of wavelength-multiplexed holograms is low. Here, the value
of the wavelength difference is focused on, and A, is set to 561 nm instead of 532 nm to adjust the
wavelength difference for three wavelengths in the numerical simulation described in Section 3.2.
The numerical results when setting the wavelengths to 488, 561, and 640 nm are shown in Figure 8.
The images indicate that at least 2-bit resolution per hologram at a wavelength is required, and a color
3D image with a small color shift by using an image sensor that has more than 2-bit resolution per
wavelength. However, color shift was obviously decreased by increasing the difference of neighboring
wavelengths A, and A3. This trend can be explained by the fact that, as described in Section 2, WSPS-DH
is enabled by the wavelength dependency of the intensity change induced by wavelength-dependent
phase shifts of interference light. When the difference between A, and A3 was small, the effect for
wavelength-dependent intensity change also became small. Selective extraction of object waves at A,
and A3 were difficult as the bit resolution was decreased because the wavelength-dependent intensity
change was small and an image sensor with low bit resolution was not able to detect the change.
As a result, the CC of A; was relatively high and the RMSE was relatively low, so the object-intensity
image at A1 was clearly reconstructed in comparison to those at A, and A3. Quantitative evaluations
shown in Figure 5 supported this finding because the CC was higher and the RMSE was lower at A;.
In contrast, in the simulation shown in Figure 8, the wavelength-dependent intensity change became
large by increasing wavelength-dependent phase shifts, and therefore each of three object waves was
reconstructed from holograms with 4-bit resolution. As a result, the color was improved. From the
experimental results presented in Section 3.1 and the numerical results presented in this section, it is
clear that the color 3D-image sensing can be achieved when using an image sensor with more than
2-bit resolution per wavelength.
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(d) (e) (f)

Figure 8. Numerical results presented in Section 3.2 under the assumption that A, is 561 nm instead
of 532 nm. Reconstructed images when bit depths of holograms are (a) 2, (b) 3, (c) 4, (d) 5, (e) 6,
and (f) 7 bits.

6. Conclusions

The quality of reconstructed images in relation to dynamic range of holograms generated by
WSPS-DH was investigated. Quantitative, experimental, and numerical results clarified the required
bit resolution to obtain a multiwavelength holographic image and the relationship between the
wavelength resolution and dynamic range of an image sensor. Experimental and numerical results
indicate that 2-bit resolution per hologram at a wavelength is required to obtain a multiwavelength
3D-object intensity image at least, and a color 3D image with a smaller color shift can be reconstructed
when the sensor has more than a 2-bit resolution per wavelength. More than 3 bits per wavelength is
sufficient for high-quality multiwavelength 3D imaging. Wavelength resolution can be improved by
increasing bit depth of an image sensor, and this finding is characteristic of WSPS-DH. WSPS-DH will
perform multiwavelength 3D imaging at high speed for low-light-intensity events. Accordingly, it will
contribute to multispectral 3D imaging with high light-use efficiency and high wavelength resolution
by using a monochrome image sensor with high dynamic range (such as an electron multiplying
charge-coupled device (EM-CCD) camera) and an array of photo multipliers.
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Featured Application: The method can be used in such areas as optical wave reconstruction, three
dimensional microscopic imaging, and interference measurement.

Abstract: A convenient and powerful method is proposed and presented to find the unknown phase
shifts in three-step generalized phase-shifting interferometry. A slight-tilt reference of 0.1 degrees is
employed. As a result, the developed theory shows that the unknown phase shifts can be simply
extracted by subtraction operations. Also, from the theory developed, the tilt angle of the tilt
reference can also be calculated, which is important as it allows us to extract the object wave precisely.
Numerical simulations and optical experiments were performed to demonstrate the validity and
efficiency of the proposed method. The proposed slight-tilt reference allows the full and efficient use
of the space-bandwidth product of the limited resolution of digital recording devices as compared
to the situation in standard off-axis holography where typically several degrees for off-axis angle
is employed.

Keywords: generalized phase-shifting interferometry; slightly tilted reference; numerical simulations

1. Introduction

Phase-shifting interferometry (PSI) has been developing for decades and applied to many
fields [1-6]. In the development of PSI techniques, there is a transition from the traditional fixed phase
shifts to random unknown phase shifts [7,8]. In general, the phase shift of the reference beam introduced
into the PSl is typically affected by environmental interference and phase shifter errors [9]. To further
simplify the measurement procedures and avoid the negative effects of the environmental disturbances
and phase shifter errors, Cai et al. have introduced generalized phase-shifting interferometry (GPSI),
where the phase shifts are generally arbitrary, unequal and unknown values, but can be extracted
from several interferograms [10,11]. Yoshikawa et al. later have developed GPSI by using statistical
distribution of the diffracted wave and normalized holograms [12-14]. To achieve further convenience,
non-iterative methods [11,15-18] begin to replace the iterative methods, which always need a long
computation time, and sometimes it is difficult to make the extracted values convergent. However,
complicated equations and tedious operations in these phase shift extraction processes give rise to
some inconvenience in the application of GPSL
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In recent years, interference with a tilt reference [18,19] has been proposed in digital holography
for monitoring purposes. In order to improve the convenience and stability of the phase-shift extracting
algorithm further in three-step PSI, we propose a simpler and more reliable method to extract the
unknown phase shifts with a slightly tilted reference beam during the recording process.

Three-step generalized phase-shifting interferometry (TGPSI) uses three interferograms to extract
phase shifts and retrieve the original object wave. In GPSI research, TGPSI can retrieve the object wave
stably by only three holograms without any additional measurements. In this paper, we propose the
use of a slightly tilted reference so that the extraction of the phase shift can become simpler and more
stable without iteration. We derive the theory behind the proposed method and carry out numerical
simulations as well as optical experiments to verify our idea.

2. Basic Principle

In the TGPSI method, the complex amplitudes of object wave O(x, y) and reference wave R(x, y)
on the recording plane Py can be written as

O(x,y) = Ao(x, y) exp[~ipo(x, y)], 1

R(x,y) = Ayexp[~ip:(x, y)], )

where for brevity, we have assumed A, to be constant. Obviously, in Equation (2) the phase of the tilt
reference plane wave ¢,(x, y) is not a constant but a linear distribution on recording plane Py given by

2
or(x,y) = Tn(x cos Oy + ycos 0y), (3)

where A is the wavelength of the laser and 0, and 0, are the off-axis angles along the x and y directions.
From Equations (1) and (2), the intensities for the three interferograms are described by

I = A2 + A2 4 2A,A, cos(po — ¢y), (@)
I = A2 + A2 4+ 2A,A, cos(po — @ — Apr1), (5)
Iy = A2 + A2 4 2A,A; cos(Qo — o — Ay — Apya), (6)

where A@;q and A@,, are unknown phase shifts that need to be determined. Subtracting Equations (5)
and (6) from Equation (4) respectively, we have

L-1) = 4A0Ar[5i-n((Po —Qr— A(Prl /2) Sin(A(Prl /2)]/ (7)
I3 — I = 4A,A[sin(@o — @r — AP /2 = MA@y /2) sin(A@,1 /2 + Apyn /2)). 8)

From Equations (7) and (8), we derive the following expressions:

: _ 1
Ao Sll’l(({)o —r) = 44, sin(Aprp/2) x

sin(Apr1/2) sin[(Apr +0¢12) /2] , ©)
TS (1 I5) - a8l 2 1, _ )}

Ao cos(po = Pr) = Tt ¥
A2 (1 - Ip) - <Slenthen) 2 g, ) Y
S tapay7y 1= 1 sin(Agy1/2) 112

which are the imaginary and the real parts of the following complex amplitude:

O1(x,y) = Ao expl—i(po — ¢r)] 11)
= Ay [cos(po — @r) — isin(@, — ¢y )]
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Substituting Equations (9) and (10) into (11), we have

4A; sin(Apra/2)
exp(idpr1/2) (I -T ) _ expli(Apr1+A¢r2) /2] (I —I ) : (12)
sin[(Apr1+Agrp) /2] V1T 13 sin(Agr1/2) 1712

Note that from Equation (11), we can see that this complex field is related to the original object
wave O (see Equation (1)) as follows:

O = O exp(—ipy). (13)

In order to extract O, we, therefore, need to know O; and ¢;. Let us first concentrate on finding
O;. According to Equation (12), O; can be found with known intensities I3, I, I3 along with unknown,
to be determined, phase shifts A@;1 and Ag,,.

It is known that the precise extraction of phase shifts A@;; and Ag,; is critical to the reconstruction
of the object wave. In TGPSI, many time-consuming iterative algorithms are used to search for the
actual values of the phase shift. We propose a powerful and reliable method to extract phase-shift values
based on the theory developed so far. To this end, we first analyze the spectrum of the interferograms.
Equations (4)—(6) can be rewritten as

I = A3 + A7 + AoArexp(=igo) exp (igy) + AoAr exp(io) exp(~igpy), (14)
I = A2+ A2 + AyA, exp(—ig,) exp(ipy) exp(iApy, ) (15)
+ AoAr exp(ip,) exp(—ip;) exp(—iAg,q) ’
13 = A% —+ A%
+ ApArexp(—ipo) exp(ipy) exp(ihpn ) exp(iDpra) , (16)

+ ApArexp(ip,) exp(—ip,) exp(—iApn ) exp(—iApr)
in order to obtain phase shifts A@,1 and Ag,y, Fourier transform (FT) operations on Equations (14)-(16)
are needed, and they are

F1(u,0) = Fa(u,0) + A25(u,v) + A,[Fo(u +up, v+ vp) + Fé(—u +up, —v + v,,)], (17)

F(u,v) = Fa(u,v) + A25(u,v) + ArFo(u + 1y, v+ Up) exp(iAp1)

. . , (18)
+ ArFO(—u +up,—v+ vp) exp(—iApn)

F3(u,0) = Fa(u,v) + A25(u,0)
+ ArFo(u + 1y, 0+ 0p) exp(iBpn ) exp(iBpy) , (19)
+HAFL (= + 1y, —0 + vp) exp(=ilpy1 ) exp(—idpr)

where symbol *’

presents the conjugate operation. Fi(u, v), Fo(u, v) and F3(u, v) are the Fourier
transforms of I, I and I3, respectively. The first term F4(u, v) in the right side of Equations (17)-(19) is
the spectrum of the object intensity, distributing in the central part of the spectrum plane. Because
the reference intensities I, is a constant, the second term of the three equations give a 6-function,
showing a bright point at the origin (0, 0) on the spectrum plane. The last two terms in the right side of
Equations (17)—(19) are the shifted spectra of the object wave and its conjugate, where Fo(u + 1y, v +
vp) is the Fourier transform of Apexp(—igp,)exp(ip,) and Fo*(—u + up,—v + vp) is the Fourier transform
of Apexp(iqp,)exp(—ip;). They are confined in two relatively small areas, but the centers are shifted to
points (—uy,, —vp) and (uy, vp) on the spectrum plane due to the tilt reference employed. In some cases
of complicated object wave, points (~uy,, —v,) and (1, vy) may be difficult to locate as they are hidden
within the spectra of Fo(u + up, v + vp) or Fo*(—u + up, —v + v,) due to the slight-tilt reference angle
(fraction of a degree). However, we can perform interference of two plane waves as the spectrum of
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such interference contains 6-functions centered at (0,0), (~up, —vp), and (1, vp), which can be found
easily. After (—up, —vp), and (up, vy) are determined, the spectrum at these points can be used to extract
unknown phase shifts Ap;; and Ag,,, to be explained below. Indeed, if we isolate the spectra at points
(=up, —vp) and (up, vp) in the third term of Equations (17) and (18), we have A,Fo(u +up, v+ vp) and
A,Fo(u +up, v+ vp) exp(iApy ), respectively Ap,q can be extracted by subtracting the argument of the
above two terms and by evaluating at u = —u, and v = -7, to give:

Apy = arg[AFo(0,0) exp(idpp )] — arg[AFo(0,0)]. (20)

Alternatively, we can also use their conjugate terms, i.e., Aer)(—u +upy,—v+ vp) and
A,F*b(—u +up,—v+ vp) exp(—iApy1). However, in this case, we need to evaluate the terms at u = iy
and v = vy to give Ap, = arg[ArF’b(O, O)] —arg[A/F;(0,0) exp(=iAg,1)].

Similarly, we extract A, from the third terms of Equations (18) and (19). Again, we use u = —u,
and v = —vp, and we find

Ay = arg[A;Fo(0,0) exp(idpn ) exp(iApyn)] — [arg[AFo(0,0) exp(idg,)]] (21)

where arg [ . ] in the above equations denotes taking the argument of a complex value in the square
bracket. Equations (20) and (21) use only a simple subtraction operation to extract unknown phase
shifts Ap,1 and A@,, without any iteration. This is the first contribution of using the proposed small-tilt
reference.

Our next goal is to find object wave O. Now with Ag,; and Ag,, already extracted, we can
calculate O; from Equation (12). O and O are related by Equation (13) through ¢, as follows:

2
O = O; exp(ip,) = 04 exp[i%(x sin Oy + ysin Gy)]. (22)
We can calculate off-axis angles 0x and 0, by the following relationships [1]

. Up .
sinOy = A——, sin0y = A

Md, @3

4
N_dyr
where M and N are the total pixel numbers along the horizontal and vertical directions of the hologram.
dy and dy are the corresponding pixel size in the two directions. Note that we have been using
normalized spatial frequencies, u and v. Hence u, and v, are divided by the total length of the
Charge-coupled Device (CCD) linear dimension, Mdy and Md,,. Since 1, and v, have already been
located, we can determine the off-axis angles. Once the angles are found, object wave O is completely
determined from Equation (22), and finally the complex amplitude of the original object can be
calculated by performing backward Fresnel diffraction [1].

The whole process of the proposed new algorithm for finding the unknown phase shifts and
object wave reconstruction can be summarized in the following steps:

Step 1: Set and determine the reference tilt angle before the test object is put in the optical path.
Experimentally, we fix the tilt angle when dozens of fringes appear on the CCD from the interference
of two plane waves. We label I as the intensity pattern of the interference between the two plane
waves. We then put in the object and record Iy, I and I3.

Step 2: Perform FT operations on the fringe pattern from the plane wave interference in Step 1
and search the brightest points on the spectral plane (not the point at the origin of the spectral plane)
and locate the coordinates of the found points as (~up, —vp) or (up,vp). Perform FT operations on Iy, I
and I3 and store the complex values of these two points. In most practical situations, (—u,, —vp) or (up,
vp) can also be found from the spectrum of either one of Iy, I and I3 without the need of two-plane
wave interference.
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Step 3: Calculate phase shift Ap,; and Ag,, by Equations (20) and (21) using the values stored in
step 2.

Step 4: Reconstruct O by Equation (12).

Step 5: Find the tilt angle by Equation (23) from the located coordinates of (~u, —vy) or (up, vp).

Step 6: Find O by using Equation (22).

Step 7: Recover the original object image by backward Fresnel diffraction of O.

3. Computer Simulation and Optical Experiments

3.1. Computer Simulation

We have carried out a series of computer simulations to verify the effectiveness of the proposed
method before any optical experiments. In these simulations, many elliptical surfaces with different
parameters have been used as reflecting target objects. A plane wave of 532 nm illuminates these
surfaces and is then reflected back onto the CCD in the recording setup illustrated in Figure 1.

Ilumination

Wave /Ml
/
o vV /.
R ! >A
! ') / / - o
g =1 »
Z—' / A v
. h M2 Reference Wave
z H
Po .

Figure 1. Simulation setup in phase-shifting digital holography with the tilted reference wave.

In the simulation setup in Figure 1 [20], there were 512 X 512 pixels with 15 um X 15 um size on
the CCD and the recording distance was set as z = 216.5 mm (all the parameters satisfy the sampling
theory to avoid aliasing [1]). With the paraxial approximation of an elliptical wave, we set the phase
distribution on the original object plane Po, which is tangential to the surface at the vertex, as 4mh(x,y)/A,
with h the surface depth determined by radius of curvature R. We used

8x2 yz
h(x, y) = 25_R + ﬁ (24)

Accounting for the possible amplitude variation of an object wave, a Gaussian amplitude intensity
distribution of the object wave in plane Po was introduced, decreasing gradually from the center of
maximum 1 to the edge of minimum 0.7. Two-dimensional Fresnel diffraction makes the complex
amplitude in plane Po give the object wave O(x,y), in the recording plane Py. Three different
interferograms by two reference phase shifts are computer-generated. In this simulation we set two
phase-shift values of 1 and 0.6 rad respectively, and we give only a few results with R = 2000 mm as
example. The reference wave is a plane wave with a slight tilt angle along both the x-axis and the
y-axis.

As for optical experimental procedures, in order to accurately determine the small tilt angle of the
reference light, we introduce a plane wave as the object wave to obtain Iy. We control the tilt angle of
the reference until there are dozens of fringes appearing on the CCD. We then obtain the corresponding
spectrum to find (~up, —vp) and (up, vp).

Fast Fourier Transform (FFT) operations are carried out on the interferograms on the computer.
Figure 2a shows the pattern of Ij and its corresponding spectrum is shown in Figure 2d. The two
delta functions are located at (—u,, —vp) and (up,v,), which have been zoomed in for visual inspection.
Figure 2b shows the pattern of I; and its corresponding spectrum is shown in Figure 2e. Note that the
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zero frequency has been suppressed for display purposes in Figure 2d,e. Figure 2¢,f show the pattern
of I and I3, respectively.

%///

Figure 2. Simulation results: (a) Io; (b) I1; (c) I; (d) spatial spectrum of I; (e) spatial spectrum of I;;
) I5.

By searching the maximum value of the spectrum intensity from the FT of Iy, coordinates (~uy,
—vp) and (1, vp) are found to be (=45, 45) and (45, —45). Substituting u, = 45, v, = 45, A = 0.532 um,
dy =15 pm, dy = 15 um and M = N = 512 into Equation (23), the reference wave angles in the x and
y directions are found to be both approximately 0.18 degrees. After the spectrum coordinates (~u,,
—vp) and (uy, vp) are found, the phase angle of the complex values of the spectra at pixel (—45, 45) or
(45, —45) can be calculated and then the two phase shifts are extracted by subtraction operation using
Equations (20) and (21).

The phase shifts, Ap,; and Ag,y, calculated by our proposed method are 1.0002 rad and 0.6003 rad,
respectively. The two phase shifts with errors of 0.0002 and 0.0003 rad are accurate enough in the
non-iterative GPSI method. These phase shift errors come from the digital resolution on the FT
spectral plane.

Using the three interferograms and the two extracted phase shifts, wavefront Oy is retrieved
through Equation (12) and then corrected by Equation (22) with the tilt angles of about 6, = 0.18
degrees and 0y = 0.18 degrees. Back Fresnel diffraction was carried out to obtain the object on the
object plane.

Figure 3a,b shows the amplitude distributions for the original object wave and the reconstructed
object wave. In the simulation setup, the intensity distribution was designed as a Gaussian function
to simulate an object wave amplitude. That is to say, the object wave recorded has not only phase
distribution but also amplitude variation. Although the amplitude of the original object wave is not
uniform, the proposed method can recover it ideally, because there is almost no difference between
Figure 3a,b. The phase of the original object wave and its reconstructed phase are shown in Figure 3c,d,
respectively. It is difficult for us to find any difference between the two figures.
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Figure 3. Simulation results: (a) intensity of the original object wave; (b) intensity of reconstructed
object wave; (c) original phase distribution; (d) reconstructed phase distribution.

To inspect the phase distribution of the object wave quantitatively, the phase across the center of
the zones are plotted in Figure 4. For comparison, the original phase and the reconstructed phase are
shown in Figure 4a,b, respectively. Obviously Figure 4a,b are almost identical.
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Figure 4. Phase distribution across the center of the zones of the object wave, (a) original phase
distribution and (b) reconstructed phase distribution.

3.2. Optical Experiment

Optical experiments have also been carried out with the optical setup shown in Figure 5 with a
532 nm laser, and the target object is a USAF resolution target. The CCD installed has a recording chip
with a resolution of 1392 by 1040 pixels, and the pixel size is 6.45 X 6.45 um.
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Computer
Pinhole 2

Pinholefilter
collimating system 2 Object
B

/|
7]

Collimator2 <

v

Masking aperture 2

Mirror
Beam
splitter

Figure 5. Three-step generalized phase-shifting interferometry (TGPSI) recording setup with a slight-tilt
reference, where the dotted lines illustrate the tilted reference actually used. A piezoelectric transducer
(PZT) is used as a phase shifter.
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In our experiment, the phase shift is generated by a phase shifter. The results are illustrated in
Figure 6. The three interferograms with unknown phase shifts are shown in Figure 6a-c. Figure 6d is
the spectrum of Figure 6a, where the center part is enlarged and shown in the circle. We have used the
spectrum of I; instead of Ij to locate the coordinates (-, —vp) and (up, vp) and they are found to be
(=34, 0) and (34, 0). The reason is that there are two bright spots in the spectrum already. The enlarged
portion of the spectrum clearly illustrates the two bright spots. Subsequently, the reference slight tilt
angle can be calculated by Equation (23) and the result is about 0, = 0.1 degree in the experiment.
Phase shifts are calculated by using the brightest point at these locations on the three Fourier spectra
of holograms Iy, I and I3. The phase shifts calculated using the proposed method are 0.5211 and
1.8018 rad. Figure 6e is the intensity distribution of the reconstructed image, and the reconstructing
distance is 10.9 cm. Both the accuracy of the phase shift extraction and the quality of the reconstructed
image are excellent.

Figure 6. Optical results (a) I, (b) I, (c) I3, (d) spectrum of I; and (e) the reconstructed image.
4. Conclusions

We have proposed a method to extract unknown phase shifts in TGPSI with a slight-tilt reference.
The major merit of the proposed method is that only two subtractions are used to calculate the unknown
phase shifts. The technique is simple and yet powerful as no iteration is needed. It is convenient
and accurate. The method needs only three interferograms to complete the phase shift extraction and
wavefront reconstruction without iteration. Simulations and optical experiments have verified the
feasibility and validity of the proposed method. It should be noted that this method works well when
the zero-frequency component in the object spectrum is sufficiently large because the location of this
spectrum is easy to find under such condition. For some extreme cases of complicated object waves,
a slightly larger tilt angle is needed and the advantage of the efficient use of the space-bandwidth
product is not obvious when this method is compared to the off-axis technique. This method is expected
to be an attractive alternative for wide-ranging digital holography applications as it allows the full
and efficient use of the space-bandwidth product of the limited resolution of digital recording devices
because a slight tilt reference of 0.1 degrees is used.
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Abstract: Holographic three-dimensional (3D) displays can reconstruct a whole wavefront of a 3D
scene and provide rich depth information for the human eyes. Computer-generated holographic
techniques offer an efficient way for reconstructing holograms without complicated interference
recording systems. In this work, we present a technique for generating 3D computer-generated
holograms (CGHs) with scalable samplings, by using layer-based diffraction calculations. The 3D
scene is partitioned into multiple layers according to its depth image. Shifted Fresnel diffraction
is used for calculating the wave diffractions from the partitioned layers to the CGH plane with
adjustable sampling rates, while maintaining the depth information. The algorithm provides an
effective method for scaling 3D CGHs without an optical zoom module in the holographic display
system. Experiments have been performed, demonstrating that the proposed method can reconstruct
quality 3D images at different scale factors.

Keywords: holography; computer-generated hologram; holographic display; 3D display

1. Introduction

The holographic three-dimensional (3D) display is a powerful way of providing depth information
for the human eyes, since it can reconstruct the entire whole optical wavefront of the 3D scene [1]. With
the development of computing technology and spatial light modulators (SLMs), 3D computer-generated
holograms (CGHs) can be reconstructed dynamically without the complicated interference recording
systems [2]. The CGH algorithms are used to encode the mathematical representations of the 3D scenes
into the holograms, which are closely related to image reconstruction quality and computing efficiency.

Point-based and polygon-based algorithms are commonly used when synthesizing CGHs for
various types of 3D scenes [3-6]. These algorithms simulate the wave propagation process from the 3D
scene to the CGH plane. The 3D objects are often segmented into many point sources or polygons, and
they provide accurate geometric relationships of the 3D scenes. Since the computational load increases
with the number of primitives. The computing efficiency is aggravated drastically when calculating
the CGH of a complicated 3D scene.

Stereogram-based algorithms can use computer graphics-rendering techniques to process different
formats of 3D objects efficiently [7-9]. During the calculations, each holographic element (hogel) of the
holographic stereogram is calculated, based on a two-dimensional (2D) parallax image; hence, depth
performances are often limited in these stereogram-based CGHs. Recently, several techniques have
been developed to improve the depth performances of the stereogram-based algorithms [10-12]. These
algorithms have integrated physically-based algorithms and stereogram-based algorithms, in order to
reconstruct the accurate depth information of the 3D scenes. However, in stereogram-based algorithms,
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each hogel corresponds to a viewpoint during the rendering procedure, and this means that we need to
render multiple times before implementing the CGH algorithm, which would increase the rendering
time. Also, the continuity of the motion parallax and occlusion would be affected by the segmentation
setup of the CGH.

Layer-based techniques are efficient in calculating the CGH, by partitioning the 3D scene in
multiple layers, according to the depth information [13-16]. Fast Fourier transform (FFT)-based
diffraction can be used in simulating the wave propagation processes, from the layers to the CGH plane.
However, there are sampling restrictions in the current layer-based 3D CGH algorithms. In FFT-based
Fresnel diffraction calculations, the sampling interval on the observation plane is proportional to the
propagation distance, while the sampling interval would remain unchanged in convolution-based
Fresnel algorithm and angular spectrum method [17]. Hence, the flexibility of the holographic
3D display technique, based on the layer-based algorithm, is limited. Although zero-padding and
resampling methods can be used to change the sampling rates, this would take a larger amount of
memory and a longer computation time, due to more sampling points that need to be processed.

A double Fresnel transform algorithm was developed, to calculate the wave propagation, with
variable magnification, by splitting the propagation distance into two partial steps, which has been
used in generating layer-based 3D CGHs with amplitude modulation [18,19]. Since there are minimum
propagation distances for the two propagation steps, the propagation distance and the adjustable range
of the sampling rates are limited. The wavefront recording plane (WRP) method with non-uniform
fast Fourier transform (NUFFT) was used to simplify the 3D CGH calculation [20]. Since the WRP
needs to be located close to the object points, the overall depth range is limited during reconstruction.

Chirp Z-transform with Bluestein’s algorithm provides a powerful way to perform discrete
Fourier transforms with different scaling factors [21,22], which has been used in the Fourier
transform-based Fresnel diffraction calculations. Shifted Fresnel diffraction was introduced to simulate
the scalable Fresnel diffraction between shifted parallel planes in computational holography [23].
Later, aliasing-reduced shifted and scaled (ARSS) Fresnel diffraction was introduced in the algorithm,
to reduce aliasing by a band-limiting function [24], which was also used in lenseless holographic
projections [25]. Similar algorithms was also introduced in digital holography to perform magnified
reconstructions of the digital holograms [26]. However, the above applications, based on the scaling
diffractions, were mainly focused on 2D reconstructions. Also, the sampling technique in 3D CGH still
needs further investigation.

In this work, layer-based shifted Fresnel diffraction is implemented to calculate the wave
propagation from the partitioned layers to the CGH plane, with adjustable sampling rates. Shifted
Fresnel diffraction can simulate the wave propagation between parallel planes with scalable sampling,
by using a Bluestein transform. This layer-based processing with scalable diffraction calculation
provides an effective way of generating a CGH, with flexible sampling of the 3D scene. By implementing
a scalable diffraction calculation into layer-based processing for 3D CGH generation, the reconstructed
3D images are zoomable without an additional optical zoom module. The sampling parameters of
the reconstructed 3D images can be adjusted accordingly. Numerical and optical experiments are
performed, to demonstrate the effectiveness of our proposed method.

2. Layer-Based Shifted Fresnel Diffraction

The Fresnel diffraction of the 2D optical wave field can be expressed by:

U(u,v) = ex;;)(\_ikz) exp[jZ—kz(u2 + vz)]£f U(x,y) exp[jz—kz(x2 + yz)] exp[—jZn(fXx + fyy)]dxdy, 1)
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where (x, y) and (1, v) denote the coordinates in the source plane and observation plane, respectively. z
is the wave propagation distance, k = 2/A is the wave number, and f; and f; are calculated as:

f=1 f= 1 @

By imposing a 2D Fourier transform, Equation (1) can be represented as:

where F denotes the Fourier transform. According to the sampling rule of the discrete Fourier transform,

the following relation exists:
1 1

M= N M T Noay'

)

where Ny and Ny are the sampling numbers in x and y coordinates, Ax and Ay are the sampling
intervals in the x and y directions, and Afy and Afy are the frequency sampling intervals, respectively.
Hence, the sampling distances in the observation plane can be deduced as:

Az Az

M= L2 A= L2
TNy 2T NAy

©)
where NyAx and Ny Ay denote the size of the sampling window in the source plane. From Equation (5),
we can see that the sampling interval in the observation plane is proportional to the wave propagation
distance, and inversely proportional to the size of the sampling window. The sampling ranges in the
observation plane can be given by:

L, = NyAu = i—i,Lv = NyAv = 2—;, (6)
where L, and L, are the sampling ranges along the 1 and v axes in the observation plane. We can
see that the sampling parameters in the observation plane cannot be adjusted freely in the Fresnel
diffraction calculation, which are determined by the sampling parameters of the source plane and the
wave propagation distance.

Shifted Fresnel diffraction can overcome the limitations of traditional Fourier-based Fresnel
diffraction, by allowing for arbitrary sampling intervals in the source plane and the observation plane.
Figure 1 is the geometric setup of the shifted Fresnel diffraction. (xy,y) is the center of the sampling
grid in the source plane (x,y), with a resolution of P X Q, and (u,7¢) is the center of the sampling grid
in the observation plane (1,v), with a resolution of M X N. Ax and Ay are the sampling intervals in the
source plane, and Au and Av are the sampling intervals in the observation plane. The coordinates of
these two grids are determined by:

Xp = X0 + pAX, Yg = Yo + 498y, "

Uy = Uy + mAu, v, = vy + nlv,

where p, q, m, n are the integer indices:

—BSPSE—L—QSqSQ—L
2 2 2 2 ®)
_M<m<M_1 _Zl]<n<1l]_1
2 -T2 o272 7
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Source plane

Av
Au Observation plane

Figure 1. Geometry of shifted Fresnel diffraction.

The sampled 2D Fresnel diffraction can be expressed as:

exp(jkz) k k 2n
U(m,n) = I]). A]Z exp[@(ﬂmz + ”nz)]§ % U(p,q) exp[]g(?fpz + yqz)] exp[—JE(Xnum + yqvn)]
exp(jkz) Lk 27
==z P ]Z(umz + v,lz) exp[—jﬂ(xomAu + yonAv)] )

ko, 5 21 .21
% Zq‘, U(p,q) exp[]E(xp + Yy )] exp[—jﬂ(xpuo + y,,vo)] exp[—]ﬂ (pmAxAu + anyAv)].

Let:
2pm = p? +m? - (m—p)?,

10
2n =@ +n? - (n—-q)% (10)
According to the convolution theorem, the optical wave field U(m,n) can be calculated as:
U(m,n) = C-F{Fla(p,q)]F[b(p,9)]}, (1)
where:
exp(jkz) k 27 _(AxAu Ayho
C= e exp[]z(um2 + vnz)] exp[—]E(xomAu + yonAv)] exp[—]ﬂ(Tm2 + Tnz)], (12)
Lk 2 . [AxAu AyAv
a(p,q) = U(p,q) eXP[JE(xpz + yqz)] eXp[—JTZ(xpuo + yqvo)] eXP[—]”( Pt KZ 2)] (13)
B . [(AxAu 5 AyAv ,
b(p,q) = eXP[Jn( Pt a7 (14)

By imposing the required sampling rules in the source plane and the observation plane, diffraction
patterns with different scale factors can be reconstructed with the help of shifted Fresnel diffraction.
Figure 2 numerically demonstrates the shifted Fresnel diffraction of a square aperture, with three
different scale factors. The size of the aperture is 2.4 mm x 2.4 mm. The sampling number in the source
plane is 1024 x 1024, and the sampling interval is 8 um. The wave propagation distance is 300 mm,
and the wavelength used in the simulation is 633 nm. The diffraction patterns in the observation plane
are computed with different scale factors. Figure 2a—c shows the diffraction patterns, with Au = 6 um,
Au =8 um, and Au = 10 pm, respectively.
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(b)

Figure 2. Shifted Fresnel diffraction with different scale factors: (a) Au = 6 pum, (b) Au =8 pm, (c) Au =10 pm.

In layer-based 3D CGH synthesis, the 3D scene is firstly partitioned into multiple layers, which
are parallel to the CGH plane. Then, the wave fields diffracted from the partitioned layers to the CGH
plane are calculated. By using shifted Fresnel diffraction in the diffraction simulations from each layer
to the CGH plane, the sampling parameters addressed on the 3D scene can be adjusted accordingly.
The diagram of the layer-based shifted Fresnel diffraction is shown in Figure 3. The 3D model is
partitioned into different parallel layers, based on its depth information. For each layer, amplitude
distribution is extracted according to the rendered image. In order to simulate the diffusive effect of
the object surface, random phase distribution is added to each layer. The complex distribution of each
layer can be calculated by using shifted Fresnel diffractions with preset sampling rules. The complex
distribution of the CGH plane can be acquired after adding the contributions from all the layers [27].
After obtaining the field distribution of the hologram plane, the phase distribution is then extracted for
uploading to the phase SLM.

Propagation

Slicing

Amplitude and
depth images

Phase extraction

Figure 3. Diagram of the layer-based shifted Fresnel diffraction for 3D computer-generated holograms
(CGHs) calculations.

3. Reconstruction Results

To demonstrate the effectiveness of the layer-based shifted Fresnel diffraction for 3D reconstruction,
optical experiments are implemented. Figure 4 illustrates the optical diagram of the holographic
reconstruction experiment. In the experimental work, the PLUTO phase-only SLM was used for optical
reconstructions. The pixel number of the SLM was 1920 x 1080. The pixel pitch was 8 um, and the SLM
was addressed with 8-bit grayscale levels. The wavelength of the laser used in our experiment was
633 nm. A 4-f system was used in the reconstruction path, for filtering out the zero-order interruption
and unwanted orders [28-30].
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Figure 4. Optical diagram of the holographic reconstruction experiment.
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When generating CGHs by using a layer-based algorithm with a shifted Fresnel diffraction, the
source planes are the partitioned layers of the 3D scene, and the observation plane is the hologram
plane. The original 3D scene used for generating the CGH was a dragon model located 200 mm
behind the hologram plane. The dragon model was partitioned into 50 layers, according to its depth
information. Since shifted Fresnel diffraction is used in the CGH calculation, the sampling intervals of
the object layers can be adjusted. In order to scale the reconstructed 3D scene, the lateral sampling
distances of the object layers were set to 6 pm, 8 um, and 10 um, respectively. Figure 5a,c,e presents the
numerical reconstruction results when focusing on the head of the model. Figure 5b,d,f presents the
numerical reconstruction results when focusing on the tail of the model.

(f)

Figure 5. Numerical reconstructions of CGHs with different sampling rates. (a,c,e) focus on the head;
(b,d,f) focus on the tail.

Figure 6 demonstrates the optical reconstruction results of CGHs with different sampling rates,
which are consistent with the numerical results shown in Figure 5. According to the numerical and
optical demonstrations, we can see that the depth information of the CGHs with different scale factors
could be reconstructed with high quality, which demonstrates that the reconstructed images can be
scaled with precise control of the sampling rates. Since the scaled sampling was addressed on the
object layers of the original 3D object, and because the reconstruction processes of different CGHs are
based on the unified sampling rules, smaller sampling interval would lead to a smaller size for the
reconstruction image.
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(b)

(e) (f)

Figure 6. Optical reconstructions of CGHs at different sampling rates. (a,c,e) focus on the head;
(b,d,f) focus on the tail.

4. Accuracy Analysis with Different Sampling Parameters

To evaluate the accuracy of the proposed algorithm, a single slit with a size of 2.4 mm was placed at
the center of the source plane, to calculate the diffraction fields with different parameters. The sampling
interval on the source plane was 8 um, and the sampling number was 1024. The wavelength was
633 nm. The accuracy was evaluated with a signal-to-noise ratio (SNR) of the wavefield that was
compared to the Rayleigh-Sommerfeld diffraction integral.

Figure 7 illustrates the accuracies with different sampling rates in the observation plane as
a function of the propagation distance. Due to the paraxial approximation, the accuracies of the
shifted-Fresnel diffraction were low for the short propagation distances. The SNR obviously improved
with an increase in the propagation distance. On the other hand, the sampling rate in the observation
plane also affected the calculation accuracy. Larger sampling intervals would lead to a larger sampling
range, according to Equation (6), which induces a calculation that satisfies the paraxial approximation at
alonger propagation distance. Additionally, all of the SNRs are larger than 30 dB when the propagation
distance is larger than 150 mm.

40
30 -
@20 Au=6um
¢
5 10 Au=8um
Au=10um
0- 7 ]
10 |
50 100 150 200 250 300

z(mm)

Figure 7. Accuracies of the diffraction calculation with different sampling rates in the observation plane.
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Figure 8 illustrates the amplitude profiles of the diffraction fields with different scaling factors,
calculated by the proposed method and the Rayleigh-Sommerfeld diffraction integral. In the simulation,
the propagation distance was set to 300 mm. From the figure, we can see that the calculation results
were in excellent agreement.
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Figure 8. Amplitude profiles of the diffraction fields at different propagation distances: (a) Shifted
Fresnel diffraction, (b) Rayleigh-Sommerfeld diffraction integral.

5. Conclusions

In conclusion, we propose an effective method for scaling 3D CGHs, using layer-based shifted
Fresnel diffraction. During the calculation, the wave propagation from the partitioned layers to the
CGH plane can be calculated with a flexible sampling rate; hence, the scaling display of the 3D image
can be realized by changing the sampling rates of the object layers. A phase-only SLM is used for optical
reconstruction, and it demonstrates that the proposed system can scale a 3D scene using different scale
factors, without the need for an optical zoom module.
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Featured Application: The proposed technique has potential for head mounted near-eye VR or
AR applications.

Abstract: A fast computer-generated holographic method with multiple projection images for
anear-eye VR (Virtual Reality) and AR (Augmented Reality) 3D display is proposed. A 3D object
located near the holographic plane is projected onto a projection plane to obtain a plurality of
projected images with different angles. The hologram is calculated by superposition of projected
images convolution with corresponding point spread functions (PSF). Holographic 3D display systems
with LED as illumination, 4f optical filtering system and lens as eyepiece for near-eye VR display and
holographic optical element (HOE) as combiner for near-eye AR display are designed and developed.
The results show that the proposed calculation method is about 38 times faster than the conventional
point cloud method and the display system is compact and flexible enough to produce speckle
noise-free high-quality VR and AR 3D images with efficient focus and defocus capabilities.

Keywords: holographic 3D display; computer generated holography; augmented reality;
virtual reality

1. Introduction

A holographic display is a promising candidate for 3D display because the phase and amplitude of
a 3D scene can be completely reconstructed. It is possible to implement computer-generated holograms
(CGH) for a holographic 3D display [1,2]. High resolution holograms such as rainbow holograms and
Fresnel holograms have been proposed [3,4]. Many dynamic holographic display solutions have also
been implemented [5-10]. Among them, notable frequency domain multiplexing methods are used for
color video display through Fresnel hologram with red, green and blue lasers as illumination [7,8].
However, such an optical system is often bulky and the image quality is poor because of the coherent
illumination, which affects the practical application of the technology. A lot of efforts have been
made, but the progress on the holographic 3D display still has proven difficult due to the following
constraints, such as the computational difficulty for the large size of 3D point cloud data, the limited
bandwidth of spatial light modulator (SLM), and the speckle noise of the reconstructed 3D images due
to the use of coherent illumination sources. The narrow diffraction angle of the current SLM often
dictates that the holographic 3D display is restricted to quite small 3D images and narrow viewing
angles, with no sign of a significant improvement in the short run.
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While these difficulties exist, Virtual Reality (VR) and Augmented Reality (AR) displays have
become emerging technologies. In the VR display, the human eye views the virtual image through
the display device. However, in the AR display, users can view both real scenes and some virtual
images simultaneously [11]. In this technique, the virtual image is displayed in front of the human eye
through an optical system and AR eyepiece and ambient light from a real object can pass incident on
the human eye through the AR eyepiece without distortion. The combination of holography and VR
or AR display to achieve a true 3D display is quite intuitive and thus desirable, which can avoid the
accommodation convergence conflict problem existing in binocular parallax-based 3D displays [12,13].

The Fresnel hologram is often chosen to produce 3D displays with large depths of field using
a coherent source such as laser as illumination. However, it is not quite suitable for holographic VR or
AR display because of the large imaging distance between the reconstructed image and the Fresnel
hologram. Additionally, for use of a coherent illumination source, speckle noise of holographic 3D
display can also bring a negative impact on image quality.

Several hologram computation methods such as point cloud-based, layer-based, and triangular
mesh-based algorithms [14-19] have been proposed for speeding up the calculation of the Fresnel
hologram. To improve the calculation efficiency, holographic stereogram methods using numerous
projection images have been proposed [20,21]. The essence of those methods is to represent the
information of one point in the frequency domain by the superimposition of one orthogonal projection
image multiplied by the phase of the corresponding direction. Subsequently, the frequency is converted
into a spatial domain for an image plane hologram calculation or using Fresnel diffraction for Fresnel
hologram calculation. While those methods have merits, a huge number of projected images are
required for high-resolution hologram calculation.

In order to achieve an efficient and more compact holographic display system, a hologram
calculation method similar to holographic stereogram and an optical display system for holographic
near eye VR and AR display are proposed. Within this calculation method, a plurality of images with
different angles are projected on a projection plane near the holographic plane. Subsequently, the optical
field on the holographic plane is computed by superposition of the convolution of each 2D projected
image with specific point spread functions (PSF) corresponding to propagation from the projection
plane to the holographic plane in the appropriate directions. Additionally, in order to reduce the
speckle noise, LED is chosen as the light source for the optical display system. 4f optical filtering
system is utilized for filtering out the unwanted noise. Another lens is used as the eyepiece for VR
display and reflective volume holographic optical element (HOE) is used as a combiner for AR display.
Overall, the proposed display system is compact and displayed 3D images are free of speckle noise.

2. Methods

The concept of hologram calculation is shown in Figure 1 with two projection planes for ease of
explanation since the projection of 3D object is multidirectional. In Figure 1a, A and B are two points in
the space, and layerl and layer2 are two projection planes. On each projection plane, the projected rays
from the spatial 3D object points are in the same direction. p;a and pip are the projected points of the
spatial points A and B on layer;, respectively. ppa and pyp are the projection points of space points A and
B on layer2, respectively. The projection of 3D object points on one projection plane forms a projected
image corresponding to this projecting angle. In the hologram calculation process, the illumination
direction of each point on different projection planes is set as the propagation direction, as shown in
Figure 1b. The complex amplitude distribution on the holographic plane H is a superposition of light
field from all projection planes. When the hologram is reconstructed, the beamlets in these directions
are diffracted from the hologram. Similar to integral imaging 3D displays, the overlapping regions of
the different beamlets form a 3D object for 3D display [22,23], where the propagation direction of the
beamlets determines the outcome of the 3D display.
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Figure 1. The concept of hologram calculation. (a) Projection of 3D object to different layers; (b) the
calculation of complex amplitude on holographic plane H.

To simplify calculation, the projection layers are all assumed to coincide in the same plane. On this
projection plane, projected images from the 3D object are obtained with the designed projection angles.
The light in different directions of the 3D object is calculated onto holographic plane H from the
projected images. The direction of propagation of light on a projected image is 0, and angular interval
is AO;y as shown in Figure 2. The distance from the projection plane to the holographic plane H is z.
The boundary of the propagation of the light from point p on the image on the holographic plane falls
between x;j,1 and x;;, respectively.

projection— plane

v
sty
Figure 2. The hologram projection angle and boundary.

Assume the point p is an on-axis point and the PSF of light propagating from the projection plane
to the holographic plane can be expressed as:

psfij= exP[iZTn( N+ Y +22)] €]

where X1 < X, < Xip2, Yju1 < Yn < Yjue-Xim and Xj are the boundary of the light field on the holographic
plane limited by the projection angle and angle interval in the x direction, respectively. i and j are
the index of projected images in x and y directions, respectively. yj;; and yj;; are the boundary of
the light field on the holographic plane limited by the projection angle and angle interval in the y
direction, respectively.

The boundary of the light field distribution area on the holographic plane limited by the projection
angle (0, 0,) and angle interval (A8;y, A8;,) can be expressed as:

Xj = ztan(0;y + A(Z’“ ); Xinp = ztan(0;, — AZ‘*)

@

AD;
Yim = Ztan(ejy + T]y);yﬂ,z = ztan(ij -
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where 6;, and A0, are the projection angle and angular interval in the y direction, respectively.
The complex amplitude on the holographic plane H is the superposition of the convolution of
each projected image with its corresponding PSF, which can be expressed as:

Uvy) =Y Y imij@psf;; ®)

=1 j=1:]

where [ and | are the number of projected images in x and y directions, respectively. The complex
amplitude U(x, y) on the hologram plane can be further encoded as a double phase hologram or as an
off-axis amplitude hologram by introducing reference light [24,25]. Thus, the proposed approach has
good degree of freedom for potential downstream of visualization tasks.

From above, it is evident that the simplified model consists of one projection plane on which 3D
objects yield multiple projection images, as shown in Figure 3. The convolution of each projected image
with a PSF yields complex amplitude distribution of the 3D object. Assume that the projection angles
are 0j; and 0, in the x and y directions, respectively. The coordinates of the spatial point p(xp, ¥y, 2y)
on the projection plane can be expressed as:

Xp = Xp+2zp tan(@ix)

4
Yp=yp+2z tan(ij) @)

where X;, and Y are the coordinates of projected point of p on the projection plane. The projected
image im; ; can be expressed as:
im,-lj(Xp, Yp) = Ap (5)

where Ap is the amplitude of object p.

P (X, Yp.2,)
! p>7p*Tp

ix
/
I > X
4 projection— plane

Figure 3. Diagram of the calculation of the projected image.
3. Experiments and Result Analysis

Our experiment utilizes the principle of off-axis amplitude hologram for achieving holographic
VR and AR 3D display. Within the experiment, a liquid-crystal-on-silicon (LCoS) SLM is utilized for
modulating the holograms. The parameters of the SLM are shown in Table 1. Green light LED from
Osram with 1 W power, center wavelength of 528 nm, light-emitting area of 1 mm X 1 mm, bandwidth of
28 nm is used as the illumination source. The center wavelength is used for hologram calculation.
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Table 1. Optical parameters in the experiment.

Parameters Values

SLM horlgontal 1920

resolution
SLM vertical resolution 1080
SLM pixel size 8 um
LED size ITmm X 1 mm
Center wavelength of

LED 528 nm
Bandwidth of LED 28 nm

For the center wavelength, the diffraction angle of the SLM is

04 = sin*l(zl%) =1.89° (6)
where pix is the pixel size of the LCoS. Given that the distance between the projection plane and the
holographic plane is 10 mm, it is possible to calculate the PSF. It is assumed that the plane wave
perpendicular to the holographic plane is used as a reference wave, which means that the phase of
the reference wave on the holographic plane is a constant value. Under this situation, the real part
of the PSF in Equation (1) on the holographic plane is an amplitude type hologram. This amplitude
type hologram can be regarded as new PSF, as shown in Figure 4. The resolution of the PSF is about
84 pixels x 84 pixels, which corresponds to the viewing angle of 3.78° both in x and y directions from
the hologram. For calculation of off-axis amplitude type hologram, only the upper half of the PSF
(outlined with red rectangles) is used for the hologram calculation, as shown in Figure 4. The eight
PSF sections correspond to eight PSFs of a 3D object projected onto one projection plane with eight
different projection angles. Each PSF section has a resolution of 20 pixels x 20 pixels. Each PSF section
is named as psf; ; according their positions. Hence in this design, the angular separation between the
two adjacent projected images in the x and y directions is set as 0.9°.

3.78°

1 3.6° Jl

3.78°

EE Z

Figure 4. The calculation of point spread functions (PSF).

Figure 5 shows the calculation of the hologram. A 3D object with size of 4.23 mm X 7.05 mm
x 3.52 mm and a distance of 5 mm from the center of 3D object to the projection plane is used for
hologram calculation. This 3D color model contains 41,022 object points. Two rows and four columns
of the projected images of the 3D object are calculated according to Equation (5), and each projected
image is firstly converted to grayscale image with a resolution of 600 X 600 and then interpolated and
zero padded into a projected image with resolution of 1920 x 1080. The process of convolving the
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projected images with the corresponding PSF is shown in Figure 5. The projected image im; ; convolves
with the corresponding psf; ;. Then, the results are superimposed to obtain the hologram.

imy

imy 5

Figure 5. The process of hologram calculation through convolution of corresponding PSF with
projected images.

The optical setup of the experiment for holographic 3D VR display is shown in Figure 6. In this
setup, the divergent illumination light emitted by the green LED is collimated by the lens;, and the
LCoS is illuminated by the reflected light from beam splitter BS. The computer-generated hologram
is loaded on the LCoS, and the illumination light is modulated. The modulated light field is filtered
by the 4f optical filtering system to form a real 3D image free of zero order and high order image
noise finally incident on human eye through the eyepiece lens;. The lenses used for collimating,
4f optical filtering system and eyepiece are all cemented doublet achromatic lenses with focal length of
50 mm and diameter of 30 mm. In this case, the distance from the LCoS to the eye is less than 25 cm,
which means this setup is a relatively compact display system.

Bs  lens: lenss lensy
LCoS

filter
lens;

e LED

Figure 6. Optical setup for Virtual Reality (VR) display.

The experimental results of the VR setup are shown in Figure 7. Figure 7a shows the reconstructed
image of the hologram calculated by the proposed algorithm. For comparison, Figure 7b shows the
result of the hologram calculated using the direct point cloud algorithm [14] of the red channel data
from the color 3D model. The reproductions are similar, but the computational speed of our proposed
method takes only about 2 s on average whereas the 3D cloud point data approach consumes about
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76 s on average (38 times slower than our method). The comparison is based on the MATLAB 2015
with a laptop with i7-7700HQ CPU and 16G RAM.

(a) (b)

Figure 7. Optical reconstructions. (a) Proposed method; (b) 3D cloud point data method.

Similarly, with the same experimental conditions, we also show another sample to demonstrate
the capability of our method that can focus and defocus objects at a scene. For the tested scene,
we utilize a stationary coral and a swimming fish 3D animation model (constructed using Unity3D),
as shown in Figure 8. For projection of images, eight images at 0.9° angle interval both in the x and
y directions are projected by Unity3D to generate projected images for each hologram calculation.
In Figure 8a, the camera is aimed at two objects, and both are in focus yielding clear images because
distance between the coral and the fish is close. As shown in Figure 8b,c, the distance between fish and
coral becomes far in comparison to Figure 8a. Figure 8b,c show different focuses, where b is focused at
coral and c is focused at fish.

(a) (b) (©)

Figure 8. Optical reconstructions of second 3D animation model. (a) Both in focus; (b) Coral in focus;
(c) Fish in focus.

The results of Figures 7 and 8 show that the proposed holographic 3D VR display is high in image
quality, free of speckle noise, and also able to realize 3D display.

For the AR experiment, volume HOE is used for producing the AR 3D image due to its angle and
wavelength selectivity [24-26]. The recording of the HOE is illustrated in Figure 9. The light wave
emitted from the laser is filtered and collimated by lens;, and then split into two parts through the
beam splitter (BS). The transmitted light passes through lens; to form a convergent spherical wave,
which undergoes interference with the plane wave reflected by mirror; and mirror; on the holographic
material to form the HOE. The laser used for HOE recording is a single mode semiconductor laser with
a wavelength of 532 nm and power of 400 mW. The lens; is a commercially available aspherical mirror
with focal length of 40 mm and a diameter of 50 mm (Thorlabs, AL5040M-A, NA = 0.55). The recording
material we used in the experiment is a commercial holographic film (Ultimate Holography, U04),
which requires an exposure density of ~600 wJ/em? [27].
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HOE
lens; BS lens,

pinhole

laser

mirror;

mirror,

Figure 9. Optical system for holographic optical element (HOE) recording.

Using the optical recording system, the angular selectivity of the reflective volume HOE recorded
without using lens, was tested, and the angular selectivity was within +5°. Using the SLM described
above, the diffraction angle is within +1.89°, which means that most light diffracted by the SLM can be
diffracted by HOE in a high efficiency.

Figure 10a,b are a schematic and a photograph of AR 3D display system, respectively. The angle
between the illumination light and the HOE is approximately 30°. The holographic 3D real image
reproduced by the optical system is imaged by the HOE and incident at human eye. Ambient light
from the real object does not meet the angular selectivity of the fabricated reflective HOE, and thus can
directly reach the human eye, forming a holographic AR 3D display.

) lens: ens3 j
BS 2 lenss - real object

30° .
virtual image

if

LCoS :.' |
- - _
11
lens, filter Y HOE .
| A e
-

eye , lens;
- ‘
i
e LED A N

@

Figure 10. Holographic Augmented Reality (AR) 3D display system. (a) Schematic of display system;
(b) Optical display system.

The diameter of the fabricated HOE for AR 3D display is about 40 mm, which is shown in
Figure 11a. The 3D model used for the AR experiment is the same as the second experiment of the VR
display. Figure 11b,c shows two reconstructed images taken at different depths. Fish and coral are about
1.2 m and 3 m deep, respectively, which are calibrated with a CCD camera. The calibration process is
as follows: Given the camera is focused on a virtual image (e.g., either fish or coral), we move a real
object away from the camera. When the captured image of the real object becomes clear, the distance
between the real object and the camera is the depth at which the camera can clearly image the real
object. The distance is also the distance between the virtual image and camera as well. In our display
experiment, when the image of the fish is clear, the image of the coral and external environment are
blurred due to the defocus. The results show that the proposed method is able to produce correct
depth cues, and hence the accommodation convergence conflict problem can be eliminated.
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() (b)

Figure 11. Optical experiment results. (a) Fabricated HOE; (b) Focused on Fish (1.2 m); (c) Focused on
coral (3 m).

4. Discussion

The VR results of our method are faster (38 times faster) than the traditional point cloud method.
The VR results also show that the proposed method is able to achieve focus and defocus of the 3D
images. Similarly, AR results also show that the proposed method is able to achieve a good image
quality with 3D display capability as well. More importantly, use of LED as illumination source results
in speckle noise-free VR/AR 3D images so that the image quality is better than the use of coherent
source as illumination for holographic display. Another advantage of this method is that the depth of
the 3D image can be easily controlled through the SLM.

It is worthwhile to point out that the calculation time is determined by the number of views of the
projected image and the distance from the projection plane to the holographic plane. The computation
time is a trade-off between the number of the projected images and the distance between the projection
plane and the holographic plane. Further increase of computational speed is still possible through the
use of GPU acceleration for the convolution.

It is also worth noting that the difference between the display modes of AR and VR can be easily
changed with different eyepieces, and all the underlying computation should be identical. This offers
convenience for easily switching between VR and AR devices for practical applications. The 3D object
can be set between the holographic plane and projected plane or the projected plane can be set between
the 3D object and holographic plane. In the experiment we used the former method. For an extreme
situation, the holographic plane is the projection plane. Under this condition, the convolution in spatial
domain is not possible because the PSF cannot be calculated. However, the calculation of the hologram
can be performed in the frequency domain [4].

It should be pointed out that use of LED as the illumination source is also associated with potential
drawbacks. For example, due to the large light-emitting area of the LED and poor spatial coherence,
it is more difficult to produce a large depth of field image. Another disadvantage is that when the
increase of the distance between the holographic plane and the 3D object is over a certain threshold
(e.g., 20 mm), the blur of the VR/AR image becomes more evident. While this may not be significant
for near-eye VR/AR 3D display, a careful control of coherence of the light source as well as more
controllable propagation of the light can be potentially useful to solve these problems.

5. Conclusions

We demonstrate a holographic 3D VR and AR technique with a multiple projection image-based
method to successfully create high quality near-eye VR and AR 3D display free of speckle noise and
without accommodation convergence conflict problems. The proposed calculation method has high
computational efficiency and the proposed display system is compact and flexible, which has potentials
for head mounted near-eye VR and AR applications.
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Abstract: It is a critical issue to reduce the enormous amount of data in the processing, storage and
transmission of a hologram in digital format. In photograph compression, the JPEG standard is
commonly supported by almost every system and device. It will be favorable if JPEG standard
is applicable to hologram compression, with advantages of universal compatibility. However,
the reconstructed image from a JPEG compressed hologram suffers from severe quality degradation
since some high frequency features in the hologram will be lost during the compression process.
In this work, we employ a deep convolutional neural network to reduce the artifacts in a JPEG
compressed hologram. Simulation and experimental results reveal that our proposed “JPEG +
deep learning” hologram compression scheme can achieve satisfactory reconstruction results for a
computer-generated phase-only hologram after compression.

Keywords: hologram; holography; phase-only; compression; deep learning; JPEG; convolutional
neural network

1. Introduction

Computer Generated Holography (CGH) allows the recording and reconstruction of a desired
complex light wavefront including both amplitude and phase information. With the development
of computer and optical technologies, CGH has been extensively applied in many fields such as
three-dimensional dynamic holographic display [1-3], holographic projection [4-7], virtual and
augmented reality [8,9], optical tweezers [10] and optical information security [11,12]. The research
works on CGH generation, conversion and compression algorithms receive much attention in the past
decade. For example, the enormous amount of calculation in the generation of a complex hologram
from a 3D object model consisting of many points is a huge challenge and the fast CGH calculation
problem has been investigated from different perspectives [13-17]. Another major concern is that
holographic display devices such as spatial light modulator (SLM) usually cannot display both the
amplitude and phase part of a complex hologram simultaneously. Fast and high-quality phase-only
hologram calculation from an object image is favorable for commonly used phase-only type SLMs.
A phase-only hologram (Figure 1) can be calculated from an object image with various methods such
as Gerchberg—Saxton iterative algorithm [18-20], error diffusion algorithm [21-24], random phase
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mask method [25-27] and down-sampling mask method [28,29]. Compared with other methods,
error diffusion method [21-24] has several advantages including no forward and backward field
propagation, reduction of high frequency noise in the result and direct converting a complex hologram
into a phase only one [8]. In this paper, the error diffusion method is employed for the computer
generation of phase-only holograms from object images.

0.1exp(j1.4m) | 0.4exp(0.5m) | 0.5exp(j0.9m) | 0.7exp(j1.9m) exp(jo.1m) exp(o.7m) exp(j1.1m) exp(jo.gm)y
0.9exp(j1.3m) | 0.8exp(j1.4m) | 0.6exp(j1.2m) | 0.1exp(j0.81) exp(j1.7m) exp(j0.51) exp(j1.8m) exp(jo.3m)
0.7exp(jo.2m) | 0.dexp(j1.6m) | 0.1exp(j1.8m) | 0.6exp(j0.4m) exp(ji.1m) exp(j1.2m) exp(j0.3m) €xp(jo.9m)
0.5exp(j1.9m) | 0.3exp(0.7m) | 0.8exp(j0.2m) | 0.4exp(j0.9m) exp(jo.6m) exp(j1.2m) exp(j0.8m) exp(jo.2m)y
Complex hologram Phase-only hologram

Figure 1. An example of complex hologram (left); and phase-only hologram (right) with a size of
4 x 4 pixels.

In addition to the numerical generation of complex or phase-only holograms, the compression
of hologram data is a critical issue. Since the unit pixel size of a hologram is typically rather
small (a few micrometers), the entire hologram may contain a huge number of pixels and demands
considerable storage cost and transmission bandwidth. It is necessary to develop efficient hologram
compression algorithms to reduce the size of data representing a hologram. In the past decade,
much research effort has been made on hologram compression [30-34] and a literature review can
be found in [30]. In essence, a hologram can be regarded as a special kind of two-dimensional
(2D) image. For natural 2D images (e.g., photographs), standardized image compression algorithms
such as JPEG [35] have been widely employed. However, some image properties of holograms
significantly differ from photographs. For example, a photograph is usually locally smooth while a
hologram consists of many high-frequency fringe patterns. Consequently, JPEG compression often
cannot give optimal compression performance for holograms [30]. Instead of directly adopting JPEG
standard, many customized compression algorithms are proposed for holograms such as Fresnelets [31],
Wavelet-Bandelets Transform [32], vector quantization [33], enhanced wavelet transform [34] and
rational covariance extension approach [36,37]. These customized hologram image compression
methods can yield very satisfactory performance for certain types of holograms. However, on the
downside, these customized algorithms are not compatible with commonly used JPEG standard,
which is supported very extensively by almost every computer system and digital device while
these customized compression methods are not very generally adopted. A hologram compression
method is very favorable if it has compatibility with JPEG standard and can achieve good compression
efficiency at the same time. In this work, we propose a phase-only hologram compression and
decompression scheme incorporating both JPEG standard and deep learning post-processing. In this
scheme, the compression steps are identical to JPEG compression standard and the decompression
steps are implemented with JPEG decompression plus enhancement by a deep convolutional network.

This article is organized as follows. In Section 2, the error diffusion method for phase-only
hologram generation is briefly described. In Section 3, the working principles of JPEG image
compression standard are discussed and our proposed artifact reduction scheme for JPEG compressed

92



Appl. Sci. 2018, 8, 1258

holograms using deep convolutional network is presented. In Section 4, simulation and experimental
results are demonstrated to verify the effectiveness of our proposed scheme. In Section 5, a brief
conclusion is provided.

2. Computer Generated Phase-Only Hologram with Error Diffusion Method

Error diffusion algorithm [21-24] is a non-iterative and high-quality method for calculating
a phase-only hologram from an object image on computer. The working principles of phase-only
hologram calculation with error diffusion method are described below. To start with, O(x, y) denotes
the object image and a complex Fresnel hologram H(x,y) can be calculated based on the Fresnel
diffraction formulas illustrated by Equations (1) and (2).

127z
PR R
H(x,y) =0 (x,y) * f(x,y;2) o

where f(x,y;z) denotes the impulse function for Fresnel transform, A denotes the wavelength of
illumination light and z denotes the distance between the object image plane and hologram plane.
As shown in Figure 2, a Fresnel zone plate can be generated at the hologram plane for each object point
with a Fresnel impulse function. The final calculated hologram is a superposition of the Fresnel zone
plates from all the points (or pixels) in the object image. More detailed explanation about the Fresnel
hologram calculation can be found in [13-17].

Illumination wave with wavelength
\ y
Hologram plane
0(x,y)

bject point
object poin / x
/ f(x,y,2) /
Fresnel h.ght field Fresnel Zone Plate
propagation

pd
o I

Figure 2. Fresnel light filed propagation from one object point.

The complex hologram H(x, y) can be converted to a phase-only hologram P(x,y) with error
diffusion algorithm [21-24] to achieve high-quality holographic display on a phase-only spatial light
modulator. In the error diffusion method, the complex value of each hologram pixel is forced to be
unity amplitude and the resulting complex error is diffused to neighboring pixel values. The following
operations (Equations (3)—(8)) are performed on each individual holographic pixel sequentially in
row-by-row and column-by-column scanning manner, as illustrated in Figure 3.

E (xj,yj) = H (xj,y;) = P (xj,¥;) €)

H (x],y] + 1) «~H (x],y] + 1) +ZU1E (x],y]) (4)
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H(xj+1,y]-71) eH(xj+1,y]-71)+w2E (x]-,y,-) (5)
H(xj+1y;) + H(xj+ Ly;) +wsE (x;,;) 6)
H(xj+1yj+1) « H(xj+Ly;+ 1) +wsE (x},;) )
P (xj,y;) = Phase [H (x;,y;)] ®

where P(x;,;) denotes the phase-only pixel value at position (x;,y;) after the complex pixel value
H(xj,y;) is phase truncated (the magnitude is forced to be unity), E(x;,y;) denotes the complex
error and four different weighting coefficients, wy = 7/16, wy, = 3/16, w3 = 5/16 and wy = 1/16,
are imposed on four different directions, as shown in Figure 3.

Figure 3. Propagation of errors to four different neighboring pixels with corresponding weighting
coefficients in error diffusion algorithm.

After each pixel in a complex hologram is processed, the entire hologram will become a phase-only
type hologram. More details about the error diffusion methods for phase-only hologram generation
can be found in [21-24]. In practice, bi-directional error diffusion, a slightly modified version of the
above unidirectional error diffusion, can yield slightly better performance [21].

3. JPEG Image Compression and Proposed Artifact Reduction Scheme by Deep
Convolutional Network

Each pixel in a phase-only hologram has an intensity value ranging from 0 to 2 77 and a phase-only
hologram can be regarded as a gray-scale intensity image. Various image compression algorithms can
be attempted for the compression of phase-only holograms.

JPEG is a very commonly used lossy compression scheme for digital images, which was firstly
proposed in 1992 by Joint Photographic Experts Group [35]. In JPEG scheme, the original image
(e.g., a gray-level photograph or a phase-only hologram) is first divided into 8 x 8 pixel blocks
and each individual block undergoes discrete cosine transform (DCT). Then, the coefficients in the
transformed domain of each block are quantized with more quantization levels for low frequency
components and less quantization levels for high frequency components. Subsequently, zigzag coding,
entropy coding and Huffman coding are performed on the quantized coefficients. Finally, the original
image becomes a compressed bit stream with much smaller data size than the original uncompressed
image. A reconstructed image with certain image degradation can be obtained when the JPEG binary
bit stream is decompressed with the inverse procedures as compression.

JPEG compression can significantly reduce the data size of an original natural image and only
introduce minor quality degradation in the decompressed image. The reason is that a natural
image (e.g., a photograph) is usually locally smooth and most of its information is concentrated
in the low frequency coefficients of DCT spectrum. The discarded high frequency information in
the quantization step has negligible effect on the image quality. However, phase-only holograms
have substantially different image characteristics compared with photographs [38]. One feature of
a hologram is that it contains many high frequency fringe patterns. If JPEG compression is directly
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applied to a phase-only hologram, the decompressed result after compression will suffer from heavy
damage and the holographically reconstructed image from the JPEG compressed hologram will be
severely degraded as well.

In this work, we employed deep convolutional neural networks to reduce the artifacts of JPEG
compressed phase-only holograms. In the past few years, deep learning methods receive much
attention and exert considerable impact in many fields such as image quality enhancement [39-42].
A previous work [39] proposed a 20-layer network DnCNN to reduce the Gaussian noise on the
noisy images. Although DnCNN is designed for denoising task, it shows promising performance
on image compression artifacts reduction and super-resolution as well. Assisted by the prior
knowledge, a previous work [40,42] proposed denoiser-based and total variation (TV)-based solutions,
respectively for image restoration task. Very recently, deep learning has been introduced to the
holographic research area and gained success in different applications [43—49].

The network structure employed in our task is illustrated in Figure 4a, based on the previous works
of restoring JPEG compressed photographs [50]. The overall flowchart of our proposed “JPEG + deep
learning” hologram compression scheme is illustrated in Figure 4b. The proposed CNN consists of
four convolutional layers, and each layer has a specific function. The first layer is used for feature
extraction, and with 9 x 9 filter size it generates 64 feature maps. By adding a bias term to the
outputs and employing ReLU as the activation function, the convolution operation in this layer can be
formulated as:

Fi(I) = ReLU(Wy * I+ By) )

uy
*

where W and B represent the weights and biases, respectively; denotes the convolution operation;
and F represents the nonlinear mapping process. Different from the previous approach [51] where
zero-padding is not adopted, in the proposed network, all the filters whose size is larger than 1 adopt
the zero-padding strategy to maintain the size of the reconstructed images unchanged.

Since the features extracted by the first layer are in low quality, the second convolutional layer is
used for feature enhancement, and, with 7 x 7 filter size, it generates 32 feature maps. Because more
nonlinear mappings are involved, more potential features can be extracted, and the third layer is used
for nonlinear mapping. With 1 x 1 filter size, it generates 16 feature maps. The last layer is used for
image reconstruction and the corresponding filter size is 5 x 5. After the first three convolutional
layers, features in the inputs are successfully extracted and enhanced by optimizing the output of the
network to generate the final recovered image. The operation of these layers can be formulated as:

F,(I) = ReLU(W; * F;_1(I) + B;) (10)

where i indicates the ith convolutional layer; F;(I) and F;_; (I) are the outputs of the ith and (i —1)th
convolutional layer, respectively; and W; and B; represent the weights and biases for the ith layer,
respectively. Since there is no activation function after the last conventional layer, the final restored
images can be expressed as

Fy(1) = Wy F5(1) + By (1)

In addition, aiming to learn the optimal values for the weight and bias of each layer, the L2
distance between the reconstructed hologram images F(I; ©) and corresponding uncompressed ground
truth hologram images It needs to be minimized. Given a set of m uncompressed images IiGT/
the corresponding compressed images I, the Mean Squared Error (MSE) loss function is:

1 & ; ;
Loss(©) = -} [IF(I;©) — Igr[13 (12)
i=1
where @ contains the parameters of the network, including both weights and biases. The network

weighting parameters are trained separately for phase-only holograms generated at different distances.
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Hence, the artifacts caused by JPEG compression in phase-only holograms such as high frequency
noise and blocking effect can be suppressed by the proposed convolutional network.

Input image patch Output image patch

from compressed from restored

phase-only hologram 64 32, 16 phase-only hologram
31 31

gﬁ 7ﬁ7 ,q i 31

5

Feature Feature  Mapping Reconstruction
Extraction Enhancement

(a)

JPEG Compressed JPEG
ologram encoder data stream decoder
Restored Deep Decompressed
hologram convolutional hologram

8 network (heavily degraded)

Figure 4. (a) Structure of deep convolutional network for the quality enhancement of JPEG compressed
holograms in our work; and (b) overall flowchart of our proposed “JPEG+deep learning” hologram

compression scheme.

4. Results and Discussion

In our work, ten pairs of compressed and uncompressed phase-only holograms (1024 x 1024 pixel
size) calculated from ten different object images (512 x 512 pixel size) with error diffusion method were
employed as the training holograms (Figure 5). Two compressed phase-only holograms generated from
“Pepper” and “Cameraman” images, respectively, were employed as the test holograms (Figure 6).
Data augmentation was performed: firstly, we rotated the training images by 90°, 180° and 270°,
respectively; and, secondly, we flipped them horizontally. Taking into account the training complexity,
the small patch training strategy was adopted, so that training images were split into 31 x 31 patches
with the stride of 10 and there were 960, 384 training sub-images in total. Since different holograms
usually have many similar image blocks and fringe patterns, the replication properties in hologram
images allowed a small number of examples to contain most universal hologram features, which has
been revealed in previous works [52]. Hence, the total training sub-images was sufficient for our
proposed four-layer network. In this work, stochastic gradient descent backpropagation solver was
used with the batch size 128. The initial learning rate was 0.0001 and decayed every five epochs by a
factor of 10. There were 25 epochs in total. We used the deep learning platform caffe [53] on an NVIDIA
GTX TITAN X GPU with 3072 CUDA cores and 12 GB of RAM to implement all the operations in
our network. The training time of a four-layer network was 5 h and the test time for an image with
512 x 768 was around 0.32 s.

In the computer calculation of phase-only holograms, the optical wavelength of illumination light
was set to be 532 nm, the pixel size was 8 um and the distance between object image and hologram
plane was 0.3 m or 0.5 m. The ten training holograms and two testing holograms were then compressed
by JPEG when the quality factor is set to 1. The JPEG compressed hologram was restored by our
proposed deep convolutional network. One example of the original hologram, JPEG compressed
hologram and restored hologram with our proposed scheme is shown in Figure 7. It can be observed
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that some high frequency patterns are deteriorated in the hologram after JPEG compression and
restored to certain extent after the quality enhancement using our proposed network.

Figure 6. Two object images (“Peppe” and “Cameraman”) employed for generating testing holograms.

The reconstructed images from original uncompressed holograms, JPEG compressed holograms
and restored holograms were compared in numerical simulations. The reconstructed images are
shown in Figure 8. The PSNR, SSIM [54], multi-scale SSIM (MS-SSIM) [55], visual information
fidelity (VIF) [56] and information fidelity criterion (IFC) [57] values of the reconstructed results from
compressed holograms and restored holograms, in comparison with the reconstructed results from
uncompressed holograms, are presented in Table 1. The compression ratio is approximately 7 and
data size of original hologram, 1024 KB (1 MB), is reduced to around 142 KB to 144 KB after JPEG
compression. All these assessment values reveal that our proposed scheme can significantly enhance
the reconstructed image quality from JPEG compressed holograms.

Table 1. PSNR (dB), SSIM, MS-SSIM, VIF and IFC values of reconstructed results from JPEG compressed
holograms and restored holograms with our proposed scheme.

Cameraman Pepper
05m 03m 05m 03m
Compression ratio 72113 71111 7.2113 7.1608

PSNR 19.10 1783 1892  17.64
SSIM 0.1651  0.0967 0.2007 0.1036
MS-SSIM 0.6091  0.4628  0.6907  0.5252
VIF 0.3946  0.2183 0.6396  0.3438
IFC 0.4522 0.2519 0.5543 0.2835

PSNR 2886 2686 2988  27.16
SSIM 0.6036  0.4465 0.6767  0.4852
MS-SSIM  0.8798  0.8022 0.9138  0.8343
VIF 0.5378 0.4316  0.6841  0.6306
IFC 0.9027 0.5098 1.2064 0.6379

Reconstructed image from
compressed hologram

Reconstructed image from
restored hologram
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(b)

(©

Figure 7. (a) Original hologram; (b) JPEG compressed hologram; and (c) restored hologram with our
proposed scheme.

“Pepper”  “Cameraman” “Pepper”  “Cameraman”
at 0.5m at 0.5m at 0.3m at 0.3m

Original
hologram
JPEG
compressed
hologram
Restored JPEG
compressed
hologram

Figure 8. Reconstructed images from original holograms, JPEG compressed holograms and restored

holograms in numerical simulation.
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Our proposed scheme was further verified in optical experiments and the calculated holograms
were optically reconstructed using the optical setup [6] shown in Figure 9. The hologram was
reconstructed with a phase-only Holoeye PLUTO spatial light modulator (SLM). The system
parameters were the same as the numerical simulation (wavelength: 532 nm; pixel size: 8 pm;
hologram size: 1024 x 1024 pixels; object-hologram distance: 0.3 m/0.5 m). The phase-only holograms
loaded into the SLM were assigned with an additional carrier phase to transversally shift the desired
reconstructions away from the un-diffracted (zero-order) beam component. The projected beam from
the SLM is transmitted through a 4-f optical filtering system containing a low-pass iris with 3.3 mm
diameter to block the zero-order noise. The optically reconstructed results are shown in Figure 10.
It can be observed that the quality of reconstructed images after hologram enhancement with deep
learning are improved, compared with the ones from compressed holograms without restoration.

| f1 | f1 1 f2 | f2
I 1 T I
Laser
Holugram Camera
/ 0.3m/0.5m
e————>
SLM’s zero
order beam
Lens1 Lens2
Iris
Figure 9. Optical setup for hologram reconstruction experiment.
“‘Pepper”  “Cameraman” “Pepper”  “Cameraman”
at 0.5m at 0 5m at 0.3m at 0.3m
Original
hologram
JPEG
compressed
hologram

Restored JPEG
compressed
hologram

Figure 10. Reconstructed images from original holograms, JPEG compressed holograms and restored
holograms in optical experiments.

5. Conclusions

It is essential to reduce the enormous amount of data representing a computer-generated
phase-only hologram in the processing, transmission and storage process. JPEG photograph
compression standard can be attempted for hologram compression with an advantage of universal
compatibility, compared with customized hologram compression algorithms. Deep convolutional
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networks can be employed to reduce the artifacts for a JPEG compressed hologram. Simulation and
experimental results reveal that our proposed “JPEG + deep learning” hologram compression
scheme can maintain the reconstructed image quality when the data size of original hologram is
significantly reduced.
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Abstract: We have developed an output device for a computer-generated hologram (CGH) named a
fringe printer, which can output a 0.35-um plane-type hologram. We also proposed several CGH with
a fringe printer. A computer-generated rainbow hologram (CGRH), which can reconstruct a full color
3D image, is one of our proposed CGH. The resolution of CGRH becomes huge (over 50 Gpixels) due
to improvement of the fringe printer. In the calculation, it is difficult to calculate the whole fringe
pattern of CGRH at the same time by a general PC. Furthermore, since the fine pixel pitch provides a
wide viewing angle in CGRH, object data, which are used in fringe calculation, should be created
from many viewpoints to provide a proper hidden surface removal process. The fringe pattern of
CGRH is calculated in each horizontal block. Therefore, the object data from several view points
should be organized for efficient computation. This paper describes the calculation algorithm for
huge resolution CGRH and its output results.

Keywords: holography; computer-generated hologram; rainbow hologram; high resolution; fringe
printer; wide viewing angle

1. Introduction

A hologram has 3D information such as the binocular parallax, convergence, accommodation,
and so on. Therefore, a reconstructed image of a hologram provides natural spatial effects.
A computer-generated hologram (CGH) whose interference fringes are calculated on a computer
can reconstruct a virtual object. At the moment, since the hologram requires a fine pixel pitch that is
almost the same as the wavelength of the light, the output device of CGH is not common. The electron
beam writer provides an excellent quality CGH [1]. Furthermore, there were some papers whose
CGHs were output by a laser lithography system [2]. However, both the equipment and running costs
of the electron beam writer are very expensive. On the other hand, Sakamoto et al. had proposed a
CGH printer with a CD-R writer [3]. Since the recording material is CD-R, the running cost of this
CD-R printer is very inexpensive. However, the size of this CGH is restricted by the size of the CD-R.

We have developed the output device of the plane-type CGH, which is called the fringe printer [4].
This printer consists of a laser, an SLM and an X-Y translation stage with stepper motors. The pixel
pitch of this printer is 0.35 um, and the size of CGH depends on the X-Y translation stage. Our group
has investigated several types of CGHs [5,6]. The Fresnel-type CGH is very popular in CGH [7-9].
However, all light is diffracted by the Fresnel fringe pattern, and it is difficult to reconstruct the
full-color 3D image. Therefore, we proposed a computer-generated rainbow hologram (CGRH) [10].
The rainbow hologram, which was proposed by Benton [11], can reconstruct the full-color 3D image by
sacrificing the vertical parallax. Due to the development of the fringe printer, the resolution of CGRH
increases to over 50 Gpixels. The calculation system requires large memory when the entire fringe
pattern is calculated. It is difficult to calculate on a common PC.
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In this paper, we have proposed the large CGRH calculation. Since the computation of CGRH
is separated on the vertical, it can be calculated independently. In addition, we have described
the deterioration of image quality caused by this separation and proposed the solution. Moreover,
the CGRH output by the fringe printer has a wide viewing angle, and the reconstructed image should
have the correct occlusion. Therefore, object data created from different viewpoints are organized to fit
the separate fringe pattern calculation. Furthermore, we have revealed the problem that is caused on
the hologram plane and proposed the solution. As a result, we obtain a full-color reconstructed image
from about a 56-Gpixel CGRH by a common PC.

2. Rainbow Hologram

The rainbow hologram [11] is well known as a full-color reconstructed image by white light.
By sacrificing the vertical parallax, the rainbow hologram, which is a transmission hologram,
can reconstruct the full-color image.

Figure 1 shows the schematic image of the rainbow hologram recording. The viewing area of
the reconstructed image from the master hologram is limited by the horizontal slit and recorded as
a transfer hologram. Figure 2 shows the reconstruction of the rainbow hologram with white light.
The observer can see the monochromatic image from the same position of the horizontal slit. If the
observer changes the viewing position on the vertical direction, the color of the reconstructed image
also changes. The full-color image can be obtained with three slits corresponding to red, green and blue.

Master hologram

P
7 o Reference beam
# Tllumination beam,

7

Figure 1. Recording of the rainbow hologram.

[lumination beam

ed image

Figure 2. Reconstruction of the rainbow hologram by white light.

3. Computer-Generated Rainbow Hologram

The calculation algorithm of CGRH had been proposed in [10]. Therefore, this section elucidates
the gist of the proposed method. The calculation flow can be divided into two steps. In the first step,
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the 1-D complex amplitude named the sub-line is calculated from sliced object data. Figure 3 shows
the calculation geometry of the sub-line. Since the reconstructed image of CGRH only has horizontal
parallax, one sub-line should be formed by a single horizontal slice of the object data. The object
data are supposed as a collection to the self-illuminated points and can be divided by the position of
each point.

Reference beam Y

Object

e

Scan plane

Hologram plane

Figure 3. Calculation geometry for the sub-line.

In the second step, we add an off-axis reference, which has a vertical incident angle, to the
sub-line. Figure 4 shows the second step of CGRH computation. The 1-D hologram (sub-line) does not
have vertical diffracted light. Therefore, the proposed calculation used a reference beam, which only
changes the phase on the vertical direction, and part of fringe pattern named the holo-line was
calculated. Since the proposed calculation uses the same sub-line in each holo-line, only 1-D object
beam calculation is required.

i ect beatm 1-D hologram

\ \ without reference

oy [beam (subling
Eeference beam -

+Referenice

Final hologyam (Holo-ling
Figure 4. Two steps to calculate the holo-line of a computer-generated rainbow hologram.

When the calculated CGRH is reconstructed, a cylindrical lens is required to converge the
diffracted light to the viewing position. However, this is an undesirable reconstruction when using the
lens. Therefore, we added the lens effect to the reference light. This change provides the wavelength
selection of the rainbow hologram, and diffracted light by the entire calculated fringe pattern is
observed at the same position.
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3.1. Calculation of the Fringe Pattern

Computation of the holo-line follows the interference computation between the wavefront of the
object beam and the wavefront of the reference beam. The intensity pattern on the hologram plane
I(x,y) is described as:

1(x,y) = 10(x) + R, M

where O(x) is the complex amplitude of the object beam on each horizontal slice plane and R(y) is
the complex amplitude of the reference beam. Since the reference beam of the rainbow hologram is
usually a collimated beam, R of Equation (1) only changes in the y direction.

The location of the i-th object point is specified as (x;, y;, z;). Each point has a real-valued
amplitude a; and a relative phase ¢;. The object light of a single sub-line is defined as:

N
o(x) =Y. 12

f(COS ¢i+j-singy), 2
ot

=/ (xi—x)?2+2, ®
where N is the number of object points for the single sub-line and 7; is the distance between the i-th
object point and the point (x) on the hologram. The wavenumber is defined as k = 271/ A, where A is
the free space wavelength of the light. The rainbow hologram displays a 3D image on or close to the
hologram plane. The object point that is close to the hologram plane makes a high intensity fringe
pattern according to Equation (2). Therefore, Equation (2) is changed into the following equation,
which can avoid divergence.

ai

0 =21 7=%
1

(cos i+ j - sing;), 4)

M=

Il
-

1

where « is a positive constant value.
The complex amplitude R(y) is determined by:

R(y) = aref(COS ¢r+j-singy), ©®)
¢r = ky - sin by, (6)

where 0, is the vertical incident angle of the illumination beam and ¢ is the phase component of the
reconstructed beam.
The intensity pattern of Equation (1) becomes:

I(x,y) = |0(x)]* + |R(y)]* +2-Re{O(x)} - Re{R(y)} +2-Im{O(x)} - Im{R(y)}, @)

where Re{C} and Im{C} take the real and imaginary part of the complex number C, respectively. The
first and second term are the DC term, which does not contribute to the reconstructed image. For the
calculation of CGRH, the only the third and fourth term are calculated.

To converge the diffracted light to the horizontal slit, the phase component of the reference beam
in Equation (6) is changed into the following equation.

¢r = kr - (sinfy,f — sinfs), ®)
f; = tan™! %, ©)

where 6; is the convergence angle to the horizontal slit and V; is the distance between the hologram
plane and the viewpoint.
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3.2. Calculation Area

The maximum diffraction angle of the CGH depends on the pixel pitch of output device. In this
paper, we used a fringe printer, which can output a 0.35-um pixel pitch CGH for the output device.
Since the object point that is close to the hologram requires a fine pixel pitch, the calculation area
on the hologram plane should be limited by the coordinate of the object point according to the

following equation.
A

= 2(sinBp; — sinff) (10)

where d is the pixel pitch of the CGH and 6,); and 0, are the incident angles of the object beam and
the reference beam, respectively. In the actual calculation, we employed the virtual window (as shown
in Figure 5), which only passes through the object light, satisfying Equation (10).

Figure 5. Addition of the calculation area by the virtual window.

4. Point Cloud Creation

The object to be recorded is approximated as a collection of self-illuminated points. Each point
has x, y, z coordinates, a phase component and a real-valued amplitude of R, G, B. Since CG data are
usually used as the object, we have to convert CG data to the point cloud data [7].

For the creation of the point cloud from CG data, the OpenGL library is employed as the
3D-API [12]. By using a color buffer and a z-buffer, which are calculated by OpenGL, the point
cloud is calculated. However, the color buffer of the calculated point cloud is made from a single
viewpoint. Therefore, when the viewer changes position, the absence of the hidden surface’s data
causes a problem: hole and overlap. In order to solve this problem, we employed multi-view rendering,
which makes multiple point cloud data from several viewpoints. Accordingly, the reconstructed image
shows the correct occlusion in every viewpoint.

4.1. Shift Point Data

Since the object point that is close to the hologram plane is calculated by Equation (4) to avoid
divergence, the intensity of the object beam becomes weak, and the reconstructed image has dark
bands on the hologram plane, as shown in Figure 6¢. Figure 6a is a CG object used in this research,
and the CG object is placed as shown in Figure 6b; the horizontal white arrow shows the hologram
plane. Therefore, the object points that are close by less than a certain distance from the hologram
plane need to be shifted a bit far from the hologram plane, as shown in Figure 7. Figure 8 shows the
original point cloud data and the shifted point cloud data. As is evident from Figure 8, the shifted
point cloud data seem almost the same as the original data when the observer sees from front.
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a) CG object b) CG object ¢) Reconstructed image
front view top view (simulation)

Figure 6. CG object and simulated image including the dark bands problem.
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a) Point cloud data without shift b) Point cloud data without shift
(front view) (top view)

¢) Point cloud data with shift d) Point cloud data with shift
(front view) (top view)

Figure 8. Point cloud data with and without shift.
4.2. Reallocation of the Point Cloud

According to the performance improvement of the output device, the resolution of CGH becomes
very high (over 50 Gpixels). It is difficult to calculate the whole fringe pattern of CGRH at the same
time by a general PC. In the calculation of CGRH, each holo-line is independent, as described in
Reference [10]. If the object points are only divided with the vertical coordinate, the reconstructed
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image has distortion. When the hologram is reconstructed, the observer sees diffraction light from
the point of the hologram plane, which has to be linearly aligned with the viewpoint and object point.
Therefore, the object points are divided with the straight line connecting the viewpoint with the each
edge of the holo-line, as shown in Figure 9.

Figure 9. Split object data for each horizontal calculation block.

5. Normalization of the Fringe Pattern

The calculated fringe pattern should be normalized by the entire fringe pattern. Otherwise, each
segment reconstructs the difference in the contrast of the image. Especially since the horizontal block
of CGRH is calculated for different numbers of object points, the difference in the contrast of the image
is very large. In this research, the calculated fringe pattern is stored as the floating-point number and
normalized by a range of 3¢ after the calculation of the whole fringe pattern [13]. This ¢ is the standard
deviation calculated from the intensity of the fringe pattern.

6. Results

6.1. Fringe Printer

Figure 10 shows the schematic image of the fringe printer. The fringe printer consists of a laser, an
X-Y translation stage, liquid crystal on silicon (LCoS) as the spatial light modulator and optical parts.
A fractional part of the entire holographic fringe is displayed on the LCoS, and its demagnified image
is recorded on a holographic plate. Then, the plate is translated by the X-Y stage to expose the next
segment of the fringe. Table 1 shows the fringe printer’s parameter. Holographic material VRP-M,
which is manufactured by Slavich, is used as the holographic recording material. VRP-M is a silver
halide material. After development, VRP-M is bleached to improve the diffraction efficiency.
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Table 1. Parameters of the improved fringe printer.

Fringe Printer Value
Moving Area (mm?) 200 x 200
Focal Length (L2) (mm) 200
Focal Length (L3) (mm) 10
Demagnification Rate 1/20
Wavelength (laser) (nm) 473
LCoS Value
Resolution (pixel) 1920 x 1080
Pitch (um) 7.0
Gray-scale Level (bit) 8
A2 plate
Mirror 3 | Mirror
PC 7 [ | |
L. Iris AOM
< Obj ect1ve'ﬂ' Shutter
’ Lens A2 plate
Lens 1 )
XY Stagei I Lens 2 | isolator
FBS LCoS Laser

Holographic plate
Figure 10. Schematic of the fringe printing system.

6.2. Reconstructed Images

Table 2 shows the parameter of CGRH. For the full-color reconstruction, we calculate three fringe
patterns, which use different wavelengths, as shown in Table 2, from point cloud data. The calculated
fringe patterns are synthesized to an 8-bit gray-scale bitmap pattern. We used a Windows 10 64-bit
PC, which has Intel Core i7 7700 K CPU and 32 GB memory. By using the proposed method, an
over 50-Gpixel CGRH was calculated with uniform contrast. Since the normalization had to be
calculated after the entire fringe pattern calculation, the previous method only created about a quarter
size of the memory size, because the fringe pattern is calculated as a float value. After the point
cloud data creation, it took 14.5 min to process and to prepare the fringe calculation such as the
shift of object points, the addition of the calculation area and sorting the point cloud data for each
holo-line. The computation time of the fringe pattern was approximately 50 min. Figure 11 shows the
reconstructed images from several viewpoints. A white LED light, called HOLOLIGHT [14], was used
as the illumination light. HOLOLIGHT can easily make light that is close to the collimated light.
Reconstructed images show good color reproduction compared with the original CG in the horizontal
direction. In the change of the viewpoint in vertical direction, the color spectrum changes from red to
blue, as shown in Figure 11a,e.

Figure 12 shows the numerical reconstruction for with and without shift object points, which are
placed on or close to the hologram plane. To apply shift object data, the dark bands of Figure 12b are
solved in Figure 12a. Figure 13 shows the reconstruction from the different normalizations. To change
the normalization of each holo-line to the entire hologram, the contrast of the reconstructed image
became uniform. These numerical simulations employed the algorithm of [15].
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Table 2. Parameter of the hologram.

Parameter of the Hologram Value
Resolution (pixels) 288,080 x 194,560
Size (mm?) 101 x 68.1
Pitch (um) 0.35
Wavelength (R, G, B) (nm) 633,532,473
Sub-line resolution (pixels) 512
Number of holo-lines 380

Average number of object points  approximately 335,000

b) Left view d) Right view

¢) Bottom view

Figure 11. Reconstructed images from several viewpoints.

a) w/ shift object point b) w/o shift objet point

Figure 12. Comparison of with and without shift object data (numerical reconstruction).
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a) Normalization as a whole b) Normalization as a each Holo-line

Figure 13. Comparison of the normalizations (numerical reconstruction).

7. Conclusions

In this research, we have calculated and output an over 50-Gpixel CGRH that reconstructs a

full-color 3D image. The reconstructed images shows good color reproduction. For the calculation
of the large CGRH, we proposed split calculation for each holo-line. To apply this calculation model,
several object data, which were created from different viewpoints, were managed. In addition,
to employ the shift object data and the normalization as a whole, the output CGRH provides good

reconstructed images.
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The following abbreviations are used in this manuscript:

CGH

Computer-generated hologram

CGRH Computer-generated rainbow hologram

SLM
PBS

Spatial light modulator
Polarized beam splitter

LCoS  Liquid crystal on silicon
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Abstract: The synthetic holographic stereogram printing technique can achieve a three-dimensional
(3D) display of a scene. The development and research status of the synthetic holographic stereogram
printing technique is introduced in this paper. We propose a two-step method, an infinite viewpoint
camera method, a single-step Lippmann method, a direct-write digital holography (DWDH)
method and an effective perspective images’ segmentation and mosaicking (EPISM) method.
The synthetic holographic stereogram printing technique is described, including the holographic
display with large format, the large field of view with no distortion, the printing efficiency, the color
reproduction characteristics, the imaging quality, the diffraction efficiency, the development of
a holographic recording medium, the noise reduction, and the frequency response analysis of
holographic stereograms.

Keywords: holographic printing; holographic stereogram; holographic element (hogel)

1. Introduction

Holography is a three-dimensional (3D) display technology based on the interference and
diffraction of light waves, and it was first proposed and realized by Gabor [1]. For almost two
decades, computer technology and holography have been integrated more closely, and holographic
printing techniques have developed rapidly. Compared with the conventional optical holography,
the hologram of virtual scenes can be stored into the holographic recording medium with the help of
holographic printing techniques. Holographic printing techniques have been widely used in various
fields [2-6], such as military, architecture, commerce, automotive industry, and entertainment.

According to the different sources of interference patterns and different approaches of recording,
holographic printing techniques can be categorized into three types: synthetic holographic stereogram
printing, holographic fringe printing, and wavefront printing. In synthetic holographic stereogram
printing, the 3D scene is reconstructed by sequential perspective images that are captured by a tracking
camera or modeled by a computer with rendering techniques. After being interfered with by the
reference beam, the information of perspective images is stored in the holographic recording medium.
During the reconstruction of holographic stereograms, stereoscopic vision occurs when different
perspective images with parallax information is viewed, and the parallax is changing when eyes are
moving [7,8]. In holographic fringe printing, interference patterns are calculated by the computer,
displayed by the spatial light modulator (SLM) and printed on the holographic recording medium
directly [9-14]. Thin transmission holograms, such as the Fresnel hologram, the rainbow hologram,
the image hologram, and the holographic stereogram, can be achieved [15-17]. In wavefront printing,
the holograms are calculated by a computer, but the algorithm is different from that of holographic
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fringe printing. Holographic fringe patterns are diffracted and propagated to the recording medium,
interfered with by the reference beam, and reflection volume-type holograms can be achieved [18-26].

Compared with holographic fringe printing and wavefront printing, since there is no complex
diffraction calculation, synthetic holographic stereogram printing is the only holographic printing
technique in application currently, and it is developing rapidly. In addition to the laboratory research,
there are several companies worldwide engaging in synthetic holographic stereogram printing and
providing related business services, such as Zebra Imaging Inc. in the United States as well as Geola
Inc. and XYZ Imaging Inc. in Europe [3]. It is beneficial to readers to have a systematic review of the
synthetic holographic stereogram printing technique. This paper introduces research on the synthetic
holographic stereogram printing technique and other related topics.

2. Development of Synthetic Holographic Stereogram Printing Technique

Synthetic holographic stereogram printing was first proposed by DeBitetto [27] and promoted
by King et al. [28]. The earliest synthetic holographic stereograms are horizontal-parallax-only
(HPO) holographic stereograms. When the viewer is not located at the slit plane of the stereogram,
there will be image distortions. The problem will not occur in full parallax holographic stereograms.
With the two-step method, we can achieve a real-virtual combined holographic stereogram,
i.e., the reconstructed 3D scene is viewed inside or outside of the holographic recording medium.
The production and reconstruction of the two-step method is shown in Figure 1 [29]. Full parallax
perspective images of the scene are acquired under incoherent illumination, and Fresnel holograms
of them are recorded in different hogels (holographic elements) successively (see Figure 1a).
When viewing the master hologram, eyes should be close to the positions of aperture pupils
(see Figure 1b). To separate the aperture pupil plane and the viewing plane, the master hologram
(H; plate) should be recopied to the transfer hologram (the H, plate) with the image hologram
photographing method, i.e., there are double exposures in the two-step method (see Figure 1c).
When viewing the transfer hologram from different virtual pupil positions, different perspective
images can be captured by human eyes, and the stereoscopic vision is formed (see Figure 1d).

. image plane
ignalbeam g hologram —
_-SLM (Hu plate)
_~lens =
master hologram
(H, plate)

- ~aperture pupil
reference beam

(a) (b)

transfer hologram

(H} plate)

N
virtual pupil

@

signal beam

transfer hologram

(H:z plate) lens

reference beam mastér hologram

© (Hi plate)

Figure 1. Production and reconstruction of the two-step method. (a) The production of the master
hologram. (b) The reconstruction of the master hologram. (c) The reproduction of the master hologram
to the transfer hologram. (d) The reconstruction of the transfer hologram. (Reprinted with permission
from ref [29], [OSA]).

Since the 1990s, the media lab of Massachusetts Institute of Technology (MIT), the imaging
science and engineering laboratory of Tokyo Institute of Technology, and the General Optics
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Laboratory (Geola) have been researching the synthetic holographic stereogram printing
technique [30]. To simplify the process of the two-step method, they proposed the infinite viewpoint
camera method [31,32], the single-step Lippmann method [33,34], and the direct-write digital
holography (DWDH) method [3,35,36].

MIT studied the problem of image distortions in HPO holographic stereograms and proposed
two predistortion techniques, i.e., the infinite camera predistortion method and the perspective
slicing predistortion method. The infinite viewpoint camera method for synthetic holographic
stereogram printing was proposed, whose core idea was to transform the perspective images
into parallax related images. The perspective images are first captured by an infinite camera,
and the light arriving at the hogels can be considered as bundles of parallel light approximately
since the distance between the camera and the holographic recording medium is far enough.
The transformation is just an operation on a series of arrays as shown in Figure 2 [29]. Suppose
there are s x t (s=1,2,--- ,M,t =1,2,--- ,N) perspective images, and each image contains
ixj(i=12,---,mj=12,---,n) pixels. The perspective image matrix is expressed as Ps (i, ).
All pixels at the same location of each Pg(i, ) are extracted to form a new matrix H,-j(s, t), which
denotes a parallax-related image. During the holographic printing, a convex lens is used to control
the refraction direction of light rays. The resolution of reconstructed images equates to the number of
hogels. A double-frustum algorithm for rapidly generating image data for full parallax holographic
stereograms was proposed by Halle et al. [37]. There is a special renderer with an orthoscopic camera
and a pseudoscopic camera together, and each exposing image is synthesized by using rendering
images of these two cameras.

perspective images parallax related images

j=1.2:n
—

i =12m

Figure 2. Transformation principle of perspective images in the infinite viewpoint camera method.
(Reprinted with permission from ref [29], [OSA]).

In the single-step Lippmann method, the exposing images for hogels are acquired by the
perspective projection, not by camera sampling, and the principle of this method is shown in
Figure 3 [29]. Based on the center of each hogel, scene points are projected to the position of liquid
crystal display (LCD), respectively (see Figure 3a). According to the viewer’s position, the occlusion
relation of scene points in space should be considered and the hidden surfaces should be removed.
The calculated images are then displayed on the LCD, converged through the lens, and recorded on
the hogels (see Figure 3b). During the reconstruction of the scene, light rays are diffracted from each
hogel in the same way as the image calculation; thus, the viewer can perceive the scene (see Figure 3c).
The double-frustum algorithm can be also applied to the single-step Lippmann method.
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Figure 3. Principle of the single-step Lippmann method. (a) Calculation of an exposing image.
(b) Optical setup of the method. (c) Reconstruction geometry for the holographic stereogram.
(Reprinted with permission from ref [29], [OSA]).

Geola Inc. has realized full parallax holographic stereogram printers with pulse lasers [35],
while the commercial products provided by Geola Inc. are only HPO holographic stereograms.
The DWDH method was proposed by Bjelkhagen and Brotherton-Ratcliffe. The core idea of the
DWDH method is the H; — H, conversion, i.e., the image transformation from the camera film plane
to the SLM plane, which is usually referred as “I-to-S” transforming [38]. The principle of the DWDH
method is shown in Figure 4. There are six principal planes, i.e., the hologram plane, the SLM plane,
the projected SLM image plane, the camera plane, the film plane, and the projected film plane. There is
the assumption of a small-aperture camera and a “point” hogel, and each image of the SLM plane
is acquired by the pixel swapping technique from different images of film planes according to the
ray-tracing principle. The spatial location relations of these planes are easily established, and there is
an exact pixel matching relationship between the SLM plane and film plane.

projected SLM image projected film plane
plane

camera plane hologram plane

film plane
SLM
o plane
pixel swapping
technique
small-aperture “point”
camera hogel

Figure 4. Principle of the direct-write digital holography (DWDH) method.

In the two-step method, the process is relatively complex with double exposures, and it is difficult
to make a large-size hologram since we can hardly achieve large-format collimating light during
the second exposure. There is only single exposure in the infinite viewpoint camera method, in
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the single-step Lippmann method, or in the DWDH method. Recently, a novel method based on
effective perspective image segmentation and mosaicking (EPISM) was proposed by our group [29,38].
The principle of the EPISM method is shown in Figure 5. On the basis of ray-tracing principle and the
reversibility of light propagation, the viewing frustum effect of human eyes is analyzed and simulated
(see Figure 5a). With the segmentation and mosaicking of effective perspective images, synthetic
effective perspective images for single-step exposure can be achieved (see Figure 5b). By using the
EPISM holographic stereogram printing method, the image processing is simple and the reconstructed
images are of high resolution.

perspective g, plate viewing frustum
. image R — —
virtual _—
hogel
virtual Hi cross
sectiol

virtual hogels among
the FOV of point O

(b) synthetic effective perspective image

Figure 5. Principle of the effective perspective image segmentation and mosaicking (EPISM) method.
(a) The extraction of effective perspective image segment corresponding to a single virtual hogel.
(b) The synthetic effective perspective image mosaicked by effective images segments of multiple
virtual hogels. (Reprinted with permission from ref [29], [OSA]).

Principles of different synthetic holographic stereogram printing methods have been described.
Except for the two-step method, there is only single exposure in the other printing methods. According
to different models to generate the hogel images, the methods mentioned above can be classified as
two types [39]. In the first type, hogel images are generated by a camera placed on the viewing zone
of the holographic stereogram. As shown in Figure 6, the hologram plane coincides with the camera
image plane, and the camera is placed on every point of view on the viewing zone. Perspective images
of the 3D scene are first captured by the camera, and they are then rearranged to generate hogel images.
According to different transformation algorithms, there are examples of the infinite viewpoint camera
method and the DWDH method. Although the hologram plane is not matched with the camera image
plane in the EPISM method, the EPISM method can be also considered as the first type since the camera
is placed on the viewing zone of the holographic stereogram. In the second type, hogel images are
generated by a camera placed on the hologram plane. As shown in Figure 7, the camera is placed on
every hogel of the holographic stereogram and the SLM plane coincides with the camera image plane.
Hogel images are generated directly, and there are examples of the single-step Lippmann method
and double-frustum algorithm. The camera’s field of view (FOV) is coincided with the hogel’s FOV,
and the hogel image’s resolution coincides with the SLM’s resolution.
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Figure 6. Hogel images are generated by a camera placed on the viewing zone of the holographic stereogram.
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Figure 7. Hogel images are generated by a camera placed on the hologram plane.

For either the DWDH method or the EPISM method, the core idea is the H; — H, conversion.
However, they are different, as shown in Figure 8. In the DWDH method, there are six principal
planes, i.e., the hologram plane, the SLM plane, the projected SLM image plane, the camera plane,
the film plane, and the projected film plane. There is the assumption of a small-aperture camera and
a “point” hogel, and each image of the SLM plane is acquired by the pixel swapping technique from
different images of film planes according to the ray-tracing principle. Consequently, there is an exact
pixel matching relationship between the SLM plane and the film plane. Once the parameters of the
printing system (such as the distance between the camera plane and the hologram plane as well as
the pixel intervals of the film plane and SLM plane) are determined, the relationship between the
hogel sizes of the camera plane and the hologram plane are fixed. In our proposed EPISM method,
there are only three principal planes, i.e., the virtual master hologram plane, the SLM plane, and the
transfer hologram plane, and only the hogels in the transfer hologram are considered as “point” hogels.
The virtual master hologram plane and the transfer hologram plane in the EPISM method can be
considered equally to the camera plane and the hologram plane in the DWDH method correspondingly.
The images for hogels in the transfer hologram are acquired by the pixel mosaicking technique, not the
pixel swapping technique. The DWDH method is based on single pixel mapping, whereas the EPISM
method is based on the image block operation. The calculation burden in the EPISM method is much
less than that of the DWDH method, especially for a full parallax holographic stereogram. Moreover,
since it is the pixel mosaicking technique, the hogel sizes in the virtual master hologram and the
transfer hologram can be arbitrary, without any limitations.
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Figure 8. Differences between the DWDH method and the EPISM method.

3. The Research Status of Synthetic Holographic Stereogram Printing

3.1. Holographic Display with a Large Format, a Large Field of View, and No Distortion

The MIT group studied the principle of synthetic holographic stereogram, which has a large
format, a large FOV, and no distortions during image reconstruction. Ultragram was proposed to
improve the distortion properties in HPO holographic stereograms [30,31]. A holographic display in
the m? level was achieved with hogels spliced by Benton et al. [40]. Zebra Imaging Inc. was founded
by scientists from the media lab of MIT, and has successfully achieved holographic stereogram printing
with high quality [41]. Zebra Imaging Inc. has provided tens of thousands of holographic maps for the
US army since 2006. Holographic advertisement and holographic map produced by Zebra Imaging
Inc. are shown in Figure 9.

Figure 9. Holographic advertisement (a) and holographic map (b) produced by Zebra Imaging Inc.

From the perspective of diffraction efficiency and the FOV, holographic stereogram printing
systems based on a diffuser or a diffraction optical element (DOE) were compared by Zherdev et al.
Two embodiments of diffractive lens, i.e., the composite holographic lens (CHL) and the amplitude
diffractive lens (ADL), were used to increase the FOV, and the FOV could be up to 120° [42].

Since the objective lens, the telecentric lens, and other optical elements are used in the holographic
stereogram printing systems, there will be radial distortions when the images are projected by the
SLM [43]. The radial distortions caused by the optical elements during the reconstruction of a full
parallax and full color white light viewable holographic stereogram were studied by Park et al.,
while the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) were used as imaging
quality metrics [43].

3.2. Printing Efficiency

Printing efficiency is critical in holographic stereogram printing as it is the hogel-by-hogel printing
method. The relationship between the total time of holographic printing and the factors such as hogel
size, the light sensitivity of recording material, laser output power, exposure time, moving time,
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and waiting time was studied by Morozov et al. [44]. Spatial splitting technology and time sequential
technology were proposed to improve the printing efficiency, and for a hologram with size 10 x 10 cm,
the overall printing time 250 min for conventional method reduced to 67 and 32 min, respectively.

A multichannel holographic printing method was proposed by Rong et al. [45]. Each perspective
image of the 3D scene was segmented into nonoverlapping subimages, and subimages were rearranged
to the encoding images firstly. The SLM was then partitioned into multi-areas that were independent
spatially, and each encoding image was loaded to the corresponding channel of the SLM for exposing.
With the proposed method, the printing time could be reduced significantly for large-scale holograms.

An array of small lenses and reduction optics were used to realize the parallel exposure by
Yamaguchi et al. [46]. Since 12 hogels were simultaneously exposed by each exposure, the printing
efficiency could be improved greatly, as the printing speed was about 10 times faster than the
conventional method.

Compared with the continuous wave laser, the pulsed laser is not sensitive to vibrations or tiny
temperature fluctuations, so the waiting time could be negligible during the exposure. Many researches
and companies have successfully realized the synthetic holographic stereogram printing with pulsed
lasers [47-49]. Geola Inc. and XYZ Imaging Inc. have cooperated to produce holographic printers,
which could print differently sized, high-quality, and colorful holograms automatically. The first RGB
pulsed laser holographic printer made by Geola Inc. in 2001 and the printed hologram are shown in
Figure 10 [3,47].

Figure 10. The first RGB pulsed laser holographic printer made by Geola in 2001 (a) and the printed
hologram (b). (Reprinted with permission from ref [47], [SPIE]).

3.3. Color Reproduction Characteristic

With the development of the holographic recording medium, color reflection holography has been
the focus of research in recent years. The diffraction wavelength selectivity of reflection holography
and the colorimetric principle were analyzed, and the expression of reflection hologram colorimetric
system was proposed by Wang et al., meanwhile the color reproduction quality of reconstructed images
was evaluated [50]. Based on the spectral measurement of reproduced light, a new method of color
management for a full-color holographic stereogram printing was proposed by Yamaguchi et al. [51].
The color shifts with the variations of illumination beam angle were also discussed, and it was shown
that the specified colors could still be reproduced within a certain range of incident angle variation.

Based on the sensitometric characteristic of the holographic recording medium, multi-exposure [52]
or space-division exposure [51] could be used in full-color holographic printing. In the multi-exposure
method, the hogels were exposed by a single laser beam which combined the lasers of RGB colors
simultaneously, and the recording effect depended on the dynamic range of recording material since
there were three different gratings recorded in the region of the hologram [53]. In the space-division
exposure method, the hogels were divided into different parts spatially, and each part was exposed
with a single-color laser, and the diffracted light intensity would then decrease to one-third of that of
monochromatic exposure as the recording density decreased.
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A high-density light-ray recording method for a full-color, full-parallax holographic stereogram
was proposed by Yamaguchi et al. [54]. RGB lasers were used for the production and reconstruction of
colorful holographic stereogram, and the relationship between the hogel size and the reconstruction
effects, such as the angular resolution and the visibility of the hogel’s array structure, was discussed.
Experiment results showed that the angular resolution of reproduced light rays was 1.08° when the
hogel size was 50 x 50 pm, which could satisfy the demand of the human visual system.

3.4. Imaging Quality

The relationship between the hogel size and the lateral resolution of the stereogram was analyzed
by Lucente [55]. A hogel overlapping method for enhancing the lateral resolution of holographic
stereogram was proposed by Hong et al. [56]. The shifting distance of hogel was smaller than the hogel
size, and the maximum number of recordable overlapped hogels depended on the dynamic range of
the holographic recording medium. Perspective images captured from different viewing points for
the conventional and overlapping methods are shown in Figure 11. However, with such hard pupils
overlapped method, the reconstructed images were blurred because of spectral aliasing.

A band-limited diffuser was localized before the holographic recording medium to produce
a high-resolution holographic stereogram by Yamaguchi et al., but some additional noises were
introduced [57].

right view left view top view bottom view

(a) conventional
method

(b) overlapping
method

Figure 11. Perspective images captured from different viewing points by Hong’s group: (a) conventional
method and (b) overlapping method. (Reprinted with permission from ref [56], [OSA]).

3.5. Diffraction Efficiency

Diffraction efficiency of the hologram is related to various factors, such as the properties of
the recording medium, the light intensity ratio between the signal beam and the reference beam,
the polarization properties of the beams, and the follow-up processing. Diffraction efficiency is
highest when the light intensity ratio between the signal beam and the reference beam is about 1.
A pseudorandom band-limited diffuser was used to modulate the signal beam and broaden the
frequency spectrum of the Fourier-plane of the lens by Klug et al., and this resulted in an improvement
of diffraction efficiency [58].

Additionally, in the optical hologram, from the perspective of the recording medium’s
properties, some scholars have added nanoparticles to the recording materials to improve the
diffraction efficiency, and the research results could also be applied to the holographic printing.
For instance, 13 nm silica nanoparticles were added to the methacrylate photopolymers by Suzuki et al.,
and a noticeable reduction of scattering loss and a high-contrast refractive-index change were
achieved [59]. A gold-nanoparticle-doped photopolymer was used to suppress side lobes of angle
selectivity of volume holographic gratings by Cao et al., achieving a higher diffraction efficiency [60,61].
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3.6. The Development of a Holographic Recording Medium

Three main types of holographic recording medium are silver-halide materials, dichromate
gelatin materials, and photopolymer materials [3]. With such conventional materials, the holograms
cannot be modified once the information is recorded into the materials, which means the lack of
image-updating capability, leading to restricted use and high cost. Consequently, many scholars
are committed to the study of updatable holographic recording medium. A holographic stereogram
was recorded into a photorefractive polymer material achieved by Peyghambarian et al., resulting in
a dynamically updatable holographic display, which could refresh images every 2 s [62,63]. Images
from the updatable holographic 3D display is shown in Figure 12. Poly-doped organic compound was
used in a holographic stereographic technique by Tsutsumi et al., resulting in an updatable holographic
3D display with fast response time and high diffraction efficiency [64,65]. A permanent holographic
recording photosensitive material with high diffraction efficiency of about 90% was investigated by
Gao et al. [66,67].

t=30s

t=0s t=60 s t=120s
Figure 12. Images from the updatable holographic 3D display achieved by Peyghambarian’s group. (Reprinted

with permission from ref [62], [Springer Nature]).

3.7. Noises Reduction

In synthetic holographic stereogram printing, since it is usually set up on an anti-vibration system
with an optical table, the main source of the noises comes from the movement of the motorized X-Y
stage with the holographic recording medium hogel by hogel. In order to enhance the robustness of
the printing system against the ambient noises, an anti-vibration algorithm was designed and applied
by Lee et al., reducing the vibration significantly [68]. The schematic and prototype of the holographic
stereogram printer is shown in Figure 13.

Figure 13. Schematic and prototype of the holographic stereogram printer produced by Lee’s group.
(Reprinted with permission from ref [68], [SPIE]).

The problem of speckle noises in synthetic holographic stereogram printing was also studied
by Yamaguchi et al. [57]. A diffuser was used in the printing system to equalize the intensity
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distribution of the signal beam inside the hogel, but it would generate speckles. A moving diffuser
was used to suppress the granularity noises and a multiple exposure method was used to suppress the
high-frequency noises.

3.8. Frequency Response Analysis of the Holographic Stereogram

Holographic stereogram is an optical system, especially a diffraction limited system. It is difficult
to understand the working mechanism of the system comprehensively if just from the perspective
of geometrical optics. Considering from the angular spectrum, some scholars establish the angular
regulation model, analyze the regulation mechanism, and discuss the frequency response of the
holographic stereogram [69].

The modulation transfer function (MTF) of HPO image-plane holographic stereograms was
constructed by St Hilaire et al., and the optimum sampling of the slit plane with fixed depth object
points was also discussed [70]. The optical transfer function (OTF) of 3D display systems was
investigated by Helseth et al., and the influence of the Stiles-Crawford effect of human eyes was
also considered [71]. In our previous study, the wavefront reconstructed errors in the holographic
stereogram were expressed as defocusing aberrations, and the frequency responses of the full-parallax
holographic stereogram were studied when the Rectangle, the shaped Gaussian, and the shaped
Blackman window functions were used as the exit pupil functions, respectively. The design criterion
of the exit pupil function was then discussed [72]. Moreover, exit modeling and OTF analysis of the
EPSIM-based holographic stereogram were carried out [38]. Characteristics of the OTF with respect
to the exit pupil size and the aberration were investigated in detail. Hogel sizes, i.e., the sampling
interval of original perspective images and the printing interval of synthetic effective perspective
images, were optimized for the reconstruction. Optical setup of the holographic stereogram printing
system and images of optical reconstruction from different perspectives are shown in Figure 14.
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Figure 14. Optical setup of the holographic stereogram printing system (a) and images of optical
reconstruction from different perspectives produced by our group (b). (Reprinted with permission
from ref [38], [Springer Nature]).

4. Conclusions

Holographic printing techniques can be used for a realistic 3D display, and synthetic holographic
stereogram printing is the only holographic printing technique in application currently. In this paper,
the development and research status of the synthetic holographic stereogram printing technique is
introduced in detail. We predict that the synthetic holographic stereogram printing technique will
rapidly develop and that holographic stereogram printers will enter our daily lives for personal use in
the future.
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Abstract: Effective perspective image segmentation and mosaicking (EPISM) method is an effective
holographic stereogram printing method, but a mosaic misplacement of reconstruction image
occurred when focusing away from the reconstruction image plane. In this paper, a method known
as holographic element-based effective perspective image segmentation and mosaicking is proposed.
Holographic element (hogel) correspondence is used in EPISM method as pixel correspondence
is used in direct-writing digital holography (DWDH) method to generate effective perspective
images segments. The synthetic perspective image for holographic stereogram printing is obtained
by mosaicking all the effective perspective images segments. Optical experiments verified that the
holographic stereogram printed by the proposed method can provide high-quality reconstruction
imagery and solve the mosaic misplacement inherent in the EPISM method.

Keywords: holographic printing; holographic stereogram; holographic element

1. Introduction

Holographic stereogram printing technology is used in many fields. Since Dennis Gabor invented
holographic technology in 1948, holographic printing techniques can be categorized into three types:
synthetic holographic stereogram printing, holographic fringe printing, and wavefront printing.
The most widely used technology is holographic stereogram printing.

Holographic stereogram printing was first proposed by DeBitetto [1] in 1969. The perspective
images sampled by a camera are exposed to a holographic recording medium by using a slit, generating
a horizontal parallax holographic stereogram. In 1970, King [2] proposed a two-step horizontal parallax
holographic stereogram printing technique. This two-step printing technique first records the master
holographic plate, Then the second-step of the process is to record the reproduced image of the master
holographic plate onto the transfer holographic plate. The production of a holographic stereogram
that reproduces with white light and generates an orthoscopic real image is realized.

In 1990, Yamaguchi [3-5] proposed to print a full parallax holographic stereogram in a single
step; based on this, a series of studies were carried out. In 1991, Halle [6-12] proposed a single-step
holographic stereogram printing technique called Ultragram; this method processes the perspective
image obtained by the sampling camera to generate a holographic stereogram that can be used for
single-step printing. In this manner, arbitrary depth, full parallax, and undistortion holographic
stereogram printing can be realized.

Appl. Sci. 2019, 9, 920; doi:10.3390/app9050920 131 www.mdpi.com/journal/applsci
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In 2001, Brotherton-Ratcliffe [13] proposed a technique for holographic stereogram printing by
using pulsed lasers. In 2008, a single-step direct-writing digital holography printing technology [14,15]
was proposed and used in Geola’s holographic printing system. This technique employs a pixel
corresponding method, replaces the image pixels loaded onto the spatial light modulator (SLM) with
the pixels of the perspective image, and accurately reproduces the recorded scene. In 2017, Su and
Yuan [16] proposed a method called effective perspective image segmentation and mosaicking (EPISM)
method to simulate two-step method by a single-step process. Further research on the EPISM method
was carried out by Su and Yan [17-19] to improve image quality and printing efficiency. In addition,
many researchers have made valuable research in recent years [20,21].

The EPISM method uses the correspondence between the observation point and hogel to obtain
an effective perspective images segments, and the resolution of the perspective image can be fully
used by the EPISM method, but the use of an observation point will cause a mosaic misplacement
of the reconstruction image when focusing away from the reconstruction image plane. To solve this
problem, by using the idea of pixel correspondence of the DWDH method, the hogel correspondence
is used as pixel correspondence to generate effective perspective images segments, and holographic
element-based EPISM method is proposed.

This paper is divided into the following sections: In Section 2, the basic principles of the DWDH
method, the EPISM method, and the holographic element-based EPISM method are introduced.
In Section 3, the basic algorithms of holographic element-based EPISM method are given. In Section 4,
the proposed method is verified by optical experiments, and the optical experiment results are
compared with the experiment results of the EPISM method. In Section 5, conclusions are presented.

2. The Basic Principles
2.1. The Basic Principle of the DWDH Method and the EPISM Method

2.1.1. The Basic Principle of the DWDH Method

The DWDH method converts sampled perspective images into a rearranged image for exposing.
This algorithm is actually a pixel transformation from the film plane of the camera to the SLM plane
of hogel. It is usually called ‘I to S’ transformation. The principle of the DWDH method is shown in
Figure 1, There are six main planes: hologram plane, SLM plane, projected SLM plane, camera plane,
film plane, and projected film plane.

projected film plane projected SLM plane

/

camera position
hologram plane &

SLM plang .

g

\
,‘Qell on film plane

film plane

hogel position

pixel S on SLM plane camera plane

Figure 1. Ray-tracing principle of “I to S” transformation by DWDH method.

In this conversion, the camera lens and the print head of the holographic optical printer are
regarded as a point, and a test ray passes through the camera lens and hogel. The pixel where the ray
intersects the SLM plane is replaced by the pixel where the ray intersects the film plane, the ‘Tto S’
transformation of a pixel is completed. All pixels on the SLM are replaced by pixels on the film plane,
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a rearranged image for exposing is obtained. All the hogels on the hologram plane were exposed,
and the DWDH holographic stereogram was obtained.

The pixel correspondence of the DWDH method can accurately reproduce the 3D scene, but the
resolution of the sampled image is determined by the number of hogels; high-quality holographic
stereograms often require hundreds of thousands of sampled images.

2.1.2. The Basic Principle of the EPISM Method

The EPISM method is proposed to achieve a two-step holographic stereogram printing effect
by a single-step process. In the EPISM method, a liquid crystal display (LCD) panel is used as
SLM. To achieve this purpose, by simulating the propagation process of information from different
perspective images, the exposing synthetic perspective images for hogels on H, plate can be
computer-generated directly. As shown in Figure 2, the EPISM method takes the center of the hogel
on Hj plate as an observation point. According to ray-tracing principle, when observing the hogel
on virtual H; plate at point O, a viewing frustum with the observation point as the vertex and the
hogel as the bottom is obtained. Since the reproduction image of the hogel on virtual H; plate is the
corresponding perspective image, and the reproduction position is the position of the LCD panel when
recording, the intersection of frustum and the reproduced image is the effective perspective image
segments of the hogel for the observation point O. Mosaicking all effective perspective images segments
together obtains a synthetic perspective image for recording onto the hogel of Hy. Record all the
synthetic perspective images corresponding to the hogel on Hy plate, and a full parallax holographic
stereogram based on the EPISM method is received, as shown in Figure 2.

The resolution of the sampled image is determined by the resolution of the LCD panel in the
EPISM method. Since the observation point is used on the hogel on the H; plate to generate effective
perspective images segments, the influence of the hogel size on the effective perspective images
segments is ignored, and this ignorance leads to slight mosaic misplacement in the position away
from the reconstructed image plane, and the larger the dimension of the hogel on H; plate, the more
obvious the mosaic misplacement.

H, plate hogel

- : : virtual H; plate
viewing frustum synthetic effective /

~ perspective image g
perspective image

LCD panel
/ virtual hogel \
effective perspective % Virtual hnXml
i t irtual hogels among
1mages segmen / the FOV of point O
~~ virtual H; plate Hyplate
(2) (b)

Figure 2. The primitive principle of the proposed method. (a) The extraction of effective perspective
image segment corresponding to a single virtual hogel. (b) The synthetic effective perspective image
mosaicked by effective images segments of multiple virtual hogels.

2.2. The Basic Principle of the Holographic Element-Based Effective Perspective Image Segmentation and
Mosaicking (EPISM) Methods

Using holographic elements to replace pixels, the effective perspective images segments of
adjacent hogels on virtual H; plate are mosaicked as shown in Figure 3, then the aliasing perspective
images segments of adjacent hogel cannot be simulated by the LCD panel.

To avoid the aliasing of effective perspective images segments of adjacent hogels, the pixel
correspondence in the DWDH method is used to establish the hogel correspondence. The DWDH
method uses the hogel (as a point) position and the pixel coordinates on the SLM plane to determine
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the camera position and the pixel coordinates on the film plane. As shown in Figure 4, if the dimension
of hogel is considered, the pixel on the SLM plane in the DWDH method should be replaced by a
segment of the LCD panel in holographic element-based EPISM method, and the dimension of the
segment of the LCD panel is equal to the dimension of the hogel on virtual H; plate. The position
of the hogel on virtual H; plate and the effective perspective images segments of its reconstruction
images are determined by the position of the hogel on the H; plate and the segment of the LCD panel.
A synthetic perspective image based on the holographic element can be obtained by mosaicking all the
perspective images segments, and the aliasing of perspective images segments is avoided. Based on
this idea, holographic element-based EPISM method is proposed.

H1 plate

>

virtual hogel

>

aliasing of effective perspective I
images corresponding to adjacent
hogel on virtual H, plate
LCD panel

H,plate

Figure 3. The effective perspective images segments of adjacent hogels are aliased When holographic
element is used for the corresponding.

effective virtual hogel

effective perspective
images’ segments
N
\

virtual H, plate

\

LCD panel \

synthetic perspective image

H, plate DMj

hogel

Figure 4. The holographic elements are used as pixels to solve the aliasing problem of adjacent hogels.

The principle of this method is described as follows: as shown in Figure 5, to treat a hogel as a
pixel, this requires the same hogel dimensions on the virtual H; and H» plates, and the dimension
of the effective perspective images segments are also the same as the hogel dimension, denoted as /.
The dimension of the LCD panel is fixed, and the LCD panel is partitioned according to the dimension
of the effective perspective images segments. It is necessary to choose a suitable distance to make the
rectangle area formed by the hogel on H, plate and the segment of the LCD panel coincide with the
hogel on the virtual Hy plate. The reproducing image of the hogel on the virtual H; plate intersecting
the segment of LCD generates the effective perspective image segments. For this purpose, as shown in
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Figure 6, when the distance between the virtual H; plate and the LCD panel is denoted as L;, we need
to make L; be an integer multiple of L, which is the distance between the H, plate and the LCD panel.
This ensures that the rectangular area formed by the hogel on H; plate and the segment of the LCD
panel just falls on the hogel of virtual H; plate.

] virtual H, plate
virtual H, plate -

perspective image of

synthetic perspective
virtual hogel 4 persp

images

effective perspective 1

images’ segment

H, plate

(2) ()
Figure 5. Holographic element-based effective perspective image segmentation and mosaicking
methods (a) The extraction of effective perspective image segment corresponding to a single virtual
hogel (b) The synthetic effective perspective image mosaicked by effective images segments of multiple
virtual hogels.

3 S

H,plate

LCD

¢ == y LCD plane

H, plate

§

B

Figure 6. Parameter setting of holographic element-based EPISM methods.

3. The Basic Algorithm of the Holographic Element-Based EPISM Method

3.1. The Selection of the Hogel on Virtual Hy Plate

First, hogel number of the H; plate should be fixed. As shown in Figure 6, to make full use of
the LCD resolution, choosing the appropriate field of view (FOV) of the hogel on the H; plate and L,
makes the display area of the LCD completely contained by the FOV. The display area dimensions of
the LCD panel is denoted as Ly cp. Using /; and /5 to represent the dimension of hogel on H; plate,
we denote the dimension of effective perspective images segments as Iy cp. According to the geometric
relationship, thereis Iy = I = I cp = I. As shown in Figure 7, to determine the number of the hogel on
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the virtual Hy plate, we first determine the number of segments on the LCD panel, which is presented
by npcp. Choosing the hogel on H; plate corresponds to the hogel on the H; plate, then

)

hieo i Lep s 0dd
npcp = . .
LL% -1, if LL% is even

where npcp should be odd here, 11,46 represents the segment number on both sides of the center

segment on the LCD panel, fipggel = hp =3

last hogel on H, plate

i A

LCD plane

first hogel on H, plate 7,
/ - H, plate
_ \effective LCD segmen/
e | AL Pty
//Zhogel ZCD}’I,}O;{ /n,mge,n'“’n,mg\g&

/

/

// \
/ \
/ \

7 % H, plate

~

(k+l)xn/mge' nH, (k+l)xnhogel
first hogel on H, plate last hogel on H, plate

Figure 7. Determination of the hogel number for holographic element-based EPISM methods at k = 1.

Introducing an index k, k represents the ratio of the distance from the LCD panel to virtual H;
plate and Hy plate, and k = % According to the geometric relationship, when k = 1, the hogel
corresponding to the adjacent segment of the LCD panel is separated by one hogel. When L; and L,
are not equal, let k be a positive integer; this means that the adjacent segment of the LCD panel has
corresponding hogels on H; plate. The interval hogel number between adjacent hogels is exactly equal
to k.

The number of hogels on the H; plate can be represented as 11y, = 2 X fipogel X (k + 1)+n,.

3.2. Effective Perspective Image Segmentation and Mosaicking

As shown in Figure 8, for the ith hogel on the H; plate, the order of the hogel on the virtual
H; plate that corresponds to the ith hogel on the Hy plate should be i+1poge X (k +1). For the ith
hogel on the H; plate, the segment on the center of the LCD panel is denoted as the 0t/ segment,
and let m = <fnh0gel,nh0gel), the order of hogel on the virtual H; plate that corresponds to the
mth segment of the LCD panel and ith hogel on the Hy plate is i+7ipoge X (k+1)+m x (k+1),
and this is the hogel we are looking for. Left endpoint of the hogel on the virtual H; plate that
corresponds to the 0th segment of the LCD panel is denoted as x(; according to the previous results,
we have xp = [i+nh0gel x (k+1) 71] x 11, left end the hogel on the H; plate that corresponds to

the mth segment of LCD denoted as s, s = [i +m x (k4 1) +npoger X (k+1) 71} x Iy, h = (xg—s) X

(1- ﬁ) x |1 represents the distance between the corresponding effective perspective images segments
and the location of hogel on H; plate. The left end coordinates of the segment are denoted as e,

e:{(%%)xzﬁh%} x 100 + 1 @)
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and the right end coordinates of the segment denote as f,

f:Kh—%) x11+LL2CD} x 100 + ep ®)

where ¢, = I; x 100, according to the left and right ends of the segment, determine the mth effective
perspective images segments. By mosaicking all the selected effective perspective images segments
in sequence, we obtain the synthetic perspective image corresponding to the ith hogel on H; plate.
By exposing the hogel on H; plate in sequence, the holographic stereogram is obtained.

ith hogel
H, plate
LZ
b
€ S
: LCD plane
h/ Orh effective perspective
. / . images’ segment
! mth effective perspective
images’ segment
N X,
Sy 2

- H, plate
J/ z+(k+f)xn,mge/ hogel !

i+(k+1)x n,mgg,+(k+1)xm hogel
Figure 8. Diagram of effective perspective images segments.
4. Experimental Verification

An LCD panel was used for exposing holographic stereogram, for convenience in calculation,
the corresponding resolution on 1 cm x 1 cm display area of LCD panel was 100 x 100 pixels. To this
end, the Panasonic LCD panel (VVX09F035M20) had been selected, its size was 8.9 inches, and the
resolution was 1920 x 1200. Select 10 cm x 10 cm area in the center of LCD panel as the effective
display area. Thus, the resolution of the synthetic perspective image for exposure is 1000 x 1000 pixels.

A mapped teapot model is used as the 3D scene. The depth was 4.8 cm, the height was 3 cm,
the width was 4.2 cm, and it was tipped 40°. Letk = 1,1} = = 0.2 cm, L; = L, = 18.6 cm. A camera
was set in front of the teapot, and the FOV was 30°. The size of H; plate was 6 cm x 6 cm, np, = 30,
and the hogel number of H; plate was 30 x 30 = 900. According to the previous formula, ny, = 126,
the number of the camera position should be 126 x 126 = 15,876.

As shown in Figure 9, the synthetic perspective images of the holographic element-based EPISM
method are given, image(6,16) is the synthetic perspective image corresponding to the order number
of the sixth row and the sixteenth column’s hogel on H; plate. As EPISM methods, the synthetic
perspective images are pseudoscopic images, and the reconstructed scene can reproduce the recording
scene truthfully in correct depth.
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Image(6,6) Image(6,16) Image(6,26)

Tmage(16,6) Tmage(16,16)

Image(26,6) Image(26,16) Image(26,26)

Figure 9. Synthetic perspective image of the holographic element-based EPISM methods.

As shown in Figure 10, the optical setup using for holographic-based EPISM method holographic
stereogram is presented. A 639 nm custom-made red laser was used as the laser source for holographic
stereogram printing. The max power of laser source was 1.2w. An electric shutter was used to control
the exposure time. Its model was Sigma Koki SSH-C2B. The direction of laser beam was changed
by a reflector. A non-polarizing beam splitter(NPBS) was set in the new direction of the laser beam,
and the laser beam was divided into two laser beams perpendicular to each other. The laser beam
vertical to the original direction was denoted as signal beam, and the laser beam in the same direction
as the original direction was denoted as reference beam. An attenuator was set in the same direction of
signal beam to adjust the intensities, and a spatial filter was used to expand the signal beam. The LCD
panel introduced earlier was used to load the synthetic perspective image, a diffuser was used to
scatter the signal beam to the hogel aperture, and the diffuser was placed close to the LCD panel.
The reference beam direction was changed by a reflector, and an attenuator was used to adjust the
intensities of the reference beam. Another reflector was used to change the reference beam to the
backside of holographic plate, and a spatial filter was used to expand the reference beam. Then, the
expanded beam was changed into a uniform plane wave by a collimating lens; the focal length of
the lens is 75 mm. A manual ultrafine silver-halide plate for He-Ne laser was used as holographic
plate; its grain size was about 10-12 nm. The holographic plate placed 18.6 cm away from LCD
panel, two diaphragms with apertures are placed on both sides of the LCD panel, the signal beam
and reference beam passing through the aperture interfere on the holographic plate to generate hogel.
A X-Y motorized stage(KSA300, MC600) was used to carry the holographic plate; it can move both on
the horizontal and vertical rail. The step of the X-Y motorized stage was 5. A computer was used to
time-synchronously control the shutter, the LCD panel, and the motorized stage.
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Figure 10. The optical setup of the synthetic holographic stereogram printing system.

The synthetic perspective image used to expose the hogel on the H; plate needs to be flipped
horizontally, because the LCD panel corresponding to the virtual H; plate and the LCD panel
corresponding to the H, plate were in the opposite direction.

Equation T, = E/(Ps 4+ P;) was used to express the exposure time, where P; is the intensity of
signal beam energy, P, is the intensity of reference beam energy, and E denotes as the light sensitivity
of holographic plate. In this experiment, E = 1250 pJ/ cm?, P, = 10 wJ/cm?, P, = 300 pJ/cm?.
The energy ratio between P; and P, was selected as 1:30; this ratio can greatly reduce the printing time
on the premise of guaranteeing the image quality, and the exposure time was T, = 4 s. The waiting
time was 4 times as much as exposure time to reduce the vibration result, and the waiting time
Tw = 16 s. The printing time was the sum of exposure time and waiting time, the hogel’s printing time
Ty, = T, + Ty = 20 s, and total printing time T; = Tj, X Ny, X Ny, = 18,000 s.

Figure 11 shows the reconstruction images of an optical experiment result. A conjugate beam
of reference beam was used to illuminate the holographic plate, and a camera used to record the
reconstruction image of holographic plate. Its model is Canon EOS 5D-mark3 DS126091, the focal
length of camera lens is 100 mm, the camera was set 50 cm away from holographic plate, and a real
image of 3D scene was captured by camera.

top(0°,+10°)

left(-10°,0°) center(0°.0°) right(+10°0°)

bottom(0°,-10°)

Figure 11. Optical reconstruction images in different viewing position obtained by experiments.
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As shown in Figure 11, by the effective display size and the distance L,, the FOV of Hj plate is
about 30°. The details of the original scene are perfectly reproduced, and full parallax information can
be presented by the holographic element-based EPISM method. When the camera position is close to
the limited FOV, due to the use of simple camera sampling, the reconstructed scene is as incomplete as
the original scene, with the observation area unable to achieve 30° FOV.

To confirm the position of reconstructed image, we put two rulers together with the holographic
plate. A camera was put 50 cm away from holographic plate, and the result is shown in Figure 12.
The position relation of the rulers and holographic plate are shown in Figure 12a; the ruler on the left
side is on the same plane as the holographic plate, and the ruler on the right side is on the position of
the reconstruction image, away from the holographic plate by 18.6 cm. In Figure 12b, focusing on the
left ruler, both the figure on the ruler and the hogel on holographic plate are clear, and the figure on
the right ruler is blurred. In Figure 12¢, focusing on the right ruler, the figure on the ruler and the map
on the reconstruction image are clear, and the left ruler is blurred.

(a) (b) (©
Figure 12. (a)The spatial position relation of two rulers and the holographic plate. (b) Focused on the
left ruler, both rulers the holographic plate are clear. (c) Focused on the right ruler, both ruler and the
surface of the teapot is clear.

As shown in Figure 13, the camera was also put in the position 50 cm away from the
holographic plate; an EPISM method holographic stereogram was made according to the same
configuration. Comparing the reconstructed images obtained by the EPISM method and the
holographic element-based EPISM method, Figure 13a shows the position relation of rulers and
the holographic plate; the farther ruler is placed in the position of the reconstruction image, with the
ruler as far from the holographic plate as 18.6 cm, and the closer ruler is placed 1.5 cm behind the
position of the farther ruler. Figure 13b,c show the reconstruction images of the EPISM method.
Both the figure on the ruler and the map on the teapot are clear when focusing on the farther ruler
in Figure 13b; as shown in Figure 13c, the figure on the ruler is clear and the map on the teapot is
blurred when focusing on the closer ruler, and there is a mosaic misplacement on the map of the teapot.
The reconstruction images of the holographic element-based EPISM method are shown in Figure 13d,e.
As shown in Figure 13d, the figure on the ruler and the map of the teapot are clear when focusing
on the farther ruler; the figure on the ruler is clear and the map on the teapot is only blurred when
focusing on the closer ruler in Figure 13e.

Figure 14 shows the detail of Figure 13c,e, Figure 14a magnifies part of the Figure 13c, and the
mosaic misplacement of the map of the teapot is revealed; Figure 14b magnifies the same part on the
Figure 13e, and this part of the surface map of the teapot is blurred without mosaic misplacement.
The brightness and contrast of the reconstructed image will be affected by the efficiency of the developer
and the slight adjustment of the camera when shooting, but under the same conditions, the effective
perspective images segments in EPISM method is smaller than in the proposed method, whether this
difference will affect the quality of the reconstruction image still needs further study.
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a

(a)
(b) (c)
(d) (e)

Figure 13. Comparison of reconstructed images between the EPISM method and the holographic
element-based EPISM method. (b,c) are the reconstructed images of the EPISM method, (d,e) are
the reconstruction images of the holographic element-based EPISM method. (a) The spatial position
relation of two rulers and the holographic plate. (b) The reconstruction image of the EPISM method
when focused on the farther ruler. (c) The reconstruction image of the EPISM method when focused on
the closer ruler. (d) The reconstruction image of the holographic element-based EPISM method when
focused on the farther ruler. (e) The reconstruction image of the holographic element-based EPISM
method when focused on the closer ruler.

(2)
(®)

Figure 14. Comparison of details between reconstructed images of the EPISM method and
reconstructed images of the holographic element-based EPISM method (a) Details of reconstructed
images of the EPISM method (b) Details of reconstructed images of the holographic element-based
EPISM method.
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The experimental results show that the holographic element-based EPISM method can reproduce
the 3D scene as well as the EPISM method, and solve the problem of mosaic misplacement in the
EPISM method, but there are some restrictions on the EPISM method. The condition I; = I, and
Ly = L, must be satisfied so that there will be a hogel on virtual H; plate corresponding to the area
formed by hogel correspondence between H; plate and LCD panel. In the future, we will consider
how to generate effective perspective image segments when we relax this restriction appropriately.

5. Conclusions

In this paper, holographic element-based effective perspective image segmentation and
mosaicking method was proposed for holographic stereogram printing. By using hogel correspondence
to obtain the effective perspective images segments, the mosaic misplacement in the EPISM method is
avoided, and high-quality reconstruction image also can be obtained as the EPISM method; however,
in order to establish hogel correspondence, some restrictions are introduced in the proposed method.
We will try to remove these restrictions in future work.
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Featured Application: In this paper, the dual-view integral imaging 3D display can be used in
head-up display, augmented reality and so on.

Abstract: We propose a dual-view integral imaging 3D display based on a multiplexed lens-array
holographic optical element (MHOE). A MHOE is a volume holographic optical element obtained
by multiplexing technology, which can be used for dual-view integral imaging 3D display due to
the angle selectivity of the volume HOE. In the fabrication of the MHOE, two spherical wavefront
arrays with different incident angles are recorded using photopolymer material. In the reconstruction,
two projectors are used to project the elemental image arrays (EIA) with corresponding angles for
two viewing zones. We have developed a prototype of the dual-view integral imaging display.
The experimental results demonstrate the correctness of the theory.

Keywords: dual-view display; 3D display; integral imaging; lens-array holographic optical element

1. Introduction

Dual-view display provides different images for viewers in different directions. It can meet the
needs of different viewers at the same time, and it saves a lot of space and cost. It is increasingly
commercialized, especially for car navigation, home entertainment and business applications.
For example, when a dual-view display is used in an automobile, it can represent navigation information
for the driver and entertainment information for the passenger simultaneously. Some dual-view liquid
crystal displays have been proposed [1,2], but they can only display 2D images. For automobile
applications, optical see-through capacity is needed because the driver needs to see the road while
watching the navigation information.

Recently, 3D displays, including holography display [3-5], integral imaging display [6-9],
volumetric display [10,11] and so on, have received extensive attention. Integral imaging is considered
to be one of the most promising display technologies. It has the advantages of full parallax [12] and
continuous viewpoint [13], and it supplies various physiological depth cues, so viewers can freely
change the accommodation and convergence without feeling any visual discomfort [14,15]. Integral
imaging has a small viewing angle, and the viewing zone is periodically repeated. Therefore, it is
suitable for dual-view or multi-view displays. By using some kinds of multiplexing methods, it can
present different 3D images in different directions, and meet the needs of different viewers. In recent
years, our team proposed several ways to implement dual-view 3D displays [16-18]. We proposed
a dual-view integral imaging 3D display [16], but the viewing angle is only half of the conventional
one. In order to increase the viewing angle of the dual-view 3D display, we proposed a dual-view
integral imaging 3D display using polarizer parallax barriers [17], but the resolution of each 3D image
is reduced to half of the conventional one. In order to solve these issues, Seoul University proposed
a projection-type dual-view 3D display based on integral imaging [19], but the display system is bulky.
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Then we proposed a dual-view integral imaging 3D display using an orthogonal polarizer array and
polarization switcher [18], but the brightness is not high.

In this paper, we propose a dual-view integral imaging 3D display system based on a MHOE.
The viewing angle and resolution of 3D images in the dual viewing zones are almost same as the
conventional one. The dual-view 3D display system can provide different 3D images in different
zones via controlling the projection beams. In Section 2, the fabrication and reconstruction principles
of the MHOE are analyzed, and the projection part of the dual-view 3D display system is designed.
In Section 3, the different 3D images are displayed in different viewing zones, and the imaging
characteristics of the MHOE are analyzed. The principle of the proposed system is verified by the
display experiments.

2. Structure and Principle

The schematic diagram of the dual-view integral imaging 3D display system by using MHOE is
shown in Figure 1, which consists of an MHOE, projector I and II. The MHOE is used as a projection
screen, which records the wavefronts of a micro-lens array from two different directions by using
two-step fabrication methods. Projection beams I are projected by projector I, which contain elemental
image array (EIA) I, and projection beams I are projected on the MHOE with a pair of angles 0, and
03, which satisfies the Bragg condition. Then, 3D images I are reconstructed in the left viewing zone.
Projection beams II with EIA II are projected by projector II, and projection beams II are incident onto
the MHOE with a pair of angles 05 and 65. Then the Bragg condition is satisfied and 3D images II are
reconstructed in the right viewing zone. Finally, two different 3D images are reconstructed in the dual
viewing zones, respectively.
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o — Right viewing zone

01 3 1 Projector IT
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Figure 1. Schematic diagram of the dual-view 3D display system by using the MHOE.
2.1. Fabrication and Reconstruction Principles of the MHOE

Compared with the conventional holographic optical element (HOE), the MHOE is recorded on
the volume hologram, which has the characteristics of angular and spatial multiplexing. HOE has
angular selectivity; when the incident beam deviates from the Bragg condition, the diffraction efficiency
of the reconstructed beam is reduced. When the incident beam greatly deviates from Bragg condition,
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the diffracted beam cannot be reconstructed. Therefore, multiple optical elements can be recorded on
a single holographic plate by angular and spatial multiplexing.

The angular and spatial multiplexing method are used in the fabrication process. Two sets of
micro-lens array wavefronts are recorded in a single green sensitive photopolymer material with two
different angles. The fabrication process is divided into two steps, which are shown in Figure 2. In the
first step, the parallel beam I is incident into the micro-lens array at an oblique angle 61, and then the
spherical wavefront array I is generated. The reference beam I is generated by point source I. Reference
beam [ interferes with spherical wavefront array I with a pair of angles 0, and 03, as shown in Figure 2a.
In the second step, the parallel beam II is incident into the micro-lens array at an oblique angle 6y,
and then the spherical wavefront array II is generated. The reference beam II is generated by point
source II, and reference beam II interferes with spherical wave array II with a pair of angles 05 and 6,
as show in Figure 2b. The parallel beams I and II are symmetric to each other. By strictly controlling
the exposure time of the first and second steps in the fabrication process. Finally, the required MHOE
is obtained.

Spherical wavefront array II

Parallel beam I Point source IT

Micro-lens - erence beam II

Parallel beam IT1§

Holographic plate -- {

Point source I

- - Holographic plate
----Micro-lens array

Spherical wavefront array

(a) (b)

Figure 2. Fabrication principle of the MHOE, (a) the first step and (b) the second step.

The reconstruction principle of the MHOE is shown in Figure 3. Reference beam Iis projected onto
the MHOE with a pair of angles 6, and 63. The incident angles of the reference beam I are consistent
with the angles of fabrication, and the Bragg condition is satisfied. So the spherical wavefront array I
can be reconstructed. Reference beam II is also projected onto the MHOE with a pair of angles 05 and
0¢. The incident angles of the reference beam II are the same as the angles of fabrication, and the Bragg
condition is also satisfied. Then, the spherical wavefront II is reconstructed. Therefore, the MHOE has
the optical characteristics of two sets of micro-lens arrays in different directions. Reference beams I
and II are generated by the point source I and II, which have various directional light components.
In the reconstruction of 3D images, a Bragg-mismatch occurs when reference beams are produced by
projector I and II. So, the angular variation caused by angular deviation of the reconstructed beam
should be analyzed.

2.2. MHOE as Imaging Optical Element in the Dual-View 3D Display

In the fabrication process, reference beams interfere with the spherical wavefront arrays.
The spherical wavefront array consists of many small spherical waves, and the interference fringes
are recorded on the holographic material. Each elemental lens in the MHOE is generated by the
interference of a large spherical wave (reference beam) and a small spherical wave. The grating vectors
of different positions on the MHOE are different. The reference beam is considered as a series of plane
beams [20], whose wave vectors (Ky1-m) are shown in Figure 4a. The spherical wavefront array can
be regarded as a series of small spherical waves, which is shown in Figure 2. Each small spherical
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wave in the spherical wavefront array can also be considered as a series of plane beams, whose wave
vectors (Ks1-sn) are shown in Figure 4a. So the change of the reconstructed beam of the MHOE could
be explained by the wave vector relationship of the plane beams.

Spherical wavefront array II

Point source II

MHOE Point source I

Spherical wavefront array I

Figure 3. Reconstruction principle of the MHOE.

gl-gn

Ksi-sn

ta il 4

Krt-m

(a) (b)

Figure 4. (a) Grating vector diagram of the elemental lens in the MHOE, and (b) wavefront recording
schematic diagram of the elemental lens in the MHOE.

The recorded schematic diagram of the small spherical wave in the MHOE is shown in Figure 4b;
the recorded grating vectors Kg can be expressed as [20]:

Kg = x [[Ks|sin[65] — [K;|sin[6,]] + ¥ [[Ks| cos[6s] + [Kql cos[6,]] M

where K and K; are the vectors of the small spherical wave in the spherical wavefront array and
reference beam, respectively. In the reconstruction process, the projection beam project onto the MHOE
with the vector K;,. The angle of the reconstructed beam can be expressed as [20]:

0. = sin’l[sin[ﬂp] + sin[0;] — sin[Qy]] @)

When the projection angle 0, of the projection beam, the incident angle 0, of the reference beam
and the incident angle 0 of the small spherical wave incident into the MHOE are determined, the angle
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O, of the reconstructed beam changes almost linearly, within the range of the projection angle of the
projection beam. Therefore, the MHOE is suitable to be used as the imaging optical element in the
dual-view 3D display.

2.3. Design of Projection Part for the Dual-View 3D Display

The projection part for the MHOE has to satisfy the Bragg conditions. Projection beam I must satisfy
the projection angles 0, and 03 for reconstructed 3D images I in the left viewing zone, and projection
beam II also must satisfy the projection angles 05 and 0 for reconstructed 3D image II in the right
viewing zone. In this section, the projection part is realized based on two projectors, so that 3D image I
and II are displayed simultaneously, as depicted in Figure 1.

The principle and design of the projection part for the dual-view 3D display are shown in Figure 5.
When reference beam I is projected onto the MHOE with a pair of angles 0, and 03, spherical wavefront
array I is reconstructed with the angle ;. When reference beam 1II is projected onto the MHOE with
a pair of angles 65 and 0, spherical wavefront array II is reconstructed with the angle 6. The best
view distance of the dual-view 3D display system is L, the focal length of the MHOE is f and the pitch
is p. According to the geometric optics, the viewing angle of the left viewing zone can be expressed as:

2ftan 0, 2f tan 01
0y = arctan—— —arctan———— 3)
2f —ptan 6y 2f +ptan 0q
and the viewing angle of the right viewing zone can be expressed as:
2ftan 0 2ftan O
0, = arctan& — arctan& 4)
2f —ptan Oy 2f +ptan Oy

The projection part is designed to make sure that the left and right view zone are completely
separated, and reconstructed 3D images I and II cannot cause crosstalk, which is shown in Figure 5.
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Figure 5. Principle and design of the projection part for the dual-view 3D display.
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3. Experiments and Results

3.1. Fabrication of the MHOE

In the first step, the experimental setup is shown in Figure 6a. The laser’s wavelength and power
are 532 nm, and 400 mW, respectively. The thickness, resolution, sensitivity and average refractive
index of the photopolymer material are 15 um, 12,000 line/mm, 10 mJ/cm? and 1.47, respectively.
The size of the micro-lens array used to fabricate the MHOE is 150 mm x 150 mm, in which the pith
of each lens element is 1 mm and the focal length is about 3.3 mm. The laser beam is divided into
two beams by a beam splitter (BS). One of the laser beams is expanded by a spatial filter (SF) and
a collimating lens (CL), then the laser beam incident into the micro-lens array with the angle 6; = 50°
forms spherical wavefront array I. Another laser beam is reflected by mirror 1 (M1) and mirror 2 (M2),
and then passes through the divergent lens (DL) to form spherical wave I. The angles of spherical
wave Il incident into the holographic plate is controlled to be 0, = 61°, and 03 = 81°. The interference
occurs between the spherical waves I and spherical wavefront array I, and the interference fringes are
recorded on the holographic plate.

(a)

(b)

Figure 6. Setup for fabrication of the MLAHOE, (a) the first step, and (b) the second step.

In the second step, the experimental setup is shown in Figure 6b. The laser beam is divided into
two beams by a BS. One of the laser beams is expanded by a SF and a CL, then the laser beam incident
into the micro-lens array with the angle 0, = 50° forms spherical wave array II. Another laser beam
passes through the DL to form spherical wave II. The angle of spherical wave II incident into the
holographic material is controlled to be 05 = 61°, and 0 = 81°. The interference occurs between the
spherical waves I and spherical wavefront array I, and the interference fringes are recorded on the
holographic plate. The holographic plate is post-processed to obtain the required MHOE. The size
of the MHOE is 80 mm X 80 mm, and the diffraction efficiency and transmittance of the MHOE are
greater than 85% and 80%, respectively. The exposure time is controlled by the electronic shutters.
The detailed parameters of the optical devices are shown in Table 1.
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Table 1. Parameters of the optical devices in our experiments.

Components Parameters Values
c 1 Power 400 mW
reen faser Wavelength 532 nm
Thickness 15 um
Green sensitive photopolymer material Reso}gtlf)n 12000 linef rr21m
Sensitivity 10 mJ/cm
Averaged refractive index 1.47
Micro-lens arra Pitch 1 mm
Y Focal length 3.3 mm
Beam splitter Coupling ration 1:1
Model MX518F
Proi Resolution 1600 x 1200
rojector . -
Horizontal scanning frequency 102 KHz
Vertical scanning frequency 102 Hz

In this paper, the MHOE is used as a projection screen, when the incident projection beam deviates
greatly from the Bragg condition, the diffracted beam cannot be reconstructed and the 3D images
also cannot be reconstructed. Therefore, the angular selectivity of the MHOE needs to be measured.
The maximum deviated angle of the projection beam must be measured but the diffracted beam and
3D images cannot be reconstructed. The diffraction efficiency of the MHOE can be measured by the
intensity of the transmitted and diffracted beam. The measurement formula of the diffraction efficiency
can be expressed as [21]:

__Ib

n It+1Ip
where I and Ir represent the intensity of the diffracted and transmitted beam, respectively. During
the measurement, the incident angle of the reference beam is controlled by a rotation table, and the
intensity of the diffracted beam of the MHOE is obtained by an optical power meter. The diffraction
efficiency of the left and right view zones of the MHOE is measured, as shown in Figure 7. Through
observation, when the incident angle of the reference beam is at 13°, the diffraction efficiency of the
MHOE is less than 5%. When the incident angle of the reference beam is between —4.5° and 4.5°,
the diffraction efficiency of the MHOE is higher than 50%. As shown in Figure 7, the maximum
deviated angle of the MHOE is between —5° and 5° in the left and right viewing zones.

The angle between the incident angle 03 of projector I and the incident angle 05 of projector Il is
much larger than the maximum deviated angle of the MHOE, that is 38° > 10°. The angle between
the incident angle 0, of projector I and the incident angle 65 of projector II is much larger than the
maximum deviated angle of the MHOE, that is 38° > 10°. Therefore, there is no crosstalk between the

0 (5)

left and right viewing zones.

The projector (BenQ MX518F) is used to ensure the diffraction efficiencies of the MHOE.
The horizontal scanning frequency is 102 KHz, and the vertical scanning frequency is 120 Hz.
The resolution of the projector is 1600 X 1200. The detailed parameters of the projector are shown in
Table 1. Projection beam I is projected onto the MHOE with a pair of angles 8, = 61° and 03 = 81°,
which are the same as in the first step. Then, spherical wavefront array I is reconstructed in the left
direction, as shown in Figure 8a. Projection beam II is projected onto the MHOE with a pair of angles
05 = 81° and 05 = 61°, which are the same as in the second step. Then, spherical wavefront array Il is
reconstructed in the right direction, as shown in Figure 8b.
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Figure 7. Diffraction efficiency of the left and right viewing zone.

(a) (b)
Figure 8. Reconstruction of the wavefronts of the lens array (a) in the left viewing zone, and (b) in the
right viewing zone.

3.2. Experiments for Displaying Images on the Proposed Dual-View 3D Display

The projector is used in the experiment for displaying images. According to the incident angle
requirement of the MHOE, projector I is placed on the left, and projection beam I is incident into the
MHOE with a pair of angles 0, = 61° and 03 = 81°. Projector Il is placed on the right, and projection
beam II is incident onto the MHOE with a pair of angles 05 = 81° and 0¢ = 61°. Therefore, projection
beams I and II are symmetrical to each other.

Figure 9 shows the experiment setup for the dual-view 3D display. In order to satisfy the incident
angle about the MHOE, the two projectors are placed vertically, and the projection lens is positioned
inside. The distance between the projection lenses of the projectors and the MHOE is 31 cm. Projectors
I'and II are 20 cm apart from each other in the horizontal direction. The projection lenses of projectors I
and II are both 21 cm away from the optical table. The height of the MHOE is 19.5 cm from the optical
table. The distance between the MHOE and the car model is 3 cm. The projectors are used to project
the EIAs onto the MHOE. The projection beams of the projectors that meet the Bragg-match are directly
projected onto the MHOE. The MHOE is used as a screen of the dual-view 3D display. Projector I
projects EIA I as projection beam I, with a pair of angles 0, = 61° and 03 = 81° onto the MHOE. Then,
3D image I is reconstructed in the left viewing zone. Projector II projects EIA II as projection beam
II, with a pair of angles 05 = 61° and 65 = 81° onto the MHOE. Then, 3D image II is reconstructed in
the right viewing zone. In this paper, the pith of the elemental lens in the micro-lens array is 1 mm
and the focal length is 3.3 mm. According to Equations (3) and (4), the viewing angles of the left
and right viewing zone are ()1 = 10.2° and O, = 10.2°, respectively. According to the parameters of
the micro-lens array, the viewing angle of the conventional integral imaging is about 12°. Therefore,
the viewing angles in the dual viewing zones are almost the same as the conventional one.
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Projector I
|

Figure 9. Experiment setup for the dual-view 3D display.

EIAs I and II are shown in Figure 10a,b, respectively. Each EIA consists of 70 x 70 image elements.
EIA T is generated by a computer and consists of the characters “3” and “D”, in which “3” is located at
—15mm, and “D” is located at +15 mm. EIA Il is also generated by a computer and consists of the
characters “A” and “B”, in which “A” is located at —15 mm, and “B” is located at +15 mm.

Figure 10. (a) EIA I and (b) EIA II.

3D image [ reconstructed in the left view zone taken from the left, right, top and bottom directions
are shown in Figure 11. We can see the horizontal parallax of the “3D” images from the left and
right directions, and the vertical parallax of the “3D” images from the top and bottom directions.
Reconstructed 3D image I has obvious horizontal and vertical parallaxes. Visualizations 1 and 2 clearly
show the horizontal and vertical parallaxes between the “3”, “D” and the real object. The resolution of
reconstructed 3D image I is almost the same as the conventional integral imaging 3D display, and 3D
image I in the left view zone has high brightness and definition. The resolution of 3D image I is the
same as the number of the image element 70 X 70 in EIA L.

Figure 12 shows 3D image II reconstructed in the right view zone taken from the left, right,
top and bottom directions. We can see the horizontal parallax of the “AB” images from the left and
right directions, and the vertical parallax of the “AB” images from the top and bottom directions.
The reconstructed 3D image II has obvious horizontal and vertical parallaxes. Visualizations 2
and 3 clearly show the horizontal and vertical parallaxes between the “A”, “B” and the real object.
The resolution of reconstructed 3D image II is also almost the same as the conventional integral imaging
3D display. The resolution of 3D image Il is also the same as the number of the image element 70 X 70 in
EIAII. The 3D images I and II have the same resolution, according to the parameters of the micro-lens
array, the resolution of the conventional integral imaging is 70 x 70. Therefore, the resolution in the
dual viewing zones are the same as the conventional one.
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It was observed that there is slight image crosstalk in the 3D image reconstructed in the left and
right viewing zone. When projection beam I is projected onto the MHOE, the light produces diffuse
reflection on the glass substrate of the MHOE, and the diffuse light can produce slight crosstalk with
reconstructed 3D image Il in the right viewing zone. Reconstructed 3D image I'in the left viewing zone
has slight crosstalk, which is caused by the same reason as in the right viewing zone.

Right

Bottom

Figure 11. Experimental results in the left viewing zone (see Supplementary Materials visualization 1
and visualization 2), the parallax images in the left, right, top, and bottom four directions.

Right

Top Bottom

Figure 12. Experimental results in the right viewing zone (see Supplementary Materials visualization 2
and visualization 3), the parallax images in the left, right, top, and bottom four directions.

4. Conclusions

In this paper, we propose a dual-view 3D display. Two projectors are used to present different 3D
images on the MHOE. Viewers can see the two different 3D images in the left and right viewing zones.
The viewing angle and resolution of the reconstructed 3D images in the two viewing zones are almost
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the same as the conventional integral imaging 3D display. In addition, the fusion of 3D images with
real objects is realized. It can be used for the car head up display and medical devices.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/9/18/3852/s1.
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Featured Application: Energy harvesting is the principal application for Volume Holographic
Optical Elements, thus promoting cheap solar concentrators applied for piped sunlight indoor
illumination. Moreover, a further interesting potential application is in the aerospace sector
where low weight holographic concentrators could be useful for recovering electricity in long
missions or in space bases.

Abstract: Generally, to reduce the area of a photovoltaic cell, which is typically very expensive, solar
concentrators based on a set of mirrors or mechanical structures are used. However, such solar
concentrators have some drawbacks, as they need a tracking system to track the sun’s position and
also they suffer for the overheat due to the concentration of both light and heat on the solar cell. The
fundamental advantages of volume holographic optical elements are very appealing for lightweight
and cheap solar concentrators applications and can become a valuable asset that can be integrated
into solar panels. In this paper, a review of volume holographic-based solar concentrators recorded
on different holographic materials is presented. The physical principles and main advantages and
disadvantages, such as their cool light concentration, selective wavelength concentrations and the
possibility to implement passive solar tracking, are discussed. Different configurations and strategies
are illustrated and the state-of-the-art is presented including commercially available systems.

Keywords: holographic solar concentrator; holographic lens; volume phase holographic optical elements

1. Introduction

Solar energy conversion processes provide clean, sustainable and renewable energy, thus there
is a growing interest in research and development in the study of conversion systems and their cost
effectiveness. An improvement in this sense needs simultaneous consideration of three issues: initial
cost, durability-reliability and performance [1]. Considering the current technology, photovoltaic
(PV) cells with triple-junction InGaAs are the most efficient (37%); nevertheless, their high cost makes
them unattractive, even if their use for domestic applications, as well as in the aerospace industry,
is desirable. This problem can be solved by using optical concentrators that allow focussing the sun’s
rays onto the active solar cell area, thus letting to reduce a significant amount of the expensive PV
material [2]. Consequently, in the last 15 years, solar concentration technologies were explored to
direct all the available light towards small solar cells.

Currently, there are two principal types of concentrators involved in conversion technology:
conventional solar concentrators (e.g., lenses or mirrors) and holographic solar concentrators.
Holographic optical elements (HOEs) could in part overcome the limitations of the conventional
solar concentrator, such as complex designs, thermal management due to the excessively heated of the
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solar cell when illuminated with concentrated solar radiation and active solar tracking. Additionally,
holography is much more versatile and cheaper with respect to other concentrating optical systems.

In particular, volume holographic optical elements (V-HOEs) have been proposed for use as solar
concentrators [3,4] thanks to the following features: (i) potential to achieve nearly 100% efficiency for
certain wavelengths and directions; (ii) very rapid and low-cost effective manufacturing and easy
customizability of the recorded devices; (iii) narrowness and lightness; (iv) potential to fabricate
elements with multiple optical responses (multiplexing); and (v) potential to be very inexpensive
in mass production. V-HOEs applications range from spectral splitting applications to increase
the conversion efficiency of PV cells [3,5,6] to simultaneous concentration and spectral splitting
applications [7].

Despite all these advantages offered by V-HOEs, currently only a few holographic concentrators,
patented by Prism Solar Technologies [8], are on market. They work by total internal reflection by
means of multiplexed gratings [9], have low cost (around 1 $/W) and are easy to be integrated into
buildings [10]. Nevertheless, Prism Solar Modules are still under test and maybe this is the main
reason for which this technology is not yet so diffused.

However, with the aim of obtaining high performance of V-HOEs as solar concentrators, it is
necessary to keep in mind that volume holograms have high efficiency only when the incident rays vary
in a given portion of the plane (angular selectivity) and their efficiency depends on the wavelength:
it is high for a bandwidth centred on a wavelength determined by both the refractive index modulation
obtained in the recording material and the angle of incidence (chromatic selectivity) [4]. Thus, V-HOEs
should be designed to have a high efficiency for the spectrum of the sunlight inside the PV conversion
range (for multijunction PV cells, 350 + 1750 nm [11]).

It is worth noting that, due to the chromatic selectivity, the V-HOE diffraction efficiency depends
on the wavelength [10]. Exploiting this feature, the heating of the cell, due to the solar spectrum region
associated with wavelengths above 1200 nm, can be managed. Thus, one of the main problems of
conventional solar concentrators can be overcome allowing a higher conversion efficiency and so lower
cost/watt [12,13].

V-HOEs can be used as solar concentrators in both earth and space (satellites) applications.
Regarding the first application, several studies are reported in the literature, whereas for aerospace
applications only a few works are available [4,14-16], maybe due to the hostile space environment that
has to be taken into account.

To obtain an efficient V-HOE as solar concentrator, the main requirements are: (i) the recording
material, (ii) the concentration ratio, (iii) the angular selectivity, (iv) the possibility to implement the
passive solar tracking, (v) the efficiency of single and multiplexed elements and (vi) the possibility to
split the solar spectrum. The resulting system performance depends on each of these points. However,
in our knowledge, the aforementioned focusing points required to achieve an efficient V-HOE as solar
concentrator are never considered all together. Thus, we think that future researches should be focused
on all of these features.

The purpose of the present manuscript is to give an overview of different solar concentrator
based on volume holographic devices. Thus, after a brief introduction to the theory behind it and the
recording materials commonly used, we analyse the configuration and the performance of several
significant results reported in the literature.

2. Theoretical Background

Kogelnik’s theory [17] is widely accepted for modelling the performance of volume holograms.
This theory shows that high diffraction efficiency can be related to some physical characteristics, such
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as thickness, spatial frequency and refractive index modulation. According to Kogelnik’s theory,
the diffraction efficiency (17) can be theoretically evaluated as: [18]
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In Equations (2) and (3) 4 is the holographic film thickness, An is the refractive index modulation;
A is the wavelength of the reconstructing beam; 0,4, is Bragg diffraction angle; Af is the deviation
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from the Bragg angle and G is the grating vector, normal to the fringes with a magnitude |G| = 27t/ A,
with A grating period:

A= A/2xsin(0/2), 4)

here A is the recording wavelength and 6 is the angle between the incident and diffracted angles inside
the medium.

When the Bragg condition is satisfied, that is, Af = 0, the volume holographic grating (VHG)
diffraction efficiency # can be theoretically evaluated as [17,19]:

0= sin2<ﬂ>, ®)

Acos Oprage

Depending on the applications, the holographic optical element and in particular for solar
applications the holographic lens, requires particular values of angular and /or wavelength selectivity.
Due to the chromatic selectivity, hologram diffraction efficiency depends on wavelength; while
regarding the angular selectivity, the hologram diffraction efficiency decreases very quickly when the
direction of the incident radiation does not fulfil the Bragg condition in the recording plane [10]. It is
important to point out that the main difference between conventional optics and holographic optics is
that to determine diffracted ray direction, Snell’s law is replaced by the grating equation [20].

As expected, the angle at which the diffraction intensity reaches its maximum is strictly related
to the incident wavelength [21]. In particular, the angle increases as the wavelength increases. This
behaviour is due to Bragg phase-matching condition for VHG, which (considering a non-slanted
transmission grating, i.e., gratings with a grating period vector forming an angle of 90° with the
perpendicular to the plane of incidence) is defined as:

O S
ki —kq =G, (©)
— —
where |k;| = |k;| = 27tn/ A are the magnitude of the incident and diffracted wave vectors inside the

medium and angles 6;, §,; are the incident and diffracted angles inside the medium. E is the grating
vector defined above.

Generally, two regimes in which phase gratings operate are defined: the Raman-Nath regime,
in which several diffracted waves are produced and the Bragg regime, where basically only one
diffracted wave is formed and this occurs only for near Bragg incidence. It has been usual to refer to
gratings that work in the Raman-Nath or the Bragg regimes as thin and thick gratings, respectively.
A confirmation that the recorded hologram is a volume and not a surface hologram can be obtained by
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evaluating a parameter called Q factor. Indeed, the criterion for whether a hologram is thick or thin is

given by the Q factor as:
_ 2mAd

Q= Sz @
where A is the recording wavelength, d is the photosensitive layer thickness, 7 is the refraction index
of the material and A is the fringe spacing. A holographic grating is considered to be thin (surface
hologram) when Q < 1, thick (volume hologram) when Q > 10 [22].

Over the Q parameter, there is another parameter p defined as:
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where A and An are defined before, A is the vacuum wavelength of the light, 1 is the mean refractive
index. This parameter can be used to predict whether a grating is in the Raman-Nath regime or in the
Bragg regime: if p is nearly zero, the diffraction effect will be prominent, otherwise it can be neglected
in the case where p very large [23].

3. V-HOE Recording Process

The simplest V-HOE is a VHG which acts as a non-focusing element; therefore, it basically
redirects the light [21]. Usually, a hologram can be recorded by interference between two beams,
namely reference and object beam, respectively. When the two interfering beams are two collimated
light beams, a VHG can be recorded. A scheme of the experimental setup typically used to record
VHGs is shown in Figure 1a; the angle o between two incident beams is related to the final grating
period of the recorded VHG. The interference fringe pattern leads to a photoinduced modulation of
the refractive index in a photosensitive thick film.

1 | Laser 1 | Laser
(a) mn (b) 1 Laser
| L ‘r 2N2 plate
1 Laser 10 I: N Kl 2 3 Mirror
2 \/2 plate = 4 Spatial filter
3 Mirror 5 Le_ns
4 Spatial filter 6 Mirror
5 Lens 7 Beam Splitter
6 Beam Splitter & Mirror
7 Recording medium | 9 Concave Mirror(Obj)
ﬁl:hl_ _3/ 10 Recording medium
6

5 4

(c)

Recorded hologram

Holographic plate ‘ PV cell

Object beam

Reference beam

Figure 1. (a) Set-up for volume holographic grating recording; (b) Set-up for volume phase holographic
lenses recording; (c) Schematic representation of the recording of multiplexed holographic lenses:
the reference beam is fixed while the object beam incident angle is changed during the process.
The multiplexed holographic lenses recorded behaves like a passive solar tracker: the light coming
from the sun in different positions, that is, at different times of the day, is always focused on the same
point, where a photovoltaic cell is positioned.
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When in the object beam path a focusing optics is placed during the recording process,
the interference between a reference (collimated) beam and an object (converging) beam is induced.
Thus, an interferometric pattern that replaces the response of the focusing optical systems used as
object is generated, obtaining a V-HOE that acts as a focusing element. This V-HOE shows the same
effect as spherical or cylindrical lenses [4,24]. A typical recording setup is reported in Figure 1b.

Conventional concentration modules need the aid of complex mechanical systems (active solar
tracking) to improve their efficiency. These aiding systems increase the complexity of the PV cell
power system design, the panel volume and development costs. The possibility to reduce or even
eliminate, the moving system using multiplexed holographic lenses as passive solar trackers, makes
the system more competitive in the perspective of new generation solar panel development. As a result,
there are fewer problems related both to the wear of moving parts and possible vibrations due to
movements [16]. Multiplexed V-HOEs can be achieved by changing the angle between the two incident
wavefronts during the writing process, as schematically shown in Figure 1c. In this way, a V-HOE
that addresses the solar radiation incident with different angles, on a single photovoltaic cell, can
be realized.

4. Holographic Materials for Solar Concentrators

The holographic recording medium should be able to resolve fully all the fringes resulting from
interference between the two incident beams. These fringe spacing can range from tens of micrometres
to less than one micrometre, corresponding to spatial frequencies in the range of a few hundred to
several thousand cycles/mm. If the performance of the recording medium for these spatial frequencies
is low, the diffraction efficiency of the hologram will be poor.

Currently, to record a V-HOE several photosensitive materials can be used, among them substrates
based on silver halide emulsions, dichromatic gelatines and photopolymers are the most widely used.

4.1. Silver Halide Emulsions

Silver halide emulsion is one of the oldest recording materials for holography. It is a fine
suspension of microscopic grains of silver halide (usually silver bromide, grain size in the range
of tens of nanometres) in a colloid sol, usually consisting of gelatin. Typically, a layer of emulsion
with a thickness in the range of 5 to 15 pum, is coated onto glass or film substrate. The recorded
image is then developed by chemical post-processing, allowing multiple holograms recording.
Additionally, emulsions show high sensitivity (107 to 1073 mJ/cm?) and good resolution (greater
than 6000 lines/mm).

Silver halide emulsions were recently used to obtain a panchromatic holographic material for the
fabrication of wavelength multiplexed holographic solar concentrators [25].

4.2. Dichromatic Gelatines

Dichromatic gelatine (DCG) is composed of ammonium or potassium dichromate, gelatin and
water and needs chemical post-processing. Ammonium dichromate becomes progressively harder on
exposure to light, inducing high refractive index modulation, thus allowing high diffraction efficiency,
high resolution, low noise and high optical quality [26-28]. The drawback of DCG is its low exposure
sensitivity and limited spectral response.

Even if DCG can be considered an ideal recording material for volume phase holograms, it is
very sensitive to environmental changes, therefore it requires a cover plate to ensure environmental
stability thus weighting the structure [29]. This reason makes it virtually less eligible for solar
concentration applications.

4.3. Photopolymers

Photopolymers are the most studied holographic materials since the 1970s; they are based on
polymerization and cross-linking reactions induced by absorption of light and they offer several
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advantages respect to silver halide and DCG. Indeed, photopolymerizable materials show high
diffraction efficiencies, allow real-time monitoring of the recording process, do not require development
processes but only a bleaching process, can be produced from raw materials at low cost and give the
possibility to modulate the properties through chemical synthesis [4]. Additional, photopolymers can
be mass produced allowing to reducing production costs [30,31].

Typically, a photopolymer is made from a photoinitiator system, one or more polyfunctional
monomers or oligomers and a polymeric binder. When it is exposed to light, the polymerization occurs
in the areas of constructive interference (high-light intensity areas) leading to increased consumption
of the monomers, while the polymerization is limited or absent in the areas of destructive interference
(low-light intensity areas). The difference of monomer consumption rate leads to a concentration
gradient that drives monomer diffusion from dark to illuminated areas [32-34]. Thus, the polymer
concentration distribution will take over the sinusoidal pattern of the light intensity, resulting in
a permanent modulation of the refractive index, that is, a volume-phase hologram.

Some examples of the most commonly used photopolymers as recording material for holography
are: (i) a photopolymer developed within Bayer MaterialScience based upon an orthogonal two
chemistry formulation; it is capable of achieving transmission above 90% in the film samples [35];
(ii) photopolymer materials developed by DuPont for recording volume phase holograms, in particular
new materials with panchromatic sensitivity, designed for multicolour holographic recording have been
developed [36]; (iii) acrylamide-based photopolymers have also been extensively used for fabrication
of HOE:s in solar energy applications [37].

Regarding the resistance of these materials for holographic concentrators in environmental
conditions, there are durability tests on some of the most widely used photopolymers in conventional
Fresnel-type solar concentrators, such as acrylic polymers [38].

The fabrication of lenses for concentrators and protective layers for photovoltaic cells is often
made by using polymethyl methacrylate (PMMA) [39] since it allows a good resistance to UV radiation
and high transmittance (>92%). The UV sensitivity can be further reduced by introducing protective
layers or by adding radical scavengers or antioxidants to the formulation of the material. Also
polydimethylsiloxane (PDMS) shows very high stability against UV radiation and making it suitable
for use in the space environment [40]. Additional, PDMS features greater optical transmittance
compared to PMMA.

Considering all the advantages offered by photopolymeric materials, to obtain solar compliant
holographic materials that should be less sensitive to thermal and photochemical degradation
phenomena, the study of new photopolymers based on inorganics or hybrid organic/inorganic
components instead of organic material is still in progress. Some examples in this sense are
photopolymers containing nanoparticles of inorganic species such as SiO;, ZrO, and TiO; [41], that
show a lower shrinkage due to the polymerization and a higher refractive index modulation [42,43] and
photopolymer containing zeolite nanocrystals as inorganic dopant, that allows to improve compatibility
between inorganic particles and polymer and reduce the optical losses due to scattering [44]. Finally,
the sol-gel chemistry versatility allows obtaining a high level of interpenetration between the organic
and inorganic networks, as reported in Refs. [4,45-47]. Photopolymer with a very low outgassing
level and a high resistance to strong thermal excursions, that can be useful for some applications, was
obtained by sol-gel techniques [4].

5. V-HOE Based Solar Concentrators

5.1. Solar Concentrator and Spectral Splitting

Since the pioneering work published by Ludman in 1982 [48], V-HOEs have been proposed as
solar concentrators; additionally, by using DCG as a recording material, they have been employed to
obtain a spatial separation of the solar spectrum allowing the use of solar cell materials with optimized
band gaps achieving high PV efficiency [3,49]. Moreover, an optimized holographic concentrating
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and spectral splitting systems can reduce the cooling requirements of the photovoltaic cells and,
considering V-HOE design versatility, PV cells can be placed on a side of the hologram, thus avoiding
shadow effects and simplifies cooling, as can be seen in Figure 2 [5,50]. In this case, the hologram not
only concentrates the solar radiation but also split and directs the red and near-infrared spectrum on
one PV cell and the green and blue spectrum on another one, while the far-infrared wavelengths of the
solar spectrum are diffracted away from the cells, reducing the main cause of overheating.

Solar Radiation

Far Infrared

Solar Cell Optimized for
| Red and Near Infrared

Solar Cell Optimized for
| Green and Blue

e —— ] ] —] ===

Far Infrared

Figure 2. Holographic solar concentrator with spectral splitting systems [5,50].

The authors also demonstrated that this holographic system concentrates higher power than
a Fresnel-based solar concentrator and shows a larger relative efficiency; additionally, large heat sinks
are not required leading to a decrease of both the bulk and the cost.

With the aim of providing a holographic solar concentrator that reduces solar cell exposure to
harmful radiations, Okorogu et al. [51] patented a structure composed of hybrid transmission and
reflection VHOES that spectrally and spatially separate the incident solar spectrum into component
wavelength bands. Using internal reflection, the separated solar radiation is propagated through
a waveguide far away from the incident direction. At the end of the waveguide, band selection
reflecting HOESs inject the solar radiation into PV cells of appropriate band gap energies.

5.2. Multiplexed Hologram

To improve the angular selectivity, multiplexed solutions have been considered. Bainier et al. [7]
reported a detailed study on superimposed transmission holograms recorded on the same holographic
medium based on DCG. In particular, the authors compared a system consisting of a single holographic
element as a concentrator with the maximum of reconstruction wavelength (620 nm) centred in the
middle of the range of the PV cell (i.e., 500-800 nm) and a system composed of two holographic
recordings with the two maximum reconstruction wavelengths (514.5 and 620 nm) designed both
to overlap the operating spectrum of the PV cell (GaAs with an efficiency of 23%) and to avoid the
coupling effect. Both the reflecting and transmitting version for the double hologram system were
characterized, with one of the two holograms superimposed on the same holographic medium in the
transmission configuration. Theoretical and experimental evaluation of the energy efficiency of the
holographic systems were carried out. Values of 6 and 5% for the single holographic elements and of
11 and 9% for the double holographic element were obtained, respectively.

A newsworthy structure with a double superimposed slanted reflecting hologram tilted of 30°
and recorded on DCG by using 488 and 632 nm laser sources, was proposed in 2010 [52]. This
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geometry gives rise to a total internal reflection at the surfaces of the holographic medium. The PV
cells were placed at the edges of the holographic plate where the collected light emerges. A sketch of
the experimental set-up used for the doubly slanted layer structures is reported in Figure 3a, while
the diffraction pattern of normally incident white light for the doubly slanted hologram is showed in
Figure 3b,c.

emulsionr—— A AN ]

glass substrate N/ N prisms

Figure 3. (a) A schematic representation of the experimental set-up used in Reference [52] for the doubly
slanted layer structure. Red and blue arrows are the incident laser sources emitting at 632 nm and
488 nm, respectively, used to record the double superimposed slanted reflecting hologram. Diffraction
patterns evaluated taken from behind (b) and above (c). Here, the arrow represents the incident light.

Lee’s group [53] realized an angular multiplexed HOE recorded on a photopolymer. They
optimized a suitable recording method for an angular multiplexed HOE solar concentrator and find
that by using the iterative recording method, the low efficiency of multiplexed holograms due to
overexposure is compensated. Moreover, the authors evaluated the performance of the HOE as a solar
concentrator by introducing a new efficiency calculation method, named concentrated diffraction
efficiency (CDE), that is considered as the percentage ratio between the effective concentration rate
(ECR) of the HOE and the ECR of the convex lens used in the recording process. The fabricated HOE
that uses the modified iterative recording method shows CDEs of 26.73%, 35.31% and 22.78% from
incidence angles —10°, 0° and +10°, respectively. These values are considerably higher than those
obtained considering multiplexed holograms recorded with equal exposure time without considering
the saturation time.

Naydenova et al. recorded a focusing HOE as well as multiplexed gratings on an acrylamide-based
photopolymer. High diffraction efficiency HOE consisting of a single spherical lens using thin layers
and lower spatial frequency was recorded and a larger acceptance angle was obtained respect to
the optical component. Regarding the multiplexed geometry, the authors calibrated the intensity of
the beam and then the exposure energy to obtain high efficiency. A diffraction efficiency of three
multiplexed gratings at 51.9 & 3.5% was demonstrated [54].

5.3. Holographic Solar Deflector

In 2010, Castro et al. [9] designed and characterized a holographic grating, recorded on
dichromatic emulsion, able to deflect the direct sunlight on a PV cell with the higher energy efficiency
possible. A detailed study of the effects of incident spectra that vary hourly, daily and seasonally was
performed, and, in order to maximize the energy collection efficiency per year, the authors proposed
the structure illustrated in Figure 4a. The designed cell is composed by two cascaded holographic
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grating on each side of the PV cell (holograms A and B), that are conjugated (i.e., A and A" or B and B’)
to provide peak energy collection at different seasons.

The optical crosstalk of the V-HOEs was reduced by designing the two cascaded holograms
to diffract light in opposite directions with the incident angles in different quadrants of the Bragg
circle (Figure 4b). To guarantee that maximum of the diffracted rays of the sunlight within the solar
responsivity spectrum of PV cell can reach the surface of the cell independently of the incident angle,
the geometrical parameters of the system (i.e., the hologram width and the distance hologram-PV
cell) have been optimized, too. Results reported an average daily energy increase of 147% due to
the concentrator and approximately 50% of the total energy that reaches the hologram areas can be
collected by PV cells without the need of tracking.

An interesting application of V-HOE-based solar concentrator for solar control of domestic
conservatories and sunrooms was published in 2005 [55]. In particular, selective use of HOE with
given working angles is predicted to maintain the daytime temperatures to an acceptable level when
only 62% of glazed the area is used with HOE. Additionally, thanks to the angular selectivity of the
V-HOEs, during the winter months theoretically none of the incident beam radiation is attenuated
allowing to obtain a comfortable temperature.

(a) : (b)
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Figure 4. (a) Holographic solar concentrator structure realized by Castro et al. [9]. In the dashed box
the unit cell is highlighted. (b) Holographic design to reduce the optical crosstalk.

5.4. Cylindrical Holographic Lenses

Cylindrical holographic lenses, that allow obtaining a compact and wide-angle structure, were
also considered as a solar concentrator. With the aim to take into account a specific set of designed
parameter, such as bandwidth, angular selectivity, PV cell size, optical polarization and so on, a proper
simulation tool has been developed [10,13]. The possibility to realize a high-efficient system that only
requires one-axis tracking was demonstrated.

An interesting application of cylindrical holographic lenses is reported in Figure 5a where the
conceptual recording set-up is illustrated [56]. Here, the reference and object beams are an edge-lit and
a cylindrical converging beam, respectively, allowing to simultaneously record a combination of a lens
and a mirror. An array of V-HOEs is then recorded simply by shifting the medium and by repeating the
recording process; this method allows having a large angular acceptance. In fact, the diffracted wave
of the incident sunlight coming from different incident angles is guided to the edge of the recording
medium where a PV cell is positioned (Figure 5b). When a 2 mm thick holographic recording material
(phenanthrenequinone doped PMMA photopolymer) was used to record the proposed architecture,
the collection angle from increases 0.01° to 6°.

Recently, Marin-Saez et al. [57] theoretically and experimentally explored a novel approach to
overcoming the problem related to the V-HOEs chromatic selectivity by using HOEs operating in the
transition regime, which led to a lower chromatic selectivity while maintaining rather high efficiencies.
In particular, they developed a model that takes into account the recording material’s response to
evaluate the index modulation reached for different spatial frequency and exposure dosage. Three
cylindrical holographic lenses with different spatial frequency ranges were recorded in Bayfol HX
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photopolymer to experimentally validate the method. Promising results were obtained when a system
composed of two cylindrical holographic lenses with lower spatial frequencies and a mono-c Si PV
cell is implemented (see Figure 6). Indeed, a total current intensity of 3.72 times respect that would be
reached without the concentrator was achieved.

(b)

PV cell

Holographic cylindrical lens

PV cell

Holographic cylindrical lens

Figure 6. Schematic of the system considered: each cylindrical holographic lens redirects sun rays
towards a PV cell [48].

5.5. Commercial and Space Holographic Concentrators

Regarding commercial systems that make use of holographic concentrators, the best performing
solutions are offered by Prismsolar, which propose patented enhanced glass-on-glass holographic
modules composed of highly efficient bifacial N-type silicon cells with holographic technology. A single
module is made alternating strips of bifacial solar cells with parallel strips of holographic film. It allows
to collect not only the light that hits the solar cells directly, as normally occurs but also the light that hits
the holographic film, which diffracts the light and a portion of this light is guided to the cell through
total internal reflection, thus increasing the total harvested sunlight [8,58].

Finally, as a possible future application, taking into account their thin, lightweight and flexible,
holographic elements can be studied, designed and fabricated for space solar concentrators. In fact, the
solar power conversion is the primary power source for most of the satellite and loss of power, even
for a short time, can lead to catastrophic consequences [50]. Thus, an enhancement of the collected
light is desirable. Of course, in the space the holographic materials must be able to withstand much
more drastic conditions respect to earth applications, due to strong thermal excursions, high vacuum
and the presence of high-energy gamma, electronic and protonic radiation originating from the solar
wind [4,46,47].

6. Conclusions and Perspectives

The growing demand for new devices able both to improve the harvested sunlight by a PV cell
and to reduce the amount of expensive PV material is the main motivation of this work.

In this field, the goal is to find and develop solar concentrators that can overcome the limit
presented by conventional solar concentrators, such as active solar tracking, overheating induced on
the PV cell, cost and size. With this aim, V-HOEs seem to be the best candidate, satisfying, at the
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same time, various technological and economic requirements. In fact, V-HOEs can be recorded very
easily and allow superimposed structures permitting passive solar tracking. Moreover, a key factor for
an efficient V-HOE is the recording material; currently, the most used are silver halides, dichromate
gelatins and photopolymers. However, the development of new holographic recording materials is an
on ongoing research field; for solar applications this study must be guided by a clear understanding of
the behaviour of these new materials in given environmental conditions, that are different for earth
and space applications.

In this review, the state of the art of V-HOE based solar concentrators is reported. A number
of investigations regarding V-HOE recorded on different material and with different geometry have
been described and discussed. However, there is a crucial point that we want to highlight: despite
the literature, only a few commercial solutions are available for earth applications, while, to date no
hologram solar concentrator has been used for space applications.

Considering the increasing need to obtain clean, renewable and sustainable energy for the welfare
of the whole planet and the stringent requirements to reduce area, weight and footprint occupied
by photovoltaic cells for space missions, V-HOEs with their low cost for mass production, planar
configuration, high efficiency with self-tracking and easy installation, can play a significant role in
solar energy conversion applications. Thus, we strongly encourage new research in this field.
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Abstract: Imaging an object hidden behind a highly scattering medium is difficult since the wave has
gone through a round-trip distortion: On the way in for the illumination and on the way out for the
detection. Although various approaches have recently been proposed to overcome this seemingly
intractable problem, they are limited to two-dimensional (2D) intensity imaging because the phase
information of the object is lost. In such a case, the morphological features of the object cannot be
recovered. Here, based on the round-trip optical transmission matrix of the scattering medium,
we propose an imaging method to recover the complex amplitude (both the amplitude and the phase)
information of the object. In this way;, it is possible to achieve the three-dimensional (3D) complex
amplitude imaging. To preliminarily verify the effectiveness of our method, a simple virtual complex
amplitude object has been tested. The experiment results show that not only the amplitude but also
the phase information of the object can be recovered directly from the distorted output optical field.
Our method is effective to the thick scattering medium and does not involve scanning during the
imaging process. We believe it probably has potential applications in some new fields, for example,
using the scattering medium itself as an imaging sensor, instead of a barrier.

Keywords: round-trip imaging; scattering media; 3D imaging; transmission matrix

1. Introduction

When imaging an object through a scattering medium, the transmitted light is consisted by the
ballistic light and the scattered light [1]. The ballistic light that carries the object information migrates
through the scattering medium without deviating from the forward direction. The scattered light that
has been scattered randomly in all directions loses the object information and undermines the imaging
quality [2]. Most methods only use the ballistic light for imaging, and the scattered light is suppressed
by employing a short time gate based on nonlinear phenomena [3-6]. However, these methods are
only effective for the weak scattering medium. When imaging through a highly scattering medium,
almost all the light has been scattered randomly. In order to solve this problem, some methods that
use the scattered light for imaging have recently been proposed. These include computational ghost
imaging [7,8], wavefront shaping [9,10], speckle correlation [11-13], and optical transmission matrix
(TM) [14-17].

Generally speaking, imaging 3D objects that are hidden behind scattering media is a challenging
work. On one hand, compared with the traditional one-way imaging through a scattering medium
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where the light wave has only been distorted once, imaging an object that hidden behind scattering
media is more difficult since the light wave has gone through a round-trip distortion: On the way
in for the illumination and on the way out for the detection. In such a case, the information of the
object seemingly cannot be recovered. On the other hand, two-dimensional (2D) imaging only needs
to recover the intensity (amplitude) features of the object. Three-dimensional (3D) imaging is much
more difficult, as both the intensity (amplitude) and the morphological (phase) features of the object
should be recovered.

Although a lot of methods have ever been proposed, they are not effective for imaging 3D objects
hidden behind highly scattering media. For example, the computational ghost imaging method cannot
achieve round-trip imaging through scattering media because the information of the illumination
wave is lost via the on-the-way-in distortion [18]. The wavefront shaping method only can image
the 2D intensity object as the phase information of the object cannot be recovered, and due to the
scanning process, its imaging speed is also restricted [19]. Similarly, the speckle correlation method
relies on the inherent correlations in scattered speckle patterns, which makes it only applied to thin
opaque layers, as the field-of-view is inversely proportional to the scattering medium thickness [12].
Different from the above methods, the optical transmission matrix (TM) can inherently characterize
the scattering medium by giving the relationship between the input optical field and the output
optical field [14]. Theoretically, it has the ability to recover the information of the object without
loss and achieve the 3D complex amplitude imaging. Recently, this method has shown potential in
focusing [15], delivering imaging [16], controlling transmitted energy [20], multispectral control [21],
and acoustically modulated light [22]. However, generally speaking, they all belong to the cases
working in the transmission imaging mode where the light is only distorted once. More recently, we
also show that a 2D intensity object, which is completely hidden behind a scattering medium, can be
imaged directly from the distorted output optical field [23]. Nevertheless, to the best of our knowledge,
using the TM method to recover the complex amplitude information of the object that is hidden behind
highly scattering media has not yet been reported.

In this paper, we show in principle that based on the round-trip TM, it is possible to recover the
complex amplitude information of the object that is hidden behind scattering media. The imaging
method and experiment setup are introduced, and a simple virtual complex amplitude object has also
been constructed to verify the effectiveness of our method. The experiment results show that not only
the amplitude but also the phase information of the object can be recovered.

2. Principle

As shown in Figure 1, when a target object is hidden behind a scattering medium, an active light
is used to illuminate the object. In such a case, the incident plane wave has gone through a round-trip
distortion, and the optical field reflected by the object can be expressed as

R(&,n) =S(&,1) O n), €]

where the *" operation indicates that the corresponding (¢, 7) elements are multiplied. O(¢, 77) is the
complex amplitude of the target object, and S(¢, 7) is the complex field distribution of the illumination
wave which is seriously distorted due to the on-the-way-in process via the scattering medium. Based
on these definitions, the final output optical field can be expressed as

E(x,y) =Y Kroe(x,y:6,m) = R(E, 7). )]
[/}

The Kr_g(x,y;¢, 1) is a traditional one-way TM of scattering media, which has given the
relationship between the reflected optical field R(&, 77) and the output optical field E(x,y) [15].
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Laser

Scattering medium

Figure 1. Schematic of imaging an object hidden behind a scattering medium.

As long as Kr_,g(x,y;&,77) is measured in advance, the reflected optical field R(¢,7) can be
recovered from E(x,y) directly [16]. Nevertheless, the object O(¢, 17) cannot be recovered yet since
S(¢, n) is still unknown. To overcome this problem, specially, we construct a new TM

To-e(x,y;81m) = Krse(x,y:8,1) % S(&, 1) ®)

as the round-trip TM of the scattering medium. It can be seen from Equation (3) that, different from
the traditional one-way TM Kg_,¢(x,y; &, 17), this new TM Tp_,g(x, y; &, 7) has additionally recorded
the complex field distribution S(&,#) of the distorted illumination wave. In this way, Equation (2) can
also be expressed as
E(x,y) = ;TOHE(Xfy;ng) *O(&,m)- @
S
Now, once the To_,£(x,y; &, 17) is measured, the relationship between O(¢&, ) and E(x, y) can be
given directly.
Furthermore, for the convenience of calculation, the Equation (4) is converted to the matrix form as

E(x,y) = Tose(x,y;6,m) x O(E, 1), ®)

where the * X ’ represents a multiplication operation between two matrices. In this way, the object
information O(¢,77) can be recovered directly from the distorted output optical field E(x, y) by the
inverse operation:

Orec(&,1) = Toe(x, 15 €, 77)71 x E(x,y), (6)

where To_ g (x, ;& 1) " is the inverse matrix (or pseudoinverse matrix for any (&,7)/(x,y) segments
ratio) of .

3. Experimental Study

3.1. Measure the Round-Trip TM

Before imaging the object, the round-trip TM To_, g (x, y; €, 1) of the scattering medium should be
measured in advance.

The experimental setup is shown in Figure 2. A He-Ne laser with a wavelength of 632.8 nm is split
into two by a beam splitter (BS1). The transmitted beam is reflected off by a mirror, after being reflected
at a second beam splitter (BS2), the beam is distorted via the scattering medium to illuminate the
DMD, then, the beam reflected by the DMD is distorted again via the scattering medium to generate
the output wave. Meanwhile, the beam reflected by BS1, with the wave front being modulated by the
LCVR, is used as the reference wave. At last, the output wave and the reference wave are combined to
form an interference image at the CCD. In this way, the complex field distribution (both the amplitude
and the phase) of the output wave can be acquired by using the phase-shifting digital holography
technology [24].
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Scattering
medium

Figure 2. Experimental setup. Scattering medium (a 220-grit and a 1500-grit Thorlabs Optics
ground-glass diffuser are stacked together to enhance the scattering ability), DMD: digital micromirror
devices (VIALUX, V-7001VIS, 1024 x 768 pixels), LCVR: liquid crystal variable retarder (Meadowlark
Optics, D5020), CCD (Hamamatsu, C13440-20CU, 2048 x 2048 segments (pixels), the central 400 x 300
segments are used for imaging), L#: lens, P#: polarizer, BS#: beam splitter, A: attenuation film,
M: mirror.

To acquire the round-trip TM, we divide the DMD into 64 x 48 segments (the size of each segment:
219 um x 219 um) and turn on only one segment in sequence. The sketch map of the measured
To—e(x,y;¢, 1) are shown in Figure 3a,b for the amplitude part and the phase part, respectively
(Two-dimensional input DMD segments (&, 77) and output CCD segments (x,y) are both stretched to
one-dimensional to facilitate the computation, and only part of the DMD segments and CCD segments
are shown). What we want to emphasize is that the measured Tp_,£(x,y;¢, 1) has the ability to
overcome the round-trip distortion simultaneously without information loss, which is owing to the
fact that it not only has played the role of the one-way TM, but has also recorded the complex field
distribution of the distorted illumination wave.

3
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Figure 3. Sketch map of the measured round-trip TM Tp_,¢ (%, y; &, 17). Amplitude (a) and corresponding
phase (b), respectively. Color bar: phase in radian.

3.2. Imaging the Object

After the To_,g(x,y; &, 1) is measured, the system is ready to image the target object. In order
to test the imaging quality precisely, we don’t capture the image of a natural real object directly.
Instead, a binary complex amplitude object which consists of the characters part and the background
part, is constructed by a phase-only-modulation spatial light modulator (SLM: Meadowlark Optics,
P1920-0635-HDMI, 1920 x 1152 pixels) using two phase masks OélL)M(Q’,iy) and OézL)M(Q’,iy) [15,16].
The mask OSL)M(é, 1) is a plane phase whose amplitude = 1 and phase = 7. The mask Og}M(@, 17)is
obtained by flipping the phase of Og‘)M(g, 17) from 7 to 27t/3 for the characters part, and from 7 to -7t/3
for the background part. As a result, a virtual 3D complex amplitude object O(S?M(C, n)— Oéi)M(C, 7)
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can be constructed, which corresponds to the characters part with amplitude = 1 and phase = /3
[as shown in Figure 4a], as well as the background part with amplitude = /3 and phase = —7t/6 [as
shown in Figure 4b], respectively.

_().‘tll’w(iv”)

()
00, En OG-0y En OQ(Em) -

ol
Le?

I ) n OL?“ s O(:)M b ’Ui:]m E
e e il Cewlon-Telen)

(a) Complex amplitude of the character part (b) Complex amplitude of the background part

Figure 4. Complex amplitude object constructed by the SLM using two phase masks Oéi)M (¢,17) and
Oéi)M(g,;y). (a) amplitude = 1 and phase = 71/3 for the characters part, (b) amplitude = /3 and
phase = —7t/6 for the background part.

Next, we will perform the imaging, and the SLM is located at the same place after removing the
DMD. To match the size of the DMD segment (219 pm x 219 um) used for measuring the round-trip
TM of the scattering medium, the SLM is divided into 80 x 48 segments (the size of each segment
220 um x 220 um), and the central 18 x 14 segments are used to construct the complex amplitude
object Oéi)M(C, n) — O&)M(cf,, 17) whose amplitude and phase are shown in Figure 5al,a2, respectively.

The corresponding output optical field E(CZ()jD (x,y) — E(Clc)D(x,y) is shown in Figure 5b1,b2 for the

amplitude and the phase, respectively, where ESC)D(x, y) and E(CZ():D(x, y) are the output optical field

correspond to the OélL)M(C, 1) and Oéi)l\/[(él 1), respectively. It can be seen from Figure 5b1,b2 that
the information of the object Oéi)lv[ (&n)— Oé}]M((;‘, 17) has indeed been seriously destroyed, and it is

impossible to image the object directly.

() (bl ) _ (dn

Position on SLM scgment

Figure 5. Imaging the complex amplitude object. (al,a2) Amplitude and phase of the object
Oéi)M(C,vy) - OéPM(C, 1), respectively. (b1,b2) Amplitude and phase of the corresponding output
optical filed E(CZC)D(x,y) - E(Clc)D(x,y), respectively. (c1,c2) Amplitude and phase of the recovered
object, respectively. (d1) Section profiles corresponding to the lines in (al,c1); (d2) section profiles
corresponding to the lines in (a2,¢2). Scale bars indicate 400 um in (b1,b2) and 600 um in (al,a2,c1,c2).
Gray bar: amplitude. Color bar: phase in radian.
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Finally, with the round-trip TM T, £ (x, y; &, 17) being measured previously, according to Equation

(6), the object information can be recovered directly from the distorted output optical field Eézc)D (x,y) —
E<C1C>D(x, y) by the inverse operation:

Orecl&,11) = To-r(x,y:8,m) ™" x [EQp (v, ) — Ep(x.y)]- )

The results are shown in Figure 5c1,c2 for the amplitude and the phase, respectively. The section
profiles in Figure 5d1, corresponding to the lines in Figure 5al,c1, show that the amplitude of the
object can be recovered; Similarly, the section profiles in Figure 5d2, corresponding to the lines in
Figure 5a2,c2, show that the phase of the object can also be recovered well.

3.3. Verify the Effectiveness of the Round-Trip TM

In this part, to verify the effectiveness of our round-trip TM method, we will show that the
illumination wave is indeed seriously distorted (for simplicity, only the amplitude is tested, and it
can be predicted that the phase will get the same result). In such a case, the traditional one-way TM
is ineffective.

Firstly, we have recorded the intensity (amplitude) distribution of the illumination wave
(corresponding to S(¢, #7) in Figure 1) by placing a CCD in the place of the DMD, the result is shown
in Figure 6a. It is seen that the originally uniformed incident light is seriously distorted due to the
on-the-way-in process via the scattering medium. Furthermore, we multiply the amplitude of the
object [shown in Figure 6b] by Figure 6a to indicate the amplitude of the reflected wave indirectly
(corresponding to R(&, 77) in Figure 1). The result is shown in Figure 6¢. It is seen that the amplitude
information of the object [O({, #7)] is completely submerged. This means that, even adopting the
traditional one-way imaging method using the one-way TM, Figure 6¢c might be the best recovery
result instead of the Figure 5c1 which could be obtained adopting our round-trip imaging method
using the round-trip TM.

(a) (b) (©)
| Bl
LvJdi

Figure 6. (a) Intensity (amplitude) distribution of the illumination wave. (b) Amplitude of the object.
(c) Amplitude of the reflected wave. Scale bar: 550 pm.

4. Discussion

The pre-processing of our method is relatively complicated, as the round-trip TM of a scattering
medium should be measured prior to image the object, which will usually take a few minutes.
However, this is just a one-time procedure, once calibrated, the TM is effective continuously as long as
the medium has not been disturbed.

Our method is effective for imaging through the thick scattering medium, and it does not involve
any scanning operations during the imaging process. Therefore, it probably has potential applications
in some new fields. On one hand, one can monitor the target through an apparently opaque screen
(used as a barrier), while it is incapable of being observed by it. On the other hand, instead of as
a barrier which undermines the imaging ability, a scattering medium can also be used actively as
an imaging sensor. For example, the single multimode optical fiber, as a scattering medium due to
the mode dispersion, could potentially open up new, less invasive forms of endoscopy to perform
high-resolution imaging of tissues out of reach of current conventional endoscopes [19,25,26].
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At present, the preliminary result shows that our method has the ability to recover the complex
amplitude information of the object. However, as an early study, no real 3D object has been tested yet.
In fact, many problems should be further resolved when imaging a real 3D object. For example, the 27t
ambiguity problem when there is an abrupt change in surface height of the object. This problem could
can be solved if the size of the DMD segment that used to measure the TM is further reduced.

5. Conclusions

In conclusion, based on the round-trip TM, we have done some preliminary studies on imaging
3D objects hidden behind highly scattering media. A simple virtual complex amplitude object has
been tested, and the results show that both the amplitude and the phase information of the object
can be recovered. As an early study, this work may have potential reference value for the endoscopic
imaging with more research.
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Abstract: In this paper, we suggest an efficient neural network model for shape from focus along
with weight passing (WP) method. The neural network model is simplified by reducing the input
data dimensions and eliminating the redundancies in the conventional model. It helps for decreasing
computational complexity without compromising on accuracy. In order to increase the convergence
rate and efficiency, WP method is suggested. It selects appropriate initial weights for the first pixel
randomly from the neighborhood of the reference depth and it chooses the initial weights for the
next pixel by passing the updated weights from the present pixel. WP method not only expedites
the convergence rate, but also is effective in avoiding the local minimization problem. Moreover,
this proposed method may also be applied to neural networks with diverse configurations for
better depth maps. The proposed system is evaluated using image sequences of synthetic and real
objects. Experimental results demonstrate that the proposed model is considerably efficient and
is able to improve the convergence rate significantly while the accuracy is comparable with the
existing systems.

Keywords: shape from focus; neural network; weight passing

1. Introduction

Among the variety of three-dimensional (3D) shape recovery techniques, shape from focus (SFF)
is a passive optical method that infers 3D structure of an object from its image stack taken with
different focus settings. During the last decade, SFF method has gained considerable attention due to
its simplicity and economical computational cost and its considerable usage in computer vision and
industrial applications such as 3D cameras, manufacture of thin-film-transistor liquid-crystal display
(TFT-LCD) color filters, measurement of surface roughness, medical examination, microelectronics,
focus variation for 3D surface [1-8]. In SFF, a sequence of images is captured through a single
charge-coupled device (CCD) camera by translating object towards the camera in limited and small
steps. Next, a focus measure is applied to measure the focus quality for each pixel in the sequence
then an initial depth map is obtained by maximizing the focus measure in the direction of optical axes.
Finally, an approximation or a machine learning method is applied to refine the initial depth estimate.
Various approximation and machine learning-based methods have been suggested to extract and refine
the object shape. The refinement process, generally, provides better depth maps as compared to the
focus measure aggregation; however, these are computationally expensive.

Artificial neural network models have been successfully used to estimate optimal or near-optimal
solutions of complex problems using a set of input-output data examples [9]. In case of SFF, however,
exemplary data set is not available. In [10], SFF problem is defined as optimization of focus measure in
terms of neural network weights over a three-dimensional focused image surface (FIS). An artificial
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neural network is trained to learn the shape of FIS (NN.FIS) in a small window by updating
network weights in the direction of gradient of the focus measure. It yields considerably accurate
depth estimates, but it suffers from high computational complexity and low convergence rate.
The high complexity and slow convergence of the model are due to the large numbers of inputs
and inappropriate initial weight. In NN.FIS, the inputs are taken by including the neighborhood
frames that enlarge the size of weight vector. The initial weights are randomly set that can slow the
convergence rate and lead to high computational cost. In addition, the accuracy is limited by the fact
that the model may face local minimization problem.

In this paper, we propose a neural network over planar (NN.Planar) model for decreasing
computational complexity. In order to increase the convergence rate and efficiency, weight passing
(WP) is suggested. Our two contributions can be summarized as (1) a simplified neural network model
is proposed that takes input and weight vector of smaller size; and (2) the WP method is proposed that
selects proper initial weights for the first pixel randomly and it updates the initial weights for the next
pixel efficiently by passing the updated weight from the present pixel. The proposed NN.Planar with
WP method is not only efficient and simplified but also expedites the convergence rate and helps in
avoiding the local minimization problem. Moreover, the proposed methods may also be applied to
(NN.FIS) for better depth maps. The proposed method improves the convergence rate significantly
and provides accurate depth maps. Experimental results demonstrate that the proposed model is
significantly efficient while the accuracy is comparable with the conventional model.

2. Related Work

The goal of SFF is to detect the 3D depth of every point of an object from a camera lens. At first,
an image sequence of the object is obtained by a single camera at different distances between lens and
object. Principle of image sequence acquisition is illustrated in Figure 1. It shows an arrangement to
estimate the shape of the object which is unknown body. The reference plane is the initial stage and
the focused plane means a plane which is completely focused onto the sensor plane. The displacement
of translational stage and the distance between the reference plane and the focused plane can be
measured by experiment. Specifically, the translational stage is moved from reference plane in the
direction of optical axes with a finite steps. At every step, an image is taken and a sequence of images
at different step is obtained.

Focus measure plays an important role in SFF methods. In literature, several focus measure
operators have been proposed in the spatial and the frequency domains. The performance of the
focus measure operator depends on several factors including local window size, imaging device
specifications, illumination conditions and complexity of object shape. The effect of window sizes
on depth map recovery is studied by Malik and Choi [11] and concluded that a larger window may
distort the object shape while a smaller window size may not be able to suppress noise properly.
Recently, a comprehensive study by Pertuz et al. [12] demonstrates the effects of various factors
on 3D shape recovery using various focus measures. The study also serves a good reference for
focus measure operators in various domains. In noise free environment, second derivative-based
focus measure Sum-Modified-Laplacian (SML) [13] performs better whereas in noisy environment
Gray-Level-Variance (GLV) [12] provides better depth maps.

Once focus values for all pixels in the sequence are computed, various approximation and machine
learning-based methods have been suggested to extract and refine the object shape. The simplest
approximation method used in earlier works is to replace the central pixel with aggregated focus
measures in a small window. Then depth map is obtained by maximizing focus measure along the
optical direction from the refined focus volume [11]. The aggregation of focus measures is efficient to
compute but it may not provide accurate depth map. On the other hand, several optimization and
machine learning-based approaches have been proposed for better 3D shapes [10,14-17]. Ahmad and
Choi [14] proposed the usage of dynamic programming to obtain optimal focus measure. It is difficult
to apply dynamic programming on 3D volume directly so authors applied it on two-dimensional
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(2D) slices that has decreased its effectiveness. In [17], authors proposed maximum a posteriori
(MAP)-based framework for SFF that utilizes local learning process to build a consistency model
directly from image focus volume. It improves accuracy and obtains consistent depth maps, but it needs
additional computations in local learning process. Recently, in [15], authors suggested anisotropic
diffusion process with regularization to obtain better depth map. The above-mentioned approaches
provide better depth maps as compared to the focus measure aggregation however, these are also
computationally expensive.

In machine learning-based methods, one of the important issues is to develop proper
representations for complex data. In literature, various dimensionality reduction models are proposed
to reduce the complexity. In [18], authors suggested global geometric framework to discover the
nonlinear degrees of freedom that consists of natural multivariate data. It improves efficiency for
computing a globally optimal solution than the conventional techniques such as principal component
analysis (PCA) [19] and multidimensional scaling (MDS) [20]. In [21], authors developed predictors
based on support vector machine (SVM) for feature extraction. They applied various dimensionality
reduction models including PCA and independent component analysis (ICA). The results of this
study show that SVM by feature extraction using PCA performs better than SVM without using
PCA or ICA. In [22], an unsupervised learning algorithm, called locally linear embedding (LLE),
is proposed. It maps its inputs into a single global coordinate without local minimization problem.
In [23], authors proposed a geometrically motivated algorithm for nonlinear dimensionality reduction
having locality-preserving properties. Another alternative research suggests pre-process the input data
before feature extraction. In [24], authors presented an application of deep networks to learn features
over multiple modalities using an extension of restricted Boltzmann machines (RBM). The multiple
features provide considerably better models and reduce dimensionality. Similarly, in [25], authors
proposed a method to estimate the motion based on virtual character. The motion features are
pre-processed using RBM. In [26], authors proposed a data-processing pipeline based on sparse feature
learning using RBM.

sensor

1

sensor plane

lens

_______ focused plane

translational stage

reference plane
Figure 1. Principle of image sequence acquisition in shape from focus (SFF).
3. Neural Network for SFF

3.1. Neural Network Model over FIS

The neural network model over FIS (NN.FIS) proposed in [10] employs a three layers neural
network model as shown in Figure 2. The input layer consists of three linear neurons and hidden layer
contains sigmoidal neurons with an additional linear neuron. Whereas the third layer is composed of
one sigmoidal neuron and it provides output in the range [0, 1].
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At an iteration (1), the local depth map zgz)y) (j, k) for a small window of size M x M centered at

global index (x,y) is described as:

-0 (4 o))

where (j, k) is spatial representation of the local index values in the window, U™ ¢ RH*3 and
vl") € RH are the network weight matrices between the layers, H is the number of sigmoidal neurons.
wgn) represents the bias, i = [j k 1]T is the input vector, (-)T indicates transpose function of the matrix
function, and ¢(+) is the sigmoidal function.

Input Hidden Output

I+
2

0\-1-1) Z((:,L-)(—I 0) Z((.:,)y)(_ Li)
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Uy Uy eUyy

= u u .o nu
e Z((f,)y)(l:—l) Z((f,)y)(l 0) Z((:,)y)(l 1)

UpzUpzm Uy
v=[v, v, vyl local depth map
NN.FIS model from neural network

Figure 2. Multilayer feedforward neural network structure for shape recovery of neural network model
over FIS and local depth map from the neural network model. Left: NN.FIS model; Right: local depth
map from NN.FIS model. The local depth map consists of 9 neighboring pixels centered around (x,y),
when small window size is 3 x 3. In addition, each local depth is produced by network with changing
the local index j and k.

(n)

The focus measure F is calculated from z (; ") (j, k) by GLV as follows:
2
F= T [i(essks o) - o
—m<j<m
—m<k<m

where | (x +j,y+k,zgz)y) (],k)) is the gray level at (x + j,y + k) in the frame number ZE:% (j. k),
m = (M — 1)/2 the local index bound, and y represents the average gray level of the pixels on the
(m)

window surface defined by z (: Y) (j, k) as:
1 . (n) .
F=ap L{x+iy+kzy, (k) ®)
M2 —mgzjgm ( (xy) )
—m<k<m

It is important to note that F and y are the functions of ZEZL)
not only depend on global index (x,y) but also depend on local index (j, k). It means, they can only be
calculated during the network learning. Consequently, the complexity rises sharply.

Generally, feedforward neural networks are utilized for learning an input-output relationship
from the given example data set. In case of neural networks for SFF, there is no such an example data

set available. Therefore, it is a distinctive application of neural networks where a focus measure, which

(j, k). Accordingly, these functions
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is role of a performance function, is to be optimized. The network weights are updated according to
the gradient decent rule as follows:
AWM — B ( oE >

oW ()
4
(e @
- ow(n)
where AW(") means the net change of the weight matrix W("), which includes U(”), v(”), and wé’”,
whereas f is the learning rate. In addition, E = —F is the minimization criterion. At each iteration

weights are updated and consequently ZEZL

) (j, k) are also updated. At the last iteration (N), the final
depth at (x, ) is obtained as:

d(x,y) = z(y) (0,0) 5)

and the final restored depth map from the NN.FIS model is represented as:

FNN.FIS = {d(x,y)|x S [l, Ce ,Iw],y S [1, ey IH}} (6)
where Iyy and Iy are the width and the height of each image in the sequence, respectively.
3.2. Proposed Model

In NNLFIS a focus value is computed from a current frame (zEz)y) (0,0)) and its neighboring frames

(zé;?y) (j, k)) that increases the size of the weight matrix W and over all complexity for shape recovery
become high. We have observed through the experiments that the focus measure computed from
the current frame not only provides smaller weight matrix but also reduces the time complexity
remarkably without compromising on accuracy. Figure 3 shows the proposed neural network model
over planar surface (NN.Planar) for shape from focus. In SFF, a planar surface is considered in 3D
space, however, in this paper “planar” means only on the same frame i.e., 2D surface. From the figure,
it can be observed that the number of neurons at the input layer are decreased from three to one.
In the NN.Planar, the depth z(:)

() At iteration (1) for the central pixel (x,y) of the window can be
expressed as:

() " (0 + 2™
Z(xy) —4’<<" ) o (u) e} @)
where u(™ e RH, v(") ¢ RH, and wén) € R, and ¢(-) is sigmoidal function defined as:
1
¢(1) = 757 ®)

where 7 is a dummy variable.
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Input Hidden Output

z,(0.0)|22),(0.0)]2(2,,(0.0)

xy)

) (00){,00)[=L:(0.0)

2,(00)[22),(0.0)]2(2,,(0.0)

local depth map
NN.Planar model from neural network

Figure 3. Proposed neural network structure for shape recovery of neural network model over Planar
and local depth map from the neural network model. Left: NN.Planar model; Right: local depth map
from NN. Planar model. The local depth map consists of 9 neighboring pixels centered around (x,y),
when small window size is 3 x 3. In addition, all local depths are same to the depth at center, so it can
reduce the dimension of input layer from 3 to 1.

Accordingly, in the NN.Planar, the focus measure F is calculated as
_ , m N\ _,]?
F= L [1(xeiwehzly,) —n ©)

—m<j<m
—m<k<m

where [ (x +jy+k zEZ?y)> is the gray level at the pixel position of (x + j, y + k) in the frame number
(n)

Z(xy) and y represents the mean of gray levels within the window and it is expressed as
1 .
= T i(rivensd) w
—m<j<m
—m<k<m

In order to update weights, we use gradient descent rule. Note that, in NN.Planar, a scalar
depth is computed instead of a matrix (as in the case of NN.FIS model) therefore the computation of
gradient becomes simplified. Moreover, it becomes more efficient due to the reduced dimensions of
u, By using chain rule, Equation (4) can be written as

8 (5wm)

(n)
g2 ). 2(sy)
3200 B
(xy) (

2BY —meim |1 (x+jy+k2" ) =
ﬁzﬂéz’ém (x Iy ZM)) ”} (11

o1(xrimrkaty) -#] )

Bz(")
(1)
P(ay)
aw(n)

AW(™)

(xy)
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Here y is constant, thus Equation (11) can be written as

AW = 2B i [1(x+jy+k2()) — 1]
—m<k<m
al (x+j,y+k,z§2?u))
ol 12)
Xy,

(n)
az(w)
aw(n)

" ) represents gray level values in the window, and the term

where [ (x +jy+ k'ZEx,)y)
(al <x +jy+k ZEZ?y)) / 8252%) is the derivative of the image intensity of the window surface with
(m)
X

respect to the image frame number z (xy)° The derivative can be implemented as

; (n)
dl <x +],y+k,Z(X’y)) _ I — 1

az(n) 2h (13)
(xy)
. . - . (n) - . (n)
where h is a step size, I, = I <x +],y+k,z(x,y) +h), and I = I (x—&—],y—&-k,z(x,y) — h).

The remaining term (az§:>y) /oW () ) , which is surface gradient, can be acquired using backpropagation
algorithm [9]. Here, the weight W@ includes u™, v("), and wé"), and their derivatives are

expressed as
(n)
az(x,y) — Z(") . (1 _ ZE”) )) . v(n)

aut (xy) Xy (14)
el (u) < (1-0 (u))]
% = ZEZ,)W ’ (1 B ZE?y)) ¢ (u(n>) (4
o)
sz%;fy)) - ZE:,)y) ' (1 B ZE:W) {e)

where * denotes the element-by-element multiplication of vectors. Using Equations (12)-(16),
the weights are updated as

az(”)
utD) = ¢ 4 g0 (ey) 17)
oulm
az(")
(n+1) — y(n) (n), “(xy)
v v +B-G pwe) (18)
az(”)
wp ™ = w0 . 2 19)
ow,
where G(") is represented as
— i (n)
G = 22:;,:3%2:,; [I (x +iy+ k'Z(Z,y)> - y]
al (;+;y+k,zEZ?y)) (20)
az(")
(xy)
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Note that G is pre-calculable value before network learning. Essentially, it is dependent on
global indexes (x,y) and the network output ZE:)W and thus it is dependent on the network learning
iteration (1). However, a possible set of G("") can be calculated in advance of network learning,
because the number of elements of the possible set is same to the total frame number Ip of image

sequence. Therefore, it gives additional time efficiency. After updating W) as Equations (17)=(19),

the present iteration (1) is ended, and it follows the next iteration (1 + 1). In this manner, all zgz)y) at
each iteration are updated and the final depth map for (x,y) can be acquired as
— ,(N)
d(x,y) = Z(xy) @n
And the final depth map of NN.Planar at all points is described as
ENN.Planar = {d(x/y)lx € [17 R4 Iw],]/ € [1/ sy IH]} (22)

The proposed NN.Planar looks an instance of the NN.FIS as proposed in [10]. Consider a particular
instance of NN.FIS by restricting the input vector i = [j k 1] T with j =0,k = 0. In this case, it needs to
update not only weights connected from the bias 1 but also weights connected from j and k. Weights
update, related to j and k, for focus measure over a planar surface is redundant in NN.FIS. Therefore,
the proposed NN.Planar is not an instance of the NN.FIS. Moreover, in the NN.FIS, neighboring points
are taken into account to compute the complex shape of FIS. Whereas the proposed NN.Planar is based
on the assumption of planar surface. In other words, the surface within the local window is assumed
to be a planar surface. It may seem to be similar to the piece-wise constant approximation. However,
it is not constant as it is modelled through the functions (7) and (9) to provide accurate depth.

4. Initial Weight Setting

In neural network-based SFF methods, initial network weights play important role in acquiring
accurate depth map, network convergence, and time complexity. If the initial weights for a pixel are
not set properly, more likely an incorrect initial depth map is obtained. Consequently, the convergence
of the network is affected by these inaccuracies in depth map and improper initial weights. Therefore,
in NN.FIS and NN.Planar networks, it is important to select suitable initial weights for rapid
convergence of the networks and for obtaining accurate final depth maps.

Usually, initial weights are selected randomly. However, random weights may not provide rapid
convergence and accurate depth map. In order to overcome these problems, we propose WP method
for setting proper initial weights. Using WP method, the network converges rapidly, provides more
precise depth map and reduces the time complexity. Furthermore, it helps in avoiding the local
minimization problem effectively. Before explaining the proposed WP method, it would be worthy to
describe the random setting (RS).

4.1. RS Initial Weight Setting Method

In [10], the initial weights for each pixel are determined randomly. If the initial depth map
significantly deviate from the desired depth map generated from the initial weight, it may lead to
local minimization problem and network may fail in obtaining a precise depth map. Furthermore,
this method may lead to slow convergence of the network as it needs larger numbers of iterations
for 3D shape learning. In other words, it fails to estimate a depth precisely with a high probability if
the initial weights for a pixel are determined randomly. Therefore, in [27], initial weights are taken
randomly around a reference depth map z,(x, y) to complement the problem. In this paper, we call
it RS method. The RS method is summarized in Algorithm 1. At first, a test set of initial weights (u,
v, and wy,) are randomly generated in the range [0, 1]. Next, ZEBy) is calculated using Equation (7).

(1)
X,

Then, the distance between initial depth z (xy) and the reference depth z,(x, y) is compared with the
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threshold Tj. If the distance is less than or equal to Ty, the test set of initial weights are regarded as the
proper initial weights for (x,y) and are used for further computation of (u("), v(!), and wgl)). On the
other side, if the distance is greater than to T; then again initial weights are generated randomly and
the distance is compared with T;. This process is repeated for a certain times; say R = 1000. If the
proper weights are not found within R iterations then an inaccurate depth for (x, y) may be computed.
Once weights are obtained, the depth for (x,y) is estimated through NN.Planar (or NN.FIS) model
using Equations (7)—(21) (or Equations (1)-(5)) with u®, vV, and wél). In this way, the entire depth
map is obtained by computing depth for all pixel positions.

Algorithm 1 Random Setting method.

1: procedure RANDOM SETTING

2 for x = 1to Iy do

3 fory =1to Iy do

4: fori =1to R do

5 G(e)nerate initial weights u, v, w, randomly.
1 T

6 Ziy) P ((v) P (u) +wy

7

8

)
if ‘ZE}() = zy(x,y)| < Tp then

: u —u
9: v<1l> — Vv
10: w£ ) — Wy
11: break
12: end if
13: end for
14: d(x,y) < estimated depth at (x,y) by using Equations (7)-(21) (or Equations (1)—(5))
15: end for
16: end for

17: end procedure

In summary, this method has two main problems: (1) the time complexity is significantly increased
by determining the initial weights for every pixel position; and (2) If the initial depth map is close
to the reference depth map, RS method may avoid the local minimization problem and can provide
reasonable initial weights however, when the reference depth map is near to the minimum or maximum
value of depth range, it is hard to get proper initial weights and accurate depth map. This phenomena
is highlighted in Figure 4. It shows the histogram of Zgi?y) and represents the distribution of numerical
data of z(i) from 10,000 trials of Equation (7) by using random weights. From Figure 4, we can find
that the fréquency is very low near to the minimum or maximum depth values. Consequently, it is
hard to meet the requirements of |z§1/)y) —z,(x,y)| < Ty within R trials, and thus it is hard to set the
(1)
(xy)
should be in [0.03,0.07]. However, there is low probability that ZEB},) be within [0.03,0.07] after R trials,
thus there is high probability of not setting proper initial weights.

proper initial weights in RS method. For example, if z,(x,y) = 0.05 and T} = 0.02, and then z
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(1)
Histogram of z( %)

300 ‘
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(
Zxy)

Figure 4. Histogram of z (1) values. It graphically represents the distribution of numerical data of

(1)
Z(xy)

to the Gaussian distribution, and thus the frequency number is very low at a range of ZE ) y = <0.lor
el
X,
within R, and thus it fails to set the proper initial weights in RS method.

In addition, the bins are same size of 0.01 and the total frequency is 10, 000. Note that it is similar
> 0.9. Consequently, in the range, it is hard to meet the requirements of \z —z(x,y)| <T

4.2. Proposed WP Method

Figure 4 highlights the distribution of initial depth z;. From the figure, it can be observed that the
initial depth values near the extremities may affect the procedure of choosing the proper initial weights.
Particularly, the RS method may produce an erroneous initial depth values near the extremities as
theses depth values may considerably deviate from the precise depth. This phenomena can also be
understandable as there is high probability that G(!) may be near to zero at these condition. Therefore,
weights will become stagnant as this fact can be observed from Equations (17)—(19). It can be concluded
that the initial depth needs to be close to the precise depth for avoiding local minimization problem.
Therefore, WP method is proposed to relieve the local minimization regardless of a depth range of a
reference depth map.

The proposed WP method is described in Algorithm 2. In the proposed algorithm, in first step,
a 2-dimensional reference depth map z,(x, y) patch is converted into 1-dimensional reference depth
vector z,(s). In the second step, a new vector Z,(t) is obtained by sorting z,(s) with respect to depth
in ascending order. In third step, an index vector §(t) is acquired by rearranging the indices of z,(s)
corresponding to the depth at Z,(t). In fourth step, 2-dimentional indices (£(t), 7()) are acquired by
rearranging the index of 2-dimentional patch z,(x, y) corresponding to the depth at Z,(¢). In order to
describe these four steps, an example is shown in Figure 5. In fifth step, the proper initial weights for the
first pixel z,(%(1),7(1)) are obtained by comparing the initial depth with the reference depth. In sixth
step, a depth for (£(t),7(t)) is estimated through the NN.Planar model as using Equations (7)—(21)
with u™), v(1), and wy, (). In next step, initial weights for the next pixel are set by passing updated
weights from the present pixel. In this way, the entire depth map is estimated by repeating the steps
6-7 for all pixel positions.
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Algorithm 2 Weight Passing method.

1: procedure WEIGHT PASSING

2 z(s) « z(x,y) > Change 2-dimensional z,(x, y) into 1-dimensional vector form z,(s)
3 2,(t) < sorted z,(s) into depth order

4 5(t) < rearranged the index of z,(s) corresponding to the depth of Z,(t)

5: (%(t),9(t)) « rearranged the index of z,(x, y) corresponding to the depth of Z(¢)
6 fori =1to R do

7 Generate initial weights u, v, w;, randomly.

s 20y < ¢ (W79 (w)+w))

o if |ZE}C —2,(£(1),9(1))| < T, then

10: u<1> —u

11: vil) v

12: wl(:) — Wy

13: break
14: end if

15: end for
16: fort =1to (Iyy - Iyy) do

17: d(2(t),9(¢)) < estimated depth at (£(¢),§(t)) pixel position by using Equations (7)—(21)
(or Equations (1)-(5))

18: u() « updated weight u(N)

19: vll) < updated weight v(N)

20: wél) < updated weight wéN)

21: end for

22: end procedure
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B e il ER L t 123456 .. 1516
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Figure 5. The proposed WP initial weight setting method. (a) z;(x, y) is a reference depth map estimated
by Sum-Modified-Laplacian (SML) or Gray-Level-Variance (GLV); (b) z,(s) is 1-dimensional vector
form of the z,(x,y) and s is the index of z,(s); (c) Z,(t) is the sorted reference depth map into depth
order, ¢ is the index of 2, (t), §(t) is the index of z,(s) corresponding to the depth of 2,(t), and (£(¢), §(t))
is the index of z,(x, y) corresponding to the depth of 2 (t).

Note that the initial depth of (2(i +1),7(i + 1)) is close to d(£(i),7(i)), because W) for
(2(i + 1),9(i + 1)) is allocated from WN) for (£(i),§(i)). In addition, there is high probability
that the resultant depths for d(£(i +1),7(i + 1)) and d(£(i), 7(i)) may be very close to each other.
Accordingly, z; satisfies the condition |zgi’)y) —z,(2(i),9(i))] < Th when i > 2. In summary, WP is
advantageous in (1) reducing the chances of local minimization problem; (2) decreasing the total
numbers of iterations for the stable solution; and (3) decreasing computational complexity for setting

+
2(i

initial weights for all pixels.
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5. Experiments

5.1. Experimental Setup

The performance of the proposed system consisting of NN.Planar model, WP initial weight
setting method is evaluated using image sequences of synthetic and real objects. Synthetic objects
plane, sinusoidal, cone, and wave are virtually created by simulation tool. For each object, synthetic
image sequence is generated by using a defocus simulation tool box [28] with varying focus settings.
Each synthetic image in the sequences is resultant of convolution of actual texture image and Point
Spread Function (PSF). Thus, in the synthetic image sequence, the Gaussian function is taken as
PSF, camera parameters and the true depth map of the synthetic object are used. For more details,
refer to [12,29]. Image sequences for each synthetic object consists of 80 images (or frames) each with
size 360 x 360 pixels.

Figure 6a represents sample frames from image sequences of plane, sinusoidal, cone, and wave
objects. From the figure, we can observe that some parts of the objects are well focused and others are
out of focus with a degree of blur. And for evaluating the proposed algorithms in real world, we have
performed experiments using real objects of real cone, engraved letter I, coin, and TFT-LCD color filter.
An image sequence from real cone is obtained by using a CCD camera system with varying focus
levels [3], and it consists of 97 images of 200 x 200 pixels. Other image sequences from microscopic
objects of engraved letter I, coin, and TFT-LCD color filter are acquired by using a microscopic control
system [2]. In the case of coin object, the image sequence consists of 68 frames of 300 x 300 pixels.
And each image sequence from engraved letter I and TFT-LCD color filter consists of 60 images of
300 x 300 pixels. Sample frames from each image sequence are represented in Figure 6b.

In order to produce comparative analysis, first, depth maps have been obtained from image
sequences by applying conventional methods and the proposed method. Then, the resultant depth
maps are compared qualitatively and quantitatively. We performed experiments for networks NN.FIS
and NN.Planar with combinations of RS initial weight setting method [10] and WP initial weight
setting method. In the experiments, the numbers of hidden layer H, the total iteration number T,
the window size M x M are set as 20, 50, 7 x 7, respectively. Moreover, the learning rate Bs: 19.92, 2.35,
6.15,7.23, and 1.25 are taken for synthetic objects, real cone, engraved letter I, coin, and TFT-LCD color
filter, respectively. There is not any specific method to determine the size of the hidden layer H. If H is
too large it suffers from expensive computation. On the other hand, if H is too small the network may
not provide desired results. Therefore, H is determined empirically through experiments.

5.2. Quantitative Analysis

In order to evaluate the performance of the proposed system quantitatively, two quantitative
metrics: Root-Mean-Square-Error (RMSE) and correlation (Corr). In the case of experiments for
synthetic objects, it is possible to calculate RMSE and correlation as their true depth maps are available.
Whereas it is impracticable to compute RMSE and correlation metrics for real objects as there true
depth maps are not available. RMSE measures the distortion between the true depth map and the
estimated depth map. It can be calculated as:

1
(z+(x,y) — ze(x,y))? (23)
Iw- Iy 1SEIW ! o
1<y<Iy

RMSE =
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where z;(x,y) and z.(x, y) are the true depth map and the estimated depth map respectively, Iy and
Iy are the width and the height of the true and the estimated depth maps. correlation measures the
similarity between the true depth map and the estimated depth map. It can be calculated as follows:

Licreny (2 (0 y) = 2106, y)) (2e (%, y) = 2e(x, y))

1<y<Ig

Corr = 3 — (24)
Yicrny (2(xy) = 2%, y))?(2e (%, y) = 2e(x,y))
1<y<Iy
where z¢(x,y) and z.(x, y) are the mean of the true and the estimated depth map, respectively.
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Figure 6. (a) Sample frames from image sequences of synthetic objects: plane object (first row),
sinusoidal object (second row), cone object (third row), and wave object (fourth row). In addition,
each column shows frame number 20, frame number 40, and frame number 70. In a sample frame,
the texture clearly distinguishes only at the well focused area; (b) Sample frames from image sequences
of real objects: real cone (first row), engraved letter I (second row), coin (third row), and TFT-LCD color
filter (fourth row). In a sample frame, the texture clearly distinguishes only at the well focused area.

The performance comparison between conventional and proposed methods in terms of RMSE
and correlation is shown in Table 1. The quantitative measures are calculated by using estimated depth
maps through SML, GLV, NN.FIS with RS, NN.Planar with RS, NN.FIS with WP, and NN.Planar with
WP. From Table 1, two meaningful results are (1) The performance is similar to each other between
NN.FIS and NN.Planar with same initial weight setting method (NN.FIS with RS vs. NN.Planar with
RS or NN.FIS with WP vs. NN.Planar with WP); and (2) the proposed WP generates more accurate
estimated depth map than RS initial weight setting method (NN.FIS with RS vs. NN.FIS with WP
or NN.Planar with RS vs. NN.Planar with WP). In the same manner, Table 2 shows the experiment
time for various SFF methods using various synthetic objects. There are also two notable results
(1) NN.Planar model is faster than NN.FIS model with same initial weight setting method; and (2) WP
is faster than RS method. Specifically, NN.Planar with WP is about 90 times faster than NN.FIS with
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WP, and NN.Planar with WP is about 100 to 140 times faster than NN.FIS with RS. Note that RS method
gains additional complexity because of setting initial weights for all pixels of an object. In addition,
the additional complexity varies considerably with the reference depth of the object. As shown in
Algorithm 1, if z, at a point is considerably high near to 1, then it fails to find the proper initial weight
for ZEBy) < |zr(x,y) — c|. For this reason, Sinusoidal and Plane objects, which include many pixels
having the reference depth near to 1, provide higher additional complexity than others. Moreover,
WP method gives more stable performance than RS as shown in Figure 7. It shows box plots of the
normalized RMSE from 30 experiments for Planar model with WP and RS method using various
objects. Each box plot displays variation in the normalized RMSE results out of 30 experiments, and it

shows the degree of spread. From Figure 7, we can observe that the variable width of WP is less than
that of RS.

Table 1. Performance Comparison for Various SFF methods using Various Synthetic Objects.

SML GLV  FISwithRS Planar with RS FIS with WP Planar with WP
Object  RMSE RMSE RMSE RMSE RMSE RMSE
(Corr) (Corr) (Corr) (Corr) (Corr) (Corr)
Plan 4589  3.805 4196 4.073 3217 3215
ane 0.970)  (0.979) (0.972) (0.974) (0.985) (0.985)
Sinusoidal | 4649 3782 4630 4505 3.092 3.128
S0 (0.978)  (0.985) (0.977) (0.978) (0.990) (0.990)
Cone 8548  8.462 8.567 8.503 8.402 8.395
0.957)  (0.971) (0.967) (0.970) (0.978) (0.978)
Wave 2824 2.004 2,581 2.366 1.644 1.661
v 0.979)  (0.989) (0.981) (0.984) (0.992) (0.992)

Table 2. Experiment Time for Various SFF methods using Various Synthetic Objects.

Object SML GLV FISwithRS Planar with RS FIS with WP  Planar with WP
Plane 17.8 246 15,347.3 2837.5 12,377.9 130.9
Sinusoidal 179  24.6 18,169.5 5336.5 12,504.5 129.9
Cone 17.8 248 13,183.0 928.4 12,922.5 135.9
Wave 17.8 246 13,829.0 977.9 12,595.6 130.4
Plane Sinusoidal Cone Wave
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Figure 7. Box plot of the normalized Root-Mean-Square-Error (RMSE) from 30 experiments for Planar
with WP and Planar with RS using various objects.

5.3. Qualitative Analysis

Figure 8 shows restored 3D depth maps for synthetic objects with different learning iterations.

At first or second column, when total iteration is 1 or 5, the network produces inaccurate results at
pixel positions having high reference depth. The reason is that it needs sufficient iteration to converge
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the depth at the previous pixel of inaccuracy. Therefore, it needs a sufficient total iteration number,
over 50 iterations in our simulation, to ensure depth convergence for all pixels. In addition, note
that we can roughly acquire the restored depth map, appearing to be the corresponding object, even
1 iteration. That is the strength of WP method. Specifically, when the total iteration is not enough,
depths at the first few pixels (its pixel positions having low reference depth) are considerably precise;
however, depths return to be distorted after some pixels (its pixel positions having high reference
depth). In addition, overall depth map can be precisely restored at 50 iterations, which is also smaller
iterations than other usual neural networks.

Iteration 1 Iteration 5 Iteration 50
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Figure 8. Restored three-dimensional (3D) depth maps for synthetic objects with different learning

M‘ 30

{,

iterations, first row: plane object, second row: sinusoidal object, third row: cone object, and fourth
row: wave object. In addition, first column: Iteration 1, second column: Iteration 5, and third column:
Iteration 50. In this experiment, the Planar model with WP method is utilized for measuring depth map.

Resultant depth maps for various SFF methods using synthetic objects are show in Figure 9.
From the figure, it is clear that (1) the precision of restored depth map by using NN.FIS or NN.Planar
is almost similar to each other with a same initial weight setting. It means that the NN.Planar model
is more efficient than the NN.FIS model because it gives similar performance with less complexity;
And (2) WP initial setting method facilitates more precise restoring than RS when using a same neural
network model. Specifically, the Planer and Sinusoidal objects include pixel positions having high
depth near to the maximum depth. In the pixel positions, it is hard to estimate a depth precisely with
RS method because of short of iteration, thus it affects the precision of entire restored depth map.
However, WP relieves the problem regardless of the histogram of depth. In addition, Figure 10 shows
the restored 3D depth map by using real objects. Similarly, NN.FIS and NN.Planar with a same initial
weight setting method give almost same restored depth. In addition, WP gives more precise restored
depth map than RS in a same neural network model. The reference depth map is utilized as a reference
for generating an initial depth map. In the case of coin object, the restored depth map by SML is used
as the reference map for coin object. In addition, other objects utilize the restored depth map by GLV
as the reference map for the objects. Note that the reference depth map of each object contains several
errors, but the errors are reduced by using Planar with WP. In addition the errors increase slightly or
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heavily with an object by using Planar with RS, because the RS method needs enough iteration larger
than 50. In order to solve the errors in RS, the total iteration number should be increased enough but it
True depth map ~ FISwith RS Planar with RS~ FIS with WP Planar with WP

gives time complexity.
@ ” iml iw

Figure 9. Restored 3D depth map for various SFF methods using various synthetic objects, first row:
plane object, second row: sinusoidal object, third row: cone object, and fourth row: wave object.
In addition, first column: True depth map, second column: NN.FIS with RS, third column: NN.Planar
with RS, fourth column: NN.FIS with WP, and fifth column: NN.Planar with WP.

A

Reference depth map FIS with RS~ Planar with RS~ FIS with WP Planar with WP

NINITNTNTS

Figure 10. Restored 3D depth map for various SFF methods using various real objects, first row:
real cone object, second row: engraved I object, third row: coin object, and fourth row: TFT-LCD filter
object. In addition, first column: True depth map, second column: NN.FIS with RS, third column:
NN.Planar with RS, fourth column: NN.FIS with WP, and fifth column: NN.Planar with WP.
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6. Discussion

The presented method is one of the paradigms of 3D shape recovery techniques known as
SFE. Three-dimensional shapes have possible potentials for various applications including motion
reconstruction [30-32], 3D object retrieval [33], 3D cameras, manufacture of TFT-LCD color filter,
and measurement of surface roughness, medical examinations, microelectronics, and focus variation
for 3D surface. The proposed method is a simplified version of the previous well-known methods
based on neural network. From the experimental results, it is clear that the proposed model has
considerably reduced the complexity without a loss in accuracy. It is expected that if the PCA is used to
reduce the dimensionality to select the surface locally, it can give marginally better accurate depth than
the NN.Planar. However, the additional computational complexity by PCA will rise proportional to the
total iteration numbers. It would be interesting to do a separate study that can make fair comparisons
among the methods based on different dimensionality reduction techniques for three shape refinement
through the SFF in term of complexity and accuracy.

In literature, a number of machine learning techniques such as convolutional neural network
(CNN) [34,35], deep convolutional neural network (DCNN) [36,37] recurrent neural network
(RNN) [38], graphical model [39], have been proposed. Among these, CNN includes the fully connected
layers which connect each neuron in a layer to all neurons in the next layer. It is similar to the
feedforward artificial neural network. Therefore, WP method can be applied with the same settings by
using CNN for 3D imaging applications to reduce local minimization. Similarly, the other well-known
techniques are also applicable with modifications in the weight update procedures.

In machine learning techniques, the restricted Boltzmann machine [24-26] are considered
powerful methods to pre-process the input data to expedite the learning process. In our future
work, the restricted Boltzmann machines will be used, instead of reducing the dimensionality of the
data, in refining the depth maps in SFF. It is expected that RBM will provide depth maps efficiently
with higher accuracy. In addition, it would be interesting to do a separate study for comparing the
performances of different machine learning-based methods in 3D shape recovery in SFF in terms of
efficacy and accuracy.

7. Conclusions

In this paper, a simplified neural network over planar model is proposed for SFE. In addition, for
rapid convergence and efficiency of the network, WP method has been introduced. The simplified
neural network model takes input and weight vector of smaller size, and the WP method selects proper
initial weights for the first pixel randomly and it updates the initial weights for the next pixel efficiently
by passing the updated weight from the present pixel. The proposed method significantly has reduced
the computational complexity while the accuracy is comparable with the conventional model.

8. Patents

There is a patent [40] resulting from the work reported in this manuscript.
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Abstract: Fringe projection technologies have been widely used for three-dimensional (3D) shape
measurement. One of the critical issues is absolute phase recovery, especially for measuring multiple
isolated objects. This paper proposes a method for absolute phase retrieval using only one coded
pattern. A total of four patterns including one coded pattern and three phase-shift patterns are
projected, captured, and processed. The wrapped phase, as well as average intensity and intensity
modulation, are calculated from three phase-shift patterns. A code word encrypted into the coded
pattern can be calculated using the average intensity and intensity modulation. Based on geometric
constraints of fringe projection system, the minimum fringe order map can be created, upon
which the fringe order can be calculated from the code word. Compared with the conventional
method, the measurement depth range is significantly improved. Finally, the wrapped phase can be
unwrapped for absolute phase map. Since only four patterns are required, the proposed method is
suitable for real-time measurement. Simulations and experiments have been conducted, and their
results have verified the proposed method.

Keywords: absolute phase retrieval; phase-shift; fringe order; geometric constraints

1. Introduction

Optical 3D measurement plays a pivotal role in all aspects of our lives, such as industrial
production, biological medicine, and consumer entertainment [1-5]. Many optical technologies
including structured light, stereo vision, and digital fringe projection (DFP) have been exploited
to achieve high-density and full-field 3D measurement [6]. Among those technologies, DFP has
become the most popular one because of its speed, accuracy, and flexibility [7]. Fourier transform and
phase-shift are two main methods applied in the DFP system [8]. The former method only uses one
pattern for computing phase map, but the measured surfaces must be rather simple to avoid a spectral
overlapping problem. On the other hand, the phase-shift method exploits at least three patterns to
compute the phase map pixel-by-pixel, which can achieve higher accuracy and stronger robustness,
especially for complex surfaces. However, those two methods can only work out wrapped phases
which need to be unwrapped for absolute phase maps.

Ideally, when referring to the neighboring pixels, the wrapped phase can be unwrapped by
adding integral multiple of 27t at each pixel. In reality, however, local shadows, random noises,
and isolated objects are very usual occurrences that make the unwrapping phase difficult [9].
Thus, many absolute phase retrieval algorithms have been proposed, which can be divided into
two major classes: spatial algorithms and temporal algorithms [7]. The spatial algorithms are
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generally used for smooth surfaces, while the temporal algorithms are more suitable for complex
surfaces and attract more attention [10]. Research conducted in this field brings forth several typical
examples. Chen et al. [11,12] first proposed two-wavelength phase-shift interferometry, and then
developed multi-wavelength phase-shift interferometry to enhance the measurement capability.
Sansoni et al. [13] combined phase-shift and gray-code into the 3D vision system, which greatly
improved the measurement performance. Wang et al. [14] put forward an effective and robust
phase-coding method. Zheng et al. [15] improved the phase-coding method for a large number of
code words. Chen et al. [16,17] successively developed a quantized phase-coding method and a
modified gray-level coding method, which achieved good results when measuring isolated objects.
Nevertheless, all the aforementioned methods require three or more extra patterns, which will limit
the speed of measurement. To reduce the number of patterns, some researchers have utilized color
patterns for 3D measurement [18-20]. However, these methods have always failed for colorful objects.
Other researchers have employed more cameras to capture the patterns from different perspectives,
such that the multi-view geometric constraints can be used for absolute phase calculation [21-23].
However, the measurement field reduces because of the multiple perspectives, and the cost and
complexity of the system increase due to additional cameras [24].

To realize high-speed measurement, An et al. [25] recently proposed a pixel-wise phase
unwrapping method with no additional pattern. Based on the geometric constraints of fringe projection
system, an artificial phase map ®,,;, at the closest depth plane z,,;, is generated, and then the phase
unwrapping can be executed by referring to ®,,;,,. Subsequently, a number of algorithms were
developed for phase unwrapping based on An’s method [26-29]. However, the maximum depth range
this method can handle is within 277 in phase domain. When the object points far away from depth
plane z,,;,, brings more than 27t changes, this method is no longer applicable.

Inspired by An’s method, this paper presents an absolute phase retrieval method using only one
additional coded pattern to improve the measurement depth range. Firstly, the wrapped phase is
calculated from three phase-shift patterns, and the code word is extracted from the coded pattern.
Secondly, an artificial fringe order map ky,;,, of depth plane z,,;, is generated, and then the code word
is mapped to the fringe order by referring to the fringe order map k,,;,,. Finally, the wrapped phase is
unwrapped for the absolute phase map. Simulations and experiments have been conducted to verify
the proposed method.

2. Principle

2.1. Fringe Projection System

The setup of a typical fringe projection system is shown in Figure 1. This system mainly includes
a projector, a camera, and measured objects. The patterns are projected by the projector onto the
measured objects from one direction, modulated by the objects” surfaces, and then captured by the
camera from another direction. In Figure 1, Points O, and O, respectively denote the optical centers of
the camera and the projector. The optical axes of the projector and the camera intersect at point O on
the reference plane. Note that line O.Op is parallel to the reference plane, so points O, and O, have
the same distance L from the reference surface. Based on the triangulation principle, the height of the
measured objects can be computed as [30]:

LxA¢p

T 27fod + A D

where A¢ denotes the phase difference between the point P on the object and the point B on the
reference plane, fy denotes the frequency of the fringe on the reference plane. For a specific system,
parameters L, dy and f are fixed, which can be obtained by calibration [31].
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Figure 1. Fringe projection system.

2.2. Phase-Shift and Coded Patterns

Phase-shift methods have been widely used for optical measurement because of their
measurement accuracy, spatial resolution, and data density [8]. The three-step phase-shift method
requires the fewest number of patterns among various phase-shift methods, thus it is desirable for
high-speed applications. Three-step phase-shift patterns can be described as:

L(x,y) = A(x,y) + B(x,y) cos[p(x,y) - 271/3]
b(x,y) = A(x,y) + B(x, ) cos[p(x,y)] @
B(x,y) = A(x,y) + B(x,y) cos[p(x,y) +271/3]

+
+

where A(x,y) denotes the average intensity, B(x,y) denotes the intensity modulation, and ¢(x, y)
denotes the phase to be solved for. Figure 2a-c shows three phase-shift patterns generated using
the above equations, and same rows of the three patterns are shown in Figure 3a. Solving the above
equations, the three variables can be calculated as:

Axy) = (L + L+ 15)/3
B(x,y) =[(h—15)*/3+ 2L — h — 13)2/9}1/2 .
¢(x,y) = tarrl[\/g(ll — L)/ (2L — I — I3)]

Because of the arctangent operation, the wrapped phase ¢(x, ) is limited in range of [—7t, 7].
Thus, phase unwrapping should be carried out to recover the absolute phase. If the fringe order k(x, )
is determined, the absolute phase ®(x,y) can be calculated as:

@(x,y) = ¢(x,y) + 2 k(x,y) 4)

To determine the fringe order, we designed one coded pattern. Figure 2d shows the coded pattern,
and one row of this pattern is shown in Figure 3b. The coded pattern can be described as:

In(x,y) = Alx,y) + B(x,y) * M(x,y) = A(x,y) + B(x,y) * 2+ mod([x/P],N)/N =1] (5

where P represents the fringe period, the truncated integer k = [x/P] represents the fringe order,
and the remainder C = mod(k, N) represents the code word; note that it is a periodic function with a
period of N. Once these four patterns are captured, the coded coefficient M(x, y) ranging from —1 to 1
can be calculated as:

M(x,y) = cos™"[(Iy — A)/B] ©6)

Then the code word C(x, y) can be computed as:
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C(x,y) = round[(M +1) %« N/2] (7)

(@)

(b)

(©) ‘

Figure 2. Projected patterns. (a—c) phase-shift patterns; (d) coded pattern.
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Figure 3. Same rows as in Figure 2. (a) Phase-shift patterns; (b) coded pattern.
2.3. Geometric Constraints for Phase Unwrapping

An et al. [25] have recently proposed a pixel-wise phase unwrapping method based on geometric
constraints of the fringe projection system. The main idea is to create the minimum phase map ®,,,,
at the closest depth plane z,,;,, of the measured volume. Then phase unwrapping can be performed
with reference to minimum phase map ®,,;,. The details of this method have been described in [25].
The following briefly introduces the main idea of this method.

Figure 4 illustrates the phase unwrapping method using the minimum phase map ®,,;,. If the
wrapped phase ¢ is less than ®,,;,,, we need to add k times of 277 to the wrapped phase ¢ to obtain the
absolute phase ®. The fringe order k can be computed as:

K(x,y) = ceil <q”"277;4’> ®)

where function ceil() returns the closest upper integer value. It should be noted that the above equation
must satisfy the following condition:

0<P -, <2 )

Its physics signification is that the measured objects should be close to the depth plane z,,;,, and
within 277 in phase domain. In other words, the maximum depth range should be less than 27t changes
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which will limit the applications of this method. For example, at point A,® — ®,,;,, < 277, and wrapped
phase ¢ is correctly unwrapped for the absolute phase ®'= ®; at point B, ® — ®@,,;, > 271, but wrapped
phase ¢ is wrongly unwrapped for the absolute phase @' # ®.

= -
g | = Minimum phase map $min s
by = = Bmin + 27 7
= Recovered absolute phase " PAO -
.-
8t === Wrapped phase ¢ ol
— - Actual absolute phase ® P
P
-
6 P
.2
-
4 -7
-
-
27
0 -
A B X (pixel)

Figure 4. Phase unwrapping using the minimum phase map ®,,,;;,.
2.4. Phase Unwrapping with One Coded Pattern

To improve the measurement depth range, we utilized an additional coded pattern to provide
more information for fringe order determination. Assume that the camera captures an object placed at
the depth plane z,,;,, there exists a one-to-one mapping between the camera sensor and the projector
sensor, and the minimum fringe order k,,;,, can be uniquely defined on the projector sensor. Figure 5
illustrates the main idea to determine the fringe order k, in which line k,,;, plots the minimum fringe
order, the line C plots the code word at depth plane z, and line k plots the corresponding fringe order.
The relationship between the three variables can be described as:

k:c+N*ceil(k'”"”7_c> (10)
N

For example, at point D, k,,;, — C < 0, thus k = C; at point E, 0 < k,;, — C < N, thusk=C + N;
at point F, N < k;;;, — C < 2 N, thus k = C + 2 x N. Similarly, the above equation must satisfy the
following condition:

0 <k—kpyn <N (11)
In other words, the measured objects should be close to the depth plane z,,;, within 277N in phase

domain. Through the above analysis, the proposed method raises the measurement depth range by N
times compared with the traditional method.

w— Minimum fringe order kmin
s Recovered fringe order k
=== Code-word C

Fringe order

®

x (pixel)

Figure 5. Fringe order determination using the minimum fringe order k,,;y,.
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3. Simulation

To test the performance of the proposed method, some simulations were carried out. Figure 6
shows the simulation of the closet depth plane z,,,. Specifically, Figure 6a—c shows three phase-shift
patterns with eight periods; Figure 6d shows the corresponding wrapped phase ranging from —7 to 7;
Figure 6e shows the fringe order map regarded as ky;,,; and Figure 6f shows the absolute phase map

regarded as @,y,jy,.
(a) (b)
] ©

Figure 6. Simulation of depth plane z,;,. (a—c) Phase-shift patterns; (d) wrapped phase map;
(e) minimum fringe order map k,,;,,; (f) minimum phase map ®,,;;,.

[0}

Then, a hemisphere was selected as the measure object and simulated, as shown in Figure 7.
Specifically, Figure 7a—c shows the three phase-shift patterns; Figure 7d shows the coded pattern with
N = 4; Figure 7e shows the fringe order determined by the proposed method; Figure 7f shows the
fringe order map determined by An’s method for comparison; Figure 7g shows the absolute phase
map recovered by the proposed method; Figure 7h shows the absolute phase map recovered by An’s
method. Obviously, the fringe order and the absolute phase map are correctly determined by the
proposed method. However, An’s method fails in contrast. The 3D reconstruction results of the
hemisphere using the two methods are shown in Figure 8. As we can see, the proposed method can
accurately recover the whole surface of the hemisphere, but An’s method fails to measure the overall
hemisphere surface. The maximum depth range of the proposed method can deal with is 277N, which
is four times that of An’s method.

b) ()
(2

(e) ® (h)

Figure 7. Simulation of a hemisphere. (a-c) Phase-shift patterns; (d) coded pattern; (e) fringe order
map using the proposed method; (f) fringe order map using An’s method; (g) absolute phase map
using the proposed method; (h) absolute phase map using An’s method.
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(a) (b)
Figure 8. A 3D reconstruction of the hemisphere. (a) The proposed method; (b) An’s method.
4. Experimental Setup

To test the proposed method in real condition, a fringe projection system was set up. The system
consisted of a projector (Light Crafter 4500) with resolution of 912 x 1140 pixels, and a camera (IOI Flare
2M360-CL) with resolution of 1280 x 1024 pixels. A flat board was placed at the closest depth plane
of the measured volume, and used as the reference plane. Two isolated objects were selected as the
measured objects. Total four patterns, including three phase-shift patterns and one coded pattern,
were projected onto the reference plane and the measured objects by the projector, and sequentially
captured by the camera.

Figure 9a—c shows three phase-shift patterns projected onto the reference plane, respectively.
Figure 9d shows the corresponding wrapped phase. Figure 9e shows the fringe order, also regarded
as the minimum fringe order map k,,;;,. Figure 9f shows the absolute phase map also regarded as the
minimum phase map ®,,;,,. Similarly, Figure 10a—c shows the images of three phase-shift patterns
projected onto the measured objects, respectively. Figure 10d shows the corresponding wrapped phase
map calculated from the three phase-shift patterns. Meanwhile, the average intensity and intensity
modulation were calculated. Figure 10e shows the coded pattern with N = 4, and Figure 10f shows the

i

H ‘ I

Figure 9. Images of the reference plane. (a—c) Phase-shift patterns; (d) wrapped phase map;

il

© ®

(e) minimum fringe order map k,;,; (f) minimum phase map ®,,;,,.

In order to compare the proposed method and An’s method, Equations (12) and (14) were both
used for computing fringe order. Figure 11a,b shows the fringe order maps recovered by the two
methods. As we can see, the proposed method recovered the fringe order map & correctly; however,
An’s method led to the wrong fringe order map &’ at some areas. There are obvious differences
between the two fringe order maps within the two circular areas plotted in Figure 11. The pixels of the
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same stripe had the same fringe order k in Figure 11a. However, the pixels of the same stripe had a
different fringe order k’ in Figure 11b.

, mr

Ul
il

(b)

Figure 10. Images of the measured objects. (a—c) Phase-shift patterns; (d) wrapped phase map; (e) coded
pattern; (f) code-word map.

For better illustration, Figure 12a,b shows the 600th rows of the two fringe order maps and
absolute phase maps. Clearly, ® — ®@,,;, < 87t and ® — ®,,;,, < 27. This indicates that the maximum
depth range of the proposed method is up to 877, and that of An’s method is only 27t. Therefore, the

proposed method can obtain much larger depth range than An’s method. Finally, we reconstructed the
3D shapes of the two isolated objects, as shown in Figure 13.

(a) (b)

Figure 11. Fringe order maps. (a) The proposed method; (b) An’s method.

Code-word €
‘ode-wory 200

Fringe order
2
Phase (rad)

2
2

100
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0 200 400 600 800 1000 1200 ] 200 400 600 800 1000 1200
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Figure 12. The 600th rows. (a) Fringe order maps; (b) absolute phase maps.
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Figure 13. Measurement result of two isolated objects.

In order to further verify our method, two separate planes were also measured using the proposed
method. Figure 14a—c shows three phase-shift patterns projected onto the two planes, respectively.
Figure 14d shows the corresponding wrapped phase map. Figure 14e shows the coded pattern,
and Figure 14f shows the corresponding code-word map. Then the fringe order was calculated,
as shown in Figure 15a. Using Equation (4), the absolute phase map was recovered, as shown in
Figure 15b. Finally, the 3D shapes of two planes were reconstructed, as shown in Figure 16. There are
no obvious mistakes in the measurement results. The experimental results illustrate the performance
of the proposed method.

Figure 14. Images of two planes. (a—c) Phase-shift patterns; (d) wrapped phase map; (e) coded pattern;
(f) code-word map.

(a) (b)

Figure 15. (a) Fringe order map; (b) absolute phase map.
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Figure 16. Measurement result of two planes.

5. Conclusions

This paper has presented an absolute phase retrieval method using only one coded pattern. A total
of four patterns are used for 3D shape measurement, which is suitable for high-speed applications.
The code words are encoded into the coded pattern, which can be correctly recovered using the average
intensity and intensity modulation of phase-shift patterns. Based on the geometric constraints of fringe
projection system, the minimum fringe order map is generated, then the code word can be easily
converted into fringe order. Compared with the conventional method, the proposed method can
significantly enhance the measurement depth range.
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Abstract: Recovering three-dimensional (3D) shape of an object from two-dimensional (2D)
information is one of the major domains of computer vision applications. Shape from Focus
(SFF) is a passive optical technique that reconstructs 3D shape of an object using 2D images with
different focus settings. When a 2D image sequence is obtained with constant step size in SFF,
mechanical vibrations, referred as jitter noise, occur in each step. Since the jitter noise changes the
focus values of 2D images, it causes erroneous recovery of 3D shape. In this paper, a new filtering
method for estimating optimal image positions is proposed. First, jitter noise is modeled as Gaussian
or speckle function, secondly, the focus curves acquired by one of the focus measure operators are
modeled as a quadratic function for application of the filter. Finally, Kalman filter as the proposed
method is designed and applied for removing jitter noise. The proposed method is experimented by
using image sequences of synthetic and real objects. The performance is evaluated through various
metrics to show the effectiveness of the proposed method in terms of reconstruction accuracy and
computational complexity. Root Mean Square Error (RMSE), correlation, Peak Signal-to-Noise Ratio
(PSNR), and computational time of the proposed method are improved on average by about 48%,
11%, 15%, and 5691%, respectively, compared with conventional filtering methods.

Keywords: shape from focus (SFF); jitter noise; focus curve; Kalman filter

1. Introduction

Inferring three-dimensional (3D) shape of an object from two-dimensional (2D) images is a
fundamental problem in computer vision applications. Many 3D shape recovery techniques have
been proposed in literature [1-5]. The methods can be categorized into two categories based on
the optical reflective model. The first one includes active techniques which use projected light rays.
The second category consists of passive techniques which utilize reflected light rays without projection.
The passive methods can further be classified into Shape from X, where X denotes the cue used to
reconstruct the 3D shape as Stereo [6], Texture [7], Motion [8], Defocus [9], and Focus [10]. Shape from
Focus (SFF) is a passive optical method that utilizes a series of 2D images with different focus levels for
estimating 3D information of an object [11]. For SFF, a focus measure is applied to each pixel of the
image sequence, to evaluate the focus quantity at every point. The best focused position is acquired by
maximizing the focus measure values along the optical axis.

Many focus measures have been reported in literature [12-16]. Initial depth map, obtained through
any of the focus measure operators, has the problem of information loss between consecutive frames
due to the discreteness of predetermined sampling step size. To solve this problem, refined depth map
is acquired using approximation techniques, as reported in literature [17-22]. As an important issue
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of SFF, when images are obtained by translating the object plane with constant step size, mechanical
vibration, referred to as jitter noise, occurs in each step, as shown in Figure 1 [21].

Image plane

@ Optical lens

------------- Focused plane
/_—’ \ﬁ Object surface
Mechanical vibration I Translational stage

Reference plane

Sampling step size

Figure 1. Image acquisition for Shape from Focus.

Since this noise changes the focus values of images by oscillating along the optical axis, accuracy
of 3D shape recovery is considerably degraded. Unlike any image noise [23,24], this noise is not
detectable by simply observing images.

Many filtering methods for removing the jitter noise have been reported [25-27]. In [25,26], Kalman
and Bayes filtering methods for removing Gaussian jitter noise have been proposed, respectively.
In [27], a modified Kalman filtering method for removing Lévy noise has been presented.

In this paper, a new filtering method for removing the jitter noise is proposed as an extended
version of [25]. First, jitter noise is modeled as Gaussian or speckle function to reflect more types of
noise that can occur in SFF. At the second stage, the focus curves acquired by one of the focus measure
operators are modeled as Gaussian function for application of the filter and a clearer performance
comparison of various filters. Finally, Kalman filter as the proposed method is designed and applied.
Kalman filter is a recursive filter that tracks the state of a linear dynamic system containing noise, and is
used in many fields such as computer vision, robotics, radar, etc. [28-33]. In many cases, this algorithm
is based on measurements made over time. More precise results can be expected than from using only
measurements at that moment. As the filter recursively processes input data, including noise, optimal
statistical prediction for the current state can be performed. The proposed method is experimented
by using image sequences of synthetic and real objects. The performance of the proposed method is
analyzed through various metrics to show its effectiveness in terms of reconstruction accuracy and
computational complexity. Root Mean Square Error (RMSE), correlation, Peak Signal-to-Noise Ratio
(PSNR), and computational time of the proposed method are improved by an average of about 48%,
11%, 15%, and 5691%, respectively, compared with conventional filtering methods. In the remainder
of this paper, Section 2 presents the concept of SFF and a summary of previously proposed focus
measures as background. Sections 3 and 4 provide the modeling of jitter noise and focus curves,
respectively. Section 5 explains the Kalman filter as the proposed method in detail. Experimental
results and discussion are presented in Section 6. Finally, Section 7 concludes this paper.

2. Related Work

2.1. Shape from Focus

In SFF methods, images with different focus levels (such that some parts are well focused and
the rest of the parts are defocused with some blur) are obtained by translating the object plane at a
predetermined step size along the optical axis [11]. By applying a focus measure, the best focused
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frame for each object point is acquired to find the depth of the object with an unknown surface.
The distance of the corresponding object point is computed by using the camera parameters for the
frame, and utilizing the lens formula as follows:

1

f

where, f is the focal length, 2 and v are the distances of object and image from the lens, respectively.
Figure 2 shows the image formation in the optical lens. The object point at the distance u is focused to
the image point at the distance v.

1
t3 (]

==

Optical axis \

Object plane Lens Image plane
Figure 2. Image formation in optical lens.
2.2. Focus Measures

A focus measure operator calculates the focus quality of each pixel in the image sequence, and is
evaluated locally. As the image sharpness increases, the value of the focus measure increases. When the
image sharpness is maximum, the best focused image is attained. Some of the popular gradient-based,
statistical-based, and Laplacian-based operators are briefly given in [12].

First, there are Modified Laplacian (ML) and Sum of Modified Laplacian (SML) as Laplacian-based
operators. When Laplacian is used in textured images, x and y components of the Laplacian operator
may cancel out and provide no response. ML is calculated by adding the squared second derivatives
for each pixel of the image I as:

I(x,y) )2 (821 (x,y) )2 @)

Fae(x, y) =( E e

If the image has rich textures with high variability at each pixel, focus measure can be evaluated

for each pixel. In order to improve robustness for weak-textured images, SML is computed by adding
the ML values ina W X W window as:

2 2 2 2
FsML(i:j) = erw Zyew{(a g(;,y)) + ((9 Ia(;zy)) } (3)

where, i and j are the x and y coordinates of center pixel in a W x W window, respectively.
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Next, there is Tenenbaum (TEN) as a gradient-based operator. TEN is calculated by adding the
squared responses of horizontal and vertical Sobel operators. For robustness, it is also computed by
adding the TEN values in a W x W window as:

Fren(i, ) erwzyew{ Gl 1)? + (Gy(x, ))2} @)

where, Gy(x, y) and G (x, y) are images acquired through convolution with the horizontal and vertical
Sobel operators, respectively.

Finally, there is Gray-Level Variance (GLV) as a statistics-based operator. It has been proposed on
the basis of the idea that the variance of gray level in a sharp image is higher than in a blurred image.
GLV for a central pixel in a W x W window is calculated as:

Ferv (i, j) N2 erw Zyew (xy) H) } ®)

where, 11 is the mean of the gray values in a W x W window.

3. Noise Modeling

When a sequence of 2D images is obtained by translating the object at a constant step size along
the optical axis, mechanical vibrations, referred as jitter noise, occur in each step. In this manuscript,
two probability density functions are used for modeling the jitter noise. At first, the jitter noise is
modeled as Gaussian function with mean p,, and standard deviation o, as shown in Figure 3.

fzlpn, o) /\

On

o~ G—1m)?/20%

e
Tt

V 4oy

Hn z

Figure 3. Noise modeling through Gaussian function.

Uy represents the position of each image frame without the jitter noise, and o, represents the
amount of jitter noise occurred in each image frame. o, is determined by checking depth of field and
corresponding image position. The depth of field is affected by magnification and different factors.
oy is selected as 0, < 10 um through repeated experiments with real objects used in this manuscript.
Second, the jitter noise is modeled as speckle function as follows [34,35]:

1 =
F(O) = 5 xei ©6)

203
where, C is the amount of jitter noise before or after filtering.

4. Focus Curve Modeling

In order to filter out jitter noise, the focus curve obtained by one of the focus measure operators is
modeled by Gaussian approximation with mean z; and standard deviation o [11]. This focus curve
modeling is shown in Figure 4.
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Figure 4. Gaussian fitting of the focus curve.
Related equation about this method is given as:
z-zp 2
S C o)
F(z) =Fyxe > °f @)

where, z is the position of each image frame, F(z) is the focus value at z, z g is the best-focused position
of the object point, o is standard deviation of the approximated focus curve (by Gaussian function),
and F, is amplitude of the focus curve. Using the natural logarithm to (7), (8) is obtained:

In(F(Z)) = In(Fy) = 5(—=) ®)

Using (8) and initial best-focused position obtained through one of the focus measure operators z;
and the positions below and above initial best-focused position z;_; and z;, and their corresponding
focus values F;, F;_1 and Fj;1, (9) and (10) are obtained:

2 2
In(F;) = In(Fi_y) = —% ((zi-2) _SZH %)) o
f
2 2
In(F;) —=In(Fiyq1) = —% ((Zi _Zf) _ngiﬂ _Zf) ) )
f

Using (10), (11) is acquired as follows:

In(F;) —In(Fit1)

1
- = (11)
i -3((z:- Zf)z ~ (21 _Zf)z)
Applying (11) to (9), (12) is obtained:
(= _Zf)2 ~(zi1- Zf)2 X (In(Fy) - 1”(R‘+1)))
In(F;) = In(Fi1) = 5 3 (12)
(z-20) "~ (zis1-2f)
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Assuming Az = z;1 — z; = z; — zj—1 = 1 and utilizing (12), (13) is acquired as:

L (In(F) = In(Fi41)) (22 = 2i12) = (In(F;) = In(Fi1)) (22 = zi112) 13
- 2((In(F) = n(Fi-a)) + (In(F) = In(Fi11))

Using (11) and (13), (14) is obtained as:

5 (22— zi1?) + (22— zi11%)
ot = - (14)
2((In(F;) = In(Fi1)) + (In(F;) = In(Fiy1)))

Utilizing (7), (13), and (14), F, is acquired by following:

F:
B=—is (15)
(35

e

Substituting (13), (14), and (15) into (7), final focus curve obtained by Gaussian approximation is
acquired. Since jitter noise is considered in this paper, Equation (7) is modified as follows:

2

1
Fu(z) = Fp ><e( 2D (16)

(Z+C)—Zf

where, ( is previously modeled (jitter) noise, approximated by Gaussian or speckle function. Using the
proposed filter (in the next section), this noise is filtered to obtain a noise-free focus curve.

5. Proposed Method

Various filters can be used for removing the jitter noise. In this manuscript, Kalman filter is
used as an optimal estimator and is designed accordingly. It is a recursive filter, which tracks the
state of a linear dynamic system that contains noise, and is based on measurements made over time.
More accurate estimation results can be obtained than by using only measurements at that moment.
The Kalman filter, which recursively processes input data including noise, can predict optimal current
state statistically [36-39]. The application of the Kalman filter to the SFF system is shown in Figure 5.

System

System state

Optimal estimate
Observed positions y

Microscope Kalman Fitter]of system state

Jitter noise

Figure 5. Application of Kalman filter to SFF system.

The system is defined by the position of each image frame in a 2D image sequence. The system
state is changed by the jitter noise, which is the measurement noise, in the microscope. The optimal
estimate of the system state is obtained by removing the jitter noise through the Kalman filter.

The entire Kalman filter algorithm can be divided into two parts: prediction and update.
The prediction refers to the prediction of the current state, and update means that a more accurate
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prediction can be made through the values from the present state to the observed measurement.
The prediction of the state and its variance is represented as follows:

S=TxS+CxU 17)

V=TxVxT +N, 18)

where, S is “estimate of the system state”, T is “transition coefficient of the state”, U is “input”; C is
“control coefficient of the input”, V is “variance of the state estimate”, and N), is “variance of the
process noise”. In the SFF system, S is represented as the position of each image frame in the 2D image
sequence estimated by the Kalman filter, and C, U, and N, are all set as 0, since there is no control input
in the SFF system, and only jitter noise, as the measurement noise, is considered in this manuscript.
Next, the computation of the Kalman gain is given for updating the predicted state as follows:

G=VxA xinv(AxXVxA +Ny) (19)

where, G is “Kalman gain”, A is “observation coefficient”, and N, is “variance of the measurement
noise”. In an SFF system, Ny, is defined as the variance of the previously modeled jitter noise. Finally,
the update of the predicted state on the basis of the observed measurement is provided by:

S=S+Gx(0O-AXS) (20)

V=V-GXAXV (21)

where, O is “observed measurement”. In an SFF system, O is represented as the position of each image
frame in the image sequence before filtering. Parameters that are not set to values, T and A, are all set
to 1 for simplicity. For the start of the algorithm, S and V are initialized as:

S = ino(A) x O 22)

V = inv(A) X Ny, X inv(A”) (23)

Through the Kalman filter algorithm, the optimal position S of each image frame in the image
sequence is estimated. The pseudo code for the Kalman filter algorithm is shown in Algorithm 1.

Algorithm 1 Computing optimal position of each image frame and remaining jitter noise

1: procedure Optimal position S & remaining jitter noise C

2: 5«0 > Set initial position of image frame with observed position

3: Ve Ny > Initialize variance of position of image frame to variance of jitter noise
4. fori=1— N do > Total number of iterations of Kalman filter

5 G« V(V+ Nm)_1 > Compute Kalman gain

6: VeV-GV > Correct variance of position of image frame

7. S« S+4+G(0-5) > Update position of image frame

8 (« |S - yy,| > Compute remaining jitter noise

9: end for

10: end procedure

The difference between the true position p,;, which is the position of each image frame without the
jitter noise, and optimal position S, is put to C. This algorithm is repeated for all image frames in the
image sequence. After acquiring a filtered image sequence, a depth map is obtained by maximizing
the focus measure obtained by using the previously modeled focus curve, for each pixel in the image
sequence. A list of frequently used symbols and notations is shown in Table 1.
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Table 1. List of frequently used symbols and notation.

Notation Description
Un Position of each image frame without jitter noise
on Standard deviation of jitter noise

Best focused position through Gaussian approximation in each object point
Standard deviation of Gaussian focus curve

The amount of jitter noise before or after filtering

Position of each image frame after Kalman filtering

Position of each image frame before Kalman filtering

Total number of iterations of filters

Z0un~nlSd

6. Results and Discussion

6.1. Image Acquisition and Parameter Setting

For experiments, four objects were used, as shown in Figure 6, consisting of one simulated and
three real objects.

Figure 6. 10th frame of experimented objects: (a) Simulated cone, (b) Coin, (c¢) Liquid Crystal
Display-Thin Film Transistor (LCD-TFT) filter, (d) Letter-1.

First, a simulated cone image sequence consisting of 97 images, with dimensions of 360 x 360 pixels,
was acquired. These images were generated using camera simulation software [40].

The real objects used for experiments were: coin, Liquid Crystal Display-Thin Film Transistor
(LCD-TFT) filter, and letter-I. The coin images were magnified images of Lincoln’s head from the
back of the US penny. The coin sequence consisted of 80 images, with dimensions of 300 x 300 pixels.
The LCD-TFT filter images consisted of microscopic images of an LCD color filter. The image sequence
of LCD-TEFT filter had 60 images, with the dimensions of 300 x 300 pixels each. The third image
sequence consisted of letter-I, engraved on the metallic surface. It consisted of 60 images, with
dimensions of 300 x 300 pixels each. The real objects were acquired through a microscopic control
system (MCS) [18]. The system consists of a personal computer integrated with a frame grabber board
(Matrox Meteor-II) and a CCD camera (SAMSUNG CAMERA SCC-341) mounted on a microscope
(NIKON OPTIPHOT-100S). Computer software obtains images by translating the object plane through
a stepper motor driver (MAC 5000), possessing a 2.5 nm minimum step size. The coin and letter-I
images were obtained under 10x magnification, while the LCD-TFT filter images were acquired under
50x magnification.

In parameter setting, the standard deviation of the jitter noise for each object was assumed to be
ten times the sampling step size of each image sequence, i.e., 254 mm, 6.191 um, 1.059 m, and 1.529 um
for simulated cone, coin, LCD-TFT filter, and letter-I, respectively. For comparison of 3D shape recovery
results, a local window 7 X 7 for focus measure operators was used. The total number of iterations N of
the Kalman filter was set as 100.

For performance comparison, Bayes filter and particle filter were employed [41-46]. The depth
estimation through the Bayes filter is presented in Figure 7.
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In Figure 7, zo is defined as a total number of 2D images obtained for SFF, and p;(i) is presented as
follows:

pj(i) = e ¥ ,1<i<M, 1<j<N (24)

where, p;(i) is Gaussian probability density function, z(j) is the position of each image frame changed
by the jitter noise, r(i) is the possible positions of each image frame in the presence of the jitter noise,
oy is standard deviation of previously modeled jitter noise, M is the total length of r(i) with intervals
of 0.01, and N is the total number of iterations of Bayes filter. The reason why 30, is set in the range
of r, is because 30, makes z(j) be in the range of r with the probability of 99.7% due to the Gaussian
probability density function. The recursive Bayesian estimation was applied to all 2D image frames
obtained for SFF. After the filtered image sequence was acquired, an optimal depth map was obtained
using the previously modeled focus curve.

Recursive Bayesian Estimation

/ Setting the range of the possible positions of each image fmmx

Hn—30p ST < pin + 30y Depth Estimation
¥
Computing the probability of possible positions in above range Maximizing the focus measure obtained by using
P = ((D,P@),+ POD), where, p() = Zfoypy D, i = 12, M ,—‘ i et
. Ze(estimated depth) =
Selecting the optimal position with the highest probability arg max(F,,(z)), z=12,,2

b =r(a). where, a = argmax(p(i)),i = 1,2,-,M
v

Putting the value ofjitter noise to ¢ in the modeled focus curve

¢=1b—pnl

\2 =/

Figure 7. Depth estimation through Bayes filter.

Particle filter algorithm is mainly divided into two steps: Generating the weights for each of
particles and resampling for acquiring new estimated particles. In the first step, the weights are based
on the probability of the given observation for each of the particles as:

1 —(z=2zp(i))?

poli) = e i ,1<i<P (25)

where, py, (i) is Gaussian probability density function, z is the observed position of each image frame
changed by the jitter noise, z, (i) is vector of particles, and P is the number of particles the SFF system
generates. In this manuscript, z (i) is initialized by randomly selecting the values on the x-axis from
the previously modeled jitter noise, and P is set as 1000. After the weights are normalized, resampling,
as the second step, is needed for acquiring new estimated particles. The new estimated particles are
obtained by sampling the cumulative distribution of the normalized py, (i), randomly and uniformly.
Through this sampling, the particles with the higher weights are selected. This particle filter algorithm
is repeated N times, as the total number of iterations of the particle filter. The optimal position of each
image frame is the mean of the final estimated particles z, (i) obtained through resampling in iteration
N. After the filtered image sequence is acquired through application of the particle filter to all 2D
image frames, optimal depth map is obtained in the same way as the depth estimation in Figure 7.
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6.2. Experimental Results

Figure 8 presents the performance comparison of the filters in the 97th frame of the simulated

cone using various iterations in the presence of Gaussian jitter noise.
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Figure 8. Performance of the filters: (a) Iteration—50, (b) Iteration—100, (c) Iteration—150,

(d) Iteration—200.

Performance of filters

Figure 9 provides performance comparison of the filters in the 100th iteration using various frames
of the simulated cone in the presence of Gaussian jitter noise.

These Figures are intensively enlarged versions of the last iteration. “Kalman output” is the
estimated position through Kalman filter, “Bayesian output” is the estimated position through Bayes
filter, “Particle output” is the estimated position through particle filter, and “True position” is the
position without the jitter noise. It is clear from these Figures that Kalman output converged better to
True position than Bayesian output and Particle output. It means that Kalman filter outperformed the
other filters compared for experiments.
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Figure 9. Performance of the filters: (a) Frame number—10, (b) Frame number—30, (c¢) Frame
number—?50, (d) Frame number—70.

Figure 10 shows the Gaussian approximation of the focus curves using experimented objects in
the presence of Gaussian jitter noise.

“Without Noise” is the Gaussian approximation of the focus curve without the jitter noise, “After
Kalman Filtering” is the Gaussian approximation of the focus curve after Kalman filtering, “After
Bayesian Filtering” is the Gaussian approximation of the focus curve after Bayes filtering, and “After
Particle Filtering” is the Gaussian approximation of the focus curve after particle filtering. It is clear
from Figure 10 that the optimal position with the highest focus value in After Kalman Filtering is closer
to the optimal position in Without Noise than the optimal positions in the focus curves obtained after
using other filtering techniques.

For performance evaluation of 3D shape recovery, three metrics were used in case of simulated
cone, since the synthetic object had an actual depth map, as in Figure 11 [47].
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Figure 10. Gaussian approximation of focus curves: (a) Simulated cone (60, 60), (b) Coin (120, 120),
(c) LCD-TFT filter (180, 180), (d) Letter-I (240, 240).

Figure 11. Actual depth map of simulated cone.

The first one is Root Mean Square Error (RMSE), which is a commonly used measure when dealing

with the difference between estimated and actual value, as follows:

RS = 5 Y Y ) - )
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where, d(x, y) and d(x, y) are the actual and estimated depth map, respectively, and X and Y are width
and height of 2D images, which are used for SFF, respectively.

The second one is correlation, which shows the linear relationship and strength between two
variables as:

Coelati KT y) - dxy))d(xy) - d(x, y)
orrelation =

27)

(B30 Rl y) -2, ) )EL £ () - 9) )

where, d(x, y) and d(x, y) are the means of the actual and estimated depth map, respectively.
The third one is Peak Signal-to-Noise Ratio (PSNR), which is the power of noise over the maximum
power a signal can have. It is usually represented in terms of the logarithmic decibel scale as:

2

B
PSNR = 10log;,( NTS”E) (28)

where, d;0y is maximum depth value in the depth map and MSE is the Mean Square Error, which is
the square of the RMSE. The lower the RMSE, the higher the correlation, and the higher the PSNR,

the higher the accuracy of 3D shape reconstruction.
Tables 2—4 provide the quantitative performance of 3D shape recovery of the simulated cone
using three focus measures, SML, GLV, and TEN, before and after filtering in the presence of Gaussian

jitter noise.

Table 2. Comparison of focus measure operators with proposed method for simulated cone in the
presence of Gaussian noise by using RMSE (Root Mean Square Error). SML: Sum of Modified Laplacian;

GLV: Gray-Level Variance; TEN: Tenenbaum.

Focus Measure Operators SML GLV TEN
Before Filtering 9.2629 12.4038 15.2304
After Particle Filtering 9.1993 10.9459 11.2293
After Bayesian Filtering 7.3260 8.2659 8.4961
After Kalman Filtering 7.3169 8.1400 8.3652

Table 3. Comparison of focus measure operators with proposed method for simulated cone in the
presence of Gaussian noise by using correlation.

Focus Measure Operators SML GLV TEN
Before Filtering 0.7831 0.7430 0.7121
After Particle Filtering 0.7925 0.8157 0.7914
After Bayesian Filtering 0.9536 0.9427 0.9200
After Kalman Filtering 0.9541 0.9438 0.9206

Table 4. Comparison of focus measure operators with proposed method for simulated cone in the

presence of Gaussian noise by using PSNR.

Focus Measure Operators SML GLV TEN
Before Filtering 20.1276 17.8644 16.0812
After Particle Filtering 20.4604 18.9504 18.7284
After Bayesian Filtering 22.3481 21.3897 21.1510
After Kalman Filtering 22.3588 21.5229 21.2859

The order of the general performance of the focus measures is that SML is the best, then the
GLYV, and finally the TEN. In Before Filtering, it is difficult to distinguish the performance of the focus
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measures due to the jitter noise. However, in After Bayesian Filtering and After Kalman Filtering, it is
shown in Tables 2—4 that the performance order of the focus measures is almost correct, as described
above. The particle filter suitable for nonlinear systems does not remove jitter noise well in a linear
SFF system. It is seen in Tables 2—4 that the performance order of the focus measures in After Particle
Filtering is slightly different from the one presented above. Tables 5-7 provide the quantitative
performance of 3D shape recovery of the simulated cone using three focus measures, SML, GLV,
and TEN, before and after filtering in the presence of speckle noise. The performance order of the focus
measures for each filtering technique is almost the same as that of focus measures when Gaussian
jitter noise is present. However, in the presence of speckle noise, After Kalman Filtering and After
Bayesian Filtering have poor performance in terms of RMSE and PSNR. This is because these two filters
estimate the position of each 2D image after assuming the jitter noise to be Gaussian function. It is
evident from Tables 2-7 that the best overall performance is that of the Kalman filter as the proposed
method, which provides the optimal estimation results in a linear system. The Bayes filter comes
second, and finally the particle filter, which estimates the optimal value in a nonlinear system.

Table 5. Comparison of focus measure operators with proposed method for simulated cone in the
presence of speckle noise by using RMSE.

Focus Measure Operators SML GLV TEN
Before Filtering 21.6257 19.5639 19.1356
After Particle Filtering 18.2074 18.1522 18.3674
After Bayesian Filtering 16.9866 17.4630 17.9747
After Kalman Filtering 16.9458 17.4064 17.9344

Table 6. Comparison of focus measure operators with proposed method for simulated cone in the
presence of speckle noise by using correlation.

Focus Measure Operators SML GLV TEN
Before Filtering 0.8133 0.8661 0.8570
After Particle Filtering 0.8941 0.9083 0.8873
After Bayesian Filtering 0.9518 0.9496 0.9316
After Kalman Filtering 0.9527 0.9504 0.9325

Table 7. Comparison of focus measure operators with proposed method for simulated cone in the
presence of speckle noise by using PSNR (Peak Signal-to-Noise Ratio).

Focus Measure Operators SML GLV TEN
Before Filtering 12.2884 13.3517 13.3074
After Particle Filtering 13.2806 13.8092 13.5967
After Bayesian Filtering 14.0878 13.8476 13.6162
After Kalman Filtering 14.1087 13.8758 13.6389

Tables 8 and 9 present the time taken to estimate the position of one image frame by using the
filters for the experimented objects in the presence of Gaussian and speckle noise, respectively.

Table 8. Computation time of filters for the experimented objects in the presence of Gaussian noise.

Experimented Objects Particle Filter Bayes Filter Kalman Filter
Simulated cone 0.651821 0.112929 0.006780
Coin 0.699162 0.125152 0.009283
LCD-TFT filter 0.624884 0.112957 0.007769
Letter-I 0.688404 0.112758 0.007259
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Table 9. Computation time of filters for the experimented objects in the presence of speckle noise.

Experimented Objects Particle Filter Bayes Filter Kalman Filter
Simulated cone 0.637766 0.113022 0.008112
Coin 0.677874 0.124471 0.009683
LCD-TFT filter 0.625544 0.116263 0.007738
Letter-I 0.636709 0.112466 0.009179

The computation time in Tables 8 and 9 is expressed in seconds. It is evident that the computation
time of the Kalman filter was about 14 times better than the Bayes filter and about 80 times better than
the particle filter. Figures 12-14 show the qualitative performance of 3D shape reconstruction of the
experimented objects using three focus measures, SML, GLV, and TEN, before and after filtering in
the presence of Gaussian noise. Figures 15 and 16 provide the qualitative performance of 3D shape
reconstruction of the experimented objects using three focus measures, SML, GLV, and TEN, before
and after filtering in the presence of speckle noise. In Before Filtering and After Particle Filtering, it can
be seen that the performance of 3D shape reconstruction was very poor due to unremoved or poorly
removed jitter noise. However, in After Bayesian Filtering and After Kalman Filtering, it is evident
that the performance of the 3D shape recovery was greatly improved due to the elimination of most
of the jitter noise. It is proved from these experimental results that filtering the jitter noise using the

Kalman filter improves the 3D shape reconstruction faster and more accurately.
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Figure 12. 3D shape recovery of simulated cone, before and after filtering, using SML, GLV, and TEN
in the presence of Gaussian noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before
filtering for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle
filtering for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After
Bayesian filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV;
(1) After Kalman filtering for TEN.
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Figure 13. 3D shape recovery of coin, before and after filtering, using SML, GLV, and TEN in the
presence of Gaussian noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before filtering
for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle filtering
for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After Bayesian
filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV; (1) After Kalman
filtering for TEN.
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Figure 14. 3D shape recovery of LCD-TFT filter, before and after filtering, using SML, GLV, and TEN
in the presence of Gaussian noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before
filtering for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle
filtering for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After
Bayesian filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV;
(1) After Kalman filtering for TEN.
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Figure 15. 3D shape recovery of simulated cone, before and after filtering, using SML, GLV, and TEN
in the presence of speckle noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before
filtering for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle
filtering for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After
Bayesian filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV;
(1) After Kalman filtering for TEN.
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Figure 16. 3D shape recovery of letter-I, before and after filtering, using SML, GLV, and TEN in the
presence of speckle noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before filtering for
TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle filtering
for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After Bayesian
filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV; (1) After Kalman
filtering for TEN.

7. Conclusions

For SFF, an object is translated at a constant step size along the optical axis. When an image
of the object is captured in each step, mechanical vibrations occur, which are referred as jitter noise.
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In this manuscript, jitter noise is modeled as Gaussian function with mean z, and standard deviation
oy for simplicity. Then, the focus curves obtained by one of the focus measure operators are also
modeled as Gaussian function, with mean zy and standard deviation oy, for the application of the
proposed method. Finally, a new filter is proposed to provide optimal estimation results in a linear SFF
system with the jitter noise, utilizing Kalman filter to eliminate jitter noise in the modeled focus curves.
Through experimental results, it was found that the Kalman filter provided significantly improved 3D
reconstruction of the experimented objects compared with before filtering, and that the 3D shapes of
the experimented objects were recovered with more accurate and faster performance than with other
existing filters, such as the Bayes filter and the particle filter.
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Abstract: Tomographic diffractive microscopy (TDM) is a label-free, far-field, super-resolution
microscope. The significant difference between TDM and wide-field microscopy is that in TDM
the sample is illuminated from various directions with a coherent collimated beam and the
complex diffracted field is collected from many scattered angles. By utilizing inversion procedures,
the permittivity/refractive index of investigated samples can be retrieved from the measured diffracted
field to reconstruct the geometrical parameters of a sample. TDM opens up new opportunities to
study biological samples and nano-structures and devices, which require resolution beyond the
Rayleigh limit. In this review, we describe the principles and recent advancements of TDM and also
give the perspectives of this fantastic microscopy technique.

Keywords: tomographic diffractive microscopy (TDM); diffracted field; holographic interferometry;
inverse scattering

1. Introduction

Microscopy has revolutionized biological research and promoted the development of human
health. Despite the number of microscopes that have been created and applied for different research
objectives, such as the electron microscope [1,2], the atomic force microscope [3,4], etc., the optical
microscope is still the most used tool in biological research and life science due to its non-invasive
nature [5]. However, the spatial resolution of conventional optical microscopes is limited by Rayleigh
criterion, which is the smallest separation distance between two point sources that can be resolved,
0.61A/NA (A is the wavelength of light and NA is the numerical aperture of the objective). For the range
of visible light used in optical microscopes, this limitation is =250 nm. Attracted by the non-contact
mechanical property of optical imaging, enormous efforts have been made to find the way to overcome
this diffraction barrier, collectively termed as optical super-resolution microscopes [5,6].

By placing the light source or an optical probe near the sample at a distance shorter than the
wavelength, the diffraction limit can be bypassed by exploiting the properties of evanescent waves.
This has led to the so-called near-field super-resolution microscopes, such as scanning near-field
optical microscopy (SNOM), whose resolution is limited by the aperture size of the probe (or source),
typically of —25 nm [7]. However, SNOM is operated at near-field distance and in special conditions;
its application is thus limited.

Another common and powerful optical imaging technique is far-field super-resolution
microscopes, including the label (fluorescence) [8,9] and label-free microscopies [10,11], such as the
stimulated emission depletion microscope [12], the stochastic optical reconstruction microscope [13],

Appl. Sci. 2019, 9, 3834; doi:10.3390/app9183834 235 www.mdpi.com/journal/applsci



Appl. Sci. 2019, 9, 3834

the photo-activated localization microscope [14], and non-label far-field diffractive microscopes [15].
They have successfully overcome the diffraction limit to the level of tens of nanometers resolution.
Moreover, compared to near-field microscopes, these far-field ones greatly simplify the experimental
setup and increase numerous possibilities of practical use in biomedical research. However, in principle,
fluorescence-based methods rely on prior knowledge of the investigated sample, such as molecules and
the availability of specific fluorophores; recognition of antibodies against the specific molecules. In the
bio-medical usage of non-linear microscopies, such as multi-photon excitation (MPE) fluorescence
microscopy [16] and second-harmonic generation microscopy (SHG) [17], the labeling procedure
may also restrict the mobility of the molecules, affecting their functions. Moreover, photobleaching
and phototoxicity of fluorescent microscopy play limiting roles in biology [18]. Optical coherence
topography (OCT) has the ability to visualize the anatomic structures in three-dimensions and in high
resolution [19], but the lateral resolution is not well developed [20]. The coherent anti-stokes Raman
spectroscopy microscope (CARS) is a new imaging technique without sample labeling, but it requires
laser sources with excellent intensity stabilization [21]. Holography microscopes are able to view the
contrast difference, but the quantitative information of intrinsic properties of the sample, like index
of refraction or permittivity, is difficult to retrieve [22,23]. Consequently, tomographic diffractive
microscopy (TDM) is a super-resolution microscopy technique, it is label-free and far-field and works
in a close to physiological environment, one that is non-label, and principally at normal pressure
and room temperature. By illuminating the sample from various directions with coherent collimated
light and detecting the complex diffracted field from many scattered angles [15,24-26], together with
numerical inversion procedures, TDM has emerged to provide quantitative reconstruction of the
opto-geometrical characteristics of the sample [27-32].

The purpose of this review is to give an overview of the tomographic diffractive microscopy
technique. First, following a brief introduction of TDM theory, the accessible spatial frequencies
are analyzed under different TDM configurations. Second, we present the recent development of
TDM, including the optimization of optical setup and the improvement of inversion methods. Finally,
the problems remaining and the perspectives of TDM are discussed.

2. Theoretical Background

In conventional optical microscopes [33], the object is illuminated simultaneously by a sum
of plane waves spatially incoherent with each other. Each plane wave propagates with a different
illumination angle, so that the object is globally illuminated simultaneously with all possible angles,
within a given numerical aperture noted NAj,., which is the sine of the maximum illumination
angle with respect to the optical axis of the microscope. For the detection, the most commonly used
architecture consists in placing the object near the object focal plane of an objective lens; the diffraction
field is detected by the detector, such as a CCD camera, which is placed at the image focal plane of the
objective lens. However, limited by the NA;,. of the objective lens, only parts of object diffracted field
information could be collected by the objective lens; this leads to the well-known Rayleigh criterion,
shown in Figure 1a.

To demonstrate the link between N A, of the objective lens and its achievable spatial resolution,
we introduce the point-spread function (PSF) to describe the response of the imaging system to a
point source, which bridges the original object O and resultant image G as, G = O * PSF. The Fourier
transform of PSF is defined as the optical transfer function (OTF), corresponding to a particular object
in the Fourier transform domain. The direction of light propagation could be defined by the wave
vector k = kgx + kyy + kzz. We define k| = kyx + kyy, where k propagates on the (x, y) plane. As not
all the light propagated through the sample is detectable in conventional microscopes, only the plane
waves emerging from the sample with |k”| < koNA are collected, shown in Figure 2, where NA is
the numerical aperture of the microscope objective; Rayleigh criterion is thus introduced limiting the
resolution as Ar = 0.61A/NA. Moreover, by using conventional optical microscopes, one is unable to
quantitatively obtain the opto-geometrical characteristics of the sample.
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Figure 1. Schemas of the wide-field microscopy and tomographic diffractive microscopy. (a) Wide-field
microscopy. (b) Tomographic diffractive microscopy.
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Figure 2. A description of the accessible frequency domain of conventional microscopy. (a) The
sample is illuminated in normal incidence and detected in the same direction. (b) The projection of the
measurable diffracted wave vector k onto the transverse (xOy) in conventional microscopy.

Thus, two questions arise: Can we get the three-dimensional image of the sample and is it possible
to investigate the material properties of the sample? The answer is tomographic diffractive microscopy,
which was introduced by E. Wolf in the year of 1969 [34]. Upon recording complex diffracted fields
(amplitude and phase) by coherently illuminating the sample, the index of refraction or the permittivity

of the sample are retrievable by numerical inversion procedures, shown in Figure 1b [31,35-38].

2.1. The Principle of Tomographic Diffractive Microscopy

An incident electromagnetic wave of [Eine, Hine] interacts with a sample in vacuum that occupies
a bounded region V in three-dimensional space and a relative permittivity ¢(r) forr € V, ¢(r)= 1 for

r ¢ V. By deducing the Maxwell equations, the total scalar field satisfies:

VxVxE(r) - e(r)k3E(r) = 0
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where kg = 27t/A is the wave number, where A is the wavelength in vacuum. We transform Equation (1) as:
VX VXE(r)— k%E(r) = kéx(r)E(r) ()

where x(r) = €(r) — 1 is the contrast of permittivity. The method for solving Equation (2) is to find the
Green’s function, i.e., to find the solution of the corresponding differential equation with a Dirac delta
inhomogeneity:

VxVxG(rr)-KG(rr) =I5(r-r) ©)

where I is the identity matrix. This Green’s function is known as the free-space dyadic Green’s function:

, 1 efkolr—r’|
G(yr) =|I+ 5V - 4)
ky 47t|r—r |
By solving Equation (2), we obtain the integral equation as:
() = Ex(0) +16 [ G(5, 6 x(6)E( )V ®

A%

where the reference field E,¢(r) consists of the field without a research object and is a special solution
to the homogeneous equation obtained by setting ¢(r) to the homogeneous background, i.e., e(r) — 1.
The scattered field Egc, (1) is the difference between the total field and the reference field:

Bua(t) = 16 [ G (5,6 x(F)E(

Vv

)dv (6)

Notice that the conventional tomographic diffractive microscopy approach neglects the polarization
effects induced by the object and the setup, so that the scalar approximation used for the field and
Equation (6) can be rewritten as a scalar propagation equation in an inhomogeneous medium.

2.2. Born Approximation with Linear Inversion

In far-field cases, if the observation position r is sufficiently far away from the sample, or if the
sample is weakly scattered enough, typically the sample with small permittivity contrasts, i.e., Ae < 0.1;
the amplitude of the scattered field is tiny compared to that of the reference field; an approximation
termed Born approximation was commonly used in TDM [35,39-43]. The scalar Green function that
approximates the direction given by the wave vector k in far field is:

, ikor
G(r,r) € eikr (7)

= A

where k = koI. Defining E,.((r) as a plane wave with incident wave vector ki, we obtain the scattered

field as: .
elkor

Esca(r) = kg 4mr

fx(r’ )e-i(k-kinc)-r'dv (8)
v

From Equation (8), in far field and the Born approximation conditions, the field scattered Egca (1)
along the wave vector k for an illuminating wave vector kin. and the 3D Fourier transform of x taken
at k — kip are proportional:

Esca (k = kine) o X(k = Kinc) )

Hence, the dielectric constant contrast map of the object can be retrieved by a simple linear inverse
Fourier transform of the scattered field recorded in the far field. Simon et al. reported several successful
3D biological sample reconstructions by TDM, shown in Figures 3 and 4 [41,44].
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Figure 3. A 3D view of a Coscinodiscus sp. diatome using tomographic diffractive microscopy (TDM)
with Born approximation. The pictures depict an 18-step, 0°~180° rotation of the specimen [41].

Figure 4. Betula pollen grain image reconstructed by tomographic diffractive microscopy (TDM) under
Born approximation. (a,b) Volumetric cuts of a refraction image and an absorption image, respectively.
Scale bar: 10 um. (c) Outer view of the pollen: Image of the absorption component. (d) Outer view of
the pollen: Image of the complex index of refraction. (e) (x-y) cut through the pollen [44].

The resolution of TDM under the Born approximation is determined by the accessible Fourier
domain, which depends on the configuration of the illumination and detection [45], which we will
discuss in the following section.

2.3. Rigorous Case with Non-linear Inversion

Born approximation is a scalar approximation restricted to the weakly scattered sample, while,
in the case of high permittivity contrast samples or the need for high quality sample reconstruction
resolution, a more sophisticated inversion procedure is required. The aim of the non-linear inversion
procedure is stated as finding the permittivity Ae of high contrast samples, in which the multiple
scattering inside the sample cannot be neglected [36,46—49]. In rigorous cases, the total field inside
sample E(r), see Equation (6), cannot be simply replaced by E,.f(r). We rewrite Equations (5) and (6) as:

E = E,f + AXE

10
Esca = BXE ( )
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where A denotes a square matrix of size (3N X 3N), contains all the tensors G(x;, rj) ;iandjpresent a
point in the discretized sample bounded investigation domain, i,j = 1,--- ,N; B is a matrix of size (3N X
3M) and contains the tensors G(r;, i ); k = 1,- -+, M is an observation point in the observation domain.
Iterative methods are traditionally used for solving Equation (9) [49-51]. Assume the unknown sample
is restricted in a three-dimensional box (), the observations are at a far-field surface of I', the measured
field is f), n is the iteration number, and L is the illuminations. The cost function of iterative procedure
can be written as:

L L
1),2 2,2
Fn(Xn, Ein) = erz; i + WQ; [ (11)

(1)

where h © and Wr are the residual error and the weighting coefficient in the far-field, the lower part of
Equation (10):

L -1
h{!) = f - BXE Wr = [Z IIf1II%J (12)
1=1
and h(z) and W, are the residual error and the weighting coefficient in the near-field, the upper part of
In g g pper p
Equation (10):
L -1
0 = Ej et~ Eip + AXqEin Wo = [Z ||xn_1E1,ref||é] (13)
1=1

A simulated scattered field could be obtained from the estimate of the relative permittivity,
like estimation from Born approximation [38]. By minimizing the discrepancy between the measured
scattered field and the simulated one, iterative methods are able to retrieve the distribution of sample
permittivity x and the total field E in the bounded investigation domain [52]. Traditionally, non-linear
inversion methods are employed to investigate the arbitrarily shaped, anisotropic, and inhomogeneous
samples; however, there are some disadvantages, such as: (i) It is time-consuming, the computational
time is greatly increased with the enlargement of the investigation domain; and (ii) the computational
accuracy is mainly dependent on the number of discretions for the sample. Thus, these efficient
methods are suggested: Compromising the quality of reconstruction and computational time [53],
or incorporating the prior information of the sample [38,53]. For example, prior information of
sample size is helpful to minimize the investigation domain [53], or prior information of sample
permittivity/refractive index is useful to speed up the inversion procedure and also to improve the
resolution of the reconstruction. To the best of our knowledge, the reported resolution of TDM achieves
A/10 using approximated knowledge of the sample permittivity, see Figure 5 [10].
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Figure 5. Images of a resin star sample, sample information: 97 nm wide rods of length 520 nm
and height 140 nm on a Si substrate. (a) Image of the sample obtained by SEM. (b) Image of the
sample obtained by Darkfield microscopy numerical aperture (NA) of objective 0.95. (c) Reconstruction
obtained with a hybrid inversion method from tomographic diffraction microscopy data with NA equals
to 0.95. (d) Permittivity reconstructed with a bounded inversion method using the prior knowledge
of the resin permittivity from the same data as (c). (e) Permittivity distribution along the z direction
versus the curvilinear abscissa of the dashed circle in (d) [10].

3. The Resolution of Tomographic Diffractive Microscopy

The aim of TDM is to obtain a 3D reconstruction of the investigated sample. The link
between the measured scattered field and the 3D relative permittivity is given in Equation (9);
by merging the measured components as synthetic aperture generation, the permittivity contrast of
the sample is reconstructed through an inverse Fourier transform of the detected field under Born
approximation [54-56]. In principle, for a given angle of illumination (e.g., normal incidence) with
wave vector Kinc, the Fourier components of the sample permittivity contrast were on a cap of sphere
of radius 2k, truncated by the numerical aperture (NA) of the objective. The sphere was centered on
the extremity of wave vector —kj,, as in Figure 2. In order to increase the amount of detectable Fourier
components, and thus improve the resolution of the object reconstruction, a variety of illumination
angles must be used. Since the accessible frequency domain for each illumination depends on k — ki,
we explain the resolution of TDM in three cases, see Figure 6.
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Figure 6. A description of different configurations of tomographic diffractive microscopy (TDM) and
the corresponding accessible frequency domains. (a) The different configurations of TDM. (b) The
accessible frequency domain for complete configuration. (c) The accessible frequency domain for
transmission configuration. (d) The accessible frequency domain for reflection configuration.

3.1. TDM in Complete Configuration

Ideally, samples of all directions within 47t radians are illuminated and these directions are detected
to obtain the maximum amount of Fourier components. Therefore, for a given illumination direction,
the accessible Fourier component is a sphere with a radius of 2kgNA, as in Figure 6b. With this
complete configuration, all the spatial frequencies given by k — ki for any wave vectors k and ki are
accessible. Such an OTF provides an isotropic resolution Ar = 0.61A/ (NA + NAj,c), which is nearly
twice the Rayleigh criterion Ar = 0.61A/NAj;. In this case, we simulated the OTF, a sphere of radius
2k filled with one. The corresponding PSF is isotropic in all directions and gives the same resolution
in 3D dimensions, see Figure 7.
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Figure 7. Point-spread function (PSF) image of TDM in complete configuration (a) Transverse cut of
the PSF at z = 0. (b) Longitudinal cut of the PSF at y = 0.
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3.2. TDM in Transmission Configuration

In the case of the transmission, the optical axis is irradiated along the side of the sample and detected
on the other side. The reachable frequency range is a torus whose axis is symmetrical with the z-axis,
and its cross-section in the longitudinal plane consisting of two circles of radius kogNAjy, see Figure 6c.
It is worth noting that since the accessible frequency domain of the transmission configuration along the
z direction is smaller compared to the transverse direction x-y plane, the resolution of this configuration
is anisotropic and the axial resolution is about three times worse than the transverse resolution. In this
case, we simulated the OTF, a torus filled with one; the corresponding PSF is anisotropic, especially
along the z direction, shown in Figure 8b. This means the axial resolution will deteriorate worse than
the transverse resolution Ar = 0.61A\/ (NA + NAjnc).

(a1

y/i
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Figure 8. PSF image of TDM in transmission configuration. (a) Transverse cut of the PSF at z = 0.
(b) Longitudinal cut of the PSF aty = 0.

3.3. TDM in Reflection Configuration

For illumination and detection on the same side of the sample, there is a reflective configuration.
Upon varying the illumination angles, the accessible frequency domain occupies part of the complete
sphere, see Figure 6d. Such a reflection configuration can significantly improve the axial resolution;
however, the inverse Fourier transform of this accessible frequency domain yields a complex PSF; as a
result, if the sample under investigation has a complex permittivity, the complex PSF will mix the real
and imaginary part of permittivity in the reconstruction. In this case, we simulated the OTF, a half
of the complete sphere of radius 2k filled with one. The corresponding PSF is isotropic. However,
compared to the above two configurations, the PSF of the reflection configuration becomes a complex
function, see the longitudinal cut of the imaginary part of the PSF at y = 0 in Figure 9b. This implies
that the reconstructed real part and imaginary part of the permittivity of the sample will mingle in an
unpredictable way [57].
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Figure 9. PSF image of TDM in reflection configuration. (a) Longitudinal cut of the real part of the PSF
aty = 0. (b) Longitudinal cut of the imaginary part of the PSF aty = 0.
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4. The Optical Setup of Tomographic Diffractive Microscopy

The TDM can be implemented in either transmission configuration or reflection configuration.
The need of quantitative phase measurement is the significant difference between TDM and conventional
wide-field microscopes [15]. The TDM setup consists of illuminating the sample with a collimated
beam from controlled angles of incidence and recording the field diffracted by the sample in phase and
in amplitude. Varying the illumination of TDM: In principle, two methods are available for varying
illumination angles, rotation of the collimated beam [37] and rotation of the sample [58]; the former
is easier to realize. Keeping the sample static is easy to manipulate for a TDM user. A rotating
mirror permits control of the deflection of the collimated beam [37,59]; however, the missing parts of
non-captured frequencies present a strong anisotropic resolution along the optical axis, especially in
transmission configuration of TDM. To obtain an improved and isotropic resolution, Mudry et al. used
a mirror-assisted setup combining the transmission and reflection configuration together [57] or used
an ellipsoidal mirror for expanding the angular coverage of diffracted field detection [60]. Another way
for varying the illumination is rotation of the sample and keeping incident light static. In TDM under
transmission configuration, fixing the setup, the sample along the x-axis was successfully rotated to
give a quasi-isotropic resolution [61]. Using optical tweezers is another promising method [62-66].
To achieve complete configuration, a combination of specimen rotation and illumination rotation
simultaneously is also feasible by adopting an integrated setup [67]. Phase and amplitude detection of
TDM: An interferometric arrangement of setup—phase shift interferometry—is commonly used in
TDM for the detection of complex diffracted fields, see Figure 10a [38,68]; it involves shifting the phase
relative to the reference beam in steps, recording of the interference between the diffracted field and
reference beam for each phase step, and calculation of the phase from four or more detected intensities
on a CCD camera. For example, the intensity measured on the CCD camera can be written as S, adding
the phase shift by phase modulator, see Figure 10a; we could detect four successive intensities on the

1= Tuample-+herence +2 y samplelreferncecos (0-+ § )

S2= Lsample +Ireference 2 +/Isamplelreferencec0S (@) 14)
5= Teample +lerence +2 \Teampleleferencecos( 0 )
S4= Lsample+reference T2 /TsamplelreferenceCOS( @ — 1)

where @ is the original phase differences between the diffracted field and the reference. The diffracted
(S5=84)+i((S 3-51))

4 Vlreference

is usually called an on-axis (or inline) system; since the phase information is obtained by making
consecutive image subtractions, it provides a precise measurement of the phase of the diffracted
field [69,70]. However, performing several phase steps is time consuming, especially if a large number
of illumination angles have to be applied successively in TDM. Phase fluctuations due to thermal
and/or mechanical drift during acquisition can interfere with the measurement [71,72]. An off-axis
setup is a simple configuration for measuring the complex diffracted field from a single hologram
and can avoid the image conjugation and enhance the imaging quality, but it is more sophisticated to
calibrate compared to the on-axis system, see Figure 10b [23,73,74]. The main difference of the setup
between on-axis and off-axis is the removal of the phase modulator. In off-axis, the references are
propagated with a carefully chosen angle. For the sake of simplicity, considering the interference in one
dimension, i.e., in x-axis, the intensity on the charge coupled device (CCD) camera could be written as:

camera as:

field of the sample Igmple could be retrieved as Eqample = . Such a configuration

S= Isample+Ireference+e_1“XEsample+euxxEsample* (15)
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