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1. Introduction

Modern holographic techniques have been successfully applied in many important areas, such as
3D inspection, 3D microscopy, metrology and profilometry, augmented reality, and industrial
informatics. This Special Issue covers selected pieces of cutting-edge research works, ranging
from low-level acquisition, to the high-level analysis, processing, and manipulation of holographic
information. The Special Issue also serves as a comprehensive review on the existing state-of-the-art
techniques in 3D imaging and 3D display, as well as a broad insight into the future development of
these disciplines. The Special Issue contains 25 papers in the field of holography, 3-D imaging and 3-D
display. All the papers underwent substantial peer review under the guidelines of Applied Sciences.
The twenty-five papers are divided into three groups: holography, 3-D imaging, and 3-D display.

2. Holography

There are 12 papers under the category of holography and these papers are divided into four
topics: digital holography (DH), computer-generated holography (CGH), holographic printing and
holographic optical elements (HOEs). Under DH, there are four papers. Tsang et al. report a low
complexity method for reconstructing a focused image from an optical scanned hologram that is
representing a 3-D object scene. While the proposed method has been applied to holograms obtained
from optical scanning holography (OSH), the method also can be applied to any complex holograms
such as those obtained from standard phase-shifting holography [1,2]. Rosen et al. review the prime
architectures of optical hologram recorders in the family of coded aperture correlation holography
(COACH) systems. They also discuss some of the key applications of these recorders in the field of
imaging in general [3]. Tahara et al. investigate the quality of reconstructed images in relation to the bit
depth of holograms formed by wavelength-selective phase-shifting digital holography. Their results
indicate that two-bit resolution per wavelength is required to conduct color 3D imaging [4]. Finally,
the fourth and the last paper under DH, Xu et al. propose novel generalized three-step phase-shifting
interferometry with a slight-tilt reference. The proposed slight-tilt reference allows the full and efficient
use of the space-bandwidth product of the limited resolution of digital recording devices as compared
to the situation in standard off-axis holography [5].

Under CGH, Zhang et al. present a technique for generating 3D computer-generated holograms
with scalable samplings, by using layer-based diffraction calculations. They have demonstrated
experimentally that the proposed method can reconstruct quality 3D images at different scale factors [6].
Yang et al. investigate a fast computer-generated holographic method for VR and AR near-eye 3-D

Appl. Sci. 2020, 10, 7057; doi:10.3390/app10207057 www.mdpi.com/journal/applsci1
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display. The display system is compact and flexible enough to produce speckle-noise-free high-quality
VR and AR 3D images with efficient focus and defocus capabilities [7]. Jiao et al. employ a deep
convolutional neural network to reduce the artifacts in a JPEG compressed hologram. Simulation and
experimental results reveal that the proposed “JPEG + deep learning” hologram compression scheme
can achieve satisfactory reconstruction results for a computer-generated phase-only hologram after
compression [8]. In the fourth and the last paper under CGH, Yamaguchi et al. develop a fringe printer
for CGHs. The printer can give a plane-type hologram with a 0.35-μm resolution [9].

There are four papers for holographic printing and holographic optical elements (HOEs). Su et al.
report the progress in the synthetic holographic stereogram printing technique [10] and Fan et al.
propose a stereogram printing based on holographic element-based effective perspective image
segmentation and mosaicking [11]. Along the line of HOEs, Zhang et al. employ a multiplexed
lens-array holographic optical element (MHOE) for a dual-view integral imaging 3-D display [12],
and Ferrara et al. review volume holographic-based solar concentrators recorded on different
holographic materials [13].

3. 3-D Imaging

There are six papers under the category of 3-D Imaging. Zhuang et al. report an early study
on imaging 3-D objects hidden behind highly scattered media. Experimental results show that the
complex amplitude of the object can be recovered from the distorted optical field [14]. Kim et al.
suggest an efficient neural network model for shape from focus along with a weight passing method.
The proposed network reduces the computational complexity with accuracy comparable with the
conventional model [15]. Yang et al. propose absolute phase retrieval using only one coded pattern
together with geometric constraints in a fringe projection system. The proposed method is suitable for
real-time measurement [16]. Jang et al. investigate sampling based on a Kalman filter for shape from
focus in the presence of noise. Experimental results demonstrate more accurate and faster performance
than other existing filters [17]. Zhang et al. provide a review on tomographic diffractive microscopy
(TDM) and suggest that TDM will play a key role in the exploration of biological cells as well as for the
investigation of nano-structure devices [18]. Finally, Wang et al. characterize the phase response of
spatial light modulators for coherent imaging [19].

4. 3-D Display

There are seven papers under the category of 3-D display. Pettingill et al. investigate static
structures in leaky mode waveguides for transparent, monolithic, holographic, near-eye display [20].
Kim et al. provide their initial results on an electronic tabletop holographic display and hope
the work will give guidance for the future development of commercially acceptable holographic
display systems [21]. Tsai et al. investigate an optical design for a novel glasses-type 3-D wearable
ophthalmoscope and conclude that a wearable ophthalmoscope can be designed optically and
mechanically with 3-D technology [22]. Gao et al. investigate a holographic 3-D virtual reality (VR)
and augmented reality (AR) display based on 4K-spatial light modulators and show that holographic
3-D VR and AR displays can be good candidates for true 3-D near-eye display as compared to
stereoscopic display [23]. Choi et al. propose a new type of the dual-view 3-D display system based
on direct-projection integral imaging using a convex-mirror-array and confirm the feasibility of the
prosed system in practical applications [24]. Geyer et al. review high-resolution episcopic microscopy
(HREM) and provide an overview of scientific publications that have been published in the last 13 years
involving HREM imaging [25]. Finally, Falldorf et al. present a novel concept and first experimental
results of a new type of 3D display, which is based on the synthesis of spherical waves [26].

Author Contributions: Y.Z. and T.-C.P. drafted the manuscript, and Y.Z. served as the corresponding author.
All authors have reviewed and agreed to the published version of the manuscript.
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Abstract: Optical scanning holography (OSH) is a powerful and effective method for capturing
the complex hologram of a three-dimensional (3-D) scene. Such captured complex hologram is
called optical scanned hologram. However, reconstructing a focused image from an optical scanned
hologram is a difficult issue, as OSH technique can be applied to acquire holograms of wide-view and
complicated object scenes. Solutions developed to date are mostly computationally intensive, and in
so far only reconstruction of simple object scenes have been demonstrated. In this paper we report a
low complexity method for reconstructing a focused image from an optical scanned hologram that is
representing a 3-D object scene. Briefly, a complex hologram is back-propagated onto regular spaced
images along the axial direction, and from which a crude, blocky depth map of the object scene
is computed according to non-overlapping block partitioned entropy minimization. Subsequently,
the depth map is low-pass filtered to decrease the blocky distribution, and employed to reconstruct a
single focused image of the object scene for extended depth of field. The method proposed here can be
applied to any complex holograms such as those obtained from standard phase-shifting holography.

Keywords: optical scanning holography; extended depth-of-field; automatic focus detection; entropy
minimization; block partitioned entropy minimization

1. Background

Optical scanning holography (OSH) [1,2] is one of the most effective techniques for capturing a
complex hologram of a physical scene. It is different from existing methods such as phase shifting
holography (PSH) [3], parallel phase shifting holography (PPSH) [4], geometric phase shifting digital
holography (GPSDH) [5], Fresnel incoherent correlation holography (FINCH) [6,7], Fourier incoherent
single channel holography (FISCH) [8], and the consumers scanner approach [9] that requires 2-D
digital recording devices (e.g., digital camera) to capture the holographic signal, OSH only utilizes
a single-pixel sensor. As such, OSH is a unique holographic recording technique and can even be
configured to operate in both coherent and incoherent modes. Operating in the incoherent mode is
important as the technique can be used to capture fluorescent specimens holographically. As mentioned
in [2], OSH has many applications, such is but not limited to 3-D pattern recognition, 3-D microscopy,
3-D cryptography, and 3-D optical remote sensing. An OSH system can also be implemented to operate
at high frame-rate for capturing hologram of a dynamic scene. In general, after a complex hologram is
captured, it is often necessary to reconstruct a visible image from the hologram for further inspection
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and analysis. To reconstruct a hologram, we can back-propagate the hologram onto a sequence of
regular spaced reconstruction planes that is parallel to the hologram. If a reconstruction plane is
containing object points on the scene, those points will appear as a focused image, otherwise they will
take the form of a de-focused haze. The operator or analyst will have to inspect each reconstruction
plane, extract the focused image of the object points, if any, and discard the de-focused haze. Although
this approach is feasible, the process is time-consuming and the quality of the reconstructed image
will be affected by the visual judgment of the operator. For an OSH system that is employed to capture
moving objects, it is desirable that the image reconstruction process should not be too lengthy. As such,
the algorithms that are used for the reconstruction of optical scanning holograms should be automatic
and computationally efficient. Automatic reconstruction of simple binary images from a hologram
has been attempted utilizing Weiner filtering [10] and the Wigner distribution [11,12]. Lam and
Zhang have proposed a hologram reconstruction method known as “blind sectional reconstruction”
(BSR) [13,14]. The method can be divided into 2 stages. First, edge detection is applied to the image
in each reconstruction plane. A reconstruction plane that exhibits a local minimum of edge points,
as compared with the neighboring planes, will be taken as a focused section containing object points
of the scene. This process is sometimes referred to as “automatic focus detection” (AFD). Second,
a focused image of the object points that are contained in each of the focused section is obtained
through an iterative optimization process, while the de-focused haze will be discarded. Subsequently,
the focused images in all the sections can be merged to form an overall, focused image of the 3-D
object scene with an extended depth of field. Despite the success of the BSR method, the process is
computationally intensive, involving a large amount of memory in the optimization process, and so
far, only reconstruction of simple binary images has been demonstrated. However, some enhancement
of the method has been made to speed up the calculation and lower the memory requirement [15].

A fast variant of the BSR method was adopted in [16]. Similar to the blind sectional reconstruction,
a subset of focused sections is obtained from the sequence of reconstructed planes through AFD.
Next, simple edge analysis technique is applied to extract the focused object image (and to reject
the de-focused haze) in each focused section. Albeit significant enhancement on the computation
speed, the process is relying heavily on the edge analysis method and the manual setting of the
parameter(s). The method has successfully demonstrated its capability in reconstructing binary objects
from a hologram, but it is unlikely that it can be applied in a more complicated scene.

Recently, a more reliable AFD method, known as entropy minimization, was adopted in [17] for
detecting the focused image planes. In this approach, a reconstruction plane is taken as a focused
section if it exhibits a local minimum on its entropy value amongst the sequence of reconstructed
images. This method is autonomous and does not require manual setting of parameters. Afterwards,
a hologram reconstruction method was reported, based on the entropy minimization AFD [18].
For each pixel in each reconstruction plane, a small block with the pixel at the center is defined.
The entropy of the pixel is then computed based on the pixels within its block. Next, the depth of each
pixel is taken to be the depth of the reconstruction plane that has a minimum entropy value for the
pixel of interest. As such, a depth map of the scene is deduced, with which the scene image can be
reconstructed. Despite the effectiveness of the method, the amount of computation is overwhelming
as the entropy of all the pixels have to be determined for all the reconstruction planes. A faster method
has been proposed in [19], whereby the entropy is evaluated for each constituting objects in the scene
instead of individual pixels. Briefly, a hologram is back-propagated to a virtual diffraction plane (VDP)
that is close to the object space. Segmentation is applied on the VDP to separate the hologram into
sub-holograms [20] each representing the fringe patterns of an isolated object in the scene. AFD is
then applied to each sub-hologram to locate the focused image plane, and reconstruct the image of the
object. However, this method is only applicable if the objects on the x-y plane in the scene are spaced
far enough to be separated on the VDP, a requirement which is not guaranteed in practice.

Another fast method for hologram reconstruction has been proposed in [21]. The method is based
on the assumption that the imaginary component (or phase angle) of a pixel is close to zero on its
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focused image plane. On this basis, a focused image of the object scene can be built by selecting,
from each reconstruction plane, pixels with small imaginary values.

In this paper we present, partly based on the work in [18], a method for fast hologram
reconstruction with extended depth of field (EDF). By EDF, it means that a focused image of all the
objects (which may differ in depth and geometrical shape) in the scene can be recovered simultaneously
from the hologram. Our proposed method is particular suitable for optical scanned holograms that are
unrestricted in size, complexity of object scene, and capturing modes (i.e., coherent and incoherent
modes). Briefly the method can be divided into 4 stages. First, the hologram is back-propagated into a
sequence of parallel, and uniformly spaced reconstruction planes. Second, each reconstruction plane
is evenly partitioned into non-overlapping square image blocks. Third, entropy minimization AFD
is employed to locate the focused section of each image block, from which the depth is determined,
and further refined with low-pass filtering. Fourth, the collection of depth information from all the
image blocks is utilized to reconstruct a focused image of the object scene. In our proposed method,
we have assumed that in a typical scene, the depth of pixels within close neighborhood should be
similar, an assumption that is generally applicable in practice. As such, the depth map of the scene
image can be evaluated on a block-by-block, instead of a pixel-by-pixel basis, resulting in significant
increase in the computation efficiency as compared with the method in [18].

2. Optical Scanning Holography

The system of optical scanning holography that we have employed for hologram acquisition is
shown in Figure 1. A linearly polarized laser of wavelength λ is passed through a half-wave plate
(HWP), which rotates the polarization direction of the laser beam along the bisector of the two principal
axes of the electro-optic crystal of the electro-optic modulator (EOM). Since there is birefringence
induced along one of the principal axes through external electrical saw-tooth signal, the output beam
of the EOM contains two orthogonal polarizations with a frequency difference Ω. The beam of light
with orthogonal polarization is split into two beams with polarizing beamsplitter PBS1.

Figure 1. An optical scanning holography (OSH) system.
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One beam, expanded by beam expander BE1, is reflected to beamsplitter BS2 by mirror M1.
The other beam passes through another HWP, and is reflected by mirror M2 to BS2 through beam
expander BE2 and lens L1. Subsequently the pair of beams goes through lens L2, and impinges
on the test sample after passing beamsplitter BS3. Note that one beam projecting on the sample is
a plane wave (dotted lines) while the other beam is a spherical wave (solid lines). Hence on the
sample, we have a time-dependent Fresenl zone plate (TD-FZP) as the interference of a plane wave
and a spherical wave gives an FZP and the frequency difference Ω of the two beams gives running
fringes within the overall scanning beam on the sample [1,2]. A x-y table is utilized to move the
sample along a zigzag scan path. At each position of the scan path, the optical waves scattered by
the sample is directed to photodetector PD1 through beamsplitter BS3 and lens L3. The output of
PD1 is band-pass filtered at Ω to give the Signal output. At the same time, the pair of beams is also
combined in beamsplitter BS2, impinging on photodetector PD2. The output of PD2 is band-pass
filtered at Ω and taken to be the Reference for the lock-in amplifier. The lock-in amplifier mixes the
Signal and the Reference to form the hologram which is composing of a sine hologram, Hsin(x, y),
and a cosine hologram, Hcos(x, y) [1,2]. Mathematically, suppose the 3-D object is divided into N
uniformly separated image planes that are parallel to the hologram, and the jth image plane that is
located at an axial distance zj to the hologram is denoted by I0

(
x, y; zj

)
, the hologram acquired with

OSH is given by

H(x, y) = Hcos(x, y) + iHsin(x, y) =
N−1

∑
j=0

Hk
(

x, y; zj
)

(1)

where Hk
(

x, y; zj
)
= I0

(
x, y; zj

)⊗ F
(
x, y; zj

)
with ⊗ denoting the operation of convolution, and

F
(
x, y; zj

)
=

1
iλzj

exp
[

i2π

λ

√
(xδ)2 + (yδ)2 + z2

j

]
(2)

is the spatial impulse response of propagation of light [1], where δ is the pixel size of the hologram.

3. Proposed Method

The objective of our proposed method is to obtain an extended field of depth (EFD) image
(i.e., an image with all the object points in focused, disregard of their geometry and distance from
hologram H(x, y)). The process can be divided into 4 stages as shown in Figure 2, and outlined as
follows. In stage 1, the hologram H(x, y) is back-propagated to a stack of regular spaced reconstruction
planes along the axial direction, a process that is referred to as “sectional reconstruction”. The image
on each reconstruction plane is evenly partitioned into non-overlapping square blocks. In stage 2,
the entropies of the image blocks in all the reconstruction planes are evaluated. The depth of each
block is taken to be the distance of the reconstruction plane that exhibits the minimum entropy for that
particular block position. It can be envisaged that the integration of the depth of all the constituting
blocks (each contributed by one of the reconstructed images) will form a blocky depth map. Next,
in stage 3, low-pass filtering is applied to smoothen the depth map. Finally, in stage 4, an extended
depth of field image of the object scene is obtained by selecting each pixel from the reconstruction
image plane that corresponding to the depth of the pixel in the depth map. Details of each stage are
described as follows.
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Figure 2. Proposed method.

Stage 1: Sectional reconstruction

In this stage, a stack S of evenly spaced images is reconstructed from hologram H(x, y) through
back-propagation. Let Sj(x, y)

∣∣0≤j<N and Z denotes the magnitude of the reconstructed image on the
j-th reconstruction plane section, and the maximum range of the depth of the object scene, respectively,
we have

Sj(x, y) =
∣∣H(x, y)⊗ F∗(x, y; zj

)∣∣ (3)

where F∗(x, y; zj
)

is the conjugate of F
(

x, y; zj
)
. The separation between adjacent reconstruction planes

is given by

Δz = zj+1 − zj =
Z
N

(4)

Subsequently, each reconstructed image Sj(x, y) is partitioned into a 2-D array of non-overlapping
square image blocks of size M × M, as shown in Figure 3. Without loss of generality, we assume
that both the hologram and its reconstructed images are square in size, and having the same size
K × K, where K is an integer multiple of M. As such, there are K/M blocks along the horizontal
direction, and K/M blocks along the vertical direction. Each image block in Sj(x, y) is represented by

the block function bj(p, q)
∣∣∣0≤p;q<(K/M) , which includes the pixels bounded by the square within the
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region pM ≤ x < (p + 1)M and qM ≤ y < (q + 1)M. The EDF image I′(x, y) to be determined is also
partitioned in a similar way with each block of pixels denoted by bEFD(p, q).

Figure 3. Partitioning an image Sj(x, y) into non-overlapping square blocks of size M × M.

Stage 2: Non-overlapping block partitioned entropy minimization

In this stage, the entropy of all the image blocks that have been partitioned in stage 1 is computed as

Ej(p, q) = −Pj(p, q) log Pj(p, q) (5)

where

Pj(p, q) =
(p+1)M−1

∑
x=pM

(q+1)M−1

∑
y=qM

Sj(x, y) (6)

An image that is in focus generally exhibits minimum entropy. As such, the depth (or focused
plane) of each block D(p, q) can be taken to be the position of the plane that exhibits minimum entropy
of the block, i.e.,

ED(p,q) = MIN
⌊

Ej(p, q)
⌋

0≤j<N (7)

where the expression on the right-hand-side of Equation (7) denotes the minimum value of Ej(p, q)
for 0 ≤ j < N. Collection of depth of each block results in a crude, blocky depth map of the object
scene. Intuitively, we can obtain an EDF image I(x, y) by selecting each block of pixels from the
corresponding block with minimum entropy from the stack of reconstructed images. Mathematically,
this can be expressed as

bEDF(p, q) = bk(p, q) (8)

and

I(x, y) =
p;q=(K/M−1)∪

p;q=0
bEDF(p, q) (9)

where k = D(p, q), and the block bEDF(p, q) that is selected is referred to as an extended depth of field
block. The symbol ∪ denotes the union operator that is used to compose the EDF image by patching
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it with the extended depth of field blocks (i.e., bEDF(p, q)). However, as we shall show later, an EDF
image reconstructed in this manner will exhibit a blocky, visual unpleasant appearance.

Stage 3: Filtering

To reduce the blocky appearance of the EDF image, we propose to smooth the depth map with a
simple low-pass filtering process that can be realized as follows. First, we compute the mean intensity
for each EDF block as

mean(p, q) =
1
9

1

∑
s=−1

1

∑
t=−1

[bEDF(p + s, q + t)] (10)

Next, a corresponding status flag status(p, q) is determined as

status(p, q) =

{
1 i f mean(p, q) ≥ T

0 otherwise
(11)

where T is a small fixed threshold value corresponding to the minimum intensity that is visible to the
human eye. An EDF block with an average intensity higher than T is referred to as a “visible block”.

Subsequently, a low-pass filtered depth map is obtained by averaging the depth values of visible
blocks within a 3 × 3 window as

DL(p, q) =
1
9

1

∑
s=−1

1

∑
t=−1

[D(p + s, q + t)]× status[m(p + s, q + t)] (12)

Note that in the filtering process, blocks with too low intensity are discarded as they are likely
associated to empty space in the scene, and may not carry reliable depth information.

Stage 4: Reconstruction of the EDF image

Finally, we apply Equation (9) to obtain the EDF image, with the variable k = DL(p, q), i.e.,

b′EFD(p, q) = bk(p, q)
∣∣∣k=DL(p,q) (13)

and

I′(x, y) =
p;q=(K/M−1)∪

p;q=0
b′EFD(p, q) (14)

In comparison with the method in [18], our proposed scheme has a significantly decrease in the
computational loading of the entropy values as they are evaluated on a block-by-block, instead of a
pixel-by-pixel basis. With our approach, the computation time for deducing the entropy values has
been reduced by M2 times. The computation time for the reconstruction of the hologram into different
planes are similar for both methods. As will be shown later, our proposed method is around 60 times
faster than the method in [18].

4. Experimental Results

To evaluate the performance of our proposed method, 2 sets of holograms have been captured
with the OSH system that has been configured to operate in the incoherent mode [22], and with
the wavelength of the laser beam being 633 nm. The first hologram “A” is a pair of binary Chinese
characters “光” and “電”, and second hologram “B” is a grey level image of a pair of partially
overlapping coins. The pixel size of holograms (i.e., the sampling interval with which each hologram
pixel is recorded) “A” and “B” are 5 μm and 15 μm, respectively. In both cases, the range of distance
between the object space and the hologram plane is [0.015 m, 0.03 m], but there is no prior knowledge
on the depth of individual objects in the scene. The sine and the cosine holograms of the 2 samples are
shown in Figure 4a–d.
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Figure 4. (a) Sine hologram of hologram “A”; (b) Cosine hologram of hologram “A”; (c) Sine hologram
of hologram “B”; (d) Cosine hologram of hologram “B”.

Through a series of trial and error tests conducted with visual judgement, we estimated that
there are mainly 2 focused planes that can be identified for sample ‘A’ at 0.021 m and 0.024 m. For ‘B’,
again there are mainly 2 focused planes at 0.0197 m and 0.027 m. The reconstructed images of sample
‘A’ at the 2 focused planes are shown in Figure 5a,b. It can be seen that in both figures when certain
regions of the image are in focused, the remaining ones are blurred. Similar observation is noted for
the reconstructed image of sample ‘B’ at the 2 focused planes in Figure 5c,d. In both cases, it is not
possible to have an EDF image where all the contents are in focus.
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Figure 5. (a) Reconstructed image of hologram “A” at 0.021 m; (b) Reconstructed image of hologram
“A” at 0.024 m; (c) Reconstructed image of hologram “B” at 0.0197 m; (d) Reconstructed image of
hologram “B” at 0.027 m.

Next, we apply stages 1 and 2 of our proposed method to obtain the depth map and the EDF image
from the 2 holograms. The number of reconstruction planes and the block size are set to N = 40 and
M = 32, respectively, to provide a sufficiently fine depth resolution of Δz = Z

N = 0.015
40 = 0.375 mm,

and a reliable measurement of the entropy of each image block. The depth maps of the 2 samples
are shown in Figure 6a,b, and the corresponding EDF images obtained with the above settings are
shown in Figure 6c,d. We observe that all the objects in the scene represented by each hologram are
reconstructed as focused images but the appearance, especially for sample “B”, is rather blocky with
obvious discontinuities along some of the object boundaries.

Subsequently, we have applied Equation (12) to filter the depth map, and obtained the
reconstructed images with Equations (13) and (14). Suppose the dynamic range of the reconstructed
image is normalized to the range [0, 1], the threshold T is set to 0.0625, as image intensity lower than
this value is hardly visible, and likely to represent empty background or noise signals. The filtered
depth maps are shown in Figure 7a,b, and the reconstructed EDF images are shown in Figure 7c,d.
In the EDF images of both samples, we observe that the objects in the scenes are reconstructed as
sharp focused images, and the blocky appearance has been reduced significantly as compared with
those obtained with the unfiltered depth maps. The computation time based on the typical PC is
around 5.9 s. The correlation score of the EDF images of holograms ‘A’ and ‘B’ (with reference with
the ones obtained with manual judgement) are 0.977 and 0.845, respectively. The high correlation
scores reflect that the EDF images obtained with our proposed method are close to those derived from
manual judgement.
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Figure 6. (a) Depth map of hologram “A” obtained with our proposed method (M = 32) without
filtering; (b) Depth map of hologram “B” obtained with our proposed method (M = 32) without
filtering; (c) Extended depth of field (EDF) image of hologram “A” reconstructed with our proposed
method (M = 32) without filtering on the depth map; (d) EDF image of hologram “B” reconstructed
with our proposed method (M = 32) without filtering on the depth map.

We would like to point out that out proposed method can function for quite a wide range of M.
In general, the blocky appearance could be decreased with a smaller value of M (i.e., a small block size
in computing the entropy values). However, this will jeopardize the accuracy of the depth-map, which
may lead to blurriness in certain parts on the EDF image. As an example, we apply our proposed
method to the 2 sample holograms (with filtering on the depth maps) with M = 20, and the EDF
images are shown in Figure 8a,b. It can be seen that while the blocky appearance of EDF image
corresponding to sample ‘B’ (Figure 8b) is reduced, certain parts of the 2 EDF images, especially in
Figure 8a, are suffering from mild de-focusing. A proper choice of the range of M is dependent on the
setup of the OSH system (such as the size of the hologram and the sampling interval). In our present
setup, EDF images of favorable quality can be obtain with values of M in the range [20, 32].
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Figure 7. (a) Depth map of hologram “A” obtained with our proposed method (M = 32) with filtering;
(b) Depth map of hologram “B” obtained with our proposed method (M = 32) with filtering; (c) EDF
image of hologram “A” reconstructed with our proposed method (M = 32) with filtering on the depth
map; (d) EDF image of hologram “B” reconstructed with our proposed method (M = 32) with filtering
on the depth map.

Figure 8. (a) EDF image of hologram “A” reconstructed with our proposed method (M = 20) with
filtering on the depth map; (b) EDF image of hologram “B” reconstructed with our proposed method
(M = 20) with filtering on the depth map.
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Finally, we would like to compare our proposed method with the method in [18]. We have
applied the method in [18] to reconstructed the EDF images of the 2 holograms, and the results are
shown in Figure 9a,b. We observe that the visual quality of the 2 EDF images are generally favorable,
but the EDF image of hologram ‘B’ is more blocky than the one obtained with the proposed method.
The computation time based on the same PC is around 356 s, which is about 60 times longer than the
proposed method. The correlation score of the EDF images of holograms ‘A’ and ‘B’ (with reference
with the ones obtained with manual judgement) are 0.982 and 0.741, respectively, which are more or
less similar to the proposed method. As for the visual quality, the EDF image of sample ‘B’ (e.g., around
the characters ‘1’ and ‘2’ on the pair of coins) is better in our proposed method.

Figure 9. (a) EDF image of hologram “A” reconstructed with the method in [18]; (b) EDF image of
hologram “B” reconstructed with the method in [18].

5. Conclusions

In this paper, we have proposed a method for reconstructing the scene image with extended
depth of field (EDF) from a hologram that is captured with an OSH system. Our proposed method
is based on a scheme that is referred to as “non-overlapping block-based entropy minimization”
method, which is applied to determine the depth (focus) map of the scene image in an autonomous,
block-by-block manner. From the depth value, each block is reconstructed as a focused image tile.
Subsequently, the complete scene image is reconstructed with all the constituting objects appearing
as sharp focused images. Further enhancement on the visual quality of the reconstructed image is
attained by smoothing the depth map, so that the blocking effect at the object boundaries is reduced.
Experimental results reveal that our proposed method is capable of reconstructing EDF images from
OSH holograms representing both continuous tone and binary object scenes with favorable quality.

Further research on the proposed method could be conducted through applying different kinds
of focus measurements in the auto-focus detection process. An extensive review on the topic has been
reported in [23].
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Abstract: Coded aperture correlation holography (COACH) is a relatively new technique to record
holograms of incoherently illuminated scenes. In this review, we survey the main milestones in the
COACH topic from two main points of view. First, we review the prime architectures of optical
hologram recorders in the family of COACH systems. Second, we discuss some of the key applications
of these recorders in the field of imaging in general, and for 3D super-resolution imaging, partial
aperture imaging, and seeing through scattering medium, in particular. We summarize this overview
with a general perspective on this research topic and its prospective directions.

Keywords: digital holography; computer holography; spatial light modulators; diffraction gratings;
imaging systems

1. Introduction

Holography is a tool for recording a visual scene and reproducing it as close as possible to reality.
In holography, even though only intensity sensors are used, it is possible to record the phase pattern
of light, and thus the depth information, along with the intensity variation. The phase is detected
indirectly by recording an interference pattern of the object wave with a reference wave. Typically, the
interference pattern is obtained by combining coherent waves [1]. However, most of the imaging tasks
in optics are performed with natural incoherent light. This is true for most microscopes, telescopes,
and many other imaging devices. Thus, holography is not widely applied to general incoherent natural
light imaging because usually, creating holograms with incoherent light requires uncommon designs.

This review concentrates on the more challenging case of interference with spatially incoherent
light. More precisely, the holograms herein are of objects in which there is no statistical correlation
between the waves emitted from various points of these objects. The historical roots of incoherent
holograms are planted in the mid-nineteen-sixties [2–7], where some of these pioneering systems
made use of the self-interference principle, a principle that is extensively used in some of the systems
mentioned herein. The self-interference principle indicates that any two beams that originate from the
same source point and then split to two waves are mutually coherent and hence they can be mutually
interfered. In the case of incoherent illumination, where any two different source points are mutually
incoherent, the self-interference property becomes the only way to obtain any interference pattern, and
thus enables us to record a hologram. The use of the self-interference principle has been continuously
developed beyond the sixties by implementing several interesting systems [8–12]. Other methods of
recording incoherent holograms like optical scanning holography [13,14] and multiple view projection
methods [15,16] do not make use of the self-interference property and are out of the scope of this
review. Other reviews which include some of the self-interference methods, together with some of the
scanning techniques, can be found in Refs. [17,18].

Appl. Sci. 2019, 9, 605; doi:10.3390/app9030605 www.mdpi.com/journal/applsci19



Appl. Sci. 2019, 9, 605

While the term incoherent holography refers to the method of forming holograms, the term digital
holography refers to the recording of the holograms by a digital camera and to the digital reconstruction
of holograms. Explicitly, digital holograms recorded by digital cameras are reconstructed in digital
computers by digital algorithms. The history of the digital holography also started in the nineteen-
sixties [19] and is still an active research field today. Only the topic of incoherent digital holography
with coded apertures is discussed herein.

Nowadays, we are in the middle of the era of digital imaging, in which images are recorded by
digital cameras and processed by computer software. Digital imaging has accelerated the field of
indirect imaging in which a non-image pattern of the observed scene is first recorded in the computer
as an intermediate pattern. In the computer, the image of the scene is recovered from the intermediate
pattern by digital processing. Digital holography is a typical example of indirect imaging in which the
digital camera records one or more holograms, rather than a direct image of the scene. The indirect
imaging and digital holography techniques are more complicated than direct imaging, and hence
should be justified by as many as possible advantages in comparison to the much simpler direct
imaging. The main benefit of digital holography and the initial motivation to begin the research
in this field is the ability to image a three-dimensional scene with a single, or very few, camera
shots [20]. Other advantages of digital holography have accumulated along the years of research and
are discussed in the later sections of this review.

From the end of the nineties, incoherent digital holography techniques began to emerge again
with new possibilities [13,21–45]. One notable invention in the field of incoherent digital holography
is Fresnel incoherent correlation holography (FINCH) which was also developed based on the
self-interference principle [23]. FINCH was able to twist one of the fundamental laws of optics,
the Lagrange invariant, in order to enhance its transverse image resolution. Alternative versions of
incoherent holography systems called self-interference digital holography (SIDH) techniques, were
developed and implemented for applications of adaptive optics [28,32]. More recently, a generalized
version of the self-interference incoherent digital holography technique called coded aperture
correlation holography (COACH) has been developed [46]. In this survey, we review various designs
and applications of the COACH systems and other close techniques.

This review consists of four main sections. The development of COACH architectures, with
different modalities and characteristics, is reviewed extensively in the following section. In the third
section, various applications based on COACH techniques are discussed. The final section summarizes
the review.

2. System Architectures

The general optical configuration of self-interference digital holography is shown in Figure 1.
The light emitted from each object point is collected by a beam splitting system, in which the input
wave is split into two, or more, and each wave is modulated differently. Since the waves originate from
the same object point, they are mutually coherent, and hence they can produce an interference pattern
on the image sensor plane. The sensor accumulates the entire interference patterns of all the object
points into an incoherent hologram. A single hologram, or several acquired holograms, are fed into
a digital computer. In the case of several holograms, they are superposed into a single digital hologram.
Finally, the image of the object is reconstructed from the processed hologram by some digital algorithm.
Next, we survey several recently proposed systems of the family of COACH methods.
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Figure 1. Recording and reconstruction of a hologram in a general self-interference digital
holography system.

2.1. Coded Aperture Digital Holography

The use of coded aperture masks is common in X-rays since the end of the sixties. In 1968, Ables
and Dicke, separately [47,48], reported the first modern coded aperture for X-ray imaging. The coded
aperture, as explained in [49] and illustrated in Figure 2, is a randomly arranged array of pinholes.
The goals of such systems are to increase the signal to noise ratio (SNR), the field of view (FOV) and
the low power efficiency, which are associated with the regular pinhole imaging [49]. In the coded
aperture imaging, instead of imaging the object directly, a non-recognizable pattern is formed on
the sensor plane by the superposition of many randomly arranged images, each of which is formed
independently by a different pinhole. The coded aperture imaging is not a direct process as in the case
of a single pinhole, but an indirect process in which the recorded pattern must be digitally processed
to retrieve the image. The coded aperture imaging possesses 3D imaging capabilities as objects located
at different distances appear with different magnifications and are shifted by different lateral distances.
Therefore, in principle, the different planes of the object can be retrieved [49].

Figure 2. Coded aperture imaging system.

2.1.1. Coded Aperture Correlation Holography Architectures

Recently, a self-interference incoherent digital holography technique using a coded aperture was
developed in the optical regime [46] and is shown in Figure 3. Unlike other imaging techniques with
coded apertures [49], in COACH, the aperture is a phase-only mask. Thus, the aperture does not
absorb the incoming light and consequently, more light power participates in the hologram recording.
In addition, the detected pattern is a digital hologram containing the 3D image of the observed
scene. COACH can be considered as a generalization of FINCH [23,26] in the sense that instead
of the quadratic phase mask of FINCH, a pseudorandom coded phase mask (CPM) modulates the
beam. In COACH, the light emitted from each object point splits into two beams in which one of
the beams is modulated by the CPM while the other beam is not. The two beams with the common
origin are mutually coherent and thus are interfered. Three phase-shifted holograms are recorded for
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phase values θ1,2,3 = 0, 2π/3 and 4π/3 and are superposed into a complex hologram. As in FINCH,
this procedure is done in order to remove the twin image and bias terms during the reconstruction.
In COACH, unlike FINCH, a one-time training procedure is required. The training is done by recording
a library of point spread holograms (PSHs) of a point object positioned at various axial locations. For a
3D object placed within the axial boundaries of the PSH library, three phase-shifted holograms are
once again recorded, using the same CPM with the above three phase values, and superposed into
a complex object hologram. Any axial plane of the object space is reconstructed by a cross-correlation
between the object hologram and the corresponding PSH from the library.

The holograms recorded by COACH cannot be classified as Fourier or Fresnel holograms because
neither Fourier transform nor Fresnel back-propagation can reconstruct the image. Instead, this
hologram is generated from the interference between the plane and chaotic waves. Therefore, COACH
can be considered as a generalized correlation self-interference holography technique in which FINCH
is only a special case when the CPM is the special mask of the diffractive spherical lens. Another
dissimilarity is that in FINCH, the object image can be reconstructed by a Fresnel back-propagation
from the hologram. Therefore, the imaging characteristics of COACH are also different from those of
FINCH as analyzed in the following.

Figure 3. Optical configuration of COACH. CPM—Coded phase mask; L1, L2—Refractive lenses; P1,
P2—Polarizers; SLM—Spatial light modulator; Blue arrows indicate polarization orientations.

While COACH, being a generalized technique, is operational with any random phase mask, it was
noticed that for an arbitrary CPM, the reconstruction via a cross-correlation generated a disturbing
background noise. In order to reduce the background noise and at the same time to retain the
randomness aspect of the CPM, the CPM is synthesized using a modified Gerchberg-Saxton algorithm
(GSA) [50] to render a pure phase function for the CPM and a uniform magnitude over some desirable
area in the spectrum domain, as shown in Figure 4. The constraint on the CPM plane is required since
the CPM is displayed on a pure-phase SLM. On the other hand, the constraint on the spectrum domain
(sensor plane) reduces the background noise on the reconstructed image. This is because the noise
originated from the bias level of the spectral intensity. This bias level is considerably reduced by the
superposition of two, or more, spectral intensities, if this level is approximately the same in all two,
or more, spectral intensities. The constraint on the spectrum domain satisfies this last condition of
approximately equalizing the bias level.

Based on Figure 3, the mathematical formulation is as follows. For a point object located at the
front focal plane of lens L2, a collimated beam passes through the polarizer P1 oriented 45◦ with respect
to the active axis of the SLM. As a result, only part of the incident light is modulated by the SLM while
the remaining part is not. On the sensor plane, two patterns are detected, namely, a uniform signal
from the plane wave and a pseudorandom complex function G(u,v) generated by the CPM modulation.
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A second polarizer P2 oriented 45o along the active axis of the SLM creates interference between the
two beams on the sensor plane to yield the following intensity,

Ik(u, v) = |A + G(u, v) exp(iθk)|2, k = 1, 2, 3, (1)

where θk is the kth phase value of the three-phase shifts. A complex point spread hologram HPSH
= A*G(u,v) is produced by the phase-shifting procedure. An object is placed at the axial location
of the point object and the complex object hologram is synthesized from three intensity recordings
similar to the process of Equation (1). Any cross-section intensity of the object can be represented as
a collection of uncorrelated points. For simplicity, let us assume that the object plane o(x,y) is located
at the front focal plane of the lens L2, a distance fo from L2. Each j-th object point, at (xj,yj), on the
object plane, generates two mutually coherent beams on the sensor plane. One is a tilted plane wave
Ajexp[i2π(uxj+vyj)/λfo] and the other is a shifted version of G(u,v) multiplied by the same plane wave
as the following: Bjexp[i2π(uxj+vyj)/λfo]G(u-uj,v-vj), where (uj,vj) = (xj,yj)zh/fo. The intensity pattern
on the sensor plane, resulting from the object in the input, is given by

Ik(u, v) = ∑
j

∣∣∣∣Aj exp
[

i2π(xju+yjv)
λ fo

]
+ exp(iθk)Bj exp

[
i2π(xju+yjv)

λ fo

]
G
(
u − uj, v − vj

)∣∣∣∣2 (2)

By the phase-shifting procedure, a complex object hologram HOBJ is synthesized given by,

HOBJ(u, v) = ∑
j

A∗
j BjG

(
u − uj, v − vj

)
(3)

A particular plane of the object can be reconstructed by the cross-correlation between the HPSH =
G(u,v) and HOBJ as

P(u′, v′) = � {
∑
j

A∗
j BjG

(
u − uj, v − vj

)}
G∗(u − u′, v − v′)dudv

≈ ∑
j

A∗
j BjΛ

(
u′ − uj, v′ − vj

)
∝ o(u′/MT , v′/MT),

(4)

where Λ is a δ-like function, approximately equal to 1 around (0,0) and to small negligible values
elsewhere. The transverse magnification of COACH is given by MT = zh/fo. Since the reconstruction
of the object hologram is carried out by a cross-correlation, the lateral and axial resolutions are
determined by the lateral and axial correlation distances, respectively. Since the correlation distances
are determined by the system aperture size, the lateral and axial resolutions are similar to that of
direct imaging with the same numerical aperture (NA). Since the reconstruction is carried out by
a cross-correlation with a PSH generated by a pinhole, we have guaranteed that the diameter of the
beam from the pinhole has been larger than the diameter of the system’s aperture, in order to assure
that imaging resolution is limited by the NA.

The experimental demonstration of COACH was carried out with the setup of Figure 3 using
a pinhole with a diameter of approximately 100 μm and a National Bureau of Standards (NBS) object
of 7.1 lp/mm [46]. Three holograms were recorded for the entire objects with the above-mentioned
phase shifts and each set of holograms was composed into PSH and complex object holograms. The
image of the object was reconstructed by a cross-correlation. The three PSHs for the phase shifts θ = 0◦,
120◦ and 240◦ are shown in Figure 5a–c, respectively. The object holograms corresponding to the
same three phase-shifts are shown in Figure 5d–f. The amplitude and phase of the complex HPSH
are shown in Figure 5g,j, respectively. The image of the CPM is shown in Figure 5i. The amplitude
and the phase of the complex HOBJ are shown in Figure 5h,k, respectively. The reconstructed image
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is shown in Figure 5l. The experiment is repeated using two channels and United States Air Force
(USAF) object with elements 2 and 3 of group 2 placed at the same location as the NBS object from
the lens L2. A complex hologram is synthesized from three camera shots. The reconstruction result is
shown in Figure 5m. The USAF object is shifted by a relative distance of 2 cm from the NBS object.
The reconstruction results using HPSH’s recorded at the location of the NBS and the new location of the
USAF are shown in Figure 5n,o, respectively.

Figure 4. CPM synthesis using the modified Gerchberg-Saxton algorithm.

Figure 5. (a–c) Intensity patterns for the pinhole for phase shifts θ = 0◦, 120◦ and 240◦, (d–f) intensity
patterns for the object for phase shifts θ = 0◦, 120◦ and 240◦, (g–h) amplitudes of HPSH and HOBJ,
respectively, (i) image of the CPM, (j–k) phase of HPSH and HOBJ, respectively, (l) reconstructed image,
(m) reconstruction results of two objects when both are on the same plane. Reconstruction results when
the two objects are separated by 2 cm and reconstructed using (n) HPSH of NBS plane and (o) HPSH of
USAF plane.

From the reconstruction results, it can be seen that even though the CPMs were synthesized
using GSA, there is a substantial amount of background noise. In order to reduce the background
noise, additional techniques are necessary. In relation to the topic of optical pattern recognition, it was
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demonstrated that using a phase-only, instead of a matched filter, the correlation peaks become sharper
with reduced side lobes [51]. Therefore, as a first step against the noise, a modified PSH with phase-only
Fourier transform, given by, replaced the matched filter based PSH, where � and �−1 are a Fourier
and inverse Fourier transform, respectively, and ρ is the location vector in the reconstruction plane.
The phase-only filter, when used in the correlation with the object hologram, reconstructed sharper
images with lower background noise. The reconstruction results [52] of the NBS object 10 lp/mm
using the matched filter and the phase-only filter are shown in Figure 6a,b, respectively. However, the
phase-only filter is less suitable for reconstruction of objects with greyscale transmittance [52], due to
the lower immunity of the phase-only filter against noise.

H̃PSH(ρ) = �−1{exp[i · arg(�{HPSH(ρ)})]} (5)

Averaging is another technique, which involves the recording of multiple holograms followed
by averaging over the multiple reconstructions [53]. The SNR of the COACH method was further
improved by recording several HOBJ and HPSH under independent CPMs and averaging over the
several complex reconstructions. The averaging technique, in the case of COACH, is based on
the assumption that any two CPMs synthesized by GSA from different initial random profiles are
independent, i.e., their cross-correlation is negligible compared to their auto-correlation. Therefore, for
N independent complex PSH holograms and object holograms recorded under statistically independent
CPMs, averaging over N reconstructions theoretically increases the SNR by

√
N [53]. On the other

hand, the averaging procedure decreases the time resolution, since instead of 3 intensity patterns, 3N
intensity patterns are required to reduce the background noise. The results of averaging with 5, 10, 15
and 20 samples are shown in Figure 6c–f, respectively [52].

Figure 6. Reconstruction results using (a) matched filter, (b) phase-only filter. Phase-only filter and
averaging with (c) 5 samples, (d) 10 samples, (e) 15 samples and (f) 20 samples.

2.1.2. Interferenceless Coded Aperture Correlation Holography

The entire incoherent digital holography techniques discussed so far are based on two-beam
interference. In general, two beam interferometers suffer from several limitations, such as the need
for vibration isolation, power loss of more than half of the incident optical power and the need to
minimize the optical path difference between the optical channels. Two-beam interference is essential
in FINCH to read the phase of the wave emitted from each object point. Only the phase function
contains the information of an object point location, whereas the wave magnitude is uniform and thus
lacks any information. Unlike FINCH, in COACH, the information of a single point location is encoded
in both the phase and the magnitude distributions. Both functions have chaotic distributions that can
be reconstructed by a cross-correlation with the corresponding PSH. However, to record the phase,
self-interference is needed, whereas to record the magnitude, a direct detection of the light intensity is
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enough. Therefore, COACH has the capability to image a 3D scene without two-wave interference. This
version of COACH without two-wave interference is termed interferenceless COACH (I-COACH) [54],
and it is implemented without splitting the object beam to two beams.

I-COACH is not much different from a direct single-channel imaging system but has the capability
to record and reconstruct 3D information in one or a few camera shots. The relaxation of the interference
condition improves the SNR during reconstruction and the power efficiency of the imaging process
is increased. At this point, it should be mentioned that imaging with a phase-coded aperture has
already been proposed by Chi and George [55]. However, Ref. [55] has avoided an imaging 3D
scene and because of lack of any noise reduction mechanism, the presented results suffer from
substantial background noise. The optical configuration of I-COACH is shown in Figure 7. The
polarizer P is oriented along the active axis of the SLM such that all the incident light is modulated.
In I-COACH, three CPMs are synthesized from three initial independent random phase profiles and
the corresponding intensity patterns are recorded for a point object. Each of the recorded patterns
is multiplied by one of the phase constants with the values θ1,2,3 = 0, 2π/3 and 4π/3, and the three
matrices are combined into a single complex hologram. The same procedure is repeated for the object
hologram. The object image is reconstructed by a cross-correlation between the above two holograms.

Figure 7. Optical configuration of I-COACH. CPM—Coded phase mask; L1, L2—Refractive lenses;
P—Polarizer; SLM—Spatial light modulator; Blue arrows indicate polarization orientations.

The experimental results of I-COACH are shown in Figure 8 for a two plane object constructed
from element 8 lp/mm of the NBS chart and elements 5 and 6 of Group 2 of the USAF chart [54]. The
NBS and USAF are separated from each other by 1 cm. The HPSH is recorded at the two planes of the
object as with COACH followed by the recording of the HOBJ. Even though the SNR is improved in
the case of I-COACH compared to COACH, the technique still needs additional procedures to reduce
the background noise. In the present experiment, both phase-only filtering and averaging technique
(20 samples) were implemented. The simplicity of the optical configuration without interference but
with a unique capability to record and reconstruct 3D information makes I-COACH an attractive
candidate for 3D imaging.

Figure 8. Reconstruction results of I-COACH for (a) NBS chart and (b) USAF chart.

2.1.3. Single Camera Shot I-COACH

One of the disadvantages of I-COACH is the requirement of several camera shots to reconstruct
an object with an acceptable SNR. As mentioned above, the noise reduction techniques in I-COACH
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are implemented at various levels, starting from the design of the CPMs, reconstructing images by
phase-only filtering and recording a few holograms for averaging. The averaging technique reduces
the time resolution of the system. In this section, the averaging technique is replaced with a method of
recording the holograms with a single camera shot. This method is denoted as the single camera shot
I-COACH (SCS-I-COACH) [56].

The Fourier-based GSA (see Figure 4) used in I-COACH for synthesizing the CPM was constrained
to yield a uniform magnitude on part of the sensor plane. However, because the image sensor was
not located at the Fourier plane of the CPM in the experimental setup, the Fourier relation between
the CPM and the sensor plane was not satisfied in the experiment. This means that the Fourier-based
GSA does not match the experimental setup, and hence the noise has not been reduced as expected.
Therefore, an additional diffractive lens was multiplexed into the CPM and the image sensor was
positioned at the focal plane of this lens to fulfill the Fourier relations between the CPM and the
sensor plane in the GSA. Although the above modification improved the SNR, the system still required
at least two camera shots for creating bipolar holograms. In SCS-I-COACH, bipolar holograms are
indeed recorded but the two shots recorded in time are replaced by two shots recorded in space using
additional diffractive masks. The integration of two CPMs in the aperture plane using linear and
quadratic phase functions is shown in Figure 9. The optical configuration of SCS-I-COACH is shown
in Figure 10. An additional constraint is used in the GSA to limit the area of the intensity pattern
in the sensor plane. It should be noted that the space sharing of two raw holograms on the sensor
area reduces the FOV of the imaging system. Hence, in SCS-I-COACH, the single-shot capability is
obtained at the expense of a reduction in FOV and some reduction of SNR.

Figure 9. Engineering the aperture of SCS-I-COACH using linear and quadratic phase functions added
to the two CPMs.

Figure 10. Optical configuration of SCS-I-COACH. L1, L2—Refractive lenses; P—Polarizer;
SLM—Spatial light modulator; Blue arrows indicate polarization orientations.
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In the SCS-I-COACH setup, there are two image responses to the single object point. Therefore,
there are two Fourier transforms for CPM1 and CPM2 centered at (U/4,0) and (-U/4,0), respectively,
where U is the height of the sensor plane. The intensity in the sensor plane is given by,

I(u, v) = G1(u − U/4, v) + G2(u + U/4, v) (6)

where G1 = |�{exp(iΦCPM1)}|2 and G2 = |�{exp(iΦCPM2)}|2. The two intensity patterns G1 and G2,
corresponding to CPM1 and CPM2, respectively, are recorded, extracted and subtracted from each
other. The resulting intensity pattern is a bipolar PSH given by HPSH(z = 0) = G1(u, v)− G2(u, v).
A library of PSHs is created as described earlier by moving the pinhole to various axial locations. Next,
the object hologram is recorded for an object placed within the axial boundaries of the PSH library.
The object is considered as a collection of independent incoherent source points. If the system is linear
and shift invariant, the overall intensity response ID on the sensor plane is given by a sum of the entire
individual shifted impulse responses, as follows

ID = ∑
j

G1

(
u − zhuj

f0
− U

4
, v − zhvj

f0

)
+ ∑

j
G2

(
u − zhuj

f0
+

U
4

, v − zhvj

f0

)
(7)

The resulting bipolar object hologram HOBJ obtained by subtracting the individual responses is

HOBJ = ∑
j

G1

(
u − zhuj

f0
, v − zhvj

f0

)
− ∑

j
G2

(
u − zhuj

f0
, v − zhvj

f0

)
(8)

The object image is reconstructed by cross-correlating the object hologram with the PSH(z = 0) as

Iimg = HOBJ ⊗ HPSH =

[
∑
j
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f0
, v − zhvj

f0
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)
= O

(
uo
MT

, vo
MT

)
(9)

where ⊗ represents a two-dimensional correlation and MT = zh/f0 is the lateral magnification of
the imaging.

The GSA was designed to limit the area of the uniform magnitude on the sensor plane to be only
4.3 × 4.3 mm out of 14.3 × 14.3 mm. The linear phase values for the two CPMs were chosen to be
±0.7◦ such that, for zh = 25.4 cm, the intensity patterns are shifted by approximately 3 mm from the
optical axis. The system was trained using a pinhole with a diameter of 25 μm. Two objects, element
5 and 6 of group 3 of USAF resolution targets, were used. The relative distance between the two
objects was shifted by 4 mm in steps of 1 mm. The intensity responses for the input pinhole and the
corresponding bipolar hologram are shown in Figure 11a,b, respectively. The image responses for
the input of the two-plane object and the object hologram are shown in Figure 11c,d, respectively.
Various object holograms were recorded for the different locations of the two objects, and the resulting
bipolar holograms were reconstructed by a cross-correlation with the PSH library. The reconstruction
results are shown in Figure 12, demonstrating that although the FOV is limited, the background noise
is relatively low for a single camera shot. Because SCS-I-COACH is a single shot recording, it can be
used for recording the dynamic scene and for creating holographic videos of moving objects.
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Figure 11. (a) System response for the pinhole, (b) bipolar PSH, (c) system response for the object, and
(d) bipolar object hologram.

Figure 12. Reconstruction results of SCS-I-COACH.

2.1.4. FOV Extended I-COACH

In this section, we describe a technique to improve the FOV of I-COACH. The FOV of a typical
imaging system is limited by the ratio between the finite area of the image sensor and the magnification
of the optical system. For a given magnification, the limiting factor of the FOV is the finite size of the
image sensor. Different techniques have been developed for enhancing the FOV of an imaging system,
such as convolution techniques [57], particle encoding [58] and multiplexing of interferograms [59].
Recently, a robust yet simpler technique was developed for extending the FOV of I-COACH beyond
the limit dictated by the image sensor area [60].

The optical configuration of the I-COACH with extended FOV is shown in Figure 13. In this
technique, the GSA is directed to generate on the sensor plane an intensity pattern with the size three
times larger than the area of the image sensor. The pinhole is shifted to pre-calculated lateral locations
in the same axial plane, such that the different sections of the intensity pattern are projected on the
image sensor and recorded. The recorded parts of the intensity pattern are stitched into a larger
intensity pattern in the computer. The same process of recording and stitching is repeated using
a second CPM. Unlike the methods in [57–59], the FOV extension procedure in I-COACH is done
only once during the recording of the point holograms, with a relatively longer training, following by
a stitching procedure in the computer. Once the synthetic PSH library is created, the recording of the
object holograms is as simple as a regular I-COACH system.

I-COACH is a linear space-invariant system. Thus, the response on the camera plane for a 2D
object is a collection of independent point objects expressed as ∑j aj I1

(
ro − MTrj

)
, where I1 is the

response for a delta-function in the input, MT is the transverse magnification given by MT = zh/zs, zs is
the distance between the object and lens L2 and aj is a constant. The bipolar PSH is HPSH = I1-I2, and
the bipolar object hologram can be expressed as,

HOBJ = ∑
j

aj
[
I1
(
ro − MTrj

)− I2
(
ro − MTrj

)]
= ∑

j
aj HPSH

(
ro − MTrj

)
(10)
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where I2 is the impulse response with the second independent CPM. The image of the object inside the
FOV is reconstructed as

P(rR) =
�

∑
j

aj HPSH
(
ro − MTrj

)
H̃∗

PSH(ro − rR)dr0

= �−1

{
∑
j

aj|�{HPSH}| exp
(
iϕ − i2πMTrj · ρ

)
exp(−iϕ)

}
= ∑

j
ajΛ
(
rR − MTrj

) ≈ o
(

rR
MT

) (11)

For a transverse magnification of MT and sensor area of D × D, the size of FOV is S × S, where
S = D/MT. To extend the FOV by a factor of 3, the pinhole is shifted to nine locations resulting of shifts
of HPSH, and thus different areas of HPSH are overlapped with the image sensor. The corresponding
sections of the intensity patterns are detected separately, each time for the input δ(xs − Sk, ys − Sl),
where k,l = −1,0,1, and the nine intensities are stitched. Besides, the central object point, the remaining
8 pinholes are outside the FOV of the imaging system. The recorded part of the intensity pattern can
be expressed as I1(xo − Dk, yo − Dl)Rect[(xo, yo)/D]. The stitched intensity pattern is given by,

I1(xo, yo) =
1

∑
k=−1

1

∑
l=−1

I1(xo − Dk, yo − Dl)Rect
[
(xo, yo)

D

]
∗ δ(xo − Dk, yo − Dl) (12)

The process is repeated using the second CPM and the final bipolar PSH is HPSH = I1 − I2.
An object located outside the FOV of the system, around the point (kS,lS), can be expressed as
∑j ajδ

(
xs − xj + kS, ys − yj + lS

)
, for k,l = −1,0,1 [but (k,l �= (0,0))]. The bipolar out-of-FOV object

hologram, obtained by subtraction of the two intensity patterns, is given by

HOBJ(xo, yo) = ∑
j

HPSH
(
xo − MTxj − Dk, yo − MTyj − Dl

)
Rect

[
(xo, yo)

D

]
(13)

The object is reconstructed by a cross-correlation between the phase-only filtered synthetic H′
PSH and

the HOBJ as

P(rR) =
�

∑
j

HPSH
(
xo − MTxj − Dk, yo − MTyj − Dl

)
Rect

[
(xo ,yo)

D

]
×H′∗

PSH(xo − xR, yo − yR)dr0 = ∑
j

ajΛ
(
rR − MTrj − Dv

) ≈ o
(

rR
MT

− Dv
) (14)

where v = (k, l). The reconstruction is achieved because there is a high correlation between the
synthetic HPSH and HOBJ at (xR, yR) = (Dk, Dl).

The experiment was carried out using a pinhole with a diameter of 80 μm. The pinhole was shifted
to 8 positions outside the FOV, and the intensity patterns were recorded followed by the stitching
procedure. The experiment was repeated for an object made up of three transparent digits ‘6’, ‘0’ and
‘1’ from two optical channels. In channel-1, the object ‘0’ was mounted on the optical axis to be within
the FOV of the imaging system, whereas in channel-2, the objects ‘1’ and ‘6’ are mounted outside the
FOV of the imaging system. The images of the bipolar stitched PSH and zero-padded object holograms
are shown in Figure 14a,b, respectively.

Even though the optical configuration used for the FOV extension technique involves a diffractive
lens to satisfy the GSA condition between the SLM and sensor plane, there is additional background
noise due to the zero padding of the object hologram. To reduce the background noise, the averaging
technique was implemented with 20 samples. The reconstruction results using only the central part of
the PSH and synthetic PSH for the entire objects are shown in Figure 15a,b, respectively.
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Figure 13. Optical configuration of I-COACH for FOV extension. CPM—Coded phase mask; L1,
L2—Refractive lenses; P—Polarizer; SLM—Spatial light modulator; QPM—Quadratic phase mask.

Figure 14. Image of the (a) stitched PSH and (b) zero padded object hologram.

Figure 15. Reconstruction results using (a) regular PSH and (b) synthetic PSH.

The FOV extension technique is demonstrated in I-COACH system with an extension factor of 3.
However, with a longer training process, the FOV can be extended theoretically without limit. While
the FOV extension technique is demonstrated on a coded aperture holography system, the technique
can be easily adapted to other imaging systems by creating a synthetic point spread function and by
stitching the individual responses corresponding to different lateral locations of the pinhole.

2.1.5. Partial Aperture Imaging System

Partial aperture imaging is a technique to image objects through a part of the aperture area with as
close as possible resolution capabilities of the full aperture. In this section, the partial aperture imaging
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capabilities of I-COACH is summarized and compared with equivalent direct imaging systems. The
I-COACH systems with partial apertures are denoted as partial aperture imaging systems (PAISs) [61].
In order to retain the resolution of the full aperture, annular apertures are considered. In the design of
PAIS, an annular CPM is first synthesized using the GSA. As shown in Figure 16, the constraint on the
camera plane is a uniform magnitude over a limited desired area, and the constraint on the CPM plane
is a pure annular phase distribution and a zero transparency outside the ring. The obtained CPM is
multiplied by an annular diffractive lens (DL) to satisfy the Fourier transform relation between the
SLM and the camera planes. As shown in Figure 17, additional phase functions containing quadratic
and linear phases are introduced in the aperture plane to deflect and concentrate the light incident
outside the annular region away from the image sensor. The scheme of the laboratory imaging system
is shown in Figure 18. The hologram recording and reconstruction are similar to those of a regular
I-COACH. The light emitted from an object is collected and collimated using lens L2. The collimated
beam is modulated by the annular CPM and Fourier transformed on the sensor plane by the annular
DL. The light incident outside the CPM is deflected away from the sensor by the diffractive elements.
Like any COACH system, also in PAIS, a training stage is necessary to record the PSH library.

An experiment demonstrating PAIS was carried out [61] by a single optical channel to image an
NBS object with 14 lp/mm. Three intensity patterns were recorded using three different annular CPMs
synthesized from three different initial random phase profiles and composed into a complex hologram
using phase shifts θ1,2,3 = 0, 2π/3 and 4π/3. PAIS was trained using a pinhole with a diameter of 25 μm
with the same three CPMs. Direct imaging was compared against PAIS results using only the annular
diffractive lens. The recorded intensity patterns for the point object, object, reconstructions and direct
imaging results for different thicknesses (160, 80 and 40 μm of the annular CPMs corresponding to
different partial aperture ratios 0.06, 0.03 and 0.014) are shown in Figure 19.

Figure 16. Modified GSA for the synthesis of an annular CPM to render a uniform magnitude over a
limited area on the sensor plane.

Figure 17. Design of the aperture function for deflecting the light incident outside the annular CPM
away from the image sensor; DOE—Diffractive optical element.
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Figure 18. Optical configuration of PAIS. CPM—Coded phase mask; L1, L2—Refractive lenses;
P—Polarizer; SLM—Spatial light modulator; Blue arrows indicate polarization orientations.

Figure 19. (a1–a6), (b1–b6) and (c1–c6) Intensity patterns recorded for the pinhole and the object using
three different CPMs, (d1–d6) magnitude and (e1–e6) phase of the complex holograms of the respective
pinhole and the object, (f1–f6) their corresponding reconstructions and direct imaging for ring widths
of 40, 80 and 160 μm and (g1–g3) show the right top corner of the phase masks with ring widths 40, 80
and 160 μm, respectively.

The experiment was repeated for two plane objects made of two NBS targets 14 lp/mm and
16 lp/mm separated by 1 cm. The averaged reconstruction results of PAIS with 17 CPM sets were
compared with that of direct imaging for annular CPM widths of 40, 80 and 160 μm, respectively, as
shown in Figure 20. PAIS has demonstrated better performances compared to direct imaging, and the
images could be perceived even with an aperture ratio of only 1.4%, whereas direct imaging fails to
provide an image with an aperture ratio of 6%.

Figure 20. PAIS reconstruction results and direct imaging results for two z planes with ring widths of
40, 80 and 160 μm.
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In the current PAIS setup, a minimum aperture ratio of 1.4%, which corresponds to ring width of
5 pixels on the SLM, was studied. The performances of PAIS are better than those of direct imaging.
We believe that the proposed PAIS technology might be useful for future optical telescopic systems
and for synthetic aperture imaging with short scanning tracks.

3. System Applications

In this section, the various applications utilizing the special characteristics of the COACH
techniques are discussed. Due to a limited space of this review, we confine the discussion only
to the applications of 3D imaging, super-resolution imaging, and imaging through scatterers.

3.1. D Imaging

One of the foremost characteristics related to the term holography is 3D imaging. The 3D imaging
capability of holography has been the main feature, which has made the area of research attractive
at the time of its invention. In general, many types of holograms contain 3D information of the
observed object such that 3D image can be reconstructed from these holograms. The entire holograms
presented in the previous section have 3D imaging capabilities. COACH-based methods have the
same axial resolution as direct imaging, but the use of incoherent interferometers makes these methods
less attractive. Therefore, the newly introduced incoherent digital holography techniques without
two-wave interference, namely, I-COACH, seem the best candidates for 3D imaging. In this section,
the imaging by I-COACH of real 3D objects distributed on multiple transverse planes is discussed.

D Imaging with I-COACH

As mentioned in Section 2.1.2, I-COACH is capable of recording 3D objects and reconstructing
the 3D image, without two-wave interference. In this subsection, we describe the experiment carried
out in [54] as a typical example of 3D holographic imaging by I-COACH. The experimental I-COACH
setup for imaging 3D reflective objects is shown in Figure 21. In channel-1, a pinhole with a diameter
of 25 μm was used. The light emitted from the object passes through a beam splitter BS1 and is
collimated by a lens L2 with a focal length of f 0 = 20 cm. The collimated light is polarized by P1 along
the active axis of the SLM and modulated by the CPM displayed on the SLM mounted at 20 cm from
the lens L2. The intensity patterns are recorded by a digital camera mounted at Zh = 40 cm from
the SLM. In channel-1, the pinhole is shifted to various axial locations and a PSH library is created.
In channel-2, an object is critically illuminated by an illumination system using the same beam splitter
BS1. Three different objects, namely, a LED, two one-cent coins, and stapler pins were selected for the
study. Three intensity patterns were recorded for each object and averaged with 20 such sets of CPMs.
Cross-correlations of the synthesized complex holograms with the PSH library extracted the different
planes of the objects. In this case, we did not use the phase-only filtering in order to reconstruct the
above objects with greyscale intensity values. The reconstruction results of I-COACH for the three
objects after averaging are compared with direct imaging as shown in Figure 22a–c, respectively. The
reconstruction results of I-COACH reveal that the performance of averaged I-COACH is close to that
of direct imaging.

3.2. Super-resolution Imaging by Coded FINCH Technique

The image resolution of a general optical system is governed by two parameters, namely,
wavelength and the NA [62]. Improving the resolution using shorter wavelengths is not always
feasible or practical. A more practical way to improve the image resolution is to increase the NA.
Increasing the NA requires increasing the diameter of the system aperture or alternatively using special
techniques to enhance the resolution without changing aperture diameter. In the following, the lateral
resolution enhancement of COACH is discussed.
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Figure 21. Experimental setup of I-COACH for recording 3D objects. BS1 and BS2—Beam
splitters; BPF—Band pass filter; SLM—Spatial light modulator; L1A and L1B—identical refractive
lenses; CPM—Coded phase mask; LED1 and LED2—identical Light emitting diodes; P1—Polarizer;

—Polarization direction perpendicular to the plane of the page.

Figure 22. 3D imaging reconstruction results of I-COACH (a) Two one-cent coins, (b) LED and
(c) Stapler pins.

The following technique of resolution enhancement is based on the idea that a scattering mask
positioned between the observed object and the entrance of an imaging system can increase the
effective NA of the system, and thus can improve the resolution. An early implementation of this
idea was proposed by Charnotskii et al. [63]. A modern version of this technique, with the ability to
control the size of the effective NA, is termed coded FINCH (C-FINCH) and is actually a combination
between COACH and FINCH [64]. C-FINCH was designed in order to improve the lateral resolution
beyond the inherent limit of FINCH. Moreover, C-FINCH was planned in order to maintain any of
the basic advantages of both COACH and FINCH, such as motionless, compactness and the use of
a single optical channel.

The optical configuration of the proposed C-FINCH system is shown in Figure 23 [64]. A laser
light emitted from a point object is incident on SLM1 on which a CPM is displayed. The scattering
degree of the CPM is calibrated by the GSA. When as much of the area of the CPM spectrum is
constrained to be wider, the scattering degree becomes higher [64]. The scattering degree is defined as
σ = B/Bmax, where B and Bmax are the constrained area and maximal area in the spectral domain of the
GSA, respectively.

The scattering mask displayed on the SLM1 scatters the incident light and acquires the high
spatial frequencies discarded by the system without the CPM, due to the limited NA. The scattered
light is collected by lens L1 and directed into the dual lens FINCH setup. Polarizers P1 and P2 are used
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for the polarization multiplexing scheme in FINCH [27]. A refractive lens L2 with a focal length of
fo after the SLM2 is used for implementing the dual lens FINCH [31]. DL with a focal length of fd is
displayed on SLM2. As a result of the CPM on SLM1, the two interfering waves are distorted due to
the scattering characteristic of the CPM. The two chaotic waves propagate to the image sensor located
at a distance of zh from the SLM2 and create an interference pattern recorded by the sensor. The bias
and twin image terms are removed using the phase shifting procedure as in ordinary FINCH [23].
The three recorded raw holograms for θ1,2,3 = 0◦, 120◦ and 240◦ are superposed to obtain a complex
hologram. The magnitude of the PSH recorded using a pinhole with a diameter of 5 μm, for different
values of the scattering degree σ, is shown in Figure 24.

Figure 23. Optical configuration of C-FINCH with a scattering mask. CPM—Coded phase mask;
L0,1,2—Refractive lenses; P1,2—Polarizers; SLM—Spatial light modulator; θm—is the maximal angle
diffracted from the object acquired by the system; Blue arrows indicate polarization orientations.

Figure 24. The magnitude of the PSH for different values of the scattering degree σ.

The relation between the sensor plane and SLM1 (CPM) can be approximated to a Fourier relation
with a scaling factor of λd1zh/fo, where λ is the central wavelength of the illumination [64]. If SLM1

is illuminated by a beam with a diameter of D, the resolution limit in the sensor plane is given as
λd1zh/(Dfo) ∼= MTλ/(2sinθm), where θm is the maximal angle between the optical axis and the marginal
ray originated from the center of the object, scattered into the system and recorded by the camera. The
resolution limit on the object plane is λ/(2sinθm), and the angle θm is given by [64],

sin θm =
λσ

2 f0Δ
( f0 − d1) +

w
2 f0

(15)
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where Δ is the pixel size of the CPM, w is the diameter of the input aperture of the FINCH system.
Since sinθm is directly dependent on the scattering degree σ, the scattering mask indeed extends the
effective NA of the C-FINCH from the initial value w/2f 0 of FINCH. Therefore, the scattering mask
has expanded the effective NA and improved the resolution of the imaging system.

While the scattering mask improves the lateral resolution, there is a loss of FOV in the object
plane. The FOV in the object plane in the absence of the CPM is V0 × V0. On the image sensor, the
magnification factor projects the FOV to MT(V0 × V0). In Figure 24, it is seen that with an increase in
the scattering degree σ, the area of the interference pattern on the hologram plane increases resulting
in a decrease of the FOV. The area of the intensity distribution on the camera is about DI × DI,
where DI = λd1σzh/(foΔ). Therefore, the FOV of C-FINCH at the object plane is Vc × Vc, where
Vc = V0 − λd1σzh/( foΔ · MT) = V0 − λd1σ/Δ. Therefore, with an increase in the scattering degree,
the lateral resolution is improved while the FOV decreases.

After recording the PSH, the experiment was repeated for a USAF target located at the same
axial location as the pinhole and the object holograms were recorded. The image of the target is
reconstructed by cross-correlating the object and the point object holograms. The improved resolution
of the reconstructed images for different values of the scattering degree σ is shown in Figures 25 and 26.
The loss of FOV with an increase in the scattering degree σ is also clearly shown in Figures 25 and 26.

Figure 25. (a) Direct imaging result, (b) reconstruction result of FINCH and (c–i) C-FINCH
reconstruction results for different values of the scattering degree σ.

Figure 26. Reconstruction results of C-FINCH for different values of the scattering degree σ.

In conclusion, the techniques of COACH and FINCH can be combined such that the lateral
resolution of FINCH is controllably enhanced. A side effect of the resolution enhancement is some loss
of the FOV.

3.3. Imaging through Scatterers

Imaging through scatterers is often considered a challenging task [65–68] and it is necessary to
find new techniques for imaging through scatterers. In this section, the COACH principles are applied
for imaging through scatterers on one hand and on the other hand, we show how scatterers can be
used for 3D imaging.

Recently, several techniques of imaging through scatterers using incoherent light have been
proposed [65–68]. Based on I-COACH, we have recently proposed an interferenceless incoherent
digital holography technique for imaging objects through a thin scattering medium [69]. The optical
configuration of the proposed technique is shown in Figure 27.

An incoherent source illuminates a point object and the light emitted from the point object is
scattered by the scattering sheet. The scattered light is collected by a lens L2 with a focal length f =
(1/zs+1/zh)−1 and is focused on the image sensor. In the absence of the scattering sheet, the optical
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configuration becomes a single lens imaging system. The recorded intensity pattern for the point object
is termed as the point spread hologram IPSH given as,

IPSH(r0) = C
∣∣∣ν[ 1

λzh

]
�
[

L
(

rs
zs

)
exp(iΦr)

]∣∣∣2
= C

∣∣∣ν[ 1
λzh

]
�[exp(iΦr)]

∣∣∣2 ∗ δ
(

r0 − zh
zs

rs

) (16)

where C is a constant, r0 = (x0, y0) is the transverse location vector on the sensor plane, and Φr is the
chaotic phase profile of the scatterer. A library of PSHs is recorded at various axial locations. An object
is placed at the same axial location and the corresponding recorded intensity pattern is given by

IOBJ(r0) = ∑
j

aj IPSH

(
r0 − zh

zs
rj

)
(17)

where each aj is a positive real constant. The Fourier transform of IOBJ is given by

I′OBJ = �{O ∗ IPSH} = O′ · ∣∣I′PSH
∣∣ exp

(
iarg
{

I′PSH
})

(18)

where, I′OBJ , O′ and I′PSH are 2D Fourier transforms of IOBJ , O and IPSH , respectively. The object
image IIMG is reconstructed by cross-correlating IOBJ with the filtered version of IPSH, as follows

IIMG(rR) = �−1{I′OBJ |I′PSH |γ exp(−iarg{I′PSH})}
= ∑

j
ajΛ
(

rR − zh
zs

rj

)
≈ o
(

rs
MT

)
(19)

where rR = (xR, yR) is the transverse location vector on the reconstruction plane and γ (−1 ≤ γ ≤ 1)
is chosen to maximize the SNR. The SNR can be improved by using two or three intensity recordings
as shown in the case of I-COACH techniques [54,64].

The experiment was carried out using a pinhole with a diameter of ≈100 μm and USAF
objects (element 6 of group 2 and numeric digit 6 of group 2). The reconstructing filter was
given as |I′PSH |γ exp(−jarg{I′PSH}) where the optimal γ for the tested object was γ = −0.3.
The intensity patterns for the pinhole and object, the image of the filter magnitude for γ = −0.3
and the reconstruction of a single camera shot are shown in Figure 28a–d, respectively. The spacing
between the two USAF objects was modified to 3 mm and the experiment was repeated for this case.
The IOBJ was recorded again and reconstructed using the IPSH recorded at the two planes of the object.
The reconstruction results using the two IPSHs are shown in Figure 29a,b, respectively.

Figure 27. Optical configuration for imaging through a scatterer [69].
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Figure 28. Intensity patterns of (a) IPSF, (b) IOBJ, (c) image of the filter magnitude with γ = −0.3, and
(d) single shot reconstruction of an object.

Figure 29. Reconstruction results of the two planes of the object (a) at z = 0 and (b) separated by 3 mm.

The SNR of the reconstructed images can be improved by recording multiple intensity patterns
using different scatterers and averaging over the entire reconstructions as in the case of COACH
systems [52]. Alternatively, improvement of the SNR can be achieved using a nonlinear correlator
in which both spectral amplitudes of IOBJ and of IPSH are raised to a power of two independent
parameters, which are optimized for maximum SNR [70,71].

The I-COACH techniques are simple and useful for imaging through scatterers. However, the
need for recording the point spread hologram makes this technique invasive for seeing through
biomedical tissues. In another way, this technique can be used to convert any 2D imager into a 3D
imager by attaching a scatterer to the lens. Once the system is calibrated by the recording of the
point spread holograms for some longitudinal range, a 3D image of the object can be reconstructed by
cross-correlation with the PSH library.

4. Discussion and Conclusions

Several different configurations of the COACH recorder have been reviewed herein. Initially, the
concept of COACH was suggested as a different 3D incoherent holographic technique with better
axial resolution than FINCH. However, along the development of these family of systems, several new
advantages have been revealed which might justify using COACH and especially I-COACH even as
a 2D imaging system.

One unique advantage of I-COACH concept implemented by PAIS technique is the ability to
image through an annular aperture of diameter D with the similar resolution of a full-disc aperture of
the same diameter D. To the best of our knowledge, [61] is the first study which shows that an annular
aperture can image general targets without substantial reduction of the image resolution. Annular
aperture imaging is a new technology to image objects through part of the aperture area with as close
as possible resolution capabilities of the full aperture. By using this new imaging method, the area of
the optical aperture can be reduced by at least two orders of magnitude without a substantial reduction
of the imaging resolution, as long as the reduced aperture is in a shape of a ring along the border of
the original aperture. This statement has practical and theoretical importance. In the practical aspect,
the method proposed in [61,72] offers much more efficient imaging in the sense of weight and aperture
utilization. In the theoretical aspect, it was demonstrated that reducing the aperture by two orders of
magnitude still enables us to transfer the same amount of information transmitted by the original clear
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aperture. PAIS with annular aperture can be adapted for implementation in biomedical optical devices
as well as in space-based and ground-based telescopes. The preliminary results shown in [61,72] using
a laboratory model are highly promising and might be a significant contribution to the field of imaging.

Another breakthrough in the applications of COACH and I-COACH is the resolution
enhancement [64,73]. We have proposed and demonstrated a new technique in which a superresolution
can be achieved by inserting a scattering mask between the object and the imaging lens [64].
The technique does not require any change of illumination, optical configuration, and in the case of
non-linear I-COACH [70,73] does not need more than a single camera shot. Moreover, the method
is a non-scanning and motionless technique. In principle, this technique can be implemented in
almost any imaging system by inserting the scattering mask between the object and the entrance
pupil. The penalty paid for the resolution enhancement is an additional one-time calibration stage
and a longer time reconstruction process to obtain a high SNR. The proposed technique is not limited
to only a single lens optical system but can be used in any imaging system such as microscopes,
telescopes, and any diffraction limited imaging system. Practically, in microscopes with a working
distance of a millimeter or less, it is impossible to introduce SLM between the specimen and the
objective, certainly not a reflection SLM as described in this review. However, we believe that a thin
constant diffuser might be effective to enhance the resolution of any existing microscope.
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Abstract: The quality of reconstructed images in relation to the bit depth of holograms formed
by wavelength-selective phase-shifting digital holography was investigated. Wavelength-selective
phase-shifting digital holography is a technique to obtain multiwavelength three-dimensional (3D)
images with a full space-bandwidth product of an image sensor from wavelength-multiplexed
phase-shifted holograms and has been proposed since 2013. The bit resolution required to obtain
a multiwavelength holographic image was quantitatively and experimentally evaluated, and the
relationship between wavelength resolution and dynamic range of an image sensor was numerically
simulated. The results indicate that two-bit resolution per wavelength is required to conduct color
3D imaging.

Keywords: three-dimensional imaging; digital holography; multiwavelength digital holography;
color holography; phase-shifting interferometry; phase-shifting digital holography

1. Introduction

Holography [1,2] is a technique utilizing interference of light to record a complex amplitude
distribution of an object wave. The recorded information is called a “hologram”. A three-dimensional
(3D) image is reconstructed from the hologram by utilizing the diffraction of light. Holography can
be used to record and reconstruct a 3D image of an object or a phase distribution of a wave without
having to use multiple cameras or an array of lenses. Furthermore, 3D motion-picture images of
any ultrafast physical phenomenon (such as light pulse propagation in 3D space) can be recorded
and reconstructed with a single-shot exposure [3,4]. Digital holography (DH) [5–9] is used to record
a digital hologram that contains an object wave and reconstructs both the 3D and quantitative phase
images of an object by using a computer. DH can potentially be applied to the fields of not only
ultrafast optical 3D imaging [10] but also microscopy [6,11,12], particles and flow measurements [13],
quantitative phase imaging [14], lensless 3D imaging with incoherent light [15], multidimensional

Appl. Sci. 2018, 8, 2410; doi:10.3390/app8122410 www.mdpi.com/journal/applsci45



Appl. Sci. 2018, 8, 2410

bio-imaging [16], multiwavelength 3D imaging [17], depth-resolved 3D imaging [18], simultaneous
recording of multiple 3D images [19], and encryption [20].

Since a full space-bandwidth product of an image sensor is available, phase-shifting DH [21–23]
is one way to capture an object wave. Using phase-shifting DH with multiple wavelengths,
which is termed color/multiwavelength phase-shifting DH, 3D surface-shape measurements with
multiwavelength phase unwrapping [24] and lensless color 3D image sensing [25,26] have been
reported. DH using red-, green-, and blue-wavelengths is usually called “RGB digital holography”,
“three-wavelength DH”, and “multiwavelength DH”. In this paper, we call DH with multiple
wavelengths “two/three-wavelength DH” or “multiwavelength DH” because DH using two-green-
and one-blue-wavelengths was simulated. In regard to multiwavelength phase-shifting DH, two types
of representative implementations have been reported: temporal division [24] and space-division
multiplexing [25,26] of multiple wavelengths. In the case of temporal division, wavelength information
is sequentially recorded by changing the wavelengths of light to form a hologram. Mechanical shutters
or operations to turn the light sources on and off are required for selecting the recorded wavelength.
Three phase-shifted holograms are required at a wavelength [27] and nine holograms are needed
for three-wavelength DH. Therefore, temporal division requires much time for multiwavelength
3D imaging. In the case of space-division multiplexing, red-, green-, and blue-wavelengths are
simultaneously recorded by using a color image sensor with a Bayer color-filter array. Three exposures
are required to obtain a multicolor holographic image. However, both recordable wavelength
bandwidth and space-bandwidth product are determined by the array and therefore spatial
information and wavelength selectivity is partially sacrificed. In the case of space-division multiplexing,
crosstalk between multiwavelength object waves occurs when the wavelength selectivity of the array
is insufficient [28]. The field of view (FOV) and spatial resolution of the DH system are decreased
by the array due to the sacrifice of the space-bandwidth product of a hologram at each wavelength.
The FOV is decreased by 75% compared to phase-shifting DH with a single wavelength.

In the case of color/multiwavelength digital holography, not only temporal-division [24] and
space-division multiplexing [25,26], which are generally adopted for multiwavelength imaging in
an imaging system, but also spatial division [27–29], temporal frequency-division multiplexing [30–33],
and spatial frequency-division multiplexing [34–36] can be merged to record multiple wavelengths.
In the case of general imaging systems, wavelength information is temporally or spatially separated.
Spatial division is being actively researched because neither temporal nor spatial resolutions
are sacrificed. However, in the case of space division, alignment of multiple image sensors is
a problem. Numerical correction is reported to solve this problem effectively [29]. On the other
hand, holographic multiplexing makes it possible to record multiwavelength/color information by
using a monochrome image sensor and to reconstruct it from wavelength-multiplexed image(s).
In the 1960s, Lohmann presented the concept of recording a multidimensional image by holographic
multiplexing [37], which is based on spatial frequency-division multiplexing [34–36]. This multiplexing
enables single-shot multidimensional holographic sensing and imaging; however, it sacrifices the
spatial bandwidth available for recording each object wave at each wavelength as the number of
wavelengths is increased. As another means of holographic multiplexing, temporal frequency-division
multiplexing has been researched, and it provides a wide spatial bandwidth regardless of the number
of wavelengths [29–31]. As for temporal frequency-division multiplexing technique, Fourier and
inverse Fourier transforms are calculated for each pixel to separate wavelength information. To obtain
a color 3D image, however, many wavelength-multiplexed images and an image sensor with a high
frame rate are needed.

Since 2013, we have been proposing an interferometric technique which selectively extracts
wavelength information by using wavelength-multiplexed phase-shifted interferograms to measure
multiwavelength object waves without using a color-filter array [9,38–43]. As for the proposed
interferometry, multiwavelength information is multiplexed both on the space and in the spatial-frequency
domain, and it is then separated in the polar coordinate plane by using wavelength-dependent phase shifts.
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Hereafter, multiwavelength DH based on the proposed interferometry is termed wavelength-selective
phase-shifting DH (WSPS-DH). Applying the WSPS-DH provides a full space-bandwidth product of
an image sensor at each wavelength regardless of the number of wavelengths measured. Moreover,
operations to change the wavelengths of light to form a hologram are not required. When the number
of wavelengths is N, only 2N+1 wavelength-multiplexed images are required for multiwavelength
3D image sensing [9,38–40], while 3N holograms are recorded in the temporal division. Recordable
wavelength bandwidth is determined by the spectral sensitivity of the monochrome image sensor.
Therefore, both wavelength and spatial bandwidth of the WSPS-DH are greater than those of the
space-division multiplexing with a color image sensor. After the initially reported WSPS-interferometry
was reported, WSPS-DH utilizing 2N wavelength-multiplexed images was proposed [41]. In the
primitive scheme [38–41], phase ambiguity of 2π was utilized to selectively extract multiwavelength
object waves, and then a technique employing arbitrary phase shifts for rigorously retrieving
object waves at multiple wavelengths by using 2N+1 holograms was proposed [9,42,43]. Although
Doppler phase-shifting color DH [31,32] has also been proposed as another holographic multiplexing
technique with a full space-bandwidth product, it requires the recording of a large number of
images. WSPH-DH requires only 2N holograms at least [41] by employing two-step phase-shifting
interferometry [44–49], while 512 holograms are required for Doppler three-wavelength phase-shifting
DH [32]. Therefore, WSPH-DH accelerates measurement speed by more than 80 times when recording
three wavelengths [39,41]. The proposed DH has the potential to obtain a multiwavelength holographic
3D image with a small number of recordings without any color absorption. It thus enables multimodal
cell imaging with low light intensity when applied to biological microscopy. Moreover, in principle,
it alleviates light damage to living cells during multidimensional holographic imaging.

However, it is necessary to consider the influence of bit depth of the recorded holograms on
the quality of the reconstructed image. This is because the proposed DH multiplexes holograms at
multiple wavelengths on a monochrome image sensor, and available bit depth per wavelength is
sacrificed. Furthermore, in the case of the proposed DH, it is worth evaluating whether the dynamic
range of holograms is related to wavelength resolution because wavelength information is selectively
extracted by using the wavelength dependency of the intensity changes induced by the phase shifts
of holograms.

In this paper, we investigate image quality in relation to the dynamic range of holograms formed
by wavelength-selective phase-shifting DH. Image quality and wavelength resolution in relation to
dynamic range are analyzed with numerically and experimentally obtained holograms.

2. Wavelength-Selective Phase-Shifting Digital Holography (WSPS-DH)

A schematic of WSPS-DH is shown in Figure 1. WSPS-DH is enabled by the wavelength
dependency of the intensity change induced by wavelength-dependent phase shifts of interference
light. By introducing wavelength-dependent phase shifts to interference light, wavelength information
is separated in the polar coordinate plane. A phase shifter such as a mirror with a piezo actuator,
a liquid crystal, a birefringent material, a spatial light modulator, an acousto-optic modulator,
or an electro-optic modulator is used to generate the phase shifts. When multiwavelength information
is recorded, light at wavelengths are not absorbed by a filter, and wavelength-multiplexed phase-shifted
holograms are sequentially obtained by changing the phases of interference fringes. Object waves
at multiple wavelengths are separately obtained from the recorded wavelength-multiplexed images
when phase-shifting interferometry selectively extracts wavelength information [9,38–43]. Diffraction
integrals are applied to the extracted object waves, and a multiwavelength holographic 3D image is then
reconstructed. Since no light at wavelengths are absorbed by a filter, WSPS-DH is expected to achieve
high light-use efficiency. When the WSPS technique is compared to temporal frequency-division
multiplexing, the number of recordings can be reduced, and measurement speed can be increased.

Up to now, 2π ambiguity of phase [38–41] or arbitrary symmetric phase shifts [9,42,43] are utilized
to extract each object wave rigorously by solving systems of equations. Combining 2π phase ambiguity
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and arbitrary symmetric phase shifts enables a multiwavelength holographic 3D imaging with only
2N wavelength-multiplexed holograms and in total less than 1000 nm of movement of a mirror with
a piezo actuator [50,51].

Figure 1. Schematic of wavelength-selective phase-shifting DH (WSPS-DH).

3. Image Quality in Relation to Bit Depth of Wavelength-Multiplexed Holograms

3.1. Experimenal Results

The quality of the reconstructed image in relation to bit depth of wavelength-multiplexed
holograms was investigated by using experimentally obtained holograms [40]. The constructed
optical system, the method of generating phase shifts, phase shift α, and the specification of the
lasers used are described in Reference [40]. Two lasers with oscillation wavelengths of 640 nm and
473 nm, respectively, were set to record five two-wavelength-multiplexed holograms. A monochrome
complementary metal-oxide semiconductor (CMOS) image sensor was used to record the holograms.
The sensor has 12 bits, 2592 × 1944 pixels, and a pixel pitch of 2.2 μm. Two overhead projector
(OHP) transparency sheets were set as a color 3D object. The logo of the International Year of Light
and the characters “2015” were drawn on the sheets, and blue- and red-color films were attached to
the logo and characters, respectively. A red “2015” sheet and a blue logo one were set at different
depths. Five wavelength-multiplexed holograms were obtained by utilizing 2π ambiguity of the phase,
and a color 3D image was reconstructed with the algorithm described in Reference [40]. Holograms that
have less than 8-bit resolution were generated from the recorded holograms numerically. Object images
were reconstructed by using compressed holograms in which bit depth was changed from 1 to 7 bits.
Then, the images obtained by holograms without compression were regarded as the true values,
and the cross-correlations coefficient (CC) and root-mean-square error (RMSE) of the reconstructed
images were calculated.
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Color object images obtained from the compressed holograms are shown in Figure 2. The images
were reconstructed by using two-wavelength-multiplexed holograms with resolution of more than
2 bits. As bit resolution was decreased, the reconstructed images degraded gradually. However,
a clear color object image was reconstructed even when the number of bits was 4. Furthermore,
a two-wavelength object image was reconstructed from holograms with 3-bit depth resolution.
To investigate the quality of the reconstructed images quantitatively, CC and RMSE of the intensity
images at respective wavelengths were calculated. Graphs of CC and RMSE are plotted in Figure 3.
Maximum- and minimum-intensity values of the images were set as 255 and 0, respectively. A CC
of nearly 0.8 and a RMSE of 1/10 maximum value were obtained when bit depth was 5. From the
quantitative evaluations and Figure 2, it can be concluded that quite similar images are reconstructed
even when the image sensor had a resolution of less than 8 bits.

Figure 2. Experimental results: reconstructed images when bit depths of holograms are compressed to
(a) 2, (b) 3, (c) 4, (d) 5, (e) 6, and (f) 7 bits.

Figure 3. Quantitative evaluations of experimental results: (a) cross-correlations coefficient (CC) and
(b) root-mean-square error (RMSE) of the reconstructed amplitude images.
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3.2. Numerical Simulations

To investigate image quality and validate the experimental evaluations, in the case that bit depth
of the image sensor was from 1 bit to 16 bits, image quality of reconstructed images was numerically
simulated for three-wavelength WSPS-DH. A random pattern was set as the phase distribution of the
object wave because scattering object waves were assumed. For color-intensity images, a photographic
image of a flower and grass was prepared. For wavelengths of red-, green-, and blue-color light sources,
640 nm, 532 nm, and 488 nm were assumed. In the simulation, the distance between the object and
image sensor was set to 150 mm, pixel pitch to 2.2 μm, and the number of pixels of the image sensor
to 512 × 512. It was assumed that phase shifts were generated by a mirror with a piezo actuator and
the mirror was moved 0 nm, 61 nm, ±244 nm, and ±488 nm sequentially. The intensity ratio between
object and reference waves was 1:4 at each wavelength. Resolution of the image sensor was changed
from 1 to 16 bits. Six wavelength-multiplexed phase-shifted holograms were obtained numerically
and three-wavelength object waves were reconstructed by WSPS-DH [50,51]. Reconstructed images in
the numerical simulation are shown in Figure 4. In the same manner as revealed by the experimental
results, as bit resolution was decreased, the reconstructed images degraded gradually. However, a clear
multicolor object image was reconstructed even when the number of bits was 6. As shown in Figure 5,
CCs of the reconstructed amplitude images were more than 0.8 when bit depth of the image sensor
was decreased to 6 bits. Furthermore, although the color of the reconstructed image differed from
that of the object, a three-wavelength object image was reconstructed even when the image sensor
had a 4-bit depth resolution. On the other hand, it was found that RMSE and CC of the reconstructed
phase distribution were worse than those of the amplitude images. For phase measurement and 3D
shape measurement with multiwavelength phase unwrapping, an image sensor with high dynamic
range is required. Using an image sensor with resolution of more than 9 bits will result in performance
of less than RMSE of λ/20 [rad] in phase. Analysis for smooth phase distribution is a future work.

Figure 4. Numerical results: Reconstructed images when bit depths of holograms are (a) 2, (b) 3, (c) 4,
(d) 5, (e) 6, and (f) 7 bits.
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Figure 5. Quantitative evaluations for numerical results: CC of reconstructed (a) amplitude and
(b) phase images and RMSE of reconstructed (c) amplitude and (d) phase images.

The experimental and numerical results indicate that a resolution of at least 2 bits per wavelength
in each hologram is required to obtain a multiwavelength 3D-object intensity image, and a color 3D
image with a small color shift can be reconstructed when the sensor has more than 2-bit resolution per
wavelength. Measurement error is reduced as bit depth is increased in the same manner as an ordinary
imaging system; however, a faithful object intensity image can be reconstructed in a case of resolution
of much less than 8 bits. The numerical results also show that using a low-bit image sensor causes
a large error in phase measurement; therefore, an image sensor with more than 9 bits is desirable in
the case of 3D shape measurement with phase information at multiple wavelengths.

4. Numerical Analysis of the Wavelength Resolution Against Dynamic Range of Holograms

The relation of wavelength resolution to bit resolution of holograms was numerically investigated.
It was assumed that the optical setup is based on three-wavelength phase-shifting DH using
a monochrome image sensor and a mirror with a piezo actuator under the following conditions.
It was assumed that three-wavelength WSPS-DH with six wavelength-multiplexed holograms [50,51]
was used and the mirror was moved 0 nm, 61 nm, ±488 nm, and ±732 nm sequentially. A color
image and a rough surface were set as amplitude and phase distributions in 3D space, respectively.
To investigate image quality quantitatively, CC and RMSE of the reconstructed images were calculated.
It was initially assumed that the three wavelengths of light sources were λ1 = 640 nm, λ2 = 532 nm,
and λ3 = 488 nm. After that, wavelength λ1 was set as 607, 589, 561, 556, 552, 546, 540, 534, 533,
or 532.5 nm to investigate wavelength resolution of WSPS-DH. The wavelengths were determined
from commercially available continuous wave (CW) lasers with long coherence lengths. Pixel pitch
was 2.2 μm, and the number of pixels was 512 × 512. The wavelength resolution under the three
conditions was investigated: an image sensor having 8-, 12-, and 16-bit resolutions. To investigate
wavelength resolution of WSPS-DH under ideal conditions, no random noise such as incoherent stray
light and dark-current noise was added to holograms.

Reconstructed images obtained by this numerical simulation are shown in Figure 6, and graphs
of calculated RMSE and CC of the amplitude and phase images at λ2 are plotted in Figure 7. High CC
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means that faithful images were obtained and low RMSE indicates that multiwavelength 3D image
measurement was high precision. The numerical results clarify that high CC was obtained even when
the wavelength difference was less than 10 nm when an 8-bit image sensor was used. However, in the
case an 8-bit image sensor was used, it was difficult to observe an object image clearly when the
wavelength difference was within 2 nm. The difference between phase shifts added at neighboring
wavelengths was small and the wavelength dependency of the intensity change induced by the
wavelength-dependent phase shifts also became small. It is considered that an 8-bit image sensor
could not detect weak wavelength dependency of the intensity change by the quantization. In contrast,
in the cases of using an image sensor with 12- and 16-bit resolutions, object waves were successfully
reconstructed because the image sensor captured weak wavelength dependency of intensity changes
by phase shifts. An image sensor with 16 bits can record smaller intensity changes; therefore, higher CC
and lower RMSE were obtained. These results indicate that wavelength resolution can be improved
by increasing the bit depth of an image sensor. It is worth noting that this feature is characteristic of
WSPS-DH. Thus, a guideline for selecting an appropriate image sensor was confirmed successfully.

Figure 6. Numerical results concerning wavelength resolution in relation to the bit depth of an image
sensor. Reconstructed images when (a–d) 8-bit, (e–h) 12-bit, and (i–l) 16-bit image sensors were used.
Wavelength differences are (a,e,i) 0.5 nm, (b,f,j) 1 nm, (c,g,k) 2 nm, and (d,h,l) 8 nm.
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Figure 7. Quantitative evaluations of reconstructed images at λ2: CC of reconstructed (a) amplitude
and (b) phase images, and RMSE of reconstructed (c) amplitude and (d) phase images.

5. Discussion

The reason for a color shift in the numerical simulation is discussed. In comparison with the
experimental results, the results of the numerical simulation show that the color of the reconstructed
images shifts remarkably when bit depth of wavelength-multiplexed holograms is low. Here, the value
of the wavelength difference is focused on, and λ2 is set to 561 nm instead of 532 nm to adjust the
wavelength difference for three wavelengths in the numerical simulation described in Section 3.2.
The numerical results when setting the wavelengths to 488, 561, and 640 nm are shown in Figure 8.
The images indicate that at least 2-bit resolution per hologram at a wavelength is required, and a color
3D image with a small color shift by using an image sensor that has more than 2-bit resolution per
wavelength. However, color shift was obviously decreased by increasing the difference of neighboring
wavelengths λ2 and λ3. This trend can be explained by the fact that, as described in Section 2, WSPS-DH
is enabled by the wavelength dependency of the intensity change induced by wavelength-dependent
phase shifts of interference light. When the difference between λ2 and λ3 was small, the effect for
wavelength-dependent intensity change also became small. Selective extraction of object waves at λ2

and λ3 were difficult as the bit resolution was decreased because the wavelength-dependent intensity
change was small and an image sensor with low bit resolution was not able to detect the change.
As a result, the CC of λ1 was relatively high and the RMSE was relatively low, so the object-intensity
image at λ1 was clearly reconstructed in comparison to those at λ2 and λ3. Quantitative evaluations
shown in Figure 5 supported this finding because the CC was higher and the RMSE was lower at λ1.
In contrast, in the simulation shown in Figure 8, the wavelength-dependent intensity change became
large by increasing wavelength-dependent phase shifts, and therefore each of three object waves was
reconstructed from holograms with 4-bit resolution. As a result, the color was improved. From the
experimental results presented in Section 3.1 and the numerical results presented in this section, it is
clear that the color 3D-image sensing can be achieved when using an image sensor with more than
2-bit resolution per wavelength.
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Figure 8. Numerical results presented in Section 3.2 under the assumption that λ2 is 561 nm instead
of 532 nm. Reconstructed images when bit depths of holograms are (a) 2, (b) 3, (c) 4, (d) 5, (e) 6,
and (f) 7 bits.

6. Conclusions

The quality of reconstructed images in relation to dynamic range of holograms generated by
WSPS-DH was investigated. Quantitative, experimental, and numerical results clarified the required
bit resolution to obtain a multiwavelength holographic image and the relationship between the
wavelength resolution and dynamic range of an image sensor. Experimental and numerical results
indicate that 2-bit resolution per hologram at a wavelength is required to obtain a multiwavelength
3D-object intensity image at least, and a color 3D image with a smaller color shift can be reconstructed
when the sensor has more than a 2-bit resolution per wavelength. More than 3 bits per wavelength is
sufficient for high-quality multiwavelength 3D imaging. Wavelength resolution can be improved by
increasing bit depth of an image sensor, and this finding is characteristic of WSPS-DH. WSPS-DH will
perform multiwavelength 3D imaging at high speed for low-light-intensity events. Accordingly, it will
contribute to multispectral 3D imaging with high light-use efficiency and high wavelength resolution
by using a monochrome image sensor with high dynamic range (such as an electron multiplying
charge-coupled device (EM-CCD) camera) and an array of photo multipliers.
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Featured Application: The method can be used in such areas as optical wave reconstruction, three

dimensional microscopic imaging, and interference measurement.

Abstract: A convenient and powerful method is proposed and presented to find the unknown phase
shifts in three-step generalized phase-shifting interferometry. A slight-tilt reference of 0.1 degrees is
employed. As a result, the developed theory shows that the unknown phase shifts can be simply
extracted by subtraction operations. Also, from the theory developed, the tilt angle of the tilt
reference can also be calculated, which is important as it allows us to extract the object wave precisely.
Numerical simulations and optical experiments were performed to demonstrate the validity and
efficiency of the proposed method. The proposed slight-tilt reference allows the full and efficient use
of the space-bandwidth product of the limited resolution of digital recording devices as compared
to the situation in standard off-axis holography where typically several degrees for off-axis angle
is employed.

Keywords: generalized phase-shifting interferometry; slightly tilted reference; numerical simulations

1. Introduction

Phase-shifting interferometry (PSI) has been developing for decades and applied to many
fields [1–6]. In the development of PSI techniques, there is a transition from the traditional fixed phase
shifts to random unknown phase shifts [7,8]. In general, the phase shift of the reference beam introduced
into the PSI is typically affected by environmental interference and phase shifter errors [9]. To further
simplify the measurement procedures and avoid the negative effects of the environmental disturbances
and phase shifter errors, Cai et al. have introduced generalized phase-shifting interferometry (GPSI),
where the phase shifts are generally arbitrary, unequal and unknown values, but can be extracted
from several interferograms [10,11]. Yoshikawa et al. later have developed GPSI by using statistical
distribution of the diffracted wave and normalized holograms [12–14]. To achieve further convenience,
non-iterative methods [11,15–18] begin to replace the iterative methods, which always need a long
computation time, and sometimes it is difficult to make the extracted values convergent. However,
complicated equations and tedious operations in these phase shift extraction processes give rise to
some inconvenience in the application of GPSI.
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In recent years, interference with a tilt reference [18,19] has been proposed in digital holography
for monitoring purposes. In order to improve the convenience and stability of the phase-shift extracting
algorithm further in three-step PSI, we propose a simpler and more reliable method to extract the
unknown phase shifts with a slightly tilted reference beam during the recording process.

Three-step generalized phase-shifting interferometry (TGPSI) uses three interferograms to extract
phase shifts and retrieve the original object wave. In GPSI research, TGPSI can retrieve the object wave
stably by only three holograms without any additional measurements. In this paper, we propose the
use of a slightly tilted reference so that the extraction of the phase shift can become simpler and more
stable without iteration. We derive the theory behind the proposed method and carry out numerical
simulations as well as optical experiments to verify our idea.

2. Basic Principle

In the TGPSI method, the complex amplitudes of object wave O(x, y) and reference wave R(x, y)
on the recording plane PH can be written as

O(x, y) = Ao(x, y) exp[−iϕo(x, y)], (1)

R(x, y) = Ar exp[−iϕr(x, y)], (2)

where for brevity, we have assumed Ar to be constant. Obviously, in Equation (2) the phase of the tilt
reference plane wave ϕr(x, y) is not a constant but a linear distribution on recording plane PH given by

ϕr(x, y) =
2π
λ
(x cosθx + y cosθy), (3)

where λ is the wavelength of the laser and θx and θy are the off-axis angles along the x and y directions.
From Equations (1) and (2), the intensities for the three interferograms are described by

I1 = A2
o + A2

r + 2AoAr cos(ϕo −ϕr), (4)

I2 = A2
o + A2

r + 2AoAr cos(ϕo −ϕr − Δϕr1), (5)

I3 = A2
o + A2

r + 2AoAr cos(ϕo −ϕr − Δϕr1 − Δϕr2), (6)

where Δϕr1 and Δϕr2 are unknown phase shifts that need to be determined. Subtracting Equations (5)
and (6) from Equation (4) respectively, we have

I2 − I1 = 4AoAr[sin(ϕo −ϕr − Δϕr1/2) sin(Δϕr1/2)], (7)

I3 − I1 = 4AoAr[sin(ϕo −ϕr − Δϕr1/2− Δϕr2/2) sin(Δϕr1/2 + Δϕr2/2)]. (8)

From Equations (7) and (8), we derive the following expressions:

Ao sin(ϕo −ϕr) =
1

4Ar sin(Δϕr2/2) ×{
sin(Δϕr1/2)

sin[(Δϕr1+Δϕr2)/2] (I1 − I3) − sin[(Δϕr1+Δϕr2)/2]
sin(Δϕr1/2) (I1 − I2)

} , (9)

Ao cos(ϕo −ϕr) =
1

4Ar sin(Δϕr2/2) ×{
cos(Δϕr1/2)

sin[(Δϕr1+Δϕr2)/2] (I1 − I3) − cos[(Δϕr1+Δϕr2)/2]
sin(Δϕr1/2) (I1 − I2)

} (10)

which are the imaginary and the real parts of the following complex amplitude:

O1(x, y) = Ao exp[−i(ϕo −ϕr)]

= Ao[cos(ϕo −ϕr) − i sin(ϕo −ϕr)]
(11)
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Substituting Equations (9) and (10) into (11), we have

O1 = 1
4Ar sin(Δϕr2/2) ×{

exp(iΔϕr1/2)
sin[(Δϕr1+Δϕr2)/2] (I1 − I3) − exp[i(Δϕr1+Δϕr2)/2]

sin(Δϕr1/2) (I1 − I2)
} . (12)

Note that from Equation (11), we can see that this complex field is related to the original object
wave O (see Equation (1)) as follows:

O = O1 exp(−iϕr). (13)

In order to extract O, we, therefore, need to know O1 and ϕr. Let us first concentrate on finding
O1. According to Equation (12), O1 can be found with known intensities I1, I2, I3 along with unknown,
to be determined, phase shifts Δϕr1 and Δϕr2.

It is known that the precise extraction of phase shifts Δϕr1 and Δϕr2 is critical to the reconstruction
of the object wave. In TGPSI, many time-consuming iterative algorithms are used to search for the
actual values of the phase shift. We propose a powerful and reliable method to extract phase-shift values
based on the theory developed so far. To this end, we first analyze the spectrum of the interferograms.
Equations (4)–(6) can be rewritten as

I1 = A2
o + A2

r + AoAr exp(−iϕo) exp(iϕr) + AoAr exp(iϕo) exp(−iϕr), (14)

I2 = A2
o + A2

r + AoAr exp(−iϕo) exp(iϕr) exp(iΔϕr1)

+ AoAr exp(iϕo) exp(−iϕr) exp(−iΔϕr1)
, (15)

I3 = A2
o + A2

r
+ AoAr exp(−iϕo) exp(iϕr) exp(iΔϕr1) exp(iΔϕr2)

+ AoAr exp(iϕo) exp(−iϕr) exp(−iΔϕr1) exp(−iΔϕr2)

, (16)

in order to obtain phase shifts Δϕr1 and Δϕr2, Fourier transform (FT) operations on Equations (14)–(16)
are needed, and they are

F1(u, v) = FA(u, v) + A2
rδ(u, v) + Ar

[
FO
(
u + up, v + vp

)
+ F∗O

(
−u + up,−v + vp

)]
, (17)

F2(u, v) = FA(u, v) + A2
rδ(u, v) + ArFO

(
u + up, v + vp

)
exp(iΔϕr1)

+ ArF∗O
(
−u + up,−v + vp

)
exp(−iΔϕr1)

, (18)

F3(u, v) = FA(u, v) + A2
rδ(u, v)

+ ArFO
(
u + up, v + vp

)
exp(iΔϕr1) exp(iΔϕr2)

+ArF∗O
(
−u + up,−v + vp

)
exp(−iΔϕr1) exp(−iΔϕr2)

, (19)

where symbol ‘*’ presents the conjugate operation. F1(u, v), F2(u, v) and F3(u, v) are the Fourier
transforms of I1, I2 and I3, respectively. The first term FA(u, v) in the right side of Equations (17)–(19) is
the spectrum of the object intensity, distributing in the central part of the spectrum plane. Because
the reference intensities Ir is a constant, the second term of the three equations give a δ-function,
showing a bright point at the origin (0, 0) on the spectrum plane. The last two terms in the right side of
Equations (17)–(19) are the shifted spectra of the object wave and its conjugate, where FO(u + up, v +
vp) is the Fourier transform of Aoexp(−iϕo)exp(iϕr) and FO*(−u + up,−v + vp) is the Fourier transform
of Aoexp(iϕo)exp(−iϕr). They are confined in two relatively small areas, but the centers are shifted to
points (−up, −vp) and (up, vp) on the spectrum plane due to the tilt reference employed. In some cases
of complicated object wave, points (−up, −vp) and (up, vp) may be difficult to locate as they are hidden
within the spectra of FO(u + up, v + vp) or FO*(−u + up, −v + vp) due to the slight-tilt reference angle
(fraction of a degree). However, we can perform interference of two plane waves as the spectrum of
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such interference contains δ-functions centered at (0,0), (−up, −vp), and (up, vp), which can be found
easily. After (−up, −vp), and (up, vp) are determined, the spectrum at these points can be used to extract
unknown phase shifts Δϕr1 and Δϕr2, to be explained below. Indeed, if we isolate the spectra at points
(−up, −vp) and (up, vp) in the third term of Equations (17) and (18), we have ArFO

(
u + up, v + vp

)
and

ArFO
(
u + up, v + vp

)
exp(iΔϕr1), respectively Δϕr1 can be extracted by subtracting the argument of the

above two terms and by evaluating at u = −up and v = −vp to give:

Δϕr1 = arg[ArFO(0, 0) exp(iΔϕr1)] − arg[ArFO(0, 0)]. (20)

Alternatively, we can also use their conjugate terms, i.e., ArF∗O
(
−u + up,−v + vp

)
and

ArF∗O
(
−u + up,−v + vp

)
exp(−iΔϕr1). However, in this case, we need to evaluate the terms at u = up

and v = vp to give Δϕr1 = arg
[
ArF∗O(0, 0)

]
− arg[ArF∗O(0, 0) exp(−iΔϕr1)].

Similarly, we extract Δϕr2 from the third terms of Equations (18) and (19). Again, we use u = −up

and v = −vp, and we find

Δϕr2 = arg[ArFO(0, 0) exp(iΔϕr1) exp(iΔϕr2)] − [arg[ArFO(0, 0) exp(iΔϕr1)]] , (21)

where arg [ . ] in the above equations denotes taking the argument of a complex value in the square
bracket. Equations (20) and (21) use only a simple subtraction operation to extract unknown phase
shifts Δϕr1 and Δϕr2 without any iteration. This is the first contribution of using the proposed small-tilt
reference.

Our next goal is to find object wave O. Now with Δϕr1 and Δϕr2 already extracted, we can
calculate O1 from Equation (12). O and O1 are related by Equation (13) through ϕr as follows:

O = O1 exp(iϕr) = O1 exp
[
i
2π
λ

(
x sinθx + y sinθy

)]
. (22)

We can calculate off-axis angles θx and θy by the following relationships [1]

sinθx = λ
up

Mdx
, sinθy = λ

vp

Ndy
, (23)

where M and N are the total pixel numbers along the horizontal and vertical directions of the hologram.
dx and dy are the corresponding pixel size in the two directions. Note that we have been using
normalized spatial frequencies, u and v. Hence up and vp are divided by the total length of the
Charge-coupled Device (CCD) linear dimension, Mdx and Mdy. Since up and vp have already been
located, we can determine the off-axis angles. Once the angles are found, object wave O is completely
determined from Equation (22), and finally the complex amplitude of the original object can be
calculated by performing backward Fresnel diffraction [1].

The whole process of the proposed new algorithm for finding the unknown phase shifts and
object wave reconstruction can be summarized in the following steps:

Step 1: Set and determine the reference tilt angle before the test object is put in the optical path.
Experimentally, we fix the tilt angle when dozens of fringes appear on the CCD from the interference
of two plane waves. We label I0 as the intensity pattern of the interference between the two plane
waves. We then put in the object and record I1, I2 and I3.

Step 2: Perform FT operations on the fringe pattern from the plane wave interference in Step 1
and search the brightest points on the spectral plane (not the point at the origin of the spectral plane)
and locate the coordinates of the found points as (−up, −vp) or (up,vp). Perform FT operations on I1, I2

and I3 and store the complex values of these two points. In most practical situations, (−up, −vp) or (up,
vp) can also be found from the spectrum of either one of I1, I2 and I3 without the need of two-plane
wave interference.
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Step 3: Calculate phase shift Δϕr1 and Δϕr2 by Equations (20) and (21) using the values stored in
step 2.

Step 4: Reconstruct O1 by Equation (12).
Step 5: Find the tilt angle by Equation (23) from the located coordinates of (−up, −vp) or (up, vp).
Step 6: Find O by using Equation (22).
Step 7: Recover the original object image by backward Fresnel diffraction of O.

3. Computer Simulation and Optical Experiments

3.1. Computer Simulation

We have carried out a series of computer simulations to verify the effectiveness of the proposed
method before any optical experiments. In these simulations, many elliptical surfaces with different
parameters have been used as reflecting target objects. A plane wave of 532 nm illuminates these
surfaces and is then reflected back onto the CCD in the recording setup illustrated in Figure 1.

Figure 1. Simulation setup in phase-shifting digital holography with the tilted reference wave.

In the simulation setup in Figure 1 [20], there were 512 × 512 pixels with 15 μm × 15 μm size on
the CCD and the recording distance was set as z = 216.5 mm (all the parameters satisfy the sampling
theory to avoid aliasing [1]). With the paraxial approximation of an elliptical wave, we set the phase
distribution on the original object plane Po, which is tangential to the surface at the vertex, as 4πh(x,y)/λ,
with h the surface depth determined by radius of curvature R. We used

h(x, y) =
8x2

25R
+

y2

2R
. (24)

Accounting for the possible amplitude variation of an object wave, a Gaussian amplitude intensity
distribution of the object wave in plane Po was introduced, decreasing gradually from the center of
maximum 1 to the edge of minimum 0.7. Two-dimensional Fresnel diffraction makes the complex
amplitude in plane Po give the object wave O(x, y), in the recording plane PH. Three different
interferograms by two reference phase shifts are computer-generated. In this simulation we set two
phase-shift values of 1 and 0.6 rad respectively, and we give only a few results with R = 2000 mm as
example. The reference wave is a plane wave with a slight tilt angle along both the x-axis and the
y-axis.

As for optical experimental procedures, in order to accurately determine the small tilt angle of the
reference light, we introduce a plane wave as the object wave to obtain I0. We control the tilt angle of
the reference until there are dozens of fringes appearing on the CCD. We then obtain the corresponding
spectrum to find (−up, −vp) and (up, vp).

Fast Fourier Transform (FFT) operations are carried out on the interferograms on the computer.
Figure 2a shows the pattern of I0 and its corresponding spectrum is shown in Figure 2d. The two
delta functions are located at (−up, −vp) and (up,vp), which have been zoomed in for visual inspection.
Figure 2b shows the pattern of I1 and its corresponding spectrum is shown in Figure 2e. Note that the
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zero frequency has been suppressed for display purposes in Figure 2d,e. Figure 2c,f show the pattern
of I2 and I3, respectively.

 

Figure 2. Simulation results: (a) I0; (b) I1; (c) I2; (d) spatial spectrum of I0; (e) spatial spectrum of I1;
(f) I3.

By searching the maximum value of the spectrum intensity from the FT of I0, coordinates (−up,
−vp) and (up, vp) are found to be (−45, 45) and (45, −45). Substituting up = 45, vp = 45, λ = 0.532 μm,
dx = 15 μm, dy = 15 μm and M = N = 512 into Equation (23), the reference wave angles in the x and
y directions are found to be both approximately 0.18 degrees. After the spectrum coordinates (−up,
−vp) and (up, vp) are found, the phase angle of the complex values of the spectra at pixel (−45, 45) or
(45, −45) can be calculated and then the two phase shifts are extracted by subtraction operation using
Equations (20) and (21).

The phase shifts, Δϕr1 and Δϕr2, calculated by our proposed method are 1.0002 rad and 0.6003 rad,
respectively. The two phase shifts with errors of 0.0002 and 0.0003 rad are accurate enough in the
non-iterative GPSI method. These phase shift errors come from the digital resolution on the FT
spectral plane.

Using the three interferograms and the two extracted phase shifts, wavefront O1 is retrieved
through Equation (12) and then corrected by Equation (22) with the tilt angles of about θx = 0.18
degrees and θy = 0.18 degrees. Back Fresnel diffraction was carried out to obtain the object on the
object plane.

Figure 3a,b shows the amplitude distributions for the original object wave and the reconstructed
object wave. In the simulation setup, the intensity distribution was designed as a Gaussian function
to simulate an object wave amplitude. That is to say, the object wave recorded has not only phase
distribution but also amplitude variation. Although the amplitude of the original object wave is not
uniform, the proposed method can recover it ideally, because there is almost no difference between
Figure 3a,b. The phase of the original object wave and its reconstructed phase are shown in Figure 3c,d,
respectively. It is difficult for us to find any difference between the two figures.
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Figure 3. Simulation results: (a) intensity of the original object wave; (b) intensity of reconstructed
object wave; (c) original phase distribution; (d) reconstructed phase distribution.

To inspect the phase distribution of the object wave quantitatively, the phase across the center of
the zones are plotted in Figure 4. For comparison, the original phase and the reconstructed phase are
shown in Figure 4a,b, respectively. Obviously Figure 4a,b are almost identical.

Figure 4. Phase distribution across the center of the zones of the object wave, (a) original phase
distribution and (b) reconstructed phase distribution.

3.2. Optical Experiment

Optical experiments have also been carried out with the optical setup shown in Figure 5 with a
532 nm laser, and the target object is a USAF resolution target. The CCD installed has a recording chip
with a resolution of 1392 by 1040 pixels, and the pixel size is 6.45 × 6.45 μm.

Figure 5. Three-step generalized phase-shifting interferometry (TGPSI) recording setup with a slight-tilt
reference, where the dotted lines illustrate the tilted reference actually used. A piezoelectric transducer
(PZT) is used as a phase shifter.
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In our experiment, the phase shift is generated by a phase shifter. The results are illustrated in
Figure 6. The three interferograms with unknown phase shifts are shown in Figure 6a–c. Figure 6d is
the spectrum of Figure 6a, where the center part is enlarged and shown in the circle. We have used the
spectrum of I1 instead of I0 to locate the coordinates (−up, −vp) and (up, vp) and they are found to be
(−34, 0) and (34, 0). The reason is that there are two bright spots in the spectrum already. The enlarged
portion of the spectrum clearly illustrates the two bright spots. Subsequently, the reference slight tilt
angle can be calculated by Equation (23) and the result is about θx = 0.1 degree in the experiment.
Phase shifts are calculated by using the brightest point at these locations on the three Fourier spectra
of holograms I1, I2 and I3. The phase shifts calculated using the proposed method are 0.5211 and
1.8018 rad. Figure 6e is the intensity distribution of the reconstructed image, and the reconstructing
distance is 10.9 cm. Both the accuracy of the phase shift extraction and the quality of the reconstructed
image are excellent.

 

Figure 6. Optical results (a) I1, (b) I2, (c) I3, (d) spectrum of I1 and (e) the reconstructed image.

4. Conclusions

We have proposed a method to extract unknown phase shifts in TGPSI with a slight-tilt reference.
The major merit of the proposed method is that only two subtractions are used to calculate the unknown
phase shifts. The technique is simple and yet powerful as no iteration is needed. It is convenient
and accurate. The method needs only three interferograms to complete the phase shift extraction and
wavefront reconstruction without iteration. Simulations and optical experiments have verified the
feasibility and validity of the proposed method. It should be noted that this method works well when
the zero-frequency component in the object spectrum is sufficiently large because the location of this
spectrum is easy to find under such condition. For some extreme cases of complicated object waves,
a slightly larger tilt angle is needed and the advantage of the efficient use of the space-bandwidth
product is not obvious when this method is compared to the off-axis technique. This method is expected
to be an attractive alternative for wide-ranging digital holography applications as it allows the full
and efficient use of the space-bandwidth product of the limited resolution of digital recording devices
because a slight tilt reference of 0.1 degrees is used.
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Abstract: Holographic three-dimensional (3D) displays can reconstruct a whole wavefront of a 3D
scene and provide rich depth information for the human eyes. Computer-generated holographic
techniques offer an efficient way for reconstructing holograms without complicated interference
recording systems. In this work, we present a technique for generating 3D computer-generated
holograms (CGHs) with scalable samplings, by using layer-based diffraction calculations. The 3D
scene is partitioned into multiple layers according to its depth image. Shifted Fresnel diffraction
is used for calculating the wave diffractions from the partitioned layers to the CGH plane with
adjustable sampling rates, while maintaining the depth information. The algorithm provides an
effective method for scaling 3D CGHs without an optical zoom module in the holographic display
system. Experiments have been performed, demonstrating that the proposed method can reconstruct
quality 3D images at different scale factors.

Keywords: holography; computer-generated hologram; holographic display; 3D display

1. Introduction

The holographic three-dimensional (3D) display is a powerful way of providing depth information
for the human eyes, since it can reconstruct the entire whole optical wavefront of the 3D scene [1]. With
the development of computing technology and spatial light modulators (SLMs), 3D computer-generated
holograms (CGHs) can be reconstructed dynamically without the complicated interference recording
systems [2]. The CGH algorithms are used to encode the mathematical representations of the 3D scenes
into the holograms, which are closely related to image reconstruction quality and computing efficiency.

Point-based and polygon-based algorithms are commonly used when synthesizing CGHs for
various types of 3D scenes [3–6]. These algorithms simulate the wave propagation process from the 3D
scene to the CGH plane. The 3D objects are often segmented into many point sources or polygons, and
they provide accurate geometric relationships of the 3D scenes. Since the computational load increases
with the number of primitives. The computing efficiency is aggravated drastically when calculating
the CGH of a complicated 3D scene.

Stereogram-based algorithms can use computer graphics-rendering techniques to process different
formats of 3D objects efficiently [7–9]. During the calculations, each holographic element (hogel) of the
holographic stereogram is calculated, based on a two-dimensional (2D) parallax image; hence, depth
performances are often limited in these stereogram-based CGHs. Recently, several techniques have
been developed to improve the depth performances of the stereogram-based algorithms [10–12]. These
algorithms have integrated physically-based algorithms and stereogram-based algorithms, in order to
reconstruct the accurate depth information of the 3D scenes. However, in stereogram-based algorithms,
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each hogel corresponds to a viewpoint during the rendering procedure, and this means that we need to
render multiple times before implementing the CGH algorithm, which would increase the rendering
time. Also, the continuity of the motion parallax and occlusion would be affected by the segmentation
setup of the CGH.

Layer-based techniques are efficient in calculating the CGH, by partitioning the 3D scene in
multiple layers, according to the depth information [13–16]. Fast Fourier transform (FFT)-based
diffraction can be used in simulating the wave propagation processes, from the layers to the CGH plane.
However, there are sampling restrictions in the current layer-based 3D CGH algorithms. In FFT-based
Fresnel diffraction calculations, the sampling interval on the observation plane is proportional to the
propagation distance, while the sampling interval would remain unchanged in convolution-based
Fresnel algorithm and angular spectrum method [17]. Hence, the flexibility of the holographic
3D display technique, based on the layer-based algorithm, is limited. Although zero-padding and
resampling methods can be used to change the sampling rates, this would take a larger amount of
memory and a longer computation time, due to more sampling points that need to be processed.

A double Fresnel transform algorithm was developed, to calculate the wave propagation, with
variable magnification, by splitting the propagation distance into two partial steps, which has been
used in generating layer-based 3D CGHs with amplitude modulation [18,19]. Since there are minimum
propagation distances for the two propagation steps, the propagation distance and the adjustable range
of the sampling rates are limited. The wavefront recording plane (WRP) method with non-uniform
fast Fourier transform (NUFFT) was used to simplify the 3D CGH calculation [20]. Since the WRP
needs to be located close to the object points, the overall depth range is limited during reconstruction.

Chirp Z-transform with Bluestein’s algorithm provides a powerful way to perform discrete
Fourier transforms with different scaling factors [21,22], which has been used in the Fourier
transform-based Fresnel diffraction calculations. Shifted Fresnel diffraction was introduced to simulate
the scalable Fresnel diffraction between shifted parallel planes in computational holography [23].
Later, aliasing-reduced shifted and scaled (ARSS) Fresnel diffraction was introduced in the algorithm,
to reduce aliasing by a band-limiting function [24], which was also used in lenseless holographic
projections [25]. Similar algorithms was also introduced in digital holography to perform magnified
reconstructions of the digital holograms [26]. However, the above applications, based on the scaling
diffractions, were mainly focused on 2D reconstructions. Also, the sampling technique in 3D CGH still
needs further investigation.

In this work, layer-based shifted Fresnel diffraction is implemented to calculate the wave
propagation from the partitioned layers to the CGH plane, with adjustable sampling rates. Shifted
Fresnel diffraction can simulate the wave propagation between parallel planes with scalable sampling,
by using a Bluestein transform. This layer-based processing with scalable diffraction calculation
provides an effective way of generating a CGH, with flexible sampling of the 3D scene. By implementing
a scalable diffraction calculation into layer-based processing for 3D CGH generation, the reconstructed
3D images are zoomable without an additional optical zoom module. The sampling parameters of
the reconstructed 3D images can be adjusted accordingly. Numerical and optical experiments are
performed, to demonstrate the effectiveness of our proposed method.

2. Layer-Based Shifted Fresnel Diffraction

The Fresnel diffraction of the 2D optical wave field can be expressed by:

U(u, v) =
exp( jkz)

jλz
exp
[
j

k
2z

(
u2 + v2

)]�
∞

U(x, y) exp
[
j

k
2z

(
x2 + y2

)]
exp
[
− j2π

(
fxx + fyy

)]
dxdy, (1)
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where (x, y) and (u, v) denote the coordinates in the source plane and observation plane, respectively. z
is the wave propagation distance, k = 2/λ is the wave number, and fx and fy are calculated as:

fx =
u
λz

, fy =
v
λz

. (2)

By imposing a 2D Fourier transform, Equation (1) can be represented as:

U(u, v) =
exp( jkz)

jλz
exp
[
j

k
2z

(
u2 + v2

)]
F
{

U(x, y) exp
[
j

k
2z

(
x2 + y2

)]}
, (3)

where F denotes the Fourier transform. According to the sampling rule of the discrete Fourier transform,
the following relation exists:

Δ fx =
1

NxΔx
, Δ fy =

1
NyΔy

, (4)

where Nx and Ny are the sampling numbers in x and y coordinates, Δx and Δy are the sampling
intervals in the x and y directions, and Δfx and Δfy are the frequency sampling intervals, respectively.
Hence, the sampling distances in the observation plane can be deduced as:

Δu =
λz

NxΔx
, Δv =

λz
NyΔy

. (5)

where NxΔx and NyΔy denote the size of the sampling window in the source plane. From Equation (5),
we can see that the sampling interval in the observation plane is proportional to the wave propagation
distance, and inversely proportional to the size of the sampling window. The sampling ranges in the
observation plane can be given by:

Lu = NxΔu =
λz
Δx

, Lv = NyΔv =
λz
Δy

, (6)

where Lu and Lv are the sampling ranges along the u and v axes in the observation plane. We can
see that the sampling parameters in the observation plane cannot be adjusted freely in the Fresnel
diffraction calculation, which are determined by the sampling parameters of the source plane and the
wave propagation distance.

Shifted Fresnel diffraction can overcome the limitations of traditional Fourier-based Fresnel
diffraction, by allowing for arbitrary sampling intervals in the source plane and the observation plane.
Figure 1 is the geometric setup of the shifted Fresnel diffraction. (x0,y0) is the center of the sampling
grid in the source plane (x,y), with a resolution of P × Q, and (u0,v0) is the center of the sampling grid
in the observation plane (u,v), with a resolution of M × N. Δx and Δy are the sampling intervals in the
source plane, and Δu and Δv are the sampling intervals in the observation plane. The coordinates of
these two grids are determined by:

xp = x0 + pΔx, yq = y0 + qΔy,

um = u0 + mΔu, vn = v0 + nΔv,
(7)

where p, q, m, n are the integer indices:

−P
2
≤ p ≤ P

2
− 1,−Q

2
≤ q ≤ Q

2
− 1,

−M
2
≤ m ≤ M

2
− 1, −N

2
≤ n ≤ N

2
− 1.

(8)
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Figure 1. Geometry of shifted Fresnel diffraction.

The sampled 2D Fresnel diffraction can be expressed as:

U(m, n) =
exp( jkz)

jλz
exp
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k
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2
)]∑

p

∑
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2
)]
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=
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)]
exp
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(9)

Let:
2pm = p2 + m2 − (m− p)2,
2qn = q2 + n2 − (n− q)2.

(10)

According to the convolution theorem, the optical wave field U(m,n) can be calculated as:

U(m, n) = C · F−1{F[a(p, q)]F[b(p, q)]
}
, (11)

where:

C =
exp( jkz)

jλz
exp
[
j

k
2z

(
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2 + vn
2
)]

exp
[
− j

2π
λz

(x0mΔu + y0nΔv)
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exp
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, (12)

a(p, q) = U(p, q) exp
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j

k
2z

(
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2 + yq
2
)]

exp
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)]
exp
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q2
)]

, (13)

b(p, q) = exp
[
jπ
(

ΔxΔu
λz

p2 +
ΔyΔv
λz

q2
)]

. (14)

By imposing the required sampling rules in the source plane and the observation plane, diffraction
patterns with different scale factors can be reconstructed with the help of shifted Fresnel diffraction.
Figure 2 numerically demonstrates the shifted Fresnel diffraction of a square aperture, with three
different scale factors. The size of the aperture is 2.4 mm × 2.4 mm. The sampling number in the source
plane is 1024 × 1024, and the sampling interval is 8 μm. The wave propagation distance is 300 mm,
and the wavelength used in the simulation is 633 nm. The diffraction patterns in the observation plane
are computed with different scale factors. Figure 2a–c shows the diffraction patterns, with Δu = 6 μm,
Δu = 8 μm, and Δu = 10 μm, respectively.
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Figure 2. Shifted Fresnel diffraction with different scale factors: (a) Δu= 6μm, (b) Δu= 8μm, (c) Δu= 10μm.

In layer-based 3D CGH synthesis, the 3D scene is firstly partitioned into multiple layers, which
are parallel to the CGH plane. Then, the wave fields diffracted from the partitioned layers to the CGH
plane are calculated. By using shifted Fresnel diffraction in the diffraction simulations from each layer
to the CGH plane, the sampling parameters addressed on the 3D scene can be adjusted accordingly.
The diagram of the layer-based shifted Fresnel diffraction is shown in Figure 3. The 3D model is
partitioned into different parallel layers, based on its depth information. For each layer, amplitude
distribution is extracted according to the rendered image. In order to simulate the diffusive effect of
the object surface, random phase distribution is added to each layer. The complex distribution of each
layer can be calculated by using shifted Fresnel diffractions with preset sampling rules. The complex
distribution of the CGH plane can be acquired after adding the contributions from all the layers [27].
After obtaining the field distribution of the hologram plane, the phase distribution is then extracted for
uploading to the phase SLM.

 

Figure 3. Diagram of the layer-based shifted Fresnel diffraction for 3D computer-generated holograms
(CGHs) calculations.

3. Reconstruction Results

To demonstrate the effectiveness of the layer-based shifted Fresnel diffraction for 3D reconstruction,
optical experiments are implemented. Figure 4 illustrates the optical diagram of the holographic
reconstruction experiment. In the experimental work, the PLUTO phase-only SLM was used for optical
reconstructions. The pixel number of the SLM was 1920 × 1080. The pixel pitch was 8 μm, and the SLM
was addressed with 8-bit grayscale levels. The wavelength of the laser used in our experiment was
633 nm. A 4-f system was used in the reconstruction path, for filtering out the zero-order interruption
and unwanted orders [28–30].
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Figure 4. Optical diagram of the holographic reconstruction experiment.

When generating CGHs by using a layer-based algorithm with a shifted Fresnel diffraction, the
source planes are the partitioned layers of the 3D scene, and the observation plane is the hologram
plane. The original 3D scene used for generating the CGH was a dragon model located 200 mm
behind the hologram plane. The dragon model was partitioned into 50 layers, according to its depth
information. Since shifted Fresnel diffraction is used in the CGH calculation, the sampling intervals of
the object layers can be adjusted. In order to scale the reconstructed 3D scene, the lateral sampling
distances of the object layers were set to 6 μm, 8 μm, and 10 μm, respectively. Figure 5a,c,e presents the
numerical reconstruction results when focusing on the head of the model. Figure 5b,d,f presents the
numerical reconstruction results when focusing on the tail of the model.

Figure 5. Numerical reconstructions of CGHs with different sampling rates. (a,c,e) focus on the head;
(b,d,f) focus on the tail.

Figure 6 demonstrates the optical reconstruction results of CGHs with different sampling rates,
which are consistent with the numerical results shown in Figure 5. According to the numerical and
optical demonstrations, we can see that the depth information of the CGHs with different scale factors
could be reconstructed with high quality, which demonstrates that the reconstructed images can be
scaled with precise control of the sampling rates. Since the scaled sampling was addressed on the
object layers of the original 3D object, and because the reconstruction processes of different CGHs are
based on the unified sampling rules, smaller sampling interval would lead to a smaller size for the
reconstruction image.
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Figure 6. Optical reconstructions of CGHs at different sampling rates. (a,c,e) focus on the head;
(b,d,f) focus on the tail.

4. Accuracy Analysis with Different Sampling Parameters

To evaluate the accuracy of the proposed algorithm, a single slit with a size of 2.4 mm was placed at
the center of the source plane, to calculate the diffraction fields with different parameters. The sampling
interval on the source plane was 8 μm, and the sampling number was 1024. The wavelength was
633 nm. The accuracy was evaluated with a signal-to-noise ratio (SNR) of the wavefield that was
compared to the Rayleigh–Sommerfeld diffraction integral.

Figure 7 illustrates the accuracies with different sampling rates in the observation plane as
a function of the propagation distance. Due to the paraxial approximation, the accuracies of the
shifted-Fresnel diffraction were low for the short propagation distances. The SNR obviously improved
with an increase in the propagation distance. On the other hand, the sampling rate in the observation
plane also affected the calculation accuracy. Larger sampling intervals would lead to a larger sampling
range, according to Equation (6), which induces a calculation that satisfies the paraxial approximation at
a longer propagation distance. Additionally, all of the SNRs are larger than 30 dB when the propagation
distance is larger than 150 mm.

Figure 7. Accuracies of the diffraction calculation with different sampling rates in the observation plane.
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Figure 8 illustrates the amplitude profiles of the diffraction fields with different scaling factors,
calculated by the proposed method and the Rayleigh–Sommerfeld diffraction integral. In the simulation,
the propagation distance was set to 300 mm. From the figure, we can see that the calculation results
were in excellent agreement.

Figure 8. Amplitude profiles of the diffraction fields at different propagation distances: (a) Shifted
Fresnel diffraction, (b) Rayleigh–Sommerfeld diffraction integral.

5. Conclusions

In conclusion, we propose an effective method for scaling 3D CGHs, using layer-based shifted
Fresnel diffraction. During the calculation, the wave propagation from the partitioned layers to the
CGH plane can be calculated with a flexible sampling rate; hence, the scaling display of the 3D image
can be realized by changing the sampling rates of the object layers. A phase-only SLM is used for optical
reconstruction, and it demonstrates that the proposed system can scale a 3D scene using different scale
factors, without the need for an optical zoom module.
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Abstract: A fast computer-generated holographic method with multiple projection images for
a near-eye VR (Virtual Reality) and AR (Augmented Reality) 3D display is proposed. A 3D object
located near the holographic plane is projected onto a projection plane to obtain a plurality of
projected images with different angles. The hologram is calculated by superposition of projected
images convolution with corresponding point spread functions (PSF). Holographic 3D display systems
with LED as illumination, 4f optical filtering system and lens as eyepiece for near-eye VR display and
holographic optical element (HOE) as combiner for near-eye AR display are designed and developed.
The results show that the proposed calculation method is about 38 times faster than the conventional
point cloud method and the display system is compact and flexible enough to produce speckle
noise-free high-quality VR and AR 3D images with efficient focus and defocus capabilities.

Keywords: holographic 3D display; computer generated holography; augmented reality;
virtual reality

1. Introduction

A holographic display is a promising candidate for 3D display because the phase and amplitude of
a 3D scene can be completely reconstructed. It is possible to implement computer-generated holograms
(CGH) for a holographic 3D display [1,2]. High resolution holograms such as rainbow holograms and
Fresnel holograms have been proposed [3,4]. Many dynamic holographic display solutions have also
been implemented [5–10]. Among them, notable frequency domain multiplexing methods are used for
color video display through Fresnel hologram with red, green and blue lasers as illumination [7,8].
However, such an optical system is often bulky and the image quality is poor because of the coherent
illumination, which affects the practical application of the technology. A lot of efforts have been
made, but the progress on the holographic 3D display still has proven difficult due to the following
constraints, such as the computational difficulty for the large size of 3D point cloud data, the limited
bandwidth of spatial light modulator (SLM), and the speckle noise of the reconstructed 3D images due
to the use of coherent illumination sources. The narrow diffraction angle of the current SLM often
dictates that the holographic 3D display is restricted to quite small 3D images and narrow viewing
angles, with no sign of a significant improvement in the short run.
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While these difficulties exist, Virtual Reality (VR) and Augmented Reality (AR) displays have
become emerging technologies. In the VR display, the human eye views the virtual image through
the display device. However, in the AR display, users can view both real scenes and some virtual
images simultaneously [11]. In this technique, the virtual image is displayed in front of the human eye
through an optical system and AR eyepiece and ambient light from a real object can pass incident on
the human eye through the AR eyepiece without distortion. The combination of holography and VR
or AR display to achieve a true 3D display is quite intuitive and thus desirable, which can avoid the
accommodation convergence conflict problem existing in binocular parallax-based 3D displays [12,13].

The Fresnel hologram is often chosen to produce 3D displays with large depths of field using
a coherent source such as laser as illumination. However, it is not quite suitable for holographic VR or
AR display because of the large imaging distance between the reconstructed image and the Fresnel
hologram. Additionally, for use of a coherent illumination source, speckle noise of holographic 3D
display can also bring a negative impact on image quality.

Several hologram computation methods such as point cloud-based, layer-based, and triangular
mesh-based algorithms [14–19] have been proposed for speeding up the calculation of the Fresnel
hologram. To improve the calculation efficiency, holographic stereogram methods using numerous
projection images have been proposed [20,21]. The essence of those methods is to represent the
information of one point in the frequency domain by the superimposition of one orthogonal projection
image multiplied by the phase of the corresponding direction. Subsequently, the frequency is converted
into a spatial domain for an image plane hologram calculation or using Fresnel diffraction for Fresnel
hologram calculation. While those methods have merits, a huge number of projected images are
required for high-resolution hologram calculation.

In order to achieve an efficient and more compact holographic display system, a hologram
calculation method similar to holographic stereogram and an optical display system for holographic
near eye VR and AR display are proposed. Within this calculation method, a plurality of images with
different angles are projected on a projection plane near the holographic plane. Subsequently, the optical
field on the holographic plane is computed by superposition of the convolution of each 2D projected
image with specific point spread functions (PSF) corresponding to propagation from the projection
plane to the holographic plane in the appropriate directions. Additionally, in order to reduce the
speckle noise, LED is chosen as the light source for the optical display system. 4f optical filtering
system is utilized for filtering out the unwanted noise. Another lens is used as the eyepiece for VR
display and reflective volume holographic optical element (HOE) is used as a combiner for AR display.
Overall, the proposed display system is compact and displayed 3D images are free of speckle noise.

2. Methods

The concept of hologram calculation is shown in Figure 1 with two projection planes for ease of
explanation since the projection of 3D object is multidirectional. In Figure 1a, A and B are two points in
the space, and layer1 and layer2 are two projection planes. On each projection plane, the projected rays
from the spatial 3D object points are in the same direction. p1A and p1B are the projected points of the
spatial points A and B on layer1, respectively. p2A and p2B are the projection points of space points A and
B on layer2, respectively. The projection of 3D object points on one projection plane forms a projected
image corresponding to this projecting angle. In the hologram calculation process, the illumination
direction of each point on different projection planes is set as the propagation direction, as shown in
Figure 1b. The complex amplitude distribution on the holographic plane H is a superposition of light
field from all projection planes. When the hologram is reconstructed, the beamlets in these directions
are diffracted from the hologram. Similar to integral imaging 3D displays, the overlapping regions of
the different beamlets form a 3D object for 3D display [22,23], where the propagation direction of the
beamlets determines the outcome of the 3D display.
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Figure 1. The concept of hologram calculation. (a) Projection of 3D object to different layers; (b) the
calculation of complex amplitude on holographic plane H.

To simplify calculation, the projection layers are all assumed to coincide in the same plane. On this
projection plane, projected images from the 3D object are obtained with the designed projection angles.
The light in different directions of the 3D object is calculated onto holographic plane H from the
projected images. The direction of propagation of light on a projected image is θix and angular interval
is Δθix as shown in Figure 2. The distance from the projection plane to the holographic plane H is z.
The boundary of the propagation of the light from point p on the image on the holographic plane falls
between xih1 and xih2, respectively.

Figure 2. The hologram projection angle and boundary.

Assume the point p is an on-axis point and the PSF of light propagating from the projection plane
to the holographic plane can be expressed as:

ps fi, j = exp[i
2π
λ
(
√

xh
2 + yh

2 + z2)] (1)

where xih1 ≤ xh ≤ xih2, yjh1 ≤ yh ≤ yjh2.xih1 and xih2 are the boundary of the light field on the holographic
plane limited by the projection angle and angle interval in the x direction, respectively. i and j are
the index of projected images in x and y directions, respectively. yjh1 and yjh2 are the boundary of
the light field on the holographic plane limited by the projection angle and angle interval in the y
direction, respectively.

The boundary of the light field distribution area on the holographic plane limited by the projection
angle (θix,θ jy) and angle interval (Δθix, Δθiy) can be expressed as:

xih1 = z tan(θix +
Δθix

2 ); xih2 = z tan(θix − Δθix
2 )

yjh1 = z tan(θ jy +
Δθ jy

2 ); yjh2 = z tan(θ jy − Δθ jy
2 )

(2)
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where θiy and Δθ jy are the projection angle and angular interval in the y direction, respectively.
The complex amplitude on the holographic plane H is the superposition of the convolution of

each projected image with its corresponding PSF, which can be expressed as:

U(x, y) =
∑
i=1:I

∑
j=1:J

imi, j ⊗ ps fi, j (3)

where I and J are the number of projected images in x and y directions, respectively. The complex
amplitude U(x, y) on the hologram plane can be further encoded as a double phase hologram or as an
off-axis amplitude hologram by introducing reference light [24,25]. Thus, the proposed approach has
good degree of freedom for potential downstream of visualization tasks.

From above, it is evident that the simplified model consists of one projection plane on which 3D
objects yield multiple projection images, as shown in Figure 3. The convolution of each projected image
with a PSF yields complex amplitude distribution of the 3D object. Assume that the projection angles
are θix and θ jy in the x and y directions, respectively. The coordinates of the spatial point p(xp, yp, zp)

on the projection plane can be expressed as:

XP = xp + zp tan(θix)

YP = yp + zp tan(θ jy)
(4)

where Xp and Yp are the coordinates of projected point of p on the projection plane. The projected
image imi,j can be expressed as:

imi, j(Xp, Yp) = AP (5)

where Ap is the amplitude of object p.

Figure 3. Diagram of the calculation of the projected image.

3. Experiments and Result Analysis

Our experiment utilizes the principle of off-axis amplitude hologram for achieving holographic
VR and AR 3D display. Within the experiment, a liquid-crystal-on-silicon (LCoS) SLM is utilized for
modulating the holograms. The parameters of the SLM are shown in Table 1. Green light LED from
Osram with 1 W power, center wavelength of 528 nm, light-emitting area of 1 mm× 1 mm, bandwidth of
28 nm is used as the illumination source. The center wavelength is used for hologram calculation.
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Table 1. Optical parameters in the experiment.

Parameters Values

SLM horizontal
resolution 1920

SLM vertical resolution 1080
SLM pixel size 8 μm

LED size 1 mm × 1 mm
Center wavelength of

LED 528 nm

Bandwidth of LED 28 nm

For the center wavelength, the diffraction angle of the SLM is

θd = sin−1(
λ

2pix
) = 1.89◦ (6)

where pix is the pixel size of the LCoS. Given that the distance between the projection plane and the
holographic plane is 10 mm, it is possible to calculate the PSF. It is assumed that the plane wave
perpendicular to the holographic plane is used as a reference wave, which means that the phase of
the reference wave on the holographic plane is a constant value. Under this situation, the real part
of the PSF in Equation (1) on the holographic plane is an amplitude type hologram. This amplitude
type hologram can be regarded as new PSF, as shown in Figure 4. The resolution of the PSF is about
84 pixels × 84 pixels, which corresponds to the viewing angle of 3.78◦ both in x and y directions from
the hologram. For calculation of off-axis amplitude type hologram, only the upper half of the PSF
(outlined with red rectangles) is used for the hologram calculation, as shown in Figure 4. The eight
PSF sections correspond to eight PSFs of a 3D object projected onto one projection plane with eight
different projection angles. Each PSF section has a resolution of 20 pixels × 20 pixels. Each PSF section
is named as psfi,j according their positions. Hence in this design, the angular separation between the
two adjacent projected images in the x and y directions is set as 0.9◦.

Figure 4. The calculation of point spread functions (PSF).

Figure 5 shows the calculation of the hologram. A 3D object with size of 4.23 mm × 7.05 mm
× 3.52 mm and a distance of 5 mm from the center of 3D object to the projection plane is used for
hologram calculation. This 3D color model contains 41,022 object points. Two rows and four columns
of the projected images of the 3D object are calculated according to Equation (5), and each projected
image is firstly converted to grayscale image with a resolution of 600 × 600 and then interpolated and
zero padded into a projected image with resolution of 1920 × 1080. The process of convolving the
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projected images with the corresponding PSF is shown in Figure 5. The projected image imi, j convolves
with the corresponding ps fi, j. Then, the results are superimposed to obtain the hologram.

Figure 5. The process of hologram calculation through convolution of corresponding PSF with
projected images.

The optical setup of the experiment for holographic 3D VR display is shown in Figure 6. In this
setup, the divergent illumination light emitted by the green LED is collimated by the lens1, and the
LCoS is illuminated by the reflected light from beam splitter BS. The computer-generated hologram
is loaded on the LCoS, and the illumination light is modulated. The modulated light field is filtered
by the 4f optical filtering system to form a real 3D image free of zero order and high order image
noise finally incident on human eye through the eyepiece lens4. The lenses used for collimating,
4f optical filtering system and eyepiece are all cemented doublet achromatic lenses with focal length of
50 mm and diameter of 30 mm. In this case, the distance from the LCoS to the eye is less than 25 cm,
which means this setup is a relatively compact display system.

Figure 6. Optical setup for Virtual Reality (VR) display.

The experimental results of the VR setup are shown in Figure 7. Figure 7a shows the reconstructed
image of the hologram calculated by the proposed algorithm. For comparison, Figure 7b shows the
result of the hologram calculated using the direct point cloud algorithm [14] of the red channel data
from the color 3D model. The reproductions are similar, but the computational speed of our proposed
method takes only about 2 s on average whereas the 3D cloud point data approach consumes about
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76 s on average (38 times slower than our method). The comparison is based on the MATLAB 2015
with a laptop with i7-7700HQ CPU and 16G RAM.

Figure 7. Optical reconstructions. (a) Proposed method; (b) 3D cloud point data method.

Similarly, with the same experimental conditions, we also show another sample to demonstrate
the capability of our method that can focus and defocus objects at a scene. For the tested scene,
we utilize a stationary coral and a swimming fish 3D animation model (constructed using Unity3D),
as shown in Figure 8. For projection of images, eight images at 0.9◦ angle interval both in the x and
y directions are projected by Unity3D to generate projected images for each hologram calculation.
In Figure 8a, the camera is aimed at two objects, and both are in focus yielding clear images because
distance between the coral and the fish is close. As shown in Figure 8b,c, the distance between fish and
coral becomes far in comparison to Figure 8a. Figure 8b,c show different focuses, where b is focused at
coral and c is focused at fish.

Figure 8. Optical reconstructions of second 3D animation model. (a) Both in focus; (b) Coral in focus;
(c) Fish in focus.

The results of Figures 7 and 8 show that the proposed holographic 3D VR display is high in image
quality, free of speckle noise, and also able to realize 3D display.

For the AR experiment, volume HOE is used for producing the AR 3D image due to its angle and
wavelength selectivity [24–26]. The recording of the HOE is illustrated in Figure 9. The light wave
emitted from the laser is filtered and collimated by lens1, and then split into two parts through the
beam splitter (BS). The transmitted light passes through lens2 to form a convergent spherical wave,
which undergoes interference with the plane wave reflected by mirror1 and mirror2 on the holographic
material to form the HOE. The laser used for HOE recording is a single mode semiconductor laser with
a wavelength of 532 nm and power of 400 mW. The lens2 is a commercially available aspherical mirror
with focal length of 40 mm and a diameter of 50 mm (Thorlabs, AL5040M-A, NA = 0.55). The recording
material we used in the experiment is a commercial holographic film (Ultimate Holography, U04),
which requires an exposure density of ~600 μJ/cm2 [27].
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Figure 9. Optical system for holographic optical element (HOE) recording.

Using the optical recording system, the angular selectivity of the reflective volume HOE recorded
without using lens2 was tested, and the angular selectivity was within ±5◦. Using the SLM described
above, the diffraction angle is within ±1.89◦, which means that most light diffracted by the SLM can be
diffracted by HOE in a high efficiency.

Figure 10a,b are a schematic and a photograph of AR 3D display system, respectively. The angle
between the illumination light and the HOE is approximately 30◦. The holographic 3D real image
reproduced by the optical system is imaged by the HOE and incident at human eye. Ambient light
from the real object does not meet the angular selectivity of the fabricated reflective HOE, and thus can
directly reach the human eye, forming a holographic AR 3D display.

Figure 10. Holographic Augmented Reality (AR) 3D display system. (a) Schematic of display system;
(b) Optical display system.

The diameter of the fabricated HOE for AR 3D display is about 40 mm, which is shown in
Figure 11a. The 3D model used for the AR experiment is the same as the second experiment of the VR
display. Figure 11b,c shows two reconstructed images taken at different depths. Fish and coral are about
1.2 m and 3 m deep, respectively, which are calibrated with a CCD camera. The calibration process is
as follows: Given the camera is focused on a virtual image (e.g., either fish or coral), we move a real
object away from the camera. When the captured image of the real object becomes clear, the distance
between the real object and the camera is the depth at which the camera can clearly image the real
object. The distance is also the distance between the virtual image and camera as well. In our display
experiment, when the image of the fish is clear, the image of the coral and external environment are
blurred due to the defocus. The results show that the proposed method is able to produce correct
depth cues, and hence the accommodation convergence conflict problem can be eliminated.
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Figure 11. Optical experiment results. (a) Fabricated HOE; (b) Focused on Fish (1.2 m); (c) Focused on
coral (3 m).

4. Discussion

The VR results of our method are faster (38 times faster) than the traditional point cloud method.
The VR results also show that the proposed method is able to achieve focus and defocus of the 3D
images. Similarly, AR results also show that the proposed method is able to achieve a good image
quality with 3D display capability as well. More importantly, use of LED as illumination source results
in speckle noise-free VR/AR 3D images so that the image quality is better than the use of coherent
source as illumination for holographic display. Another advantage of this method is that the depth of
the 3D image can be easily controlled through the SLM.

It is worthwhile to point out that the calculation time is determined by the number of views of the
projected image and the distance from the projection plane to the holographic plane. The computation
time is a trade-off between the number of the projected images and the distance between the projection
plane and the holographic plane. Further increase of computational speed is still possible through the
use of GPU acceleration for the convolution.

It is also worth noting that the difference between the display modes of AR and VR can be easily
changed with different eyepieces, and all the underlying computation should be identical. This offers
convenience for easily switching between VR and AR devices for practical applications. The 3D object
can be set between the holographic plane and projected plane or the projected plane can be set between
the 3D object and holographic plane. In the experiment we used the former method. For an extreme
situation, the holographic plane is the projection plane. Under this condition, the convolution in spatial
domain is not possible because the PSF cannot be calculated. However, the calculation of the hologram
can be performed in the frequency domain [4].

It should be pointed out that use of LED as the illumination source is also associated with potential
drawbacks. For example, due to the large light-emitting area of the LED and poor spatial coherence,
it is more difficult to produce a large depth of field image. Another disadvantage is that when the
increase of the distance between the holographic plane and the 3D object is over a certain threshold
(e.g., 20 mm), the blur of the VR/AR image becomes more evident. While this may not be significant
for near-eye VR/AR 3D display, a careful control of coherence of the light source as well as more
controllable propagation of the light can be potentially useful to solve these problems.

5. Conclusions

We demonstrate a holographic 3D VR and AR technique with a multiple projection image-based
method to successfully create high quality near-eye VR and AR 3D display free of speckle noise and
without accommodation convergence conflict problems. The proposed calculation method has high
computational efficiency and the proposed display system is compact and flexible, which has potentials
for head mounted near-eye VR and AR applications.
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Abstract: It is a critical issue to reduce the enormous amount of data in the processing, storage and
transmission of a hologram in digital format. In photograph compression, the JPEG standard is
commonly supported by almost every system and device. It will be favorable if JPEG standard
is applicable to hologram compression, with advantages of universal compatibility. However,
the reconstructed image from a JPEG compressed hologram suffers from severe quality degradation
since some high frequency features in the hologram will be lost during the compression process.
In this work, we employ a deep convolutional neural network to reduce the artifacts in a JPEG
compressed hologram. Simulation and experimental results reveal that our proposed “JPEG +
deep learning” hologram compression scheme can achieve satisfactory reconstruction results for a
computer-generated phase-only hologram after compression.

Keywords: hologram; holography; phase-only; compression; deep learning; JPEG; convolutional
neural network

1. Introduction

Computer Generated Holography (CGH) allows the recording and reconstruction of a desired
complex light wavefront including both amplitude and phase information. With the development
of computer and optical technologies, CGH has been extensively applied in many fields such as
three-dimensional dynamic holographic display [1–3], holographic projection [4–7], virtual and
augmented reality [8,9], optical tweezers [10] and optical information security [11,12]. The research
works on CGH generation, conversion and compression algorithms receive much attention in the past
decade. For example, the enormous amount of calculation in the generation of a complex hologram
from a 3D object model consisting of many points is a huge challenge and the fast CGH calculation
problem has been investigated from different perspectives [13–17]. Another major concern is that
holographic display devices such as spatial light modulator (SLM) usually cannot display both the
amplitude and phase part of a complex hologram simultaneously. Fast and high-quality phase-only
hologram calculation from an object image is favorable for commonly used phase-only type SLMs.
A phase-only hologram (Figure 1) can be calculated from an object image with various methods such
as Gerchberg–Saxton iterative algorithm [18–20], error diffusion algorithm [21–24], random phase
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mask method [25–27] and down-sampling mask method [28,29]. Compared with other methods,
error diffusion method [21–24] has several advantages including no forward and backward field
propagation, reduction of high frequency noise in the result and direct converting a complex hologram
into a phase only one [8]. In this paper, the error diffusion method is employed for the computer
generation of phase-only holograms from object images.

Figure 1. An example of complex hologram (left); and phase-only hologram (right) with a size of
4 × 4 pixels.

In addition to the numerical generation of complex or phase-only holograms, the compression
of hologram data is a critical issue. Since the unit pixel size of a hologram is typically rather
small (a few micrometers), the entire hologram may contain a huge number of pixels and demands
considerable storage cost and transmission bandwidth. It is necessary to develop efficient hologram
compression algorithms to reduce the size of data representing a hologram. In the past decade,
much research effort has been made on hologram compression [30–34] and a literature review can
be found in [30]. In essence, a hologram can be regarded as a special kind of two-dimensional
(2D) image. For natural 2D images (e.g., photographs), standardized image compression algorithms
such as JPEG [35] have been widely employed. However, some image properties of holograms
significantly differ from photographs. For example, a photograph is usually locally smooth while a
hologram consists of many high-frequency fringe patterns. Consequently, JPEG compression often
cannot give optimal compression performance for holograms [30]. Instead of directly adopting JPEG
standard, many customized compression algorithms are proposed for holograms such as Fresnelets [31],
Wavelet-Bandelets Transform [32], vector quantization [33], enhanced wavelet transform [34] and
rational covariance extension approach [36,37]. These customized hologram image compression
methods can yield very satisfactory performance for certain types of holograms. However, on the
downside, these customized algorithms are not compatible with commonly used JPEG standard,
which is supported very extensively by almost every computer system and digital device while
these customized compression methods are not very generally adopted. A hologram compression
method is very favorable if it has compatibility with JPEG standard and can achieve good compression
efficiency at the same time. In this work, we propose a phase-only hologram compression and
decompression scheme incorporating both JPEG standard and deep learning post-processing. In this
scheme, the compression steps are identical to JPEG compression standard and the decompression
steps are implemented with JPEG decompression plus enhancement by a deep convolutional network.

This article is organized as follows. In Section 2, the error diffusion method for phase-only
hologram generation is briefly described. In Section 3, the working principles of JPEG image
compression standard are discussed and our proposed artifact reduction scheme for JPEG compressed
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holograms using deep convolutional network is presented. In Section 4, simulation and experimental
results are demonstrated to verify the effectiveness of our proposed scheme. In Section 5, a brief
conclusion is provided.

2. Computer Generated Phase-Only Hologram with Error Diffusion Method

Error diffusion algorithm [21–24] is a non-iterative and high-quality method for calculating
a phase-only hologram from an object image on computer. The working principles of phase-only
hologram calculation with error diffusion method are described below. To start with, O(x, y) denotes
the object image and a complex Fresnel hologram H(x, y) can be calculated based on the Fresnel
diffraction formulas illustrated by Equations (1) and (2).

f (x, y; z) =
exp(i 2πz

λ )

iλz
exp

[
i
π
(

x2 + y2)
λz

]
(1)

H (x, y) = O (x, y) ∗ f (x, y; z) (2)

where f (x, y; z) denotes the impulse function for Fresnel transform, λ denotes the wavelength of
illumination light and z denotes the distance between the object image plane and hologram plane.
As shown in Figure 2, a Fresnel zone plate can be generated at the hologram plane for each object point
with a Fresnel impulse function. The final calculated hologram is a superposition of the Fresnel zone
plates from all the points (or pixels) in the object image. More detailed explanation about the Fresnel
hologram calculation can be found in [13–17].

Figure 2. Fresnel light filed propagation from one object point.

The complex hologram H(x, y) can be converted to a phase-only hologram P(x, y) with error
diffusion algorithm [21–24] to achieve high-quality holographic display on a phase-only spatial light
modulator. In the error diffusion method, the complex value of each hologram pixel is forced to be
unity amplitude and the resulting complex error is diffused to neighboring pixel values. The following
operations (Equations (3)–(8)) are performed on each individual holographic pixel sequentially in
row-by-row and column-by-column scanning manner, as illustrated in Figure 3.

E
(

xj, yj
)
= H

(
xj, yj

)− P
(

xj, yj
)

(3)

H
(

xj, yj + 1
)← H

(
xj, yj + 1

)
+ w1E

(
xj, yj

)
(4)

93



Appl. Sci. 2018, 8, 1258

H
(
xj + 1, yj − 1

)← H
(
xj + 1, yj − 1

)
+ w2E

(
xj, yj

)
(5)

H
(

xj + 1, yj
)← H

(
xj + 1, yj

)
+ w3E

(
xj, yj

)
(6)

H
(
xj + 1, yj + 1

)← H
(
xj + 1, yj + 1

)
+ w4E

(
xj, yj

)
(7)

P
(

xj, yj
)
= Phase

[
H
(

xj, yj
)]

(8)

where P(xj, yj) denotes the phase-only pixel value at position (xj, yj) after the complex pixel value
H(xj, yj) is phase truncated (the magnitude is forced to be unity), E(xj, yj) denotes the complex
error and four different weighting coefficients, w1 = 7/16, w2 = 3/16, w3 = 5/16 and w4 = 1/16,
are imposed on four different directions, as shown in Figure 3.

Figure 3. Propagation of errors to four different neighboring pixels with corresponding weighting
coefficients in error diffusion algorithm.

After each pixel in a complex hologram is processed, the entire hologram will become a phase-only
type hologram. More details about the error diffusion methods for phase-only hologram generation
can be found in [21–24]. In practice, bi-directional error diffusion, a slightly modified version of the
above unidirectional error diffusion, can yield slightly better performance [21].

3. JPEG Image Compression and Proposed Artifact Reduction Scheme by Deep
Convolutional Network

Each pixel in a phase-only hologram has an intensity value ranging from 0 to 2 π and a phase-only
hologram can be regarded as a gray-scale intensity image. Various image compression algorithms can
be attempted for the compression of phase-only holograms.

JPEG is a very commonly used lossy compression scheme for digital images, which was firstly
proposed in 1992 by Joint Photographic Experts Group [35]. In JPEG scheme, the original image
(e.g., a gray-level photograph or a phase-only hologram) is first divided into 8 × 8 pixel blocks
and each individual block undergoes discrete cosine transform (DCT). Then, the coefficients in the
transformed domain of each block are quantized with more quantization levels for low frequency
components and less quantization levels for high frequency components. Subsequently, zigzag coding,
entropy coding and Huffman coding are performed on the quantized coefficients. Finally, the original
image becomes a compressed bit stream with much smaller data size than the original uncompressed
image. A reconstructed image with certain image degradation can be obtained when the JPEG binary
bit stream is decompressed with the inverse procedures as compression.

JPEG compression can significantly reduce the data size of an original natural image and only
introduce minor quality degradation in the decompressed image. The reason is that a natural
image (e.g., a photograph) is usually locally smooth and most of its information is concentrated
in the low frequency coefficients of DCT spectrum. The discarded high frequency information in
the quantization step has negligible effect on the image quality. However, phase-only holograms
have substantially different image characteristics compared with photographs [38]. One feature of
a hologram is that it contains many high frequency fringe patterns. If JPEG compression is directly
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applied to a phase-only hologram, the decompressed result after compression will suffer from heavy
damage and the holographically reconstructed image from the JPEG compressed hologram will be
severely degraded as well.

In this work, we employed deep convolutional neural networks to reduce the artifacts of JPEG
compressed phase-only holograms. In the past few years, deep learning methods receive much
attention and exert considerable impact in many fields such as image quality enhancement [39–42].
A previous work [39] proposed a 20-layer network DnCNN to reduce the Gaussian noise on the
noisy images. Although DnCNN is designed for denoising task, it shows promising performance
on image compression artifacts reduction and super-resolution as well. Assisted by the prior
knowledge, a previous work [40,42] proposed denoiser-based and total variation (TV)-based solutions,
respectively for image restoration task. Very recently, deep learning has been introduced to the
holographic research area and gained success in different applications [43–49].

The network structure employed in our task is illustrated in Figure 4a, based on the previous works
of restoring JPEG compressed photographs [50]. The overall flowchart of our proposed “JPEG + deep
learning” hologram compression scheme is illustrated in Figure 4b. The proposed CNN consists of
four convolutional layers, and each layer has a specific function. The first layer is used for feature
extraction, and with 9 × 9 filter size it generates 64 feature maps. By adding a bias term to the
outputs and employing ReLU as the activation function, the convolution operation in this layer can be
formulated as:

F1(I) = ReLU(W1 ∗ I + B1) (9)

where W and B represent the weights and biases, respectively; “∗” denotes the convolution operation;
and F represents the nonlinear mapping process. Different from the previous approach [51] where
zero-padding is not adopted, in the proposed network, all the filters whose size is larger than 1 adopt
the zero-padding strategy to maintain the size of the reconstructed images unchanged.

Since the features extracted by the first layer are in low quality, the second convolutional layer is
used for feature enhancement, and, with 7 × 7 filter size, it generates 32 feature maps. Because more
nonlinear mappings are involved, more potential features can be extracted, and the third layer is used
for nonlinear mapping. With 1 × 1 filter size, it generates 16 feature maps. The last layer is used for
image reconstruction and the corresponding filter size is 5 × 5. After the first three convolutional
layers, features in the inputs are successfully extracted and enhanced by optimizing the output of the
network to generate the final recovered image. The operation of these layers can be formulated as:

Fi(I) = ReLU(Wi ∗ Fi−1(I) + Bi) (10)

where i indicates the ith convolutional layer; Fi(I) and Fi−1(I) are the outputs of the ith and (i − 1)th
convolutional layer, respectively; and Wi and Bi represent the weights and biases for the ith layer,
respectively. Since there is no activation function after the last conventional layer, the final restored
images can be expressed as

F4(I) = W4 ∗ F3(I) + B4 (11)

In addition, aiming to learn the optimal values for the weight and bias of each layer, the L2
distance between the reconstructed hologram images F(I; Θ) and corresponding uncompressed ground
truth hologram images IGT needs to be minimized. Given a set of m uncompressed images Ii

GT ,
the corresponding compressed images Ii, the Mean Squared Error (MSE) loss function is:

Loss(Θ) =
1
m

m

∑
i=1

‖F(Ii; Θ)− Ii
GT‖2

2 (12)

where Θ contains the parameters of the network, including both weights and biases. The network
weighting parameters are trained separately for phase-only holograms generated at different distances.
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Hence, the artifacts caused by JPEG compression in phase-only holograms such as high frequency
noise and blocking effect can be suppressed by the proposed convolutional network.

(a)

(b)

Figure 4. (a) Structure of deep convolutional network for the quality enhancement of JPEG compressed
holograms in our work; and (b) overall flowchart of our proposed “JPEG+deep learning” hologram
compression scheme.

4. Results and Discussion

In our work, ten pairs of compressed and uncompressed phase-only holograms (1024× 1024 pixel
size) calculated from ten different object images (512 × 512 pixel size) with error diffusion method were
employed as the training holograms (Figure 5). Two compressed phase-only holograms generated from
“Pepper” and “Cameraman” images, respectively, were employed as the test holograms (Figure 6).
Data augmentation was performed: firstly, we rotated the training images by 90◦, 180◦ and 270◦,
respectively; and, secondly, we flipped them horizontally. Taking into account the training complexity,
the small patch training strategy was adopted, so that training images were split into 31 × 31 patches
with the stride of 10 and there were 960, 384 training sub-images in total. Since different holograms
usually have many similar image blocks and fringe patterns, the replication properties in hologram
images allowed a small number of examples to contain most universal hologram features, which has
been revealed in previous works [52]. Hence, the total training sub-images was sufficient for our
proposed four-layer network. In this work, stochastic gradient descent backpropagation solver was
used with the batch size 128. The initial learning rate was 0.0001 and decayed every five epochs by a
factor of 10. There were 25 epochs in total. We used the deep learning platform caffe [53] on an NVIDIA
GTX TITAN X GPU with 3072 CUDA cores and 12 GB of RAM to implement all the operations in
our network. The training time of a four-layer network was 5 h and the test time for an image with
512 × 768 was around 0.32 s.

In the computer calculation of phase-only holograms, the optical wavelength of illumination light
was set to be 532 nm, the pixel size was 8 μm and the distance between object image and hologram
plane was 0.3 m or 0.5 m. The ten training holograms and two testing holograms were then compressed
by JPEG when the quality factor is set to 1. The JPEG compressed hologram was restored by our
proposed deep convolutional network. One example of the original hologram, JPEG compressed
hologram and restored hologram with our proposed scheme is shown in Figure 7. It can be observed
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that some high frequency patterns are deteriorated in the hologram after JPEG compression and
restored to certain extent after the quality enhancement using our proposed network.

Figure 5. Ten object images employed for generating training holograms.

Figure 6. Two object images (“Peppe” and “Cameraman”) employed for generating testing holograms.

The reconstructed images from original uncompressed holograms, JPEG compressed holograms
and restored holograms were compared in numerical simulations. The reconstructed images are
shown in Figure 8. The PSNR, SSIM [54], multi-scale SSIM (MS-SSIM) [55], visual information
fidelity (VIF) [56] and information fidelity criterion (IFC) [57] values of the reconstructed results from
compressed holograms and restored holograms, in comparison with the reconstructed results from
uncompressed holograms, are presented in Table 1. The compression ratio is approximately 7 and
data size of original hologram, 1024 KB (1 MB), is reduced to around 142 KB to 144 KB after JPEG
compression. All these assessment values reveal that our proposed scheme can significantly enhance
the reconstructed image quality from JPEG compressed holograms.

Table 1. PSNR (dB), SSIM, MS-SSIM, VIF and IFC values of reconstructed results from JPEG compressed
holograms and restored holograms with our proposed scheme.

Cameraman Pepper
0.5 m 0.3 m 0.5 m 0.3 m

Compression ratio 7.2113 7.1111 7.2113 7.1608

Reconstructed image from
compressed hologram

PSNR 19.10 17.83 18.92 17.64
SSIM 0.1651 0.0967 0.2007 0.1036

MS-SSIM 0.6091 0.4628 0.6907 0.5252
VIF 0.3946 0.2183 0.6396 0.3438
IFC 0.4522 0.2519 0.5543 0.2835

Reconstructed image from
restored hologram

PSNR 28.86 26.86 29.88 27.16
SSIM 0.6036 0.4465 0.6767 0.4852

MS-SSIM 0.8798 0.8022 0.9138 0.8343
VIF 0.5378 0.4316 0.6841 0.6306
IFC 0.9027 0.5098 1.2064 0.6379
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(a)

(b)

(c)

Figure 7. (a) Original hologram; (b) JPEG compressed hologram; and (c) restored hologram with our
proposed scheme.

Figure 8. Reconstructed images from original holograms, JPEG compressed holograms and restored
holograms in numerical simulation.
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Our proposed scheme was further verified in optical experiments and the calculated holograms
were optically reconstructed using the optical setup [6] shown in Figure 9. The hologram was
reconstructed with a phase-only Holoeye PLUTO spatial light modulator (SLM). The system
parameters were the same as the numerical simulation (wavelength: 532 nm; pixel size: 8 μm;
hologram size: 1024 × 1024 pixels; object-hologram distance: 0.3 m/0.5 m). The phase-only holograms
loaded into the SLM were assigned with an additional carrier phase to transversally shift the desired
reconstructions away from the un-diffracted (zero-order) beam component. The projected beam from
the SLM is transmitted through a 4-f optical filtering system containing a low-pass iris with 3.3 mm
diameter to block the zero-order noise. The optically reconstructed results are shown in Figure 10.
It can be observed that the quality of reconstructed images after hologram enhancement with deep
learning are improved, compared with the ones from compressed holograms without restoration.

Figure 9. Optical setup for hologram reconstruction experiment.

Figure 10. Reconstructed images from original holograms, JPEG compressed holograms and restored
holograms in optical experiments.

5. Conclusions

It is essential to reduce the enormous amount of data representing a computer-generated
phase-only hologram in the processing, transmission and storage process. JPEG photograph
compression standard can be attempted for hologram compression with an advantage of universal
compatibility, compared with customized hologram compression algorithms. Deep convolutional
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networks can be employed to reduce the artifacts for a JPEG compressed hologram. Simulation and
experimental results reveal that our proposed “JPEG + deep learning” hologram compression
scheme can maintain the reconstructed image quality when the data size of original hologram is
significantly reduced.
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Abstract: We have developed an output device for a computer-generated hologram (CGH) named a
fringe printer, which can output a 0.35-μm plane-type hologram. We also proposed several CGH with
a fringe printer. A computer-generated rainbow hologram (CGRH), which can reconstruct a full color
3D image, is one of our proposed CGH. The resolution of CGRH becomes huge (over 50 Gpixels) due
to improvement of the fringe printer. In the calculation, it is difficult to calculate the whole fringe
pattern of CGRH at the same time by a general PC. Furthermore, since the fine pixel pitch provides a
wide viewing angle in CGRH, object data, which are used in fringe calculation, should be created
from many viewpoints to provide a proper hidden surface removal process. The fringe pattern of
CGRH is calculated in each horizontal block. Therefore, the object data from several view points
should be organized for efficient computation. This paper describes the calculation algorithm for
huge resolution CGRH and its output results.

Keywords: holography; computer-generated hologram; rainbow hologram; high resolution; fringe
printer; wide viewing angle

1. Introduction

A hologram has 3D information such as the binocular parallax, convergence, accommodation,
and so on. Therefore, a reconstructed image of a hologram provides natural spatial effects.
A computer-generated hologram (CGH) whose interference fringes are calculated on a computer
can reconstruct a virtual object. At the moment, since the hologram requires a fine pixel pitch that is
almost the same as the wavelength of the light, the output device of CGH is not common. The electron
beam writer provides an excellent quality CGH [1]. Furthermore, there were some papers whose
CGHs were output by a laser lithography system [2]. However, both the equipment and running costs
of the electron beam writer are very expensive. On the other hand, Sakamoto et al. had proposed a
CGH printer with a CD-R writer [3]. Since the recording material is CD-R, the running cost of this
CD-R printer is very inexpensive. However, the size of this CGH is restricted by the size of the CD-R.

We have developed the output device of the plane-type CGH, which is called the fringe printer [4].
This printer consists of a laser, an SLM and an X-Y translation stage with stepper motors. The pixel
pitch of this printer is 0.35 μm, and the size of CGH depends on the X-Y translation stage. Our group
has investigated several types of CGHs [5,6]. The Fresnel-type CGH is very popular in CGH [7–9].
However, all light is diffracted by the Fresnel fringe pattern, and it is difficult to reconstruct the
full-color 3D image. Therefore, we proposed a computer-generated rainbow hologram (CGRH) [10].
The rainbow hologram, which was proposed by Benton [11], can reconstruct the full-color 3D image by
sacrificing the vertical parallax. Due to the development of the fringe printer, the resolution of CGRH
increases to over 50 Gpixels. The calculation system requires large memory when the entire fringe
pattern is calculated. It is difficult to calculate on a common PC.
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In this paper, we have proposed the large CGRH calculation. Since the computation of CGRH
is separated on the vertical, it can be calculated independently. In addition, we have described
the deterioration of image quality caused by this separation and proposed the solution. Moreover,
the CGRH output by the fringe printer has a wide viewing angle, and the reconstructed image should
have the correct occlusion. Therefore, object data created from different viewpoints are organized to fit
the separate fringe pattern calculation. Furthermore, we have revealed the problem that is caused on
the hologram plane and proposed the solution. As a result, we obtain a full-color reconstructed image
from about a 56-Gpixel CGRH by a common PC.

2. Rainbow Hologram

The rainbow hologram [11] is well known as a full-color reconstructed image by white light.
By sacrificing the vertical parallax, the rainbow hologram, which is a transmission hologram,
can reconstruct the full-color image.

Figure 1 shows the schematic image of the rainbow hologram recording. The viewing area of
the reconstructed image from the master hologram is limited by the horizontal slit and recorded as
a transfer hologram. Figure 2 shows the reconstruction of the rainbow hologram with white light.
The observer can see the monochromatic image from the same position of the horizontal slit. If the
observer changes the viewing position on the vertical direction, the color of the reconstructed image
also changes. The full-color image can be obtained with three slits corresponding to red, green and blue.

Figure 1. Recording of the rainbow hologram.

Figure 2. Reconstruction of the rainbow hologram by white light.

3. Computer-Generated Rainbow Hologram

The calculation algorithm of CGRH had been proposed in [10]. Therefore, this section elucidates
the gist of the proposed method. The calculation flow can be divided into two steps. In the first step,
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the 1-D complex amplitude named the sub-line is calculated from sliced object data. Figure 3 shows
the calculation geometry of the sub-line. Since the reconstructed image of CGRH only has horizontal
parallax, one sub-line should be formed by a single horizontal slice of the object data. The object
data are supposed as a collection to the self-illuminated points and can be divided by the position of
each point.

Figure 3. Calculation geometry for the sub-line.

In the second step, we add an off-axis reference, which has a vertical incident angle, to the
sub-line. Figure 4 shows the second step of CGRH computation. The 1-D hologram (sub-line) does not
have vertical diffracted light. Therefore, the proposed calculation used a reference beam, which only
changes the phase on the vertical direction, and part of fringe pattern named the holo-line was
calculated. Since the proposed calculation uses the same sub-line in each holo-line, only 1-D object
beam calculation is required.

Figure 4. Two steps to calculate the holo-line of a computer-generated rainbow hologram.

When the calculated CGRH is reconstructed, a cylindrical lens is required to converge the
diffracted light to the viewing position. However, this is an undesirable reconstruction when using the
lens. Therefore, we added the lens effect to the reference light. This change provides the wavelength
selection of the rainbow hologram, and diffracted light by the entire calculated fringe pattern is
observed at the same position.
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3.1. Calculation of the Fringe Pattern

Computation of the holo-line follows the interference computation between the wavefront of the
object beam and the wavefront of the reference beam. The intensity pattern on the hologram plane
I(x, y) is described as:

I(x, y) = |O(x) + R(y)|2, (1)

where O(x) is the complex amplitude of the object beam on each horizontal slice plane and R(y) is
the complex amplitude of the reference beam. Since the reference beam of the rainbow hologram is
usually a collimated beam, R of Equation (1) only changes in the y direction.

The location of the i-th object point is specified as (xi, yi, zi). Each point has a real-valued
amplitude ai and a relative phase φi. The object light of a single sub-line is defined as:

O(x) =
N

∑
i=1

ai
ri
(cos φi + j · sin φi), (2)

ri =
√
(xi − x)2 + z2

i , (3)

where N is the number of object points for the single sub-line and ri is the distance between the i-th
object point and the point (x) on the hologram. The wavenumber is defined as k = 2π/λ, where λ is
the free space wavelength of the light. The rainbow hologram displays a 3D image on or close to the
hologram plane. The object point that is close to the hologram plane makes a high intensity fringe
pattern according to Equation (2). Therefore, Equation (2) is changed into the following equation,
which can avoid divergence.

O(x) =
N

∑
i=1

ai
ri + α

(cos φi + j · sin φi), (4)

where α is a positive constant value.
The complex amplitude R(y) is determined by:

R(y) = are f (cos φr + j · sin φr), (5)

φr = ky · sin θre f , (6)

where θre f is the vertical incident angle of the illumination beam and φr is the phase component of the
reconstructed beam.

The intensity pattern of Equation (1) becomes:

I(x, y) = |O(x)|2 + |R(y)|2 + 2 · Re{O(x)} · Re{R(y)}+ 2 · Im{O(x)} · Im{R(y)}, (7)

where Re{C} and Im{C} take the real and imaginary part of the complex number C, respectively. The
first and second term are the DC term, which does not contribute to the reconstructed image. For the
calculation of CGRH, the only the third and fourth term are calculated.

To converge the diffracted light to the horizontal slit, the phase component of the reference beam
in Equation (6) is changed into the following equation.

φr = kr · (sin θre f − sin θs), (8)

θs = tan−1 y
Vd

, (9)

where θs is the convergence angle to the horizontal slit and Vd is the distance between the hologram
plane and the viewpoint.
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3.2. Calculation Area

The maximum diffraction angle of the CGH depends on the pixel pitch of output device. In this
paper, we used a fringe printer, which can output a 0.35-μm pixel pitch CGH for the output device.
Since the object point that is close to the hologram requires a fine pixel pitch, the calculation area
on the hologram plane should be limited by the coordinate of the object point according to the
following equation.

d ≤ λ

2(sin θobj − sin θre f )
(10)

where d is the pixel pitch of the CGH and θobj and θre f are the incident angles of the object beam and
the reference beam, respectively. In the actual calculation, we employed the virtual window (as shown
in Figure 5), which only passes through the object light, satisfying Equation (10).

Figure 5. Addition of the calculation area by the virtual window.

4. Point Cloud Creation

The object to be recorded is approximated as a collection of self-illuminated points. Each point
has x, y, z coordinates, a phase component and a real-valued amplitude of R, G, B. Since CG data are
usually used as the object, we have to convert CG data to the point cloud data [7].

For the creation of the point cloud from CG data, the OpenGL library is employed as the
3D-API [12]. By using a color buffer and a z-buffer, which are calculated by OpenGL, the point
cloud is calculated. However, the color buffer of the calculated point cloud is made from a single
viewpoint. Therefore, when the viewer changes position, the absence of the hidden surface’s data
causes a problem: hole and overlap. In order to solve this problem, we employed multi-view rendering,
which makes multiple point cloud data from several viewpoints. Accordingly, the reconstructed image
shows the correct occlusion in every viewpoint.

4.1. Shift Point Data

Since the object point that is close to the hologram plane is calculated by Equation (4) to avoid
divergence, the intensity of the object beam becomes weak, and the reconstructed image has dark
bands on the hologram plane, as shown in Figure 6c. Figure 6a is a CG object used in this research,
and the CG object is placed as shown in Figure 6b; the horizontal white arrow shows the hologram
plane. Therefore, the object points that are close by less than a certain distance from the hologram
plane need to be shifted a bit far from the hologram plane, as shown in Figure 7. Figure 8 shows the
original point cloud data and the shifted point cloud data. As is evident from Figure 8, the shifted
point cloud data seem almost the same as the original data when the observer sees from front.

107



Appl. Sci. 2018, 8, 1955

x

z
a) CG object

front view
b) CG object

top view
c) Reconstructed image

(simulation)

Figure 6. CG object and simulated image including the dark bands problem.

Figure 7. Shift object points in the direction of the virtual window.

a) Point cloud data without shift 
(front view)

b) Point cloud data without shift 
(top view)

c) Point cloud data with shift 
(front view)

d) Point cloud data with shift 
(top view)

Figure 8. Point cloud data with and without shift.

4.2. Reallocation of the Point Cloud

According to the performance improvement of the output device, the resolution of CGH becomes
very high (over 50 Gpixels). It is difficult to calculate the whole fringe pattern of CGRH at the same
time by a general PC. In the calculation of CGRH, each holo-line is independent, as described in
Reference [10]. If the object points are only divided with the vertical coordinate, the reconstructed
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image has distortion. When the hologram is reconstructed, the observer sees diffraction light from
the point of the hologram plane, which has to be linearly aligned with the viewpoint and object point.
Therefore, the object points are divided with the straight line connecting the viewpoint with the each
edge of the holo-line, as shown in Figure 9.

Figure 9. Split object data for each horizontal calculation block.

5. Normalization of the Fringe Pattern

The calculated fringe pattern should be normalized by the entire fringe pattern. Otherwise, each
segment reconstructs the difference in the contrast of the image. Especially since the horizontal block
of CGRH is calculated for different numbers of object points, the difference in the contrast of the image
is very large. In this research, the calculated fringe pattern is stored as the floating-point number and
normalized by a range of 3σ after the calculation of the whole fringe pattern [13]. This σ is the standard
deviation calculated from the intensity of the fringe pattern.

6. Results

6.1. Fringe Printer

Figure 10 shows the schematic image of the fringe printer. The fringe printer consists of a laser, an
X-Y translation stage, liquid crystal on silicon (LCoS) as the spatial light modulator and optical parts.
A fractional part of the entire holographic fringe is displayed on the LCoS, and its demagnified image
is recorded on a holographic plate. Then, the plate is translated by the X-Y stage to expose the next
segment of the fringe. Table 1 shows the fringe printer’s parameter. Holographic material VRP-M,
which is manufactured by Slavich, is used as the holographic recording material.VRP-M is a silver
halide material.After development, VRP-M is bleached to improve the diffraction efficiency.
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Table 1. Parameters of the improved fringe printer.

Fringe Printer Value

Moving Area (mm2) 200 × 200
Focal Length (L2) (mm) 200
Focal Length (L3) (mm) 10
Demagnification Rate 1/20

Wavelength (laser) (nm) 473

LCoS Value

Resolution (pixel) 1920 × 1080
Pitch (μm) 7.0

Gray-scale Level (bit) 8

Figure 10. Schematic of the fringe printing system.

6.2. Reconstructed Images

Table 2 shows the parameter of CGRH. For the full-color reconstruction, we calculate three fringe
patterns, which use different wavelengths, as shown in Table 2, from point cloud data. The calculated
fringe patterns are synthesized to an 8-bit gray-scale bitmap pattern. We used a Windows 10 64-bit
PC, which has Intel Core i7 7700 K CPU and 32 GB memory. By using the proposed method, an
over 50-Gpixel CGRH was calculated with uniform contrast. Since the normalization had to be
calculated after the entire fringe pattern calculation, the previous method only created about a quarter
size of the memory size, because the fringe pattern is calculated as a float value. After the point
cloud data creation, it took 14.5 min to process and to prepare the fringe calculation such as the
shift of object points, the addition of the calculation area and sorting the point cloud data for each
holo-line. The computation time of the fringe pattern was approximately 50 min. Figure 11 shows the
reconstructed images from several viewpoints. A white LED light, called HOLOLIGHT [14], was used
as the illumination light. HOLOLIGHT can easily make light that is close to the collimated light.
Reconstructed images show good color reproduction compared with the original CG in the horizontal
direction. In the change of the viewpoint in vertical direction, the color spectrum changes from red to
blue, as shown in Figure 11a,e.

Figure 12 shows the numerical reconstruction for with and without shift object points, which are
placed on or close to the hologram plane. To apply shift object data, the dark bands of Figure 12b are
solved in Figure 12a. Figure 13 shows the reconstruction from the different normalizations. To change
the normalization of each holo-line to the entire hologram, the contrast of the reconstructed image
became uniform. These numerical simulations employed the algorithm of [15].
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Table 2. Parameter of the hologram.

Parameter of the Hologram Value

Resolution (pixels) 288,080 × 194,560
Size (mm2) 101 × 68.1
Pitch (μm) 0.35

Wavelength (R, G, B) (nm) 633, 532, 473
Sub-line resolution (pixels) 512

Number of holo-lines 380
Average number of object points approximately 335,000

a) Top view

b) Left view c) Front view d) Right view

e) Bottom view

Figure 11. Reconstructed images from several viewpoints.

a) w/ shift object point b) w/o shift objet point

Figure 12. Comparison of with and without shift object data (numerical reconstruction).
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a) Normalization as a whole b) Normalization as a each Holo-line

Figure 13. Comparison of the normalizations (numerical reconstruction).

7. Conclusions

In this research, we have calculated and output an over 50-Gpixel CGRH that reconstructs a
full-color 3D image. The reconstructed images shows good color reproduction. For the calculation
of the large CGRH, we proposed split calculation for each holo-line. To apply this calculation model,
several object data, which were created from different viewpoints, were managed. In addition,
to employ the shift object data and the normalization as a whole, the output CGRH provides good
reconstructed images.
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Abstract: The synthetic holographic stereogram printing technique can achieve a three-dimensional
(3D) display of a scene. The development and research status of the synthetic holographic stereogram
printing technique is introduced in this paper. We propose a two-step method, an infinite viewpoint
camera method, a single-step Lippmann method, a direct-write digital holography (DWDH)
method and an effective perspective images’ segmentation and mosaicking (EPISM) method.
The synthetic holographic stereogram printing technique is described, including the holographic
display with large format, the large field of view with no distortion, the printing efficiency, the color
reproduction characteristics, the imaging quality, the diffraction efficiency, the development of
a holographic recording medium, the noise reduction, and the frequency response analysis of
holographic stereograms.

Keywords: holographic printing; holographic stereogram; holographic element (hogel)

1. Introduction

Holography is a three-dimensional (3D) display technology based on the interference and
diffraction of light waves, and it was first proposed and realized by Gabor [1]. For almost two
decades, computer technology and holography have been integrated more closely, and holographic
printing techniques have developed rapidly. Compared with the conventional optical holography,
the hologram of virtual scenes can be stored into the holographic recording medium with the help of
holographic printing techniques. Holographic printing techniques have been widely used in various
fields [2–6], such as military, architecture, commerce, automotive industry, and entertainment.

According to the different sources of interference patterns and different approaches of recording,
holographic printing techniques can be categorized into three types: synthetic holographic stereogram
printing, holographic fringe printing, and wavefront printing. In synthetic holographic stereogram
printing, the 3D scene is reconstructed by sequential perspective images that are captured by a tracking
camera or modeled by a computer with rendering techniques. After being interfered with by the
reference beam, the information of perspective images is stored in the holographic recording medium.
During the reconstruction of holographic stereograms, stereoscopic vision occurs when different
perspective images with parallax information is viewed, and the parallax is changing when eyes are
moving [7,8]. In holographic fringe printing, interference patterns are calculated by the computer,
displayed by the spatial light modulator (SLM) and printed on the holographic recording medium
directly [9–14]. Thin transmission holograms, such as the Fresnel hologram, the rainbow hologram,
the image hologram, and the holographic stereogram, can be achieved [15–17]. In wavefront printing,
the holograms are calculated by a computer, but the algorithm is different from that of holographic
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fringe printing. Holographic fringe patterns are diffracted and propagated to the recording medium,
interfered with by the reference beam, and reflection volume-type holograms can be achieved [18–26].

Compared with holographic fringe printing and wavefront printing, since there is no complex
diffraction calculation, synthetic holographic stereogram printing is the only holographic printing
technique in application currently, and it is developing rapidly. In addition to the laboratory research,
there are several companies worldwide engaging in synthetic holographic stereogram printing and
providing related business services, such as Zebra Imaging Inc. in the United States as well as Geola
Inc. and XYZ Imaging Inc. in Europe [3]. It is beneficial to readers to have a systematic review of the
synthetic holographic stereogram printing technique. This paper introduces research on the synthetic
holographic stereogram printing technique and other related topics.

2. Development of Synthetic Holographic Stereogram Printing Technique

Synthetic holographic stereogram printing was first proposed by DeBitetto [27] and promoted
by King et al. [28]. The earliest synthetic holographic stereograms are horizontal-parallax-only
(HPO) holographic stereograms. When the viewer is not located at the slit plane of the stereogram,
there will be image distortions. The problem will not occur in full parallax holographic stereograms.
With the two-step method, we can achieve a real–virtual combined holographic stereogram,
i.e., the reconstructed 3D scene is viewed inside or outside of the holographic recording medium.
The production and reconstruction of the two-step method is shown in Figure 1 [29]. Full parallax
perspective images of the scene are acquired under incoherent illumination, and Fresnel holograms
of them are recorded in different hogels (holographic elements) successively (see Figure 1a).
When viewing the master hologram, eyes should be close to the positions of aperture pupils
(see Figure 1b). To separate the aperture pupil plane and the viewing plane, the master hologram
(H1 plate) should be recopied to the transfer hologram (the H2 plate) with the image hologram
photographing method, i.e., there are double exposures in the two-step method (see Figure 1c).
When viewing the transfer hologram from different virtual pupil positions, different perspective
images can be captured by human eyes, and the stereoscopic vision is formed (see Figure 1d).

Figure 1. Production and reconstruction of the two-step method. (a) The production of the master
hologram. (b) The reconstruction of the master hologram. (c) The reproduction of the master hologram
to the transfer hologram. (d) The reconstruction of the transfer hologram. (Reprinted with permission
from ref [29], [OSA]).

Since the 1990s, the media lab of Massachusetts Institute of Technology (MIT), the imaging
science and engineering laboratory of Tokyo Institute of Technology, and the General Optics
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Laboratory (Geola) have been researching the synthetic holographic stereogram printing
technique [30]. To simplify the process of the two-step method, they proposed the infinite viewpoint
camera method [31,32], the single-step Lippmann method [33,34], and the direct-write digital
holography (DWDH) method [3,35,36].

MIT studied the problem of image distortions in HPO holographic stereograms and proposed
two predistortion techniques, i.e., the infinite camera predistortion method and the perspective
slicing predistortion method. The infinite viewpoint camera method for synthetic holographic
stereogram printing was proposed, whose core idea was to transform the perspective images
into parallax related images. The perspective images are first captured by an infinite camera,
and the light arriving at the hogels can be considered as bundles of parallel light approximately
since the distance between the camera and the holographic recording medium is far enough.
The transformation is just an operation on a series of arrays as shown in Figure 2 [29]. Suppose
there are s × t (s = 1, 2, · · · , M, t = 1, 2, · · · , N) perspective images, and each image contains
i × j (i = 1, 2, · · · , m, j = 1, 2, · · · , n) pixels. The perspective image matrix is expressed as Pst(i, j).
All pixels at the same location of each Pst(i, j) are extracted to form a new matrix Hij(s, t), which
denotes a parallax-related image. During the holographic printing, a convex lens is used to control
the refraction direction of light rays. The resolution of reconstructed images equates to the number of
hogels. A double-frustum algorithm for rapidly generating image data for full parallax holographic
stereograms was proposed by Halle et al. [37]. There is a special renderer with an orthoscopic camera
and a pseudoscopic camera together, and each exposing image is synthesized by using rendering
images of these two cameras.

Figure 2. Transformation principle of perspective images in the infinite viewpoint camera method.
(Reprinted with permission from ref [29], [OSA]).

In the single-step Lippmann method, the exposing images for hogels are acquired by the
perspective projection, not by camera sampling, and the principle of this method is shown in
Figure 3 [29]. Based on the center of each hogel, scene points are projected to the position of liquid
crystal display (LCD), respectively (see Figure 3a). According to the viewer’s position, the occlusion
relation of scene points in space should be considered and the hidden surfaces should be removed.
The calculated images are then displayed on the LCD, converged through the lens, and recorded on
the hogels (see Figure 3b). During the reconstruction of the scene, light rays are diffracted from each
hogel in the same way as the image calculation; thus, the viewer can perceive the scene (see Figure 3c).
The double-frustum algorithm can be also applied to the single-step Lippmann method.
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Figure 3. Principle of the single-step Lippmann method. (a) Calculation of an exposing image.
(b) Optical setup of the method. (c) Reconstruction geometry for the holographic stereogram.
(Reprinted with permission from ref [29], [OSA]).

Geola Inc. has realized full parallax holographic stereogram printers with pulse lasers [35],
while the commercial products provided by Geola Inc. are only HPO holographic stereograms.
The DWDH method was proposed by Bjelkhagen and Brotherton-Ratcliffe. The core idea of the
DWDH method is the H1 − H2 conversion, i.e., the image transformation from the camera film plane
to the SLM plane, which is usually referred as “I-to-S” transforming [38]. The principle of the DWDH
method is shown in Figure 4. There are six principal planes, i.e., the hologram plane, the SLM plane,
the projected SLM image plane, the camera plane, the film plane, and the projected film plane. There is
the assumption of a small-aperture camera and a “point” hogel, and each image of the SLM plane
is acquired by the pixel swapping technique from different images of film planes according to the
ray-tracing principle. The spatial location relations of these planes are easily established, and there is
an exact pixel matching relationship between the SLM plane and film plane.

Figure 4. Principle of the direct-write digital holography (DWDH) method.

In the two-step method, the process is relatively complex with double exposures, and it is difficult
to make a large-size hologram since we can hardly achieve large-format collimating light during
the second exposure. There is only single exposure in the infinite viewpoint camera method, in

118



Appl. Sci. 2018, 8, 851

the single-step Lippmann method, or in the DWDH method. Recently, a novel method based on
effective perspective image segmentation and mosaicking (EPISM) was proposed by our group [29,38].
The principle of the EPISM method is shown in Figure 5. On the basis of ray-tracing principle and the
reversibility of light propagation, the viewing frustum effect of human eyes is analyzed and simulated
(see Figure 5a). With the segmentation and mosaicking of effective perspective images, synthetic
effective perspective images for single-step exposure can be achieved (see Figure 5b). By using the
EPISM holographic stereogram printing method, the image processing is simple and the reconstructed
images are of high resolution.

Figure 5. Principle of the effective perspective image segmentation and mosaicking (EPISM) method.
(a) The extraction of effective perspective image segment corresponding to a single virtual hogel.
(b) The synthetic effective perspective image mosaicked by effective images segments of multiple
virtual hogels. (Reprinted with permission from ref [29], [OSA]).

Principles of different synthetic holographic stereogram printing methods have been described.
Except for the two-step method, there is only single exposure in the other printing methods. According
to different models to generate the hogel images, the methods mentioned above can be classified as
two types [39]. In the first type, hogel images are generated by a camera placed on the viewing zone
of the holographic stereogram. As shown in Figure 6, the hologram plane coincides with the camera
image plane, and the camera is placed on every point of view on the viewing zone. Perspective images
of the 3D scene are first captured by the camera, and they are then rearranged to generate hogel images.
According to different transformation algorithms, there are examples of the infinite viewpoint camera
method and the DWDH method. Although the hologram plane is not matched with the camera image
plane in the EPISM method, the EPISM method can be also considered as the first type since the camera
is placed on the viewing zone of the holographic stereogram. In the second type, hogel images are
generated by a camera placed on the hologram plane. As shown in Figure 7, the camera is placed on
every hogel of the holographic stereogram and the SLM plane coincides with the camera image plane.
Hogel images are generated directly, and there are examples of the single-step Lippmann method
and double-frustum algorithm. The camera’s field of view (FOV) is coincided with the hogel’s FOV,
and the hogel image’s resolution coincides with the SLM’s resolution.
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Figure 6. Hogel images are generated by a camera placed on the viewing zone of the holographic stereogram.

Figure 7. Hogel images are generated by a camera placed on the hologram plane.

For either the DWDH method or the EPISM method, the core idea is the H1 − H2 conversion.
However, they are different, as shown in Figure 8. In the DWDH method, there are six principal
planes, i.e., the hologram plane, the SLM plane, the projected SLM image plane, the camera plane,
the film plane, and the projected film plane. There is the assumption of a small-aperture camera and
a “point” hogel, and each image of the SLM plane is acquired by the pixel swapping technique from
different images of film planes according to the ray-tracing principle. Consequently, there is an exact
pixel matching relationship between the SLM plane and the film plane. Once the parameters of the
printing system (such as the distance between the camera plane and the hologram plane as well as
the pixel intervals of the film plane and SLM plane) are determined, the relationship between the
hogel sizes of the camera plane and the hologram plane are fixed. In our proposed EPISM method,
there are only three principal planes, i.e., the virtual master hologram plane, the SLM plane, and the
transfer hologram plane, and only the hogels in the transfer hologram are considered as “point” hogels.
The virtual master hologram plane and the transfer hologram plane in the EPISM method can be
considered equally to the camera plane and the hologram plane in the DWDH method correspondingly.
The images for hogels in the transfer hologram are acquired by the pixel mosaicking technique, not the
pixel swapping technique. The DWDH method is based on single pixel mapping, whereas the EPISM
method is based on the image block operation. The calculation burden in the EPISM method is much
less than that of the DWDH method, especially for a full parallax holographic stereogram. Moreover,
since it is the pixel mosaicking technique, the hogel sizes in the virtual master hologram and the
transfer hologram can be arbitrary, without any limitations.
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Figure 8. Differences between the DWDH method and the EPISM method.

3. The Research Status of Synthetic Holographic Stereogram Printing

3.1. Holographic Display with a Large Format, a Large Field of View, and No Distortion

The MIT group studied the principle of synthetic holographic stereogram, which has a large
format, a large FOV, and no distortions during image reconstruction. Ultragram was proposed to
improve the distortion properties in HPO holographic stereograms [30,31]. A holographic display in
the m2 level was achieved with hogels spliced by Benton et al. [40]. Zebra Imaging Inc. was founded
by scientists from the media lab of MIT, and has successfully achieved holographic stereogram printing
with high quality [41]. Zebra Imaging Inc. has provided tens of thousands of holographic maps for the
US army since 2006. Holographic advertisement and holographic map produced by Zebra Imaging
Inc. are shown in Figure 9.

Figure 9. Holographic advertisement (a) and holographic map (b) produced by Zebra Imaging Inc.

From the perspective of diffraction efficiency and the FOV, holographic stereogram printing
systems based on a diffuser or a diffraction optical element (DOE) were compared by Zherdev et al.
Two embodiments of diffractive lens, i.e., the composite holographic lens (CHL) and the amplitude
diffractive lens (ADL), were used to increase the FOV, and the FOV could be up to 120◦ [42].

Since the objective lens, the telecentric lens, and other optical elements are used in the holographic
stereogram printing systems, there will be radial distortions when the images are projected by the
SLM [43]. The radial distortions caused by the optical elements during the reconstruction of a full
parallax and full color white light viewable holographic stereogram were studied by Park et al.,
while the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) were used as imaging
quality metrics [43].

3.2. Printing Efficiency

Printing efficiency is critical in holographic stereogram printing as it is the hogel-by-hogel printing
method. The relationship between the total time of holographic printing and the factors such as hogel
size, the light sensitivity of recording material, laser output power, exposure time, moving time,
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and waiting time was studied by Morozov et al. [44]. Spatial splitting technology and time sequential
technology were proposed to improve the printing efficiency, and for a hologram with size 10 × 10 cm,
the overall printing time 250 min for conventional method reduced to 67 and 32 min, respectively.

A multichannel holographic printing method was proposed by Rong et al. [45]. Each perspective
image of the 3D scene was segmented into nonoverlapping subimages, and subimages were rearranged
to the encoding images firstly. The SLM was then partitioned into multi-areas that were independent
spatially, and each encoding image was loaded to the corresponding channel of the SLM for exposing.
With the proposed method, the printing time could be reduced significantly for large-scale holograms.

An array of small lenses and reduction optics were used to realize the parallel exposure by
Yamaguchi et al. [46]. Since 12 hogels were simultaneously exposed by each exposure, the printing
efficiency could be improved greatly, as the printing speed was about 10 times faster than the
conventional method.

Compared with the continuous wave laser, the pulsed laser is not sensitive to vibrations or tiny
temperature fluctuations, so the waiting time could be negligible during the exposure. Many researches
and companies have successfully realized the synthetic holographic stereogram printing with pulsed
lasers [47–49]. Geola Inc. and XYZ Imaging Inc. have cooperated to produce holographic printers,
which could print differently sized, high-quality, and colorful holograms automatically. The first RGB
pulsed laser holographic printer made by Geola Inc. in 2001 and the printed hologram are shown in
Figure 10 [3,47].

Figure 10. The first RGB pulsed laser holographic printer made by Geola in 2001 (a) and the printed
hologram (b). (Reprinted with permission from ref [47], [SPIE]).

3.3. Color Reproduction Characteristic

With the development of the holographic recording medium, color reflection holography has been
the focus of research in recent years. The diffraction wavelength selectivity of reflection holography
and the colorimetric principle were analyzed, and the expression of reflection hologram colorimetric
system was proposed by Wang et al., meanwhile the color reproduction quality of reconstructed images
was evaluated [50]. Based on the spectral measurement of reproduced light, a new method of color
management for a full-color holographic stereogram printing was proposed by Yamaguchi et al. [51].
The color shifts with the variations of illumination beam angle were also discussed, and it was shown
that the specified colors could still be reproduced within a certain range of incident angle variation.

Based on the sensitometric characteristic of the holographic recording medium, multi-exposure [52]
or space-division exposure [51] could be used in full-color holographic printing. In the multi-exposure
method, the hogels were exposed by a single laser beam which combined the lasers of RGB colors
simultaneously, and the recording effect depended on the dynamic range of recording material since
there were three different gratings recorded in the region of the hologram [53]. In the space-division
exposure method, the hogels were divided into different parts spatially, and each part was exposed
with a single-color laser, and the diffracted light intensity would then decrease to one-third of that of
monochromatic exposure as the recording density decreased.
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A high-density light-ray recording method for a full-color, full-parallax holographic stereogram
was proposed by Yamaguchi et al. [54]. RGB lasers were used for the production and reconstruction of
colorful holographic stereogram, and the relationship between the hogel size and the reconstruction
effects, such as the angular resolution and the visibility of the hogel’s array structure, was discussed.
Experiment results showed that the angular resolution of reproduced light rays was 1.08◦ when the
hogel size was 50 × 50 μm, which could satisfy the demand of the human visual system.

3.4. Imaging Quality

The relationship between the hogel size and the lateral resolution of the stereogram was analyzed
by Lucente [55]. A hogel overlapping method for enhancing the lateral resolution of holographic
stereogram was proposed by Hong et al. [56]. The shifting distance of hogel was smaller than the hogel
size, and the maximum number of recordable overlapped hogels depended on the dynamic range of
the holographic recording medium. Perspective images captured from different viewing points for
the conventional and overlapping methods are shown in Figure 11. However, with such hard pupils
overlapped method, the reconstructed images were blurred because of spectral aliasing.

A band-limited diffuser was localized before the holographic recording medium to produce
a high-resolution holographic stereogram by Yamaguchi et al., but some additional noises were
introduced [57].

Figure 11. Perspective images captured from different viewing points by Hong’s group: (a) conventional
method and (b) overlapping method. (Reprinted with permission from ref [56], [OSA]).

3.5. Diffraction Efficiency

Diffraction efficiency of the hologram is related to various factors, such as the properties of
the recording medium, the light intensity ratio between the signal beam and the reference beam,
the polarization properties of the beams, and the follow-up processing. Diffraction efficiency is
highest when the light intensity ratio between the signal beam and the reference beam is about 1.
A pseudorandom band-limited diffuser was used to modulate the signal beam and broaden the
frequency spectrum of the Fourier-plane of the lens by Klug et al., and this resulted in an improvement
of diffraction efficiency [58].

Additionally, in the optical hologram, from the perspective of the recording medium’s
properties, some scholars have added nanoparticles to the recording materials to improve the
diffraction efficiency, and the research results could also be applied to the holographic printing.
For instance, 13 nm silica nanoparticles were added to the methacrylate photopolymers by Suzuki et al.,
and a noticeable reduction of scattering loss and a high-contrast refractive-index change were
achieved [59]. A gold-nanoparticle-doped photopolymer was used to suppress side lobes of angle
selectivity of volume holographic gratings by Cao et al., achieving a higher diffraction efficiency [60,61].
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3.6. The Development of a Holographic Recording Medium

Three main types of holographic recording medium are silver-halide materials, dichromate
gelatin materials, and photopolymer materials [3]. With such conventional materials, the holograms
cannot be modified once the information is recorded into the materials, which means the lack of
image-updating capability, leading to restricted use and high cost. Consequently, many scholars
are committed to the study of updatable holographic recording medium. A holographic stereogram
was recorded into a photorefractive polymer material achieved by Peyghambarian et al., resulting in
a dynamically updatable holographic display, which could refresh images every 2 s [62,63]. Images
from the updatable holographic 3D display is shown in Figure 12. Poly-doped organic compound was
used in a holographic stereographic technique by Tsutsumi et al., resulting in an updatable holographic
3D display with fast response time and high diffraction efficiency [64,65]. A permanent holographic
recording photosensitive material with high diffraction efficiency of about 90% was investigated by
Gao et al. [66,67].

Figure 12. Images from the updatable holographic 3D display achieved by Peyghambarian’s group. (Reprinted
with permission from ref [62], [Springer Nature]).

3.7. Noises Reduction

In synthetic holographic stereogram printing, since it is usually set up on an anti-vibration system
with an optical table, the main source of the noises comes from the movement of the motorized X-Y
stage with the holographic recording medium hogel by hogel. In order to enhance the robustness of
the printing system against the ambient noises, an anti-vibration algorithm was designed and applied
by Lee et al., reducing the vibration significantly [68]. The schematic and prototype of the holographic
stereogram printer is shown in Figure 13.

Figure 13. Schematic and prototype of the holographic stereogram printer produced by Lee’s group.
(Reprinted with permission from ref [68], [SPIE]).

The problem of speckle noises in synthetic holographic stereogram printing was also studied
by Yamaguchi et al. [57]. A diffuser was used in the printing system to equalize the intensity
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distribution of the signal beam inside the hogel, but it would generate speckles. A moving diffuser
was used to suppress the granularity noises and a multiple exposure method was used to suppress the
high-frequency noises.

3.8. Frequency Response Analysis of the Holographic Stereogram

Holographic stereogram is an optical system, especially a diffraction limited system. It is difficult
to understand the working mechanism of the system comprehensively if just from the perspective
of geometrical optics. Considering from the angular spectrum, some scholars establish the angular
regulation model, analyze the regulation mechanism, and discuss the frequency response of the
holographic stereogram [69].

The modulation transfer function (MTF) of HPO image-plane holographic stereograms was
constructed by St Hilaire et al., and the optimum sampling of the slit plane with fixed depth object
points was also discussed [70]. The optical transfer function (OTF) of 3D display systems was
investigated by Helseth et al., and the influence of the Stiles–Crawford effect of human eyes was
also considered [71]. In our previous study, the wavefront reconstructed errors in the holographic
stereogram were expressed as defocusing aberrations, and the frequency responses of the full-parallax
holographic stereogram were studied when the Rectangle, the shaped Gaussian, and the shaped
Blackman window functions were used as the exit pupil functions, respectively. The design criterion
of the exit pupil function was then discussed [72]. Moreover, exit modeling and OTF analysis of the
EPSIM-based holographic stereogram were carried out [38]. Characteristics of the OTF with respect
to the exit pupil size and the aberration were investigated in detail. Hogel sizes, i.e., the sampling
interval of original perspective images and the printing interval of synthetic effective perspective
images, were optimized for the reconstruction. Optical setup of the holographic stereogram printing
system and images of optical reconstruction from different perspectives are shown in Figure 14.

Figure 14. Optical setup of the holographic stereogram printing system (a) and images of optical
reconstruction from different perspectives produced by our group (b). (Reprinted with permission
from ref [38], [Springer Nature]).

4. Conclusions

Holographic printing techniques can be used for a realistic 3D display, and synthetic holographic
stereogram printing is the only holographic printing technique in application currently. In this paper,
the development and research status of the synthetic holographic stereogram printing technique is
introduced in detail. We predict that the synthetic holographic stereogram printing technique will
rapidly develop and that holographic stereogram printers will enter our daily lives for personal use in
the future.
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Abstract: Effective perspective image segmentation and mosaicking (EPISM) method is an effective
holographic stereogram printing method, but a mosaic misplacement of reconstruction image
occurred when focusing away from the reconstruction image plane. In this paper, a method known
as holographic element-based effective perspective image segmentation and mosaicking is proposed.
Holographic element (hogel) correspondence is used in EPISM method as pixel correspondence
is used in direct-writing digital holography (DWDH) method to generate effective perspective
images segments. The synthetic perspective image for holographic stereogram printing is obtained
by mosaicking all the effective perspective images segments. Optical experiments verified that the
holographic stereogram printed by the proposed method can provide high-quality reconstruction
imagery and solve the mosaic misplacement inherent in the EPISM method.

Keywords: holographic printing; holographic stereogram; holographic element

1. Introduction

Holographic stereogram printing technology is used in many fields. Since Dennis Gabor invented
holographic technology in 1948, holographic printing techniques can be categorized into three types:
synthetic holographic stereogram printing, holographic fringe printing, and wavefront printing.
The most widely used technology is holographic stereogram printing.

Holographic stereogram printing was first proposed by DeBitetto [1] in 1969. The perspective
images sampled by a camera are exposed to a holographic recording medium by using a slit, generating
a horizontal parallax holographic stereogram. In 1970, King [2] proposed a two-step horizontal parallax
holographic stereogram printing technique. This two-step printing technique first records the master
holographic plate, Then the second-step of the process is to record the reproduced image of the master
holographic plate onto the transfer holographic plate. The production of a holographic stereogram
that reproduces with white light and generates an orthoscopic real image is realized.

In 1990, Yamaguchi [3–5] proposed to print a full parallax holographic stereogram in a single
step; based on this, a series of studies were carried out. In 1991, Halle [6–12] proposed a single-step
holographic stereogram printing technique called Ultragram; this method processes the perspective
image obtained by the sampling camera to generate a holographic stereogram that can be used for
single-step printing. In this manner, arbitrary depth, full parallax, and undistortion holographic
stereogram printing can be realized.
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In 2001, Brotherton-Ratcliffe [13] proposed a technique for holographic stereogram printing by
using pulsed lasers. In 2008, a single-step direct-writing digital holography printing technology [14,15]
was proposed and used in Geola’s holographic printing system. This technique employs a pixel
corresponding method, replaces the image pixels loaded onto the spatial light modulator (SLM) with
the pixels of the perspective image, and accurately reproduces the recorded scene. In 2017, Su and
Yuan [16] proposed a method called effective perspective image segmentation and mosaicking (EPISM)
method to simulate two-step method by a single-step process. Further research on the EPISM method
was carried out by Su and Yan [17–19] to improve image quality and printing efficiency. In addition,
many researchers have made valuable research in recent years [20,21].

The EPISM method uses the correspondence between the observation point and hogel to obtain
an effective perspective images segments, and the resolution of the perspective image can be fully
used by the EPISM method, but the use of an observation point will cause a mosaic misplacement
of the reconstruction image when focusing away from the reconstruction image plane. To solve this
problem, by using the idea of pixel correspondence of the DWDH method, the hogel correspondence
is used as pixel correspondence to generate effective perspective images segments, and holographic
element-based EPISM method is proposed.

This paper is divided into the following sections: In Section 2, the basic principles of the DWDH
method, the EPISM method, and the holographic element-based EPISM method are introduced.
In Section 3, the basic algorithms of holographic element-based EPISM method are given. In Section 4,
the proposed method is verified by optical experiments, and the optical experiment results are
compared with the experiment results of the EPISM method. In Section 5, conclusions are presented.

2. The Basic Principles

2.1. The Basic Principle of the DWDH Method and the EPISM Method

2.1.1. The Basic Principle of the DWDH Method

The DWDH method converts sampled perspective images into a rearranged image for exposing.
This algorithm is actually a pixel transformation from the film plane of the camera to the SLM plane
of hogel. It is usually called ‘I to S’ transformation. The principle of the DWDH method is shown in
Figure 1, There are six main planes: hologram plane, SLM plane, projected SLM plane, camera plane,
film plane, and projected film plane.

Figure 1. Ray-tracing principle of “I to S” transformation by DWDH method.

In this conversion, the camera lens and the print head of the holographic optical printer are
regarded as a point, and a test ray passes through the camera lens and hogel. The pixel where the ray
intersects the SLM plane is replaced by the pixel where the ray intersects the film plane, the ‘I to S’
transformation of a pixel is completed. All pixels on the SLM are replaced by pixels on the film plane,
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a rearranged image for exposing is obtained. All the hogels on the hologram plane were exposed,
and the DWDH holographic stereogram was obtained.

The pixel correspondence of the DWDH method can accurately reproduce the 3D scene, but the
resolution of the sampled image is determined by the number of hogels; high-quality holographic
stereograms often require hundreds of thousands of sampled images.

2.1.2. The Basic Principle of the EPISM Method

The EPISM method is proposed to achieve a two-step holographic stereogram printing effect
by a single-step process. In the EPISM method, a liquid crystal display (LCD) panel is used as
SLM. To achieve this purpose, by simulating the propagation process of information from different
perspective images, the exposing synthetic perspective images for hogels on H2 plate can be
computer-generated directly. As shown in Figure 2, the EPISM method takes the center of the hogel
on H2 plate as an observation point. According to ray-tracing principle, when observing the hogel
on virtual H1 plate at point O, a viewing frustum with the observation point as the vertex and the
hogel as the bottom is obtained. Since the reproduction image of the hogel on virtual H1 plate is the
corresponding perspective image, and the reproduction position is the position of the LCD panel when
recording, the intersection of frustum and the reproduced image is the effective perspective image
segments of the hogel for the observation point O. Mosaicking all effective perspective images segments
together obtains a synthetic perspective image for recording onto the hogel of H2. Record all the
synthetic perspective images corresponding to the hogel on H2 plate, and a full parallax holographic
stereogram based on the EPISM method is received, as shown in Figure 2.

The resolution of the sampled image is determined by the resolution of the LCD panel in the
EPISM method. Since the observation point is used on the hogel on the H2 plate to generate effective
perspective images segments, the influence of the hogel size on the effective perspective images
segments is ignored, and this ignorance leads to slight mosaic misplacement in the position away
from the reconstructed image plane, and the larger the dimension of the hogel on H2 plate, the more
obvious the mosaic misplacement.

Figure 2. The primitive principle of the proposed method. (a) The extraction of effective perspective
image segment corresponding to a single virtual hogel. (b) The synthetic effective perspective image
mosaicked by effective images segments of multiple virtual hogels.

2.2. The Basic Principle of the Holographic Element-Based Effective Perspective Image Segmentation and
Mosaicking (EPISM) Methods

Using holographic elements to replace pixels, the effective perspective images segments of
adjacent hogels on virtual H1 plate are mosaicked as shown in Figure 3, then the aliasing perspective
images segments of adjacent hogel cannot be simulated by the LCD panel.

To avoid the aliasing of effective perspective images segments of adjacent hogels, the pixel
correspondence in the DWDH method is used to establish the hogel correspondence. The DWDH
method uses the hogel (as a point) position and the pixel coordinates on the SLM plane to determine
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the camera position and the pixel coordinates on the film plane. As shown in Figure 4, if the dimension
of hogel is considered, the pixel on the SLM plane in the DWDH method should be replaced by a
segment of the LCD panel in holographic element-based EPISM method, and the dimension of the
segment of the LCD panel is equal to the dimension of the hogel on virtual H1 plate. The position
of the hogel on virtual H1 plate and the effective perspective images segments of its reconstruction
images are determined by the position of the hogel on the H2 plate and the segment of the LCD panel.
A synthetic perspective image based on the holographic element can be obtained by mosaicking all the
perspective images segments, and the aliasing of perspective images segments is avoided. Based on
this idea, holographic element-based EPISM method is proposed.

Figure 3. The effective perspective images segments of adjacent hogels are aliased When holographic
element is used for the corresponding.

Figure 4. The holographic elements are used as pixels to solve the aliasing problem of adjacent hogels.

The principle of this method is described as follows: as shown in Figure 5, to treat a hogel as a
pixel, this requires the same hogel dimensions on the virtual H1 and H2 plates, and the dimension
of the effective perspective images segments are also the same as the hogel dimension, denoted as l.
The dimension of the LCD panel is fixed, and the LCD panel is partitioned according to the dimension
of the effective perspective images segments. It is necessary to choose a suitable distance to make the
rectangle area formed by the hogel on H2 plate and the segment of the LCD panel coincide with the
hogel on the virtual H1 plate. The reproducing image of the hogel on the virtual H1 plate intersecting
the segment of LCD generates the effective perspective image segments. For this purpose, as shown in
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Figure 6, when the distance between the virtual H1 plate and the LCD panel is denoted as L1, we need
to make L1 be an integer multiple of L2 which is the distance between the H2 plate and the LCD panel.
This ensures that the rectangular area formed by the hogel on H2 plate and the segment of the LCD
panel just falls on the hogel of virtual H1 plate.

Figure 5. Holographic element-based effective perspective image segmentation and mosaicking
methods (a) The extraction of effective perspective image segment corresponding to a single virtual
hogel (b) The synthetic effective perspective image mosaicked by effective images segments of multiple
virtual hogels.

Figure 6. Parameter setting of holographic element-based EPISM methods.

3. The Basic Algorithm of the Holographic Element-Based EPISM Method

3.1. The Selection of the Hogel on Virtual H1 Plate

First, hogel number of the H1 plate should be fixed. As shown in Figure 6, to make full use of
the LCD resolution, choosing the appropriate field of view (FOV) of the hogel on the H2 plate and L2

makes the display area of the LCD completely contained by the FOV. The display area dimensions of
the LCD panel is denoted as LLCD. Using l1 and l2 to represent the dimension of hogel on H1 plate,
we denote the dimension of effective perspective images segments as lLCD. According to the geometric
relationship, there is l1 = l2 = lLCD = l. As shown in Figure 7, to determine the number of the hogel on
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the virtual H1 plate, we first determine the number of segments on the LCD panel, which is presented
by nLCD. Choosing the hogel on H1 plate corresponds to the hogel on the H2 plate, then

nLCD =

{
LLCD

l , if LLCD
l is odd

LLCD
l −1, if LLCD

l is even
(1)

where nLCD should be odd here, nhogel represents the segment number on both sides of the center

segment on the LCD panel, nhogel =
nLCD−1

2 .

Figure 7. Determination of the hogel number for holographic element-based EPISM methods at k = 1.

Introducing an index k, k represents the ratio of the distance from the LCD panel to virtual H1

plate and H2 plate, and k = L1
L2

. According to the geometric relationship, when k = 1, the hogel
corresponding to the adjacent segment of the LCD panel is separated by one hogel. When L1 and L2

are not equal, let k be a positive integer; this means that the adjacent segment of the LCD panel has
corresponding hogels on H1 plate. The interval hogel number between adjacent hogels is exactly equal
to k.

The number of hogels on the H1 plate can be represented as nH1= 2 × nhogel × (k + 1)+nH2.

3.2. Effective Perspective Image Segmentation and Mosaicking

As shown in Figure 8, for the ith hogel on the H2 plate, the order of the hogel on the virtual
H1 plate that corresponds to the ith hogel on the H2 plate should be i+nhogel × (k + 1). For the ith
hogel on the H2 plate, the segment on the center of the LCD panel is denoted as the 0th segment,
and let m =

(
−nhogel,nhogel

)
, the order of hogel on the virtual H1 plate that corresponds to the

mth segment of the LCD panel and ith hogel on the H2 plate is i+nhogel × (k + 1)+m × (k + 1),
and this is the hogel we are looking for. Left endpoint of the hogel on the virtual H1 plate that
corresponds to the 0th segment of the LCD panel is denoted as x0; according to the previous results,
we have x0 =

[
i+nhogel × (k + 1)−1

]
× l1, left end the hogel on the H1 plate that corresponds to

the mth segment of LCD denoted as s, s =
[
i + m × (k + 1) +nhogel × (k + 1)−1

]
× l1, h = (x0−s)×

(1− 1
k+1 )× l1 represents the distance between the corresponding effective perspective images segments

and the location of hogel on H1 plate. The left end coordinates of the segment are denoted as e,

e =
[(

h − 1
2

)
× l1+

LLCD

2

]
× 100 + 1 (2)
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and the right end coordinates of the segment denote as f ,

f =

[(
h − 1

2

)
× l1+

LLCD

2

]
× 100 + ep (3)

where ep = l1 × 100, according to the left and right ends of the segment, determine the mth effective
perspective images segments. By mosaicking all the selected effective perspective images segments
in sequence, we obtain the synthetic perspective image corresponding to the ith hogel on H2 plate.
By exposing the hogel on H2 plate in sequence, the holographic stereogram is obtained.

Figure 8. Diagram of effective perspective images segments.

4. Experimental Verification

An LCD panel was used for exposing holographic stereogram, for convenience in calculation,
the corresponding resolution on 1 cm × 1 cm display area of LCD panel was 100 × 100 pixels. To this
end, the Panasonic LCD panel (VVX09F035M20) had been selected, its size was 8.9 inches, and the
resolution was 1920 × 1200. Select 10 cm × 10 cm area in the center of LCD panel as the effective
display area. Thus, the resolution of the synthetic perspective image for exposure is 1000 × 1000 pixels.

A mapped teapot model is used as the 3D scene. The depth was 4.8 cm, the height was 3 cm,
the width was 4.2 cm, and it was tipped 40◦. Let k = 1, l1 = l2 = 0.2 cm, L1 = L2 = 18.6 cm. A camera
was set in front of the teapot, and the FOV was 30◦. The size of H2 plate was 6 cm × 6 cm, nH2 = 30,
and the hogel number of H2 plate was 30 × 30 = 900. According to the previous formula, nH1 = 126,
the number of the camera position should be 126 × 126 = 15,876.

As shown in Figure 9, the synthetic perspective images of the holographic element-based EPISM
method are given, image(6, 16) is the synthetic perspective image corresponding to the order number
of the sixth row and the sixteenth column’s hogel on H2 plate. As EPISM methods, the synthetic
perspective images are pseudoscopic images, and the reconstructed scene can reproduce the recording
scene truthfully in correct depth.
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Figure 9. Synthetic perspective image of the holographic element-based EPISM methods.

As shown in Figure 10, the optical setup using for holographic-based EPISM method holographic
stereogram is presented. A 639 nm custom-made red laser was used as the laser source for holographic
stereogram printing. The max power of laser source was 1.2w. An electric shutter was used to control
the exposure time. Its model was Sigma Koki SSH-C2B. The direction of laser beam was changed
by a reflector. A non-polarizing beam splitter(NPBS) was set in the new direction of the laser beam,
and the laser beam was divided into two laser beams perpendicular to each other. The laser beam
vertical to the original direction was denoted as signal beam, and the laser beam in the same direction
as the original direction was denoted as reference beam. An attenuator was set in the same direction of
signal beam to adjust the intensities, and a spatial filter was used to expand the signal beam. The LCD
panel introduced earlier was used to load the synthetic perspective image, a diffuser was used to
scatter the signal beam to the hogel aperture, and the diffuser was placed close to the LCD panel.
The reference beam direction was changed by a reflector, and an attenuator was used to adjust the
intensities of the reference beam. Another reflector was used to change the reference beam to the
backside of holographic plate, and a spatial filter was used to expand the reference beam. Then, the
expanded beam was changed into a uniform plane wave by a collimating lens; the focal length of
the lens is 75 mm. A manual ultrafine silver-halide plate for He-Ne laser was used as holographic
plate; its grain size was about 10–12 nm. The holographic plate placed 18.6 cm away from LCD
panel, two diaphragms with apertures are placed on both sides of the LCD panel, the signal beam
and reference beam passing through the aperture interfere on the holographic plate to generate hogel.
A X-Y motorized stage(KSA300, MC600) was used to carry the holographic plate; it can move both on
the horizontal and vertical rail. The step of the X-Y motorized stage was l2. A computer was used to
time-synchronously control the shutter, the LCD panel, and the motorized stage.
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Figure 10. The optical setup of the synthetic holographic stereogram printing system.

The synthetic perspective image used to expose the hogel on the H2 plate needs to be flipped
horizontally, because the LCD panel corresponding to the virtual H1 plate and the LCD panel
corresponding to the H2 plate were in the opposite direction.

Equation Te = E/(Ps + Pr) was used to express the exposure time, where Ps is the intensity of
signal beam energy, Pr is the intensity of reference beam energy, and E denotes as the light sensitivity
of holographic plate. In this experiment, E = 1250 μJ/cm2, Ps = 10 μJ/cm2, Pr = 300 μJ/cm2.
The energy ratio between Ps and Pr was selected as 1:30; this ratio can greatly reduce the printing time
on the premise of guaranteeing the image quality, and the exposure time was Te = 4 s. The waiting
time was 4 times as much as exposure time to reduce the vibration result, and the waiting time
Tw = 16 s. The printing time was the sum of exposure time and waiting time, the hogel’s printing time
Th = Te + Tw = 20 s, and total printing time Tt = Th × NH2 × NH2 = 18,000 s.

Figure 11 shows the reconstruction images of an optical experiment result. A conjugate beam
of reference beam was used to illuminate the holographic plate, and a camera used to record the
reconstruction image of holographic plate. Its model is Canon EOS 5D-mark3 DS126091, the focal
length of camera lens is 100 mm, the camera was set 50 cm away from holographic plate, and a real
image of 3D scene was captured by camera.

Figure 11. Optical reconstruction images in different viewing position obtained by experiments.
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As shown in Figure 11, by the effective display size and the distance L2, the FOV of H2 plate is
about 30◦. The details of the original scene are perfectly reproduced, and full parallax information can
be presented by the holographic element-based EPISM method. When the camera position is close to
the limited FOV, due to the use of simple camera sampling, the reconstructed scene is as incomplete as
the original scene, with the observation area unable to achieve 30◦ FOV.

To confirm the position of reconstructed image, we put two rulers together with the holographic
plate. A camera was put 50 cm away from holographic plate, and the result is shown in Figure 12.
The position relation of the rulers and holographic plate are shown in Figure 12a; the ruler on the left
side is on the same plane as the holographic plate, and the ruler on the right side is on the position of
the reconstruction image, away from the holographic plate by 18.6 cm. In Figure 12b, focusing on the
left ruler, both the figure on the ruler and the hogel on holographic plate are clear, and the figure on
the right ruler is blurred. In Figure 12c, focusing on the right ruler, the figure on the ruler and the map
on the reconstruction image are clear, and the left ruler is blurred.

Figure 12. (a)The spatial position relation of two rulers and the holographic plate. (b) Focused on the
left ruler, both rulers the holographic plate are clear. (c) Focused on the right ruler, both ruler and the
surface of the teapot is clear.

As shown in Figure 13, the camera was also put in the position 50 cm away from the
holographic plate; an EPISM method holographic stereogram was made according to the same
configuration. Comparing the reconstructed images obtained by the EPISM method and the
holographic element-based EPISM method, Figure 13a shows the position relation of rulers and
the holographic plate; the farther ruler is placed in the position of the reconstruction image, with the
ruler as far from the holographic plate as 18.6 cm, and the closer ruler is placed 1.5 cm behind the
position of the farther ruler. Figure 13b,c show the reconstruction images of the EPISM method.
Both the figure on the ruler and the map on the teapot are clear when focusing on the farther ruler
in Figure 13b; as shown in Figure 13c, the figure on the ruler is clear and the map on the teapot is
blurred when focusing on the closer ruler, and there is a mosaic misplacement on the map of the teapot.
The reconstruction images of the holographic element-based EPISM method are shown in Figure 13d,e.
As shown in Figure 13d, the figure on the ruler and the map of the teapot are clear when focusing
on the farther ruler; the figure on the ruler is clear and the map on the teapot is only blurred when
focusing on the closer ruler in Figure 13e.

Figure 14 shows the detail of Figure 13c,e, Figure 14a magnifies part of the Figure 13c, and the
mosaic misplacement of the map of the teapot is revealed; Figure 14b magnifies the same part on the
Figure 13e, and this part of the surface map of the teapot is blurred without mosaic misplacement.
The brightness and contrast of the reconstructed image will be affected by the efficiency of the developer
and the slight adjustment of the camera when shooting, but under the same conditions, the effective
perspective images segments in EPISM method is smaller than in the proposed method, whether this
difference will affect the quality of the reconstruction image still needs further study.
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Figure 13. Comparison of reconstructed images between the EPISM method and the holographic
element-based EPISM method. (b,c) are the reconstructed images of the EPISM method, (d,e) are
the reconstruction images of the holographic element-based EPISM method. (a) The spatial position
relation of two rulers and the holographic plate. (b) The reconstruction image of the EPISM method
when focused on the farther ruler. (c) The reconstruction image of the EPISM method when focused on
the closer ruler. (d) The reconstruction image of the holographic element-based EPISM method when
focused on the farther ruler. (e) The reconstruction image of the holographic element-based EPISM
method when focused on the closer ruler.

Figure 14. Comparison of details between reconstructed images of the EPISM method and
reconstructed images of the holographic element-based EPISM method (a) Details of reconstructed
images of the EPISM method (b) Details of reconstructed images of the holographic element-based
EPISM method.
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The experimental results show that the holographic element-based EPISM method can reproduce
the 3D scene as well as the EPISM method, and solve the problem of mosaic misplacement in the
EPISM method, but there are some restrictions on the EPISM method. The condition l1 = l2 and
L1 = L2 must be satisfied so that there will be a hogel on virtual H1 plate corresponding to the area
formed by hogel correspondence between H2 plate and LCD panel. In the future, we will consider
how to generate effective perspective image segments when we relax this restriction appropriately.

5. Conclusions

In this paper, holographic element-based effective perspective image segmentation and
mosaicking method was proposed for holographic stereogram printing. By using hogel correspondence
to obtain the effective perspective images segments, the mosaic misplacement in the EPISM method is
avoided, and high-quality reconstruction image also can be obtained as the EPISM method; however,
in order to establish hogel correspondence, some restrictions are introduced in the proposed method.
We will try to remove these restrictions in future work.
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Featured Application: In this paper, the dual-view integral imaging 3D display can be used in

head-up display, augmented reality and so on.

Abstract: We propose a dual-view integral imaging 3D display based on a multiplexed lens-array
holographic optical element (MHOE). A MHOE is a volume holographic optical element obtained
by multiplexing technology, which can be used for dual-view integral imaging 3D display due to
the angle selectivity of the volume HOE. In the fabrication of the MHOE, two spherical wavefront
arrays with different incident angles are recorded using photopolymer material. In the reconstruction,
two projectors are used to project the elemental image arrays (EIA) with corresponding angles for
two viewing zones. We have developed a prototype of the dual-view integral imaging display.
The experimental results demonstrate the correctness of the theory.

Keywords: dual-view display; 3D display; integral imaging; lens-array holographic optical element

1. Introduction

Dual-view display provides different images for viewers in different directions. It can meet the
needs of different viewers at the same time, and it saves a lot of space and cost. It is increasingly
commercialized, especially for car navigation, home entertainment and business applications.
For example, when a dual-view display is used in an automobile, it can represent navigation information
for the driver and entertainment information for the passenger simultaneously. Some dual-view liquid
crystal displays have been proposed [1,2], but they can only display 2D images. For automobile
applications, optical see-through capacity is needed because the driver needs to see the road while
watching the navigation information.

Recently, 3D displays, including holography display [3–5], integral imaging display [6–9],
volumetric display [10,11] and so on, have received extensive attention. Integral imaging is considered
to be one of the most promising display technologies. It has the advantages of full parallax [12] and
continuous viewpoint [13], and it supplies various physiological depth cues, so viewers can freely
change the accommodation and convergence without feeling any visual discomfort [14,15]. Integral
imaging has a small viewing angle, and the viewing zone is periodically repeated. Therefore, it is
suitable for dual-view or multi-view displays. By using some kinds of multiplexing methods, it can
present different 3D images in different directions, and meet the needs of different viewers. In recent
years, our team proposed several ways to implement dual-view 3D displays [16–18]. We proposed
a dual-view integral imaging 3D display [16], but the viewing angle is only half of the conventional
one. In order to increase the viewing angle of the dual-view 3D display, we proposed a dual-view
integral imaging 3D display using polarizer parallax barriers [17], but the resolution of each 3D image
is reduced to half of the conventional one. In order to solve these issues, Seoul University proposed
a projection-type dual-view 3D display based on integral imaging [19], but the display system is bulky.
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Then we proposed a dual-view integral imaging 3D display using an orthogonal polarizer array and
polarization switcher [18], but the brightness is not high.

In this paper, we propose a dual-view integral imaging 3D display system based on a MHOE.
The viewing angle and resolution of 3D images in the dual viewing zones are almost same as the
conventional one. The dual-view 3D display system can provide different 3D images in different
zones via controlling the projection beams. In Section 2, the fabrication and reconstruction principles
of the MHOE are analyzed, and the projection part of the dual-view 3D display system is designed.
In Section 3, the different 3D images are displayed in different viewing zones, and the imaging
characteristics of the MHOE are analyzed. The principle of the proposed system is verified by the
display experiments.

2. Structure and Principle

The schematic diagram of the dual-view integral imaging 3D display system by using MHOE is
shown in Figure 1, which consists of an MHOE, projector I and II. The MHOE is used as a projection
screen, which records the wavefronts of a micro-lens array from two different directions by using
two-step fabrication methods. Projection beams I are projected by projector I, which contain elemental
image array (EIA) I, and projection beams I are projected on the MHOE with a pair of angles θ2 and
θ3, which satisfies the Bragg condition. Then, 3D images I are reconstructed in the left viewing zone.
Projection beams II with EIA II are projected by projector II, and projection beams II are incident onto
the MHOE with a pair of angles θ5 and θ6. Then the Bragg condition is satisfied and 3D images II are
reconstructed in the right viewing zone. Finally, two different 3D images are reconstructed in the dual
viewing zones, respectively.

Figure 1. Schematic diagram of the dual-view 3D display system by using the MHOE.

2.1. Fabrication and Reconstruction Principles of the MHOE

Compared with the conventional holographic optical element (HOE), the MHOE is recorded on
the volume hologram, which has the characteristics of angular and spatial multiplexing. HOE has
angular selectivity; when the incident beam deviates from the Bragg condition, the diffraction efficiency
of the reconstructed beam is reduced. When the incident beam greatly deviates from Bragg condition,
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the diffracted beam cannot be reconstructed. Therefore, multiple optical elements can be recorded on
a single holographic plate by angular and spatial multiplexing.

The angular and spatial multiplexing method are used in the fabrication process. Two sets of
micro-lens array wavefronts are recorded in a single green sensitive photopolymer material with two
different angles. The fabrication process is divided into two steps, which are shown in Figure 2. In the
first step, the parallel beam I is incident into the micro-lens array at an oblique angle θ1, and then the
spherical wavefront array I is generated. The reference beam I is generated by point source I. Reference
beam I interferes with spherical wavefront array I with a pair of angles θ2 and θ3, as shown in Figure 2a.
In the second step, the parallel beam II is incident into the micro-lens array at an oblique angle θ4,
and then the spherical wavefront array II is generated. The reference beam II is generated by point
source II, and reference beam II interferes with spherical wave array II with a pair of angles θ5 and θ6,
as show in Figure 2b. The parallel beams I and II are symmetric to each other. By strictly controlling
the exposure time of the first and second steps in the fabrication process. Finally, the required MHOE
is obtained.

Figure 2. Fabrication principle of the MHOE, (a) the first step and (b) the second step.

The reconstruction principle of the MHOE is shown in Figure 3. Reference beam I is projected onto
the MHOE with a pair of angles θ2 and θ3. The incident angles of the reference beam I are consistent
with the angles of fabrication, and the Bragg condition is satisfied. So the spherical wavefront array I
can be reconstructed. Reference beam II is also projected onto the MHOE with a pair of angles θ5 and
θ6. The incident angles of the reference beam II are the same as the angles of fabrication, and the Bragg
condition is also satisfied. Then, the spherical wavefront II is reconstructed. Therefore, the MHOE has
the optical characteristics of two sets of micro-lens arrays in different directions. Reference beams I
and II are generated by the point source I and II, which have various directional light components.
In the reconstruction of 3D images, a Bragg-mismatch occurs when reference beams are produced by
projector I and II. So, the angular variation caused by angular deviation of the reconstructed beam
should be analyzed.

2.2. MHOE as Imaging Optical Element in the Dual-View 3D Display

In the fabrication process, reference beams interfere with the spherical wavefront arrays.
The spherical wavefront array consists of many small spherical waves, and the interference fringes
are recorded on the holographic material. Each elemental lens in the MHOE is generated by the
interference of a large spherical wave (reference beam) and a small spherical wave. The grating vectors
of different positions on the MHOE are different. The reference beam is considered as a series of plane
beams [20], whose wave vectors (Kr1~rn) are shown in Figure 4a. The spherical wavefront array can
be regarded as a series of small spherical waves, which is shown in Figure 2. Each small spherical
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wave in the spherical wavefront array can also be considered as a series of plane beams, whose wave
vectors (Ks1~sn) are shown in Figure 4a. So the change of the reconstructed beam of the MHOE could
be explained by the wave vector relationship of the plane beams.

Figure 3. Reconstruction principle of the MHOE.

Figure 4. (a) Grating vector diagram of the elemental lens in the MHOE, and (b) wavefront recording
schematic diagram of the elemental lens in the MHOE.

The recorded schematic diagram of the small spherical wave in the MHOE is shown in Figure 4b;
the recorded grating vectors Kg can be expressed as [20]:

Kg =
→
x [|Ks| sin[θs] − |Kr| sin[θr]] +

→
y [|Ks| cos[θs] + |Kr| cos[θr]] (1)

where Ks and Kr are the vectors of the small spherical wave in the spherical wavefront array and
reference beam, respectively. In the reconstruction process, the projection beam project onto the MHOE
with the vector Kp. The angle of the reconstructed beam can be expressed as [20]:

θc = sin−1
[
sin
[
θp
]
+ sin[θs] − sin[θr]

]
(2)

When the projection angle θp of the projection beam, the incident angle θr of the reference beam
and the incident angle θs of the small spherical wave incident into the MHOE are determined, the angle
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θc of the reconstructed beam changes almost linearly, within the range of the projection angle of the
projection beam. Therefore, the MHOE is suitable to be used as the imaging optical element in the
dual-view 3D display.

2.3. Design of Projection Part for the Dual-View 3D Display

The projection part for the MHOE has to satisfy the Bragg conditions. Projection beam I must satisfy
the projection angles θ2 and θ3 for reconstructed 3D images I in the left viewing zone, and projection
beam II also must satisfy the projection angles θ5 and θ6 for reconstructed 3D image II in the right
viewing zone. In this section, the projection part is realized based on two projectors, so that 3D image I
and II are displayed simultaneously, as depicted in Figure 1.

The principle and design of the projection part for the dual-view 3D display are shown in Figure 5.
When reference beam I is projected onto the MHOE with a pair of angles θ2 and θ3, spherical wavefront
array I is reconstructed with the angle θ1. When reference beam II is projected onto the MHOE with
a pair of angles θ5 and θ6, spherical wavefront array II is reconstructed with the angle θ4. The best
view distance of the dual-view 3D display system is L, the focal length of the MHOE is f and the pitch
is p. According to the geometric optics, the viewing angle of the left viewing zone can be expressed as:

Ω1 = arctan
2 f tanθ1

2 f − p tanθ1
− arctan

2 f tanθ1

2 f + p tanθ1
(3)

and the viewing angle of the right viewing zone can be expressed as:

Ω2 = arctan
2 f tanθ4

2 f − p tanθ4
− arctan

2 f tanθ4

2 f + p tanθ4
(4)

The projection part is designed to make sure that the left and right view zone are completely
separated, and reconstructed 3D images I and II cannot cause crosstalk, which is shown in Figure 5.

Figure 5. Principle and design of the projection part for the dual-view 3D display.
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3. Experiments and Results

3.1. Fabrication of the MHOE

In the first step, the experimental setup is shown in Figure 6a. The laser’s wavelength and power
are 532 nm, and 400 mW, respectively. The thickness, resolution, sensitivity and average refractive
index of the photopolymer material are 15 um, 12,000 line/mm, 10 mJ/cm2 and 1.47, respectively.
The size of the micro-lens array used to fabricate the MHOE is 150 mm × 150 mm, in which the pith
of each lens element is 1 mm and the focal length is about 3.3 mm. The laser beam is divided into
two beams by a beam splitter (BS). One of the laser beams is expanded by a spatial filter (SF) and
a collimating lens (CL), then the laser beam incident into the micro-lens array with the angle θ1 = 50◦
forms spherical wavefront array I. Another laser beam is reflected by mirror 1 (M1) and mirror 2 (M2),
and then passes through the divergent lens (DL) to form spherical wave I. The angles of spherical
wave I incident into the holographic plate is controlled to be θ2 = 61◦, and θ3 = 81◦. The interference
occurs between the spherical waves I and spherical wavefront array I, and the interference fringes are
recorded on the holographic plate.

Figure 6. Setup for fabrication of the MLAHOE, (a) the first step, and (b) the second step.

In the second step, the experimental setup is shown in Figure 6b. The laser beam is divided into
two beams by a BS. One of the laser beams is expanded by a SF and a CL, then the laser beam incident
into the micro-lens array with the angle θ4 = 50◦ forms spherical wave array II. Another laser beam
passes through the DL to form spherical wave II. The angle of spherical wave II incident into the
holographic material is controlled to be θ5 = 61◦, and θ6 = 81◦. The interference occurs between the
spherical waves I and spherical wavefront array I, and the interference fringes are recorded on the
holographic plate. The holographic plate is post-processed to obtain the required MHOE. The size
of the MHOE is 80 mm × 80 mm, and the diffraction efficiency and transmittance of the MHOE are
greater than 85% and 80%, respectively. The exposure time is controlled by the electronic shutters.
The detailed parameters of the optical devices are shown in Table 1.
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Table 1. Parameters of the optical devices in our experiments.

Components Parameters Values

Green laser
Power 400 mW

Wavelength 532 nm

Green sensitive photopolymer material

Thickness 15 um
Resolution 12000 line/mm
Sensitivity 10 mJ/cm2

Averaged refractive index 1.47

Micro-lens array Pitch 1 mm
Focal length 3.3 mm

Beam splitter Coupling ration 1:1

Projector

Model MX518F
Resolution 1600 × 1200

Horizontal scanning frequency 102 KHz
Vertical scanning frequency 102 Hz

In this paper, the MHOE is used as a projection screen, when the incident projection beam deviates
greatly from the Bragg condition, the diffracted beam cannot be reconstructed and the 3D images
also cannot be reconstructed. Therefore, the angular selectivity of the MHOE needs to be measured.
The maximum deviated angle of the projection beam must be measured but the diffracted beam and
3D images cannot be reconstructed. The diffraction efficiency of the MHOE can be measured by the
intensity of the transmitted and diffracted beam. The measurement formula of the diffraction efficiency
can be expressed as [21]:

η =
ID

IT + ID
(5)

where ID and IT represent the intensity of the diffracted and transmitted beam, respectively. During
the measurement, the incident angle of the reference beam is controlled by a rotation table, and the
intensity of the diffracted beam of the MHOE is obtained by an optical power meter. The diffraction
efficiency of the left and right view zones of the MHOE is measured, as shown in Figure 7. Through
observation, when the incident angle of the reference beam is at 13◦, the diffraction efficiency of the
MHOE is less than 5%. When the incident angle of the reference beam is between −4.5◦ and 4.5◦,
the diffraction efficiency of the MHOE is higher than 50%. As shown in Figure 7, the maximum
deviated angle of the MHOE is between −5◦ and 5◦ in the left and right viewing zones.

The angle between the incident angle θ3 of projector I and the incident angle θ5 of projector II is
much larger than the maximum deviated angle of the MHOE, that is 38◦ > 10◦. The angle between
the incident angle θ2 of projector I and the incident angle θ6 of projector II is much larger than the
maximum deviated angle of the MHOE, that is 38◦ > 10◦. Therefore, there is no crosstalk between the
left and right viewing zones.

The projector (BenQ MX518F) is used to ensure the diffraction efficiencies of the MHOE.
The horizontal scanning frequency is 102 KHz, and the vertical scanning frequency is 120 Hz.
The resolution of the projector is 1600 × 1200. The detailed parameters of the projector are shown in
Table 1. Projection beam I is projected onto the MHOE with a pair of angles θ2 = 61◦ and θ3 = 81◦,
which are the same as in the first step. Then, spherical wavefront array I is reconstructed in the left
direction, as shown in Figure 8a. Projection beam II is projected onto the MHOE with a pair of angles
θ5 = 81◦ and θ6 = 61◦, which are the same as in the second step. Then, spherical wavefront array II is
reconstructed in the right direction, as shown in Figure 8b.
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Figure 7. Diffraction efficiency of the left and right viewing zone.

Figure 8. Reconstruction of the wavefronts of the lens array (a) in the left viewing zone, and (b) in the
right viewing zone.

3.2. Experiments for Displaying Images on the Proposed Dual-View 3D Display

The projector is used in the experiment for displaying images. According to the incident angle
requirement of the MHOE, projector I is placed on the left, and projection beam I is incident into the
MHOE with a pair of angles θ2 = 61◦ and θ3 = 81◦. Projector II is placed on the right, and projection
beam II is incident onto the MHOE with a pair of angles θ5 = 81◦ and θ6 = 61◦. Therefore, projection
beams I and II are symmetrical to each other.

Figure 9 shows the experiment setup for the dual-view 3D display. In order to satisfy the incident
angle about the MHOE, the two projectors are placed vertically, and the projection lens is positioned
inside. The distance between the projection lenses of the projectors and the MHOE is 31 cm. Projectors
I and II are 20 cm apart from each other in the horizontal direction. The projection lenses of projectors I
and II are both 21 cm away from the optical table. The height of the MHOE is 19.5 cm from the optical
table. The distance between the MHOE and the car model is 3 cm. The projectors are used to project
the EIAs onto the MHOE. The projection beams of the projectors that meet the Bragg-match are directly
projected onto the MHOE. The MHOE is used as a screen of the dual-view 3D display. Projector I
projects EIA I as projection beam I, with a pair of angles θ2 = 61◦ and θ3 = 81◦ onto the MHOE. Then,
3D image I is reconstructed in the left viewing zone. Projector II projects EIA II as projection beam
II, with a pair of angles θ5 = 61◦ and θ6 = 81◦ onto the MHOE. Then, 3D image II is reconstructed in
the right viewing zone. In this paper, the pith of the elemental lens in the micro-lens array is 1 mm
and the focal length is 3.3 mm. According to Equations (3) and (4), the viewing angles of the left
and right viewing zone are Ω1 = 10.2◦ and Ω2 = 10.2◦, respectively. According to the parameters of
the micro-lens array, the viewing angle of the conventional integral imaging is about 12◦. Therefore,
the viewing angles in the dual viewing zones are almost the same as the conventional one.
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Figure 9. Experiment setup for the dual-view 3D display.

EIAs I and II are shown in Figure 10a,b, respectively. Each EIA consists of 70 × 70 image elements.
EIA I is generated by a computer and consists of the characters “3” and “D”, in which “3” is located at
−15 mm, and “D” is located at +15 mm. EIA II is also generated by a computer and consists of the
characters “A” and “B”, in which “A” is located at −15 mm, and “B” is located at +15 mm.

Figure 10. (a) EIA I and (b) EIA II.

3D image I reconstructed in the left view zone taken from the left, right, top and bottom directions
are shown in Figure 11. We can see the horizontal parallax of the “3D” images from the left and
right directions, and the vertical parallax of the “3D” images from the top and bottom directions.
Reconstructed 3D image I has obvious horizontal and vertical parallaxes. Visualizations 1 and 2 clearly
show the horizontal and vertical parallaxes between the “3”, “D” and the real object. The resolution of
reconstructed 3D image I is almost the same as the conventional integral imaging 3D display, and 3D
image I in the left view zone has high brightness and definition. The resolution of 3D image I is the
same as the number of the image element 70 × 70 in EIA I.

Figure 12 shows 3D image II reconstructed in the right view zone taken from the left, right,
top and bottom directions. We can see the horizontal parallax of the “AB” images from the left and
right directions, and the vertical parallax of the “AB” images from the top and bottom directions.
The reconstructed 3D image II has obvious horizontal and vertical parallaxes. Visualizations 2
and 3 clearly show the horizontal and vertical parallaxes between the “A”, “B” and the real object.
The resolution of reconstructed 3D image II is also almost the same as the conventional integral imaging
3D display. The resolution of 3D image II is also the same as the number of the image element 70 × 70 in
EIA II. The 3D images I and II have the same resolution, according to the parameters of the micro-lens
array, the resolution of the conventional integral imaging is 70 × 70. Therefore, the resolution in the
dual viewing zones are the same as the conventional one.
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It was observed that there is slight image crosstalk in the 3D image reconstructed in the left and
right viewing zone. When projection beam I is projected onto the MHOE, the light produces diffuse
reflection on the glass substrate of the MHOE, and the diffuse light can produce slight crosstalk with
reconstructed 3D image II in the right viewing zone. Reconstructed 3D image I in the left viewing zone
has slight crosstalk, which is caused by the same reason as in the right viewing zone.

Figure 11. Experimental results in the left viewing zone (see Supplementary Materials visualization 1
and visualization 2), the parallax images in the left, right, top, and bottom four directions.

Figure 12. Experimental results in the right viewing zone (see Supplementary Materials visualization 2
and visualization 3), the parallax images in the left, right, top, and bottom four directions.

4. Conclusions

In this paper, we propose a dual-view 3D display. Two projectors are used to present different 3D
images on the MHOE. Viewers can see the two different 3D images in the left and right viewing zones.
The viewing angle and resolution of the reconstructed 3D images in the two viewing zones are almost
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the same as the conventional integral imaging 3D display. In addition, the fusion of 3D images with
real objects is realized. It can be used for the car head up display and medical devices.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/9/18/3852/s1.
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Featured Application: Energy harvesting is the principal application for Volume Holographic

Optical Elements, thus promoting cheap solar concentrators applied for piped sunlight indoor

illumination. Moreover, a further interesting potential application is in the aerospace sector

where low weight holographic concentrators could be useful for recovering electricity in long

missions or in space bases.

Abstract: Generally, to reduce the area of a photovoltaic cell, which is typically very expensive, solar
concentrators based on a set of mirrors or mechanical structures are used. However, such solar
concentrators have some drawbacks, as they need a tracking system to track the sun’s position and
also they suffer for the overheat due to the concentration of both light and heat on the solar cell. The
fundamental advantages of volume holographic optical elements are very appealing for lightweight
and cheap solar concentrators applications and can become a valuable asset that can be integrated
into solar panels. In this paper, a review of volume holographic-based solar concentrators recorded
on different holographic materials is presented. The physical principles and main advantages and
disadvantages, such as their cool light concentration, selective wavelength concentrations and the
possibility to implement passive solar tracking, are discussed. Different configurations and strategies
are illustrated and the state-of-the-art is presented including commercially available systems.

Keywords: holographic solar concentrator; holographic lens; volume phase holographic optical elements

1. Introduction

Solar energy conversion processes provide clean, sustainable and renewable energy, thus there
is a growing interest in research and development in the study of conversion systems and their cost
effectiveness. An improvement in this sense needs simultaneous consideration of three issues: initial
cost, durability-reliability and performance [1]. Considering the current technology, photovoltaic
(PV) cells with triple-junction InGaAs are the most efficient (37%); nevertheless, their high cost makes
them unattractive, even if their use for domestic applications, as well as in the aerospace industry,
is desirable. This problem can be solved by using optical concentrators that allow focussing the sun’s
rays onto the active solar cell area, thus letting to reduce a significant amount of the expensive PV
material [2]. Consequently, in the last 15 years, solar concentration technologies were explored to
direct all the available light towards small solar cells.

Currently, there are two principal types of concentrators involved in conversion technology:
conventional solar concentrators (e.g., lenses or mirrors) and holographic solar concentrators.
Holographic optical elements (HOEs) could in part overcome the limitations of the conventional
solar concentrator, such as complex designs, thermal management due to the excessively heated of the
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solar cell when illuminated with concentrated solar radiation and active solar tracking. Additionally,
holography is much more versatile and cheaper with respect to other concentrating optical systems.

In particular, volume holographic optical elements (V-HOEs) have been proposed for use as solar
concentrators [3,4] thanks to the following features: (i) potential to achieve nearly 100% efficiency for
certain wavelengths and directions; (ii) very rapid and low-cost effective manufacturing and easy
customizability of the recorded devices; (iii) narrowness and lightness; (iv) potential to fabricate
elements with multiple optical responses (multiplexing); and (v) potential to be very inexpensive
in mass production. V-HOEs applications range from spectral splitting applications to increase
the conversion efficiency of PV cells [3,5,6] to simultaneous concentration and spectral splitting
applications [7].

Despite all these advantages offered by V-HOEs, currently only a few holographic concentrators,
patented by Prism Solar Technologies [8], are on market. They work by total internal reflection by
means of multiplexed gratings [9], have low cost (around 1 $/W) and are easy to be integrated into
buildings [10]. Nevertheless, Prism Solar Modules are still under test and maybe this is the main
reason for which this technology is not yet so diffused.

However, with the aim of obtaining high performance of V-HOEs as solar concentrators, it is
necessary to keep in mind that volume holograms have high efficiency only when the incident rays vary
in a given portion of the plane (angular selectivity) and their efficiency depends on the wavelength:
it is high for a bandwidth centred on a wavelength determined by both the refractive index modulation
obtained in the recording material and the angle of incidence (chromatic selectivity) [4]. Thus, V-HOEs
should be designed to have a high efficiency for the spectrum of the sunlight inside the PV conversion
range (for multijunction PV cells, 350 ÷ 1750 nm [11]).

It is worth noting that, due to the chromatic selectivity, the V-HOE diffraction efficiency depends
on the wavelength [10]. Exploiting this feature, the heating of the cell, due to the solar spectrum region
associated with wavelengths above 1200 nm, can be managed. Thus, one of the main problems of
conventional solar concentrators can be overcome allowing a higher conversion efficiency and so lower
cost/watt [12,13].

V-HOEs can be used as solar concentrators in both earth and space (satellites) applications.
Regarding the first application, several studies are reported in the literature, whereas for aerospace
applications only a few works are available [4,14–16], maybe due to the hostile space environment that
has to be taken into account.

To obtain an efficient V-HOE as solar concentrator, the main requirements are: (i) the recording
material, (ii) the concentration ratio, (iii) the angular selectivity, (iv) the possibility to implement the
passive solar tracking, (v) the efficiency of single and multiplexed elements and (vi) the possibility to
split the solar spectrum. The resulting system performance depends on each of these points. However,
in our knowledge, the aforementioned focusing points required to achieve an efficient V-HOE as solar
concentrator are never considered all together. Thus, we think that future researches should be focused
on all of these features.

The purpose of the present manuscript is to give an overview of different solar concentrator
based on volume holographic devices. Thus, after a brief introduction to the theory behind it and the
recording materials commonly used, we analyse the configuration and the performance of several
significant results reported in the literature.

2. Theoretical Background

Kogelnik’s theory [17] is widely accepted for modelling the performance of volume holograms.
This theory shows that high diffraction efficiency can be related to some physical characteristics, such
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as thickness, spatial frequency and refractive index modulation. According to Kogelnik’s theory,
the diffraction efficiency (η) can be theoretically evaluated as: [18]

η =
sin2

√
ξ2 + ν2(

1 + ξ2

ν2

) , (1)

where the parameters ξ and υ are defined as:

ξ = Δθ
|
→
G|d
2

, (2)

ν =
πΔnd

λ cos θBragg
, (3)

In Equations (2) and (3) d is the holographic film thickness, Δn is the refractive index modulation;
λ is the wavelength of the reconstructing beam; θBragg is Bragg diffraction angle; Δθ is the deviation

from the Bragg angle and
→
G is the grating vector, normal to the fringes with a magnitude |

→
G| = 2π/Λ,

with Λ grating period:
Λ = λ/2∗ sin(θ/2), (4)

here λ is the recording wavelength and θ is the angle between the incident and diffracted angles inside
the medium.

When the Bragg condition is satisfied, that is, Δθ = 0, the volume holographic grating (VHG)
diffraction efficiency η can be theoretically evaluated as [17,19]:

η = sin2
(

πΔnd
λcos θBragg

)
, (5)

Depending on the applications, the holographic optical element and in particular for solar
applications the holographic lens, requires particular values of angular and/or wavelength selectivity.
Due to the chromatic selectivity, hologram diffraction efficiency depends on wavelength; while
regarding the angular selectivity, the hologram diffraction efficiency decreases very quickly when the
direction of the incident radiation does not fulfil the Bragg condition in the recording plane [10]. It is
important to point out that the main difference between conventional optics and holographic optics is
that to determine diffracted ray direction, Snell’s law is replaced by the grating equation [20].

As expected, the angle at which the diffraction intensity reaches its maximum is strictly related
to the incident wavelength [21]. In particular, the angle increases as the wavelength increases. This
behaviour is due to Bragg phase-matching condition for VHG, which (considering a non-slanted
transmission grating, i.e., gratings with a grating period vector forming an angle of 90◦ with the
perpendicular to the plane of incidence) is defined as:

→
ki −

→
kd =

→
G, (6)

where |
→
ki | = |

→
kd| = 2πn/λ are the magnitude of the incident and diffracted wave vectors inside the

medium and angles θi, θd are the incident and diffracted angles inside the medium.
→
G is the grating

vector defined above.
Generally, two regimes in which phase gratings operate are defined: the Raman-Nath regime,

in which several diffracted waves are produced and the Bragg regime, where basically only one
diffracted wave is formed and this occurs only for near Bragg incidence. It has been usual to refer to
gratings that work in the Raman-Nath or the Bragg regimes as thin and thick gratings, respectively.
A confirmation that the recorded hologram is a volume and not a surface hologram can be obtained by
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evaluating a parameter called Q factor. Indeed, the criterion for whether a hologram is thick or thin is
given by the Q factor as:

Q =
2πλd
nΛ2 , (7)

where λ is the recording wavelength, d is the photosensitive layer thickness, n is the refraction index
of the material and Λ is the fringe spacing. A holographic grating is considered to be thin (surface
hologram) when Q ≤ 1, thick (volume hologram) when Q ≥ 10 [22].

Over the Q parameter, there is another parameter ρ defined as:

ρ =
λ2

0
Λ2n0Δn

, (8)

where Λ and Δn are defined before, λ0 is the vacuum wavelength of the light, n0 is the mean refractive
index. This parameter can be used to predict whether a grating is in the Raman-Nath regime or in the
Bragg regime: if ρ is nearly zero, the diffraction effect will be prominent, otherwise it can be neglected
in the case where ρ very large [23].

3. V-HOE Recording Process

The simplest V-HOE is a VHG which acts as a non-focusing element; therefore, it basically
redirects the light [21]. Usually, a hologram can be recorded by interference between two beams,
namely reference and object beam, respectively. When the two interfering beams are two collimated
light beams, a VHG can be recorded. A scheme of the experimental setup typically used to record
VHGs is shown in Figure 1a; the angle α between two incident beams is related to the final grating
period of the recorded VHG. The interference fringe pattern leads to a photoinduced modulation of
the refractive index in a photosensitive thick film.

Figure 1. (a) Set-up for volume holographic grating recording; (b) Set-up for volume phase holographic
lenses recording; (c) Schematic representation of the recording of multiplexed holographic lenses:
the reference beam is fixed while the object beam incident angle is changed during the process.
The multiplexed holographic lenses recorded behaves like a passive solar tracker: the light coming
from the sun in different positions, that is, at different times of the day, is always focused on the same
point, where a photovoltaic cell is positioned.
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When in the object beam path a focusing optics is placed during the recording process,
the interference between a reference (collimated) beam and an object (converging) beam is induced.
Thus, an interferometric pattern that replaces the response of the focusing optical systems used as
object is generated, obtaining a V-HOE that acts as a focusing element. This V-HOE shows the same
effect as spherical or cylindrical lenses [4,24]. A typical recording setup is reported in Figure 1b.

Conventional concentration modules need the aid of complex mechanical systems (active solar
tracking) to improve their efficiency. These aiding systems increase the complexity of the PV cell
power system design, the panel volume and development costs. The possibility to reduce or even
eliminate, the moving system using multiplexed holographic lenses as passive solar trackers, makes
the system more competitive in the perspective of new generation solar panel development. As a result,
there are fewer problems related both to the wear of moving parts and possible vibrations due to
movements [16]. Multiplexed V-HOEs can be achieved by changing the angle between the two incident
wavefronts during the writing process, as schematically shown in Figure 1c. In this way, a V-HOE
that addresses the solar radiation incident with different angles, on a single photovoltaic cell, can
be realized.

4. Holographic Materials for Solar Concentrators

The holographic recording medium should be able to resolve fully all the fringes resulting from
interference between the two incident beams. These fringe spacing can range from tens of micrometres
to less than one micrometre, corresponding to spatial frequencies in the range of a few hundred to
several thousand cycles/mm. If the performance of the recording medium for these spatial frequencies
is low, the diffraction efficiency of the hologram will be poor.

Currently, to record a V-HOE several photosensitive materials can be used, among them substrates
based on silver halide emulsions, dichromatic gelatines and photopolymers are the most widely used.

4.1. Silver Halide Emulsions

Silver halide emulsion is one of the oldest recording materials for holography. It is a fine
suspension of microscopic grains of silver halide (usually silver bromide, grain size in the range
of tens of nanometres) in a colloid sol, usually consisting of gelatin. Typically, a layer of emulsion
with a thickness in the range of 5 to 15 μm, is coated onto glass or film substrate. The recorded
image is then developed by chemical post-processing, allowing multiple holograms recording.
Additionally, emulsions show high sensitivity (10−5 to 10−3 mJ/cm2) and good resolution (greater
than 6000 lines/mm).

Silver halide emulsions were recently used to obtain a panchromatic holographic material for the
fabrication of wavelength multiplexed holographic solar concentrators [25].

4.2. Dichromatic Gelatines

Dichromatic gelatine (DCG) is composed of ammonium or potassium dichromate, gelatin and
water and needs chemical post-processing. Ammonium dichromate becomes progressively harder on
exposure to light, inducing high refractive index modulation, thus allowing high diffraction efficiency,
high resolution, low noise and high optical quality [26–28]. The drawback of DCG is its low exposure
sensitivity and limited spectral response.

Even if DCG can be considered an ideal recording material for volume phase holograms, it is
very sensitive to environmental changes, therefore it requires a cover plate to ensure environmental
stability thus weighting the structure [29]. This reason makes it virtually less eligible for solar
concentration applications.

4.3. Photopolymers

Photopolymers are the most studied holographic materials since the 1970s; they are based on
polymerization and cross-linking reactions induced by absorption of light and they offer several
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advantages respect to silver halide and DCG. Indeed, photopolymerizable materials show high
diffraction efficiencies, allow real-time monitoring of the recording process, do not require development
processes but only a bleaching process, can be produced from raw materials at low cost and give the
possibility to modulate the properties through chemical synthesis [4]. Additional, photopolymers can
be mass produced allowing to reducing production costs [30,31].

Typically, a photopolymer is made from a photoinitiator system, one or more polyfunctional
monomers or oligomers and a polymeric binder. When it is exposed to light, the polymerization occurs
in the areas of constructive interference (high-light intensity areas) leading to increased consumption
of the monomers, while the polymerization is limited or absent in the areas of destructive interference
(low-light intensity areas). The difference of monomer consumption rate leads to a concentration
gradient that drives monomer diffusion from dark to illuminated areas [32–34]. Thus, the polymer
concentration distribution will take over the sinusoidal pattern of the light intensity, resulting in
a permanent modulation of the refractive index, that is, a volume-phase hologram.

Some examples of the most commonly used photopolymers as recording material for holography
are: (i) a photopolymer developed within Bayer MaterialScience based upon an orthogonal two
chemistry formulation; it is capable of achieving transmission above 90% in the film samples [35];
(ii) photopolymer materials developed by DuPont for recording volume phase holograms, in particular
new materials with panchromatic sensitivity, designed for multicolour holographic recording have been
developed [36]; (iii) acrylamide-based photopolymers have also been extensively used for fabrication
of HOEs in solar energy applications [37].

Regarding the resistance of these materials for holographic concentrators in environmental
conditions, there are durability tests on some of the most widely used photopolymers in conventional
Fresnel-type solar concentrators, such as acrylic polymers [38].

The fabrication of lenses for concentrators and protective layers for photovoltaic cells is often
made by using polymethyl methacrylate (PMMA) [39] since it allows a good resistance to UV radiation
and high transmittance (>92%). The UV sensitivity can be further reduced by introducing protective
layers or by adding radical scavengers or antioxidants to the formulation of the material. Also
polydimethylsiloxane (PDMS) shows very high stability against UV radiation and making it suitable
for use in the space environment [40]. Additional, PDMS features greater optical transmittance
compared to PMMA.

Considering all the advantages offered by photopolymeric materials, to obtain solar compliant
holographic materials that should be less sensitive to thermal and photochemical degradation
phenomena, the study of new photopolymers based on inorganics or hybrid organic/inorganic
components instead of organic material is still in progress. Some examples in this sense are
photopolymers containing nanoparticles of inorganic species such as SiO2, ZrO2 and TiO2 [41], that
show a lower shrinkage due to the polymerization and a higher refractive index modulation [42,43] and
photopolymer containing zeolite nanocrystals as inorganic dopant, that allows to improve compatibility
between inorganic particles and polymer and reduce the optical losses due to scattering [44]. Finally,
the sol-gel chemistry versatility allows obtaining a high level of interpenetration between the organic
and inorganic networks, as reported in Refs. [4,45–47]. Photopolymer with a very low outgassing
level and a high resistance to strong thermal excursions, that can be useful for some applications, was
obtained by sol-gel techniques [4].

5. V-HOE Based Solar Concentrators

5.1. Solar Concentrator and Spectral Splitting

Since the pioneering work published by Ludman in 1982 [48], V-HOEs have been proposed as
solar concentrators; additionally, by using DCG as a recording material, they have been employed to
obtain a spatial separation of the solar spectrum allowing the use of solar cell materials with optimized
band gaps achieving high PV efficiency [3,49]. Moreover, an optimized holographic concentrating
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and spectral splitting systems can reduce the cooling requirements of the photovoltaic cells and,
considering V-HOE design versatility, PV cells can be placed on a side of the hologram, thus avoiding
shadow effects and simplifies cooling, as can be seen in Figure 2 [5,50]. In this case, the hologram not
only concentrates the solar radiation but also split and directs the red and near-infrared spectrum on
one PV cell and the green and blue spectrum on another one, while the far-infrared wavelengths of the
solar spectrum are diffracted away from the cells, reducing the main cause of overheating.

Figure 2. Holographic solar concentrator with spectral splitting systems [5,50].

The authors also demonstrated that this holographic system concentrates higher power than
a Fresnel-based solar concentrator and shows a larger relative efficiency; additionally, large heat sinks
are not required leading to a decrease of both the bulk and the cost.

With the aim of providing a holographic solar concentrator that reduces solar cell exposure to
harmful radiations, Okorogu et al. [51] patented a structure composed of hybrid transmission and
reflection VHOEs that spectrally and spatially separate the incident solar spectrum into component
wavelength bands. Using internal reflection, the separated solar radiation is propagated through
a waveguide far away from the incident direction. At the end of the waveguide, band selection
reflecting HOEs inject the solar radiation into PV cells of appropriate band gap energies.

5.2. Multiplexed Hologram

To improve the angular selectivity, multiplexed solutions have been considered. Bainier et al. [7]
reported a detailed study on superimposed transmission holograms recorded on the same holographic
medium based on DCG. In particular, the authors compared a system consisting of a single holographic
element as a concentrator with the maximum of reconstruction wavelength (620 nm) centred in the
middle of the range of the PV cell (i.e., 500–800 nm) and a system composed of two holographic
recordings with the two maximum reconstruction wavelengths (514.5 and 620 nm) designed both
to overlap the operating spectrum of the PV cell (GaAs with an efficiency of 23%) and to avoid the
coupling effect. Both the reflecting and transmitting version for the double hologram system were
characterized, with one of the two holograms superimposed on the same holographic medium in the
transmission configuration. Theoretical and experimental evaluation of the energy efficiency of the
holographic systems were carried out. Values of 6 and 5% for the single holographic elements and of
11 and 9% for the double holographic element were obtained, respectively.

A newsworthy structure with a double superimposed slanted reflecting hologram tilted of 30◦

and recorded on DCG by using 488 and 632 nm laser sources, was proposed in 2010 [52]. This
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geometry gives rise to a total internal reflection at the surfaces of the holographic medium. The PV
cells were placed at the edges of the holographic plate where the collected light emerges. A sketch of
the experimental set-up used for the doubly slanted layer structures is reported in Figure 3a, while
the diffraction pattern of normally incident white light for the doubly slanted hologram is showed in
Figure 3b,c.

 

 
Figure 3. (a) A schematic representation of the experimental set-up used in Reference [52] for the doubly
slanted layer structure. Red and blue arrows are the incident laser sources emitting at 632 nm and
488 nm, respectively, used to record the double superimposed slanted reflecting hologram. Diffraction
patterns evaluated taken from behind (b) and above (c). Here, the arrow represents the incident light.

Lee’s group [53] realized an angular multiplexed HOE recorded on a photopolymer. They
optimized a suitable recording method for an angular multiplexed HOE solar concentrator and find
that by using the iterative recording method, the low efficiency of multiplexed holograms due to
overexposure is compensated. Moreover, the authors evaluated the performance of the HOE as a solar
concentrator by introducing a new efficiency calculation method, named concentrated diffraction
efficiency (CDE), that is considered as the percentage ratio between the effective concentration rate
(ECR) of the HOE and the ECR of the convex lens used in the recording process. The fabricated HOE
that uses the modified iterative recording method shows CDEs of 26.73%, 35.31% and 22.78% from
incidence angles −10◦, 0◦ and +10◦, respectively. These values are considerably higher than those
obtained considering multiplexed holograms recorded with equal exposure time without considering
the saturation time.

Naydenova et al. recorded a focusing HOE as well as multiplexed gratings on an acrylamide-based
photopolymer. High diffraction efficiency HOE consisting of a single spherical lens using thin layers
and lower spatial frequency was recorded and a larger acceptance angle was obtained respect to
the optical component. Regarding the multiplexed geometry, the authors calibrated the intensity of
the beam and then the exposure energy to obtain high efficiency. A diffraction efficiency of three
multiplexed gratings at 51.9 ± 3.5% was demonstrated [54].

5.3. Holographic Solar Deflector

In 2010, Castro et al. [9] designed and characterized a holographic grating, recorded on
dichromatic emulsion, able to deflect the direct sunlight on a PV cell with the higher energy efficiency
possible. A detailed study of the effects of incident spectra that vary hourly, daily and seasonally was
performed, and, in order to maximize the energy collection efficiency per year, the authors proposed
the structure illustrated in Figure 4a. The designed cell is composed by two cascaded holographic

164



Appl. Sci. 2019, 9, 193

grating on each side of the PV cell (holograms A and B), that are conjugated (i.e., A and A’ or B and B’)
to provide peak energy collection at different seasons.

The optical crosstalk of the V-HOEs was reduced by designing the two cascaded holograms
to diffract light in opposite directions with the incident angles in different quadrants of the Bragg
circle (Figure 4b). To guarantee that maximum of the diffracted rays of the sunlight within the solar
responsivity spectrum of PV cell can reach the surface of the cell independently of the incident angle,
the geometrical parameters of the system (i.e., the hologram width and the distance hologram-PV
cell) have been optimized, too. Results reported an average daily energy increase of 147% due to
the concentrator and approximately 50% of the total energy that reaches the hologram areas can be
collected by PV cells without the need of tracking.

An interesting application of V-HOE-based solar concentrator for solar control of domestic
conservatories and sunrooms was published in 2005 [55]. In particular, selective use of HOE with
given working angles is predicted to maintain the daytime temperatures to an acceptable level when
only 62% of glazed the area is used with HOE. Additionally, thanks to the angular selectivity of the
V-HOEs, during the winter months theoretically none of the incident beam radiation is attenuated
allowing to obtain a comfortable temperature.

Figure 4. (a) Holographic solar concentrator structure realized by Castro et al. [9]. In the dashed box
the unit cell is highlighted. (b) Holographic design to reduce the optical crosstalk.

5.4. Cylindrical Holographic Lenses

Cylindrical holographic lenses, that allow obtaining a compact and wide-angle structure, were
also considered as a solar concentrator. With the aim to take into account a specific set of designed
parameter, such as bandwidth, angular selectivity, PV cell size, optical polarization and so on, a proper
simulation tool has been developed [10,13]. The possibility to realize a high-efficient system that only
requires one-axis tracking was demonstrated.

An interesting application of cylindrical holographic lenses is reported in Figure 5a where the
conceptual recording set-up is illustrated [56]. Here, the reference and object beams are an edge-lit and
a cylindrical converging beam, respectively, allowing to simultaneously record a combination of a lens
and a mirror. An array of V-HOEs is then recorded simply by shifting the medium and by repeating the
recording process; this method allows having a large angular acceptance. In fact, the diffracted wave
of the incident sunlight coming from different incident angles is guided to the edge of the recording
medium where a PV cell is positioned (Figure 5b). When a 2 mm thick holographic recording material
(phenanthrenequinone doped PMMA photopolymer) was used to record the proposed architecture,
the collection angle from increases 0.01◦ to 6◦.

Recently, Marin-Saez et al. [57] theoretically and experimentally explored a novel approach to
overcoming the problem related to the V-HOEs chromatic selectivity by using HOEs operating in the
transition regime, which led to a lower chromatic selectivity while maintaining rather high efficiencies.
In particular, they developed a model that takes into account the recording material’s response to
evaluate the index modulation reached for different spatial frequency and exposure dosage. Three
cylindrical holographic lenses with different spatial frequency ranges were recorded in Bayfol HX
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photopolymer to experimentally validate the method. Promising results were obtained when a system
composed of two cylindrical holographic lenses with lower spatial frequencies and a mono-c Si PV
cell is implemented (see Figure 6). Indeed, a total current intensity of 3.72 times respect that would be
reached without the concentrator was achieved.

Figure 5. (a) Recording set-up and (b) configuration of volume holographic concentrator [56].

Figure 6. Schematic of the system considered: each cylindrical holographic lens redirects sun rays
towards a PV cell [48].

5.5. Commercial and Space Holographic Concentrators

Regarding commercial systems that make use of holographic concentrators, the best performing
solutions are offered by Prismsolar, which propose patented enhanced glass-on-glass holographic
modules composed of highly efficient bifacial N-type silicon cells with holographic technology. A single
module is made alternating strips of bifacial solar cells with parallel strips of holographic film. It allows
to collect not only the light that hits the solar cells directly, as normally occurs but also the light that hits
the holographic film, which diffracts the light and a portion of this light is guided to the cell through
total internal reflection, thus increasing the total harvested sunlight [8,58].

Finally, as a possible future application, taking into account their thin, lightweight and flexible,
holographic elements can be studied, designed and fabricated for space solar concentrators. In fact, the
solar power conversion is the primary power source for most of the satellite and loss of power, even
for a short time, can lead to catastrophic consequences [50]. Thus, an enhancement of the collected
light is desirable. Of course, in the space the holographic materials must be able to withstand much
more drastic conditions respect to earth applications, due to strong thermal excursions, high vacuum
and the presence of high-energy gamma, electronic and protonic radiation originating from the solar
wind [4,46,47].

6. Conclusions and Perspectives

The growing demand for new devices able both to improve the harvested sunlight by a PV cell
and to reduce the amount of expensive PV material is the main motivation of this work.

In this field, the goal is to find and develop solar concentrators that can overcome the limit
presented by conventional solar concentrators, such as active solar tracking, overheating induced on
the PV cell, cost and size. With this aim, V-HOEs seem to be the best candidate, satisfying, at the
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same time, various technological and economic requirements. In fact, V-HOEs can be recorded very
easily and allow superimposed structures permitting passive solar tracking. Moreover, a key factor for
an efficient V-HOE is the recording material; currently, the most used are silver halides, dichromate
gelatins and photopolymers. However, the development of new holographic recording materials is an
on ongoing research field; for solar applications this study must be guided by a clear understanding of
the behaviour of these new materials in given environmental conditions, that are different for earth
and space applications.

In this review, the state of the art of V-HOE based solar concentrators is reported. A number
of investigations regarding V-HOE recorded on different material and with different geometry have
been described and discussed. However, there is a crucial point that we want to highlight: despite
the literature, only a few commercial solutions are available for earth applications, while, to date no
hologram solar concentrator has been used for space applications.

Considering the increasing need to obtain clean, renewable and sustainable energy for the welfare
of the whole planet and the stringent requirements to reduce area, weight and footprint occupied
by photovoltaic cells for space missions, V-HOEs with their low cost for mass production, planar
configuration, high efficiency with self-tracking and easy installation, can play a significant role in
solar energy conversion applications. Thus, we strongly encourage new research in this field.
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Abstract: Imaging an object hidden behind a highly scattering medium is difficult since the wave has
gone through a round-trip distortion: On the way in for the illumination and on the way out for the
detection. Although various approaches have recently been proposed to overcome this seemingly
intractable problem, they are limited to two-dimensional (2D) intensity imaging because the phase
information of the object is lost. In such a case, the morphological features of the object cannot be
recovered. Here, based on the round-trip optical transmission matrix of the scattering medium,
we propose an imaging method to recover the complex amplitude (both the amplitude and the phase)
information of the object. In this way, it is possible to achieve the three-dimensional (3D) complex
amplitude imaging. To preliminarily verify the effectiveness of our method, a simple virtual complex
amplitude object has been tested. The experiment results show that not only the amplitude but also
the phase information of the object can be recovered directly from the distorted output optical field.
Our method is effective to the thick scattering medium and does not involve scanning during the
imaging process. We believe it probably has potential applications in some new fields, for example,
using the scattering medium itself as an imaging sensor, instead of a barrier.

Keywords: round-trip imaging; scattering media; 3D imaging; transmission matrix

1. Introduction

When imaging an object through a scattering medium, the transmitted light is consisted by the
ballistic light and the scattered light [1]. The ballistic light that carries the object information migrates
through the scattering medium without deviating from the forward direction. The scattered light that
has been scattered randomly in all directions loses the object information and undermines the imaging
quality [2]. Most methods only use the ballistic light for imaging, and the scattered light is suppressed
by employing a short time gate based on nonlinear phenomena [3–6]. However, these methods are
only effective for the weak scattering medium. When imaging through a highly scattering medium,
almost all the light has been scattered randomly. In order to solve this problem, some methods that
use the scattered light for imaging have recently been proposed. These include computational ghost
imaging [7,8], wavefront shaping [9,10], speckle correlation [11–13], and optical transmission matrix
(TM) [14–17].

Generally speaking, imaging 3D objects that are hidden behind scattering media is a challenging
work. On one hand, compared with the traditional one-way imaging through a scattering medium
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Appl. Sci. 2018, 8, 1036

where the light wave has only been distorted once, imaging an object that hidden behind scattering
media is more difficult since the light wave has gone through a round-trip distortion: On the way
in for the illumination and on the way out for the detection. In such a case, the information of the
object seemingly cannot be recovered. On the other hand, two-dimensional (2D) imaging only needs
to recover the intensity (amplitude) features of the object. Three-dimensional (3D) imaging is much
more difficult, as both the intensity (amplitude) and the morphological (phase) features of the object
should be recovered.

Although a lot of methods have ever been proposed, they are not effective for imaging 3D objects
hidden behind highly scattering media. For example, the computational ghost imaging method cannot
achieve round-trip imaging through scattering media because the information of the illumination
wave is lost via the on-the-way-in distortion [18]. The wavefront shaping method only can image
the 2D intensity object as the phase information of the object cannot be recovered, and due to the
scanning process, its imaging speed is also restricted [19]. Similarly, the speckle correlation method
relies on the inherent correlations in scattered speckle patterns, which makes it only applied to thin
opaque layers, as the field-of-view is inversely proportional to the scattering medium thickness [12].
Different from the above methods, the optical transmission matrix (TM) can inherently characterize
the scattering medium by giving the relationship between the input optical field and the output
optical field [14]. Theoretically, it has the ability to recover the information of the object without
loss and achieve the 3D complex amplitude imaging. Recently, this method has shown potential in
focusing [15], delivering imaging [16], controlling transmitted energy [20], multispectral control [21],
and acoustically modulated light [22]. However, generally speaking, they all belong to the cases
working in the transmission imaging mode where the light is only distorted once. More recently, we
also show that a 2D intensity object, which is completely hidden behind a scattering medium, can be
imaged directly from the distorted output optical field [23]. Nevertheless, to the best of our knowledge,
using the TM method to recover the complex amplitude information of the object that is hidden behind
highly scattering media has not yet been reported.

In this paper, we show in principle that based on the round-trip TM, it is possible to recover the
complex amplitude information of the object that is hidden behind scattering media. The imaging
method and experiment setup are introduced, and a simple virtual complex amplitude object has also
been constructed to verify the effectiveness of our method. The experiment results show that not only
the amplitude but also the phase information of the object can be recovered.

2. Principle

As shown in Figure 1, when a target object is hidden behind a scattering medium, an active light
is used to illuminate the object. In such a case, the incident plane wave has gone through a round-trip
distortion, and the optical field reflected by the object can be expressed as

R(ξ, η) = S(ξ, η) ∗ O(ξ, η), (1)

where the ‘*’ operation indicates that the corresponding (ξ, η) elements are multiplied. O(ξ, η) is the
complex amplitude of the target object, and S(ξ, η) is the complex field distribution of the illumination
wave which is seriously distorted due to the on-the-way-in process via the scattering medium. Based
on these definitions, the final output optical field can be expressed as

E(x, y) = ∑
ξ,η

KR→E(x, y; ξ, η) ∗ R(ξ, η). (2)

The KR→E(x, y; ξ, η) is a traditional one-way TM of scattering media, which has given the
relationship between the reflected optical field R(ξ, η) and the output optical field E(x, y) [15].
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Figure 1. Schematic of imaging an object hidden behind a scattering medium.

As long as KR→E(x, y; ξ, η) is measured in advance, the reflected optical field R(ξ, η) can be
recovered from E(x, y) directly [16]. Nevertheless, the object O(ξ, η) cannot be recovered yet since
S(ξ, η) is still unknown. To overcome this problem, specially, we construct a new TM

TO→E(x, y; ξ, η) = KR→E(x, y; ξ, η) ∗ S(ξ, η) (3)

as the round-trip TM of the scattering medium. It can be seen from Equation (3) that, different from
the traditional one-way TM KR→E(x, y; ξ, η), this new TM TO→E(x, y; ξ, η) has additionally recorded
the complex field distribution S(ξ, η) of the distorted illumination wave. In this way, Equation (2) can
also be expressed as

E(x, y) = ∑
ξ,η

TO→E(x, y; ξ, η) ∗ O(ξ, η). (4)

Now, once the TO→E(x, y; ξ, η) is measured, the relationship between O(ξ, η) and E(x, y) can be
given directly.

Furthermore, for the convenience of calculation, the Equation (4) is converted to the matrix form as

E(x, y) = TO→E(x, y; ξ, η)× O(ξ, η), (5)

where the ‘ × ’ represents a multiplication operation between two matrices. In this way, the object
information O(ξ, η) can be recovered directly from the distorted output optical field E(x, y) by the
inverse operation:

Orec(ξ, η) = TO→E(x, y; ξ, η)−1 × E(x, y), (6)

where TO→E(x, y; ξ, η)−1 is the inverse matrix (or pseudoinverse matrix for any (ξ, η)/(x, y) segments
ratio) of .

3. Experimental Study

3.1. Measure the Round-Trip TM

Before imaging the object, the round-trip TM TO→E(x, y; ξ, η) of the scattering medium should be
measured in advance.

The experimental setup is shown in Figure 2. A He-Ne laser with a wavelength of 632.8 nm is split
into two by a beam splitter (BS1). The transmitted beam is reflected off by a mirror, after being reflected
at a second beam splitter (BS2), the beam is distorted via the scattering medium to illuminate the
DMD, then, the beam reflected by the DMD is distorted again via the scattering medium to generate
the output wave. Meanwhile, the beam reflected by BS1, with the wave front being modulated by the
LCVR, is used as the reference wave. At last, the output wave and the reference wave are combined to
form an interference image at the CCD. In this way, the complex field distribution (both the amplitude
and the phase) of the output wave can be acquired by using the phase-shifting digital holography
technology [24].
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Figure 2. Experimental setup. Scattering medium (a 220-grit and a 1500-grit Thorlabs Optics
ground-glass diffuser are stacked together to enhance the scattering ability), DMD: digital micromirror
devices (ViALUX, V-7001VIS, 1024 × 768 pixels), LCVR: liquid crystal variable retarder (Meadowlark
Optics, D5020), CCD (Hamamatsu, C13440-20CU, 2048 × 2048 segments (pixels), the central 400 × 300
segments are used for imaging), L#: lens, P#: polarizer, BS#: beam splitter, A: attenuation film,
M: mirror.

To acquire the round-trip TM, we divide the DMD into 64 × 48 segments (the size of each segment:
219 μm × 219 μm) and turn on only one segment in sequence. The sketch map of the measured
TO→E(x, y; ξ, η) are shown in Figure 3a,b for the amplitude part and the phase part, respectively
(Two-dimensional input DMD segments (ξ, η) and output CCD segments (x, y) are both stretched to
one-dimensional to facilitate the computation, and only part of the DMD segments and CCD segments
are shown). What we want to emphasize is that the measured TO→E(x, y; ξ, η) has the ability to
overcome the round-trip distortion simultaneously without information loss, which is owing to the
fact that it not only has played the role of the one-way TM, but has also recorded the complex field
distribution of the distorted illumination wave.

Figure 3. Sketch map of the measured round-trip TM TO→E(x, y; ξ, η). Amplitude (a) and corresponding
phase (b), respectively. Color bar: phase in radian.

3.2. Imaging the Object

After the TO→E(x, y; ξ, η) is measured, the system is ready to image the target object. In order
to test the imaging quality precisely, we don’t capture the image of a natural real object directly.
Instead, a binary complex amplitude object which consists of the characters part and the background
part, is constructed by a phase-only-modulation spatial light modulator (SLM: Meadowlark Optics,
P1920-0635-HDMI, 1920 × 1152 pixels) using two phase masks O(1)

SLM(ξ, η) and O(2)
SLM(ξ, η) [15,16].

The mask O(1)
SLM(ξ, η) is a plane phase whose amplitude = 1 and phase = π. The mask O(2)

SLM(ξ, η) is

obtained by flipping the phase of O(1)
SLM(ξ, η) from π to 2π/3 for the characters part, and from π to -π/3

for the background part. As a result, a virtual 3D complex amplitude object O(2)
SLM(ξ, η)− O(1)

SLM(ξ, η)
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can be constructed, which corresponds to the characters part with amplitude = 1 and phase = π/3
[as shown in Figure 4a], as well as the background part with amplitude =

√
3 and phase = −π/6 [as

shown in Figure 4b], respectively.

 

Figure 4. Complex amplitude object constructed by the SLM using two phase masks O(1)
SLM(ξ, η) and

O(2)
SLM(ξ, η). (a) amplitude = 1 and phase = π/3 for the characters part, (b) amplitude =

√
3 and

phase = −π/6 for the background part.

Next, we will perform the imaging, and the SLM is located at the same place after removing the
DMD. To match the size of the DMD segment (219 μm × 219 μm) used for measuring the round-trip
TM of the scattering medium, the SLM is divided into 80 × 48 segments (the size of each segment
220 μm × 220 μm), and the central 18 × 14 segments are used to construct the complex amplitude
object O(2)

SLM(ξ, η)− O(1)
SLM(ξ, η) whose amplitude and phase are shown in Figure 5a1,a2, respectively.

The corresponding output optical field E(2)
CCD(x, y) − E(1)

CCD(x, y) is shown in Figure 5b1,b2 for the

amplitude and the phase, respectively, where E(1)
CCD(x, y) and E(2)

CCD(x, y) are the output optical field

correspond to the O(1)
SLM(ξ, η) and O(2)

SLM(ξ, η), respectively. It can be seen from Figure 5b1,b2 that

the information of the object O(2)
SLM(ξ, η)− O(1)

SLM(ξ, η) has indeed been seriously destroyed, and it is
impossible to image the object directly.

 

Figure 5. Imaging the complex amplitude object. (a1,a2) Amplitude and phase of the object

O(2)
SLM(ξ, η) − O(1)

SLM(ξ, η), respectively. (b1,b2) Amplitude and phase of the corresponding output

optical filed E(2)
CCD(x, y) − E(1)

CCD(x, y), respectively. (c1,c2) Amplitude and phase of the recovered
object, respectively. (d1) Section profiles corresponding to the lines in (a1,c1); (d2) section profiles
corresponding to the lines in (a2,c2). Scale bars indicate 400 μm in (b1,b2) and 600 μm in (a1,a2,c1,c2).
Gray bar: amplitude. Color bar: phase in radian.
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Finally, with the round-trip TM TO→E(x, y; ξ, η) being measured previously, according to Equation
(6), the object information can be recovered directly from the distorted output optical field E(2)

CCD(x, y)−
E(1)

CCD(x, y) by the inverse operation:

Orec(ξ, η) = TO→E(x, y; ξ, η)−1 ×
[

E(2)
CCD(x, y)− E(1)

CCD(x, y)
]
. (7)

The results are shown in Figure 5c1,c2 for the amplitude and the phase, respectively. The section
profiles in Figure 5d1, corresponding to the lines in Figure 5a1,c1, show that the amplitude of the
object can be recovered; Similarly, the section profiles in Figure 5d2, corresponding to the lines in
Figure 5a2,c2, show that the phase of the object can also be recovered well.

3.3. Verify the Effectiveness of the Round-Trip TM

In this part, to verify the effectiveness of our round-trip TM method, we will show that the
illumination wave is indeed seriously distorted (for simplicity, only the amplitude is tested, and it
can be predicted that the phase will get the same result). In such a case, the traditional one-way TM
is ineffective.

Firstly, we have recorded the intensity (amplitude) distribution of the illumination wave
(corresponding to S(ξ, η) in Figure 1) by placing a CCD in the place of the DMD, the result is shown
in Figure 6a. It is seen that the originally uniformed incident light is seriously distorted due to the
on-the-way-in process via the scattering medium. Furthermore, we multiply the amplitude of the
object [shown in Figure 6b] by Figure 6a to indicate the amplitude of the reflected wave indirectly
(corresponding to R(ξ, η) in Figure 1). The result is shown in Figure 6c. It is seen that the amplitude
information of the object [O(ξ, η)] is completely submerged. This means that, even adopting the
traditional one-way imaging method using the one-way TM, Figure 6c might be the best recovery
result instead of the Figure 5c1 which could be obtained adopting our round-trip imaging method
using the round-trip TM.

 

Figure 6. (a) Intensity (amplitude) distribution of the illumination wave. (b) Amplitude of the object.
(c) Amplitude of the reflected wave. Scale bar: 550 μm.

4. Discussion

The pre-processing of our method is relatively complicated, as the round-trip TM of a scattering
medium should be measured prior to image the object, which will usually take a few minutes.
However, this is just a one-time procedure, once calibrated, the TM is effective continuously as long as
the medium has not been disturbed.

Our method is effective for imaging through the thick scattering medium, and it does not involve
any scanning operations during the imaging process. Therefore, it probably has potential applications
in some new fields. On one hand, one can monitor the target through an apparently opaque screen
(used as a barrier), while it is incapable of being observed by it. On the other hand, instead of as
a barrier which undermines the imaging ability, a scattering medium can also be used actively as
an imaging sensor. For example, the single multimode optical fiber, as a scattering medium due to
the mode dispersion, could potentially open up new, less invasive forms of endoscopy to perform
high-resolution imaging of tissues out of reach of current conventional endoscopes [19,25,26].
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At present, the preliminary result shows that our method has the ability to recover the complex
amplitude information of the object. However, as an early study, no real 3D object has been tested yet.
In fact, many problems should be further resolved when imaging a real 3D object. For example, the 2π
ambiguity problem when there is an abrupt change in surface height of the object. This problem could
can be solved if the size of the DMD segment that used to measure the TM is further reduced.

5. Conclusions

In conclusion, based on the round-trip TM, we have done some preliminary studies on imaging
3D objects hidden behind highly scattering media. A simple virtual complex amplitude object has
been tested, and the results show that both the amplitude and the phase information of the object
can be recovered. As an early study, this work may have potential reference value for the endoscopic
imaging with more research.
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Abstract: In this paper, we suggest an efficient neural network model for shape from focus along
with weight passing (WP) method. The neural network model is simplified by reducing the input
data dimensions and eliminating the redundancies in the conventional model. It helps for decreasing
computational complexity without compromising on accuracy. In order to increase the convergence
rate and efficiency, WP method is suggested. It selects appropriate initial weights for the first pixel
randomly from the neighborhood of the reference depth and it chooses the initial weights for the
next pixel by passing the updated weights from the present pixel. WP method not only expedites
the convergence rate, but also is effective in avoiding the local minimization problem. Moreover,
this proposed method may also be applied to neural networks with diverse configurations for
better depth maps. The proposed system is evaluated using image sequences of synthetic and real
objects. Experimental results demonstrate that the proposed model is considerably efficient and
is able to improve the convergence rate significantly while the accuracy is comparable with the
existing systems.

Keywords: shape from focus; neural network; weight passing

1. Introduction

Among the variety of three-dimensional (3D) shape recovery techniques, shape from focus (SFF)
is a passive optical method that infers 3D structure of an object from its image stack taken with
different focus settings. During the last decade, SFF method has gained considerable attention due to
its simplicity and economical computational cost and its considerable usage in computer vision and
industrial applications such as 3D cameras, manufacture of thin-film-transistor liquid-crystal display
(TFT-LCD) color filters, measurement of surface roughness, medical examination, microelectronics,
focus variation for 3D surface [1–8]. In SFF, a sequence of images is captured through a single
charge-coupled device (CCD) camera by translating object towards the camera in limited and small
steps. Next, a focus measure is applied to measure the focus quality for each pixel in the sequence
then an initial depth map is obtained by maximizing the focus measure in the direction of optical axes.
Finally, an approximation or a machine learning method is applied to refine the initial depth estimate.
Various approximation and machine learning-based methods have been suggested to extract and refine
the object shape. The refinement process, generally, provides better depth maps as compared to the
focus measure aggregation; however, these are computationally expensive.

Artificial neural network models have been successfully used to estimate optimal or near-optimal
solutions of complex problems using a set of input-output data examples [9]. In case of SFF, however,
exemplary data set is not available. In [10], SFF problem is defined as optimization of focus measure in
terms of neural network weights over a three-dimensional focused image surface (FIS). An artificial
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neural network is trained to learn the shape of FIS (NN.FIS) in a small window by updating
network weights in the direction of gradient of the focus measure. It yields considerably accurate
depth estimates, but it suffers from high computational complexity and low convergence rate.
The high complexity and slow convergence of the model are due to the large numbers of inputs
and inappropriate initial weight. In NN.FIS, the inputs are taken by including the neighborhood
frames that enlarge the size of weight vector. The initial weights are randomly set that can slow the
convergence rate and lead to high computational cost. In addition, the accuracy is limited by the fact
that the model may face local minimization problem.

In this paper, we propose a neural network over planar (NN.Planar) model for decreasing
computational complexity. In order to increase the convergence rate and efficiency, weight passing
(WP) is suggested. Our two contributions can be summarized as (1) a simplified neural network model
is proposed that takes input and weight vector of smaller size; and (2) the WP method is proposed that
selects proper initial weights for the first pixel randomly and it updates the initial weights for the next
pixel efficiently by passing the updated weight from the present pixel. The proposed NN.Planar with
WP method is not only efficient and simplified but also expedites the convergence rate and helps in
avoiding the local minimization problem. Moreover, the proposed methods may also be applied to
(NN.FIS) for better depth maps. The proposed method improves the convergence rate significantly
and provides accurate depth maps. Experimental results demonstrate that the proposed model is
significantly efficient while the accuracy is comparable with the conventional model.

2. Related Work

The goal of SFF is to detect the 3D depth of every point of an object from a camera lens. At first,
an image sequence of the object is obtained by a single camera at different distances between lens and
object. Principle of image sequence acquisition is illustrated in Figure 1. It shows an arrangement to
estimate the shape of the object which is unknown body. The reference plane is the initial stage and
the focused plane means a plane which is completely focused onto the sensor plane. The displacement
of translational stage and the distance between the reference plane and the focused plane can be
measured by experiment. Specifically, the translational stage is moved from reference plane in the
direction of optical axes with a finite steps. At every step, an image is taken and a sequence of images
at different step is obtained.

Focus measure plays an important role in SFF methods. In literature, several focus measure
operators have been proposed in the spatial and the frequency domains. The performance of the
focus measure operator depends on several factors including local window size, imaging device
specifications, illumination conditions and complexity of object shape. The effect of window sizes
on depth map recovery is studied by Malik and Choi [11] and concluded that a larger window may
distort the object shape while a smaller window size may not be able to suppress noise properly.
Recently, a comprehensive study by Pertuz et al. [12] demonstrates the effects of various factors
on 3D shape recovery using various focus measures. The study also serves a good reference for
focus measure operators in various domains. In noise free environment, second derivative-based
focus measure Sum-Modified-Laplacian (SML) [13] performs better whereas in noisy environment
Gray-Level-Variance (GLV) [12] provides better depth maps.

Once focus values for all pixels in the sequence are computed, various approximation and machine
learning-based methods have been suggested to extract and refine the object shape. The simplest
approximation method used in earlier works is to replace the central pixel with aggregated focus
measures in a small window. Then depth map is obtained by maximizing focus measure along the
optical direction from the refined focus volume [11]. The aggregation of focus measures is efficient to
compute but it may not provide accurate depth map. On the other hand, several optimization and
machine learning-based approaches have been proposed for better 3D shapes [10,14–17]. Ahmad and
Choi [14] proposed the usage of dynamic programming to obtain optimal focus measure. It is difficult
to apply dynamic programming on 3D volume directly so authors applied it on two-dimensional
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(2D) slices that has decreased its effectiveness. In [17], authors proposed maximum a posteriori
(MAP)-based framework for SFF that utilizes local learning process to build a consistency model
directly from image focus volume. It improves accuracy and obtains consistent depth maps, but it needs
additional computations in local learning process. Recently, in [15], authors suggested anisotropic
diffusion process with regularization to obtain better depth map. The above-mentioned approaches
provide better depth maps as compared to the focus measure aggregation however, these are also
computationally expensive.

In machine learning-based methods, one of the important issues is to develop proper
representations for complex data. In literature, various dimensionality reduction models are proposed
to reduce the complexity. In [18], authors suggested global geometric framework to discover the
nonlinear degrees of freedom that consists of natural multivariate data. It improves efficiency for
computing a globally optimal solution than the conventional techniques such as principal component
analysis (PCA) [19] and multidimensional scaling (MDS) [20]. In [21], authors developed predictors
based on support vector machine (SVM) for feature extraction. They applied various dimensionality
reduction models including PCA and independent component analysis (ICA). The results of this
study show that SVM by feature extraction using PCA performs better than SVM without using
PCA or ICA. In [22], an unsupervised learning algorithm, called locally linear embedding (LLE),
is proposed. It maps its inputs into a single global coordinate without local minimization problem.
In [23], authors proposed a geometrically motivated algorithm for nonlinear dimensionality reduction
having locality-preserving properties. Another alternative research suggests pre-process the input data
before feature extraction. In [24], authors presented an application of deep networks to learn features
over multiple modalities using an extension of restricted Boltzmann machines (RBM). The multiple
features provide considerably better models and reduce dimensionality. Similarly, in [25], authors
proposed a method to estimate the motion based on virtual character. The motion features are
pre-processed using RBM. In [26], authors proposed a data-processing pipeline based on sparse feature
learning using RBM.

Figure 1. Principle of image sequence acquisition in shape from focus (SFF).

3. Neural Network for SFF

3.1. Neural Network Model over FIS

The neural network model over FIS (NN.FIS) proposed in [10] employs a three layers neural
network model as shown in Figure 2. The input layer consists of three linear neurons and hidden layer
contains sigmoidal neurons with an additional linear neuron. Whereas the third layer is composed of
one sigmoidal neuron and it provides output in the range [0, 1].
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At an iteration (n), the local depth map z(n)
(x,y)(j, k) for a small window of size M × M centered at

global index (x, y) is described as:

z(n)
(x,y)(j, k) = φ

((
v(n)
)T · φ

(
U(n) · i

)
+ w(n)

b

)
(1)

where (j, k) is spatial representation of the local index values in the window, U(n) ∈ R
H×3 and

v(n) ∈ R
H are the network weight matrices between the layers, H is the number of sigmoidal neurons.

w(n)
b represents the bias, i = [j k 1]T is the input vector, (·)T indicates transpose function of the matrix

function, and φ(·) is the sigmoidal function.

Figure 2. Multilayer feedforward neural network structure for shape recovery of neural network model
over FIS and local depth map from the neural network model. Left: NN.FIS model; Right: local depth
map from NN.FIS model. The local depth map consists of 9 neighboring pixels centered around (x, y),
when small window size is 3 × 3. In addition, each local depth is produced by network with changing
the local index j and k.

The focus measure F is calculated from z(n)
(x,y)(j, k) by GLV as follows:

F = ∑
−m≤j≤m
−m≤k≤m

[
I
(

x + j, y + k, z(n)
(x,y)(j, k)

)
− μ
]2

(2)

where I
(

x + j, y + k, z(n)
(x,y)(j, k)

)
is the gray level at (x + j, y + k) in the frame number z(n)

(x,y)(j, k),
m = (M − 1)/2 the local index bound, and μ represents the average gray level of the pixels on the
window surface defined by z(n)

(x,y)(j, k) as:

μ =
1

M2 ∑
−m≤j≤m
−m≤k≤m

I
(

x + j, y + k, z(n)
(x,y)(j, k)

)
(3)

It is important to note that F and μ are the functions of z(n)
(x,y)(j, k). Accordingly, these functions

not only depend on global index (x, y) but also depend on local index (j, k). It means, they can only be
calculated during the network learning. Consequently, the complexity rises sharply.

Generally, feedforward neural networks are utilized for learning an input-output relationship
from the given example data set. In case of neural networks for SFF, there is no such an example data
set available. Therefore, it is a distinctive application of neural networks where a focus measure, which
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is role of a performance function, is to be optimized. The network weights are updated according to
the gradient decent rule as follows:

ΔW(n) = −β

(
∂E

∂W(n)

)
= β

(
∂F

∂W(n)

) (4)

where ΔW(n) means the net change of the weight matrix W(n), which includes U(n), v(n), and w(n)
b ,

whereas β is the learning rate. In addition, E = −F is the minimization criterion. At each iteration
weights are updated and consequently z(n)

(x,y)(j, k) are also updated. At the last iteration (N), the final
depth at (x, y) is obtained as:

d(x, y) = z(N)
(x,y)(0, 0) (5)

and the final restored depth map from the NN.FIS model is represented as:

FNN.FIS = {d(x, y)|x ∈ [1, . . . , IW ], y ∈ [1, . . . , IH ]} (6)

where IW and IH are the width and the height of each image in the sequence, respectively.

3.2. Proposed Model

In NN.FIS a focus value is computed from a current frame (z(n)
(x,y)(0, 0)) and its neighboring frames

(z(n)
(x,y)(j, k)) that increases the size of the weight matrix W and over all complexity for shape recovery

become high. We have observed through the experiments that the focus measure computed from
the current frame not only provides smaller weight matrix but also reduces the time complexity
remarkably without compromising on accuracy. Figure 3 shows the proposed neural network model
over planar surface (NN.Planar) for shape from focus. In SFF, a planar surface is considered in 3D
space, however, in this paper “planar” means only on the same frame i.e., 2D surface. From the figure,
it can be observed that the number of neurons at the input layer are decreased from three to one.
In the NN.Planar, the depth z(n)

(x,y) at iteration (n) for the central pixel (x, y) of the window can be
expressed as:

z(n)
(x,y) = φ

((
v(n)
)T · φ

(
u(n)

)
+ w(n)

b

)
(7)

where u(n) ∈ R
H , v(n) ∈ R

H , and w(n)
b ∈ R, and φ(·) is sigmoidal function defined as:

φ(η) =
1

1 + e−η (8)

where η is a dummy variable.
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Figure 3. Proposed neural network structure for shape recovery of neural network model over Planar
and local depth map from the neural network model. Left: NN.Planar model; Right: local depth map
from NN. Planar model. The local depth map consists of 9 neighboring pixels centered around (x, y),
when small window size is 3 × 3. In addition, all local depths are same to the depth at center, so it can
reduce the dimension of input layer from 3 to 1.

Accordingly, in the NN.Planar, the focus measure F is calculated as

F = ∑
−m≤j≤m
−m≤k≤m

[
I
(

x + j, y + k, z(n)
(x,y)

)
− μ
]2

(9)

where I
(

x + j, y + k, z(n)
(x,y)

)
is the gray level at the pixel position of (x + j, y + k) in the frame number

z(n)
(x,y), and μ represents the mean of gray levels within the window and it is expressed as

μ =
1

M2 ∑
−m≤j≤m
−m≤k≤m

I
(

x + j, y + k, z(n)
(x,y)

)
(10)

In order to update weights, we use gradient descent rule. Note that, in NN.Planar, a scalar
depth is computed instead of a matrix (as in the case of NN.FIS model) therefore the computation of
gradient becomes simplified. Moreover, it becomes more efficient due to the reduced dimensions of
u(n). By using chain rule, Equation (4) can be written as

ΔW(n) = β
(

∂F
∂W(n)

)
= β

(
∂F

∂z(n)
(x,y)

)
·
(

∂z(n)
(x,y)

∂W(n)

)
= 2β ∑−m≤j≤m

−m≤k≤m

[
I
(

x + j, y + k, z(n)
(x,y)

)
− μ
]

·
(

∂
[

I
(

x+j,y+k,z(n)
(x,y)

)
−μ
]

∂z(n)
(x,y)

)

·
(

∂z(n)
(x,y)

∂W(n)

)
(11)
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Here μ is constant, thus Equation (11) can be written as

ΔW(n) = 2β ∑−m≤j≤m
−m≤k≤m

[
I
(

x + j, y + k, z(n)
(x,y)

)
− μ
]

·
(

∂I
(

x+j,y+k,z(n)
(x,y)

)
∂z(n)

(x,y)

)

·
(

∂z(n)
(x,y)

∂W(n)

) (12)

where I
(

x + j, y + k, z(n)
(x,y)

)
represents gray level values in the window, and the term(

∂I
(

x + j, y + k, z(n)
(x,y)

)
/∂z(n)

(x,y)

)
is the derivative of the image intensity of the window surface with

respect to the image frame number z(n)
(x,y). The derivative can be implemented as

∂I
(

x + j, y + k, z(n)
(x,y)

)
∂z(n)

(x,y)

=
I+ − I−

2h
(13)

where h is a step size, I+ = I
(

x + j, y + k, z(n)
(x,y) + h

)
, and I− = I

(
x + j, y + k, z(n)

(x,y) − h
)

.

The remaining term
(

∂z(n)
(x,y)/∂W(n)

)
, which is surface gradient, can be acquired using backpropagation

algorithm [9]. Here, the weight W(n) includes u(n), v(n), and w(n)
b , and their derivatives are

expressed as
∂z(n)

(x,y)

∂u(n) = z(n)
(x,y) ·

(
1 − z(n)

(x,y)

)
· v(n)

∗
[
φ
(

u(n)
)
∗
(

1 − φ
(

u(n)
))] (14)

∂z(n)
(x,y)

∂v(n) = z(n)
(x,y) ·

(
1 − z(n)

(x,y)

)
· φ
(

u(n)
)

(15)

∂z(n)
(x,y)

∂w(n)
b

= z(n)
(x,y) ·

(
1 − z(n)

(x,y)

)
(16)

where ∗ denotes the element-by-element multiplication of vectors. Using Equations (12)–(16),
the weights are updated as

u(n+1) = u(n) + β · G(n) ·
∂z(n)

(x,y)

∂u(n)
(17)

v(n+1) = v(n) + β · G(n) ·
∂z(n)

(x,y)

∂v(n)
(18)

w(n+1)
b = w(n)

b + β · G(n) ·
∂z(n)

(x,y)

∂w(n)
b

(19)

where G(n) is represented as

G(n) = 2 ∑−m≤j≤m
−m≤k≤m

[
I
(

x + j, y + k, z(n)
(x,y)

)
− μ
]

·
(

∂I
(

x+j,y+k,z(n)
(x,y)

)
∂z(n)

(x,y)

) (20)
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Note that G(n) is pre-calculable value before network learning. Essentially, it is dependent on
global indexes (x, y) and the network output z(n)

(x,y), and thus it is dependent on the network learning

iteration (n). However, a possible set of G(n) can be calculated in advance of network learning,
because the number of elements of the possible set is same to the total frame number ID of image
sequence. Therefore, it gives additional time efficiency. After updating W(n+1) as Equations (17)–(19),
the present iteration (n) is ended, and it follows the next iteration (n + 1). In this manner, all z(n)

(x,y) at
each iteration are updated and the final depth map for (x, y) can be acquired as

d(x, y) = z(N)
(x,y) (21)

And the final depth map of NN.Planar at all points is described as

FNN.Planar = {d(x, y)|x ∈ [1, . . . , IW ], y ∈ [1, . . . , IH ]} (22)

The proposed NN.Planar looks an instance of the NN.FIS as proposed in [10]. Consider a particular
instance of NN.FIS by restricting the input vector i = [j k 1]T with j = 0, k = 0. In this case, it needs to
update not only weights connected from the bias 1 but also weights connected from j and k. Weights
update, related to j and k, for focus measure over a planar surface is redundant in NN.FIS. Therefore,
the proposed NN.Planar is not an instance of the NN.FIS. Moreover, in the NN.FIS, neighboring points
are taken into account to compute the complex shape of FIS. Whereas the proposed NN.Planar is based
on the assumption of planar surface. In other words, the surface within the local window is assumed
to be a planar surface. It may seem to be similar to the piece-wise constant approximation. However,
it is not constant as it is modelled through the functions (7) and (9) to provide accurate depth.

4. Initial Weight Setting

In neural network-based SFF methods, initial network weights play important role in acquiring
accurate depth map, network convergence, and time complexity. If the initial weights for a pixel are
not set properly, more likely an incorrect initial depth map is obtained. Consequently, the convergence
of the network is affected by these inaccuracies in depth map and improper initial weights. Therefore,
in NN.FIS and NN.Planar networks, it is important to select suitable initial weights for rapid
convergence of the networks and for obtaining accurate final depth maps.

Usually, initial weights are selected randomly. However, random weights may not provide rapid
convergence and accurate depth map. In order to overcome these problems, we propose WP method
for setting proper initial weights. Using WP method, the network converges rapidly, provides more
precise depth map and reduces the time complexity. Furthermore, it helps in avoiding the local
minimization problem effectively. Before explaining the proposed WP method, it would be worthy to
describe the random setting (RS).

4.1. RS Initial Weight Setting Method

In [10], the initial weights for each pixel are determined randomly. If the initial depth map
significantly deviate from the desired depth map generated from the initial weight, it may lead to
local minimization problem and network may fail in obtaining a precise depth map. Furthermore,
this method may lead to slow convergence of the network as it needs larger numbers of iterations
for 3D shape learning. In other words, it fails to estimate a depth precisely with a high probability if
the initial weights for a pixel are determined randomly. Therefore, in [27], initial weights are taken
randomly around a reference depth map zr(x, y) to complement the problem. In this paper, we call
it RS method. The RS method is summarized in Algorithm 1. At first, a test set of initial weights (u,
v, and wb) are randomly generated in the range [0, 1]. Next, z(1)

(x,y) is calculated using Equation (7).

Then, the distance between initial depth z(1)
(x,y) and the reference depth zr(x, y) is compared with the

186



Appl. Sci. 2018, 8, 1648

threshold T1. If the distance is less than or equal to T1, the test set of initial weights are regarded as the
proper initial weights for (x, y) and are used for further computation of (u(1), v(1), and w(1)

b ). On the
other side, if the distance is greater than to T1 then again initial weights are generated randomly and
the distance is compared with T1. This process is repeated for a certain times; say R = 1000. If the
proper weights are not found within R iterations then an inaccurate depth for (x, y) may be computed.
Once weights are obtained, the depth for (x, y) is estimated through NN.Planar (or NN.FIS) model
using Equations (7)–(21) (or Equations (1)–(5)) with u(1), v(1), and w(1)

b . In this way, the entire depth
map is obtained by computing depth for all pixel positions.

Algorithm 1 Random Setting method.

1: procedure RANDOM SETTING
2: for x = 1 to IW do
3: for y = 1 to IH do
4: for i = 1 to R do
5: Generate initial weights u, v, wb randomly.
6: z(1)

(x,y) ← φ
(
(v)T · φ (u) + wb

)
7: if |z(1)

(x,y) − zr(x, y)| ≤ T1 then

8: u(1) ← u
9: v(1) ← v

10: w(1)
b ← wb

11: break
12: end if
13: end for
14: d(x, y) ← estimated depth at (x, y) by using Equations (7)–(21) (or Equations (1)–(5))
15: end for
16: end for
17: end procedure

In summary, this method has two main problems: (1) the time complexity is significantly increased
by determining the initial weights for every pixel position; and (2) If the initial depth map is close
to the reference depth map, RS method may avoid the local minimization problem and can provide
reasonable initial weights however, when the reference depth map is near to the minimum or maximum
value of depth range, it is hard to get proper initial weights and accurate depth map. This phenomena
is highlighted in Figure 4. It shows the histogram of z(1)

(x,y) and represents the distribution of numerical

data of z(1)
(x,y) from 10,000 trials of Equation (7) by using random weights. From Figure 4, we can find

that the frequency is very low near to the minimum or maximum depth values. Consequently, it is
hard to meet the requirements of |z(1)

(x,y) − zr(x, y)| ≤ T1 within R trials, and thus it is hard to set the

proper initial weights in RS method. For example, if zr(x, y) = 0.05 and T1 = 0.02, and then z(1)
(x,y)

should be in [0.03, 0.07]. However, there is low probability that z(1)
(x,y) be within [0.03, 0.07] after R trials,

thus there is high probability of not setting proper initial weights.
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Figure 4. Histogram of z(1)
(x,y) values. It graphically represents the distribution of numerical data of

z(1)
(x,y). In addition, the bins are same size of 0.01 and the total frequency is 10, 000. Note that it is similar

to the Gaussian distribution, and thus the frequency number is very low at a range of z(1)
(x,y) ≤ 0.1 or

z(1)
(x,y) ≥ 0.9. Consequently, in the range, it is hard to meet the requirements of |z(1)

(x,y) − zr(x, y)| ≤ T1

within R, and thus it fails to set the proper initial weights in RS method.

4.2. Proposed WP Method

Figure 4 highlights the distribution of initial depth zi. From the figure, it can be observed that the
initial depth values near the extremities may affect the procedure of choosing the proper initial weights.
Particularly, the RS method may produce an erroneous initial depth values near the extremities as
theses depth values may considerably deviate from the precise depth. This phenomena can also be
understandable as there is high probability that G(1) may be near to zero at these condition. Therefore,
weights will become stagnant as this fact can be observed from Equations (17)–(19). It can be concluded
that the initial depth needs to be close to the precise depth for avoiding local minimization problem.
Therefore, WP method is proposed to relieve the local minimization regardless of a depth range of a
reference depth map.

The proposed WP method is described in Algorithm 2. In the proposed algorithm, in first step,
a 2-dimensional reference depth map zr(x, y) patch is converted into 1-dimensional reference depth
vector zr(s). In the second step, a new vector ẑr(t) is obtained by sorting zr(s) with respect to depth
in ascending order. In third step, an index vector ŝ(t) is acquired by rearranging the indices of zr(s)
corresponding to the depth at ẑr(t). In fourth step, 2-dimentional indices (x̂(t), ŷ(t)) are acquired by
rearranging the index of 2-dimentional patch zr(x, y) corresponding to the depth at ẑr(t). In order to
describe these four steps, an example is shown in Figure 5. In fifth step, the proper initial weights for the
first pixel zr(x̂(1), ŷ(1)) are obtained by comparing the initial depth with the reference depth. In sixth
step, a depth for (x̂(t), ŷ(t)) is estimated through the NN.Planar model as using Equations (7)–(21)
with u(1), v(1), and wb

(1). In next step, initial weights for the next pixel are set by passing updated
weights from the present pixel. In this way, the entire depth map is estimated by repeating the steps
6–7 for all pixel positions.
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Algorithm 2 Weight Passing method.

1: procedure WEIGHT PASSING
2: zr(s) ← zr(x, y) � Change 2-dimensional zr(x, y) into 1-dimensional vector form zr(s)
3: ẑr(t) ← sorted zr(s) into depth order
4: ŝ(t) ← rearranged the index of zr(s) corresponding to the depth of ẑr(t)
5: (x̂(t), ŷ(t)) ← rearranged the index of zr(x, y) corresponding to the depth of ẑr(t)
6: for i = 1 to R do
7: Generate initial weights u, v, wb randomly.
8: z(1)

(x,y) ← φ
(
(v)T · φ (u) + wb

)
9: if |z(1)

(x,y) − zr(x̂(1), ŷ(1))| ≤ T1 then

10: u(1) ← u
11: v(1) ← v
12: w(1)

b ← wb
13: break
14: end if
15: end for
16: for t = 1 to (IW · IH) do
17: d(x̂(t), ŷ(t)) ← estimated depth at (x̂(t), ŷ(t)) pixel position by using Equations (7)–(21)

(or Equations (1)–(5))
18: u(1) ← updated weight u(N)

19: v(1) ← updated weight v(N)

20: w(1)
b ← updated weight w(N)

b
21: end for
22: end procedure

Figure 5. The proposed WP initial weight setting method. (a) zr(x, y) is a reference depth map estimated
by Sum-Modified-Laplacian (SML) or Gray-Level-Variance (GLV); (b) zr(s) is 1-dimensional vector
form of the zr(x, y) and s is the index of zr(s); (c) ẑr(t) is the sorted reference depth map into depth
order, t is the index of ẑr(t), ŝ(t) is the index of zr(s) corresponding to the depth of ẑr(t), and (x̂(t), ŷ(t))
is the index of zr(x, y) corresponding to the depth of ẑr(t).

Note that the initial depth of (x̂(i + 1), ŷ(i + 1)) is close to d(x̂(i), ŷ(i)), because W(1) for
(x̂(i + 1), ŷ(i + 1)) is allocated from W(N) for (x̂(i), ŷ(i)). In addition, there is high probability
that the resultant depths for d(x̂(i + 1), ŷ(i + 1)) and d(x̂(i), ŷ(i)) may be very close to each other.
Accordingly, zi satisfies the condition |z(1)

(x,y) − zr(x̂(i), ŷ(i))| ≤ T1 when i ≥ 2. In summary, WP is
advantageous in (1) reducing the chances of local minimization problem; (2) decreasing the total
numbers of iterations for the stable solution; and (3) decreasing computational complexity for setting
initial weights for all pixels.
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5. Experiments

5.1. Experimental Setup

The performance of the proposed system consisting of NN.Planar model, WP initial weight
setting method is evaluated using image sequences of synthetic and real objects. Synthetic objects
plane, sinusoidal, cone, and wave are virtually created by simulation tool. For each object, synthetic
image sequence is generated by using a defocus simulation tool box [28] with varying focus settings.
Each synthetic image in the sequences is resultant of convolution of actual texture image and Point
Spread Function (PSF). Thus, in the synthetic image sequence, the Gaussian function is taken as
PSF, camera parameters and the true depth map of the synthetic object are used. For more details,
refer to [12,29]. Image sequences for each synthetic object consists of 80 images (or frames) each with
size 360 × 360 pixels.

Figure 6a represents sample frames from image sequences of plane, sinusoidal, cone, and wave
objects. From the figure, we can observe that some parts of the objects are well focused and others are
out of focus with a degree of blur. And for evaluating the proposed algorithms in real world, we have
performed experiments using real objects of real cone, engraved letter I, coin, and TFT-LCD color filter.
An image sequence from real cone is obtained by using a CCD camera system with varying focus
levels [3], and it consists of 97 images of 200 × 200 pixels. Other image sequences from microscopic
objects of engraved letter I, coin, and TFT-LCD color filter are acquired by using a microscopic control
system [2]. In the case of coin object, the image sequence consists of 68 frames of 300 × 300 pixels.
And each image sequence from engraved letter I and TFT-LCD color filter consists of 60 images of
300 × 300 pixels. Sample frames from each image sequence are represented in Figure 6b.

In order to produce comparative analysis, first, depth maps have been obtained from image
sequences by applying conventional methods and the proposed method. Then, the resultant depth
maps are compared qualitatively and quantitatively. We performed experiments for networks NN.FIS
and NN.Planar with combinations of RS initial weight setting method [10] and WP initial weight
setting method. In the experiments, the numbers of hidden layer H, the total iteration number T,
the window size M × M are set as 20, 50, 7 × 7, respectively. Moreover, the learning rate βs: 19.92, 2.35,
6.15, 7.23, and 1.25 are taken for synthetic objects, real cone, engraved letter I, coin, and TFT-LCD color
filter, respectively. There is not any specific method to determine the size of the hidden layer H. If H is
too large it suffers from expensive computation. On the other hand, if H is too small the network may
not provide desired results. Therefore, H is determined empirically through experiments.

5.2. Quantitative Analysis

In order to evaluate the performance of the proposed system quantitatively, two quantitative
metrics: Root-Mean-Square-Error (RMSE) and correlation (Corr). In the case of experiments for
synthetic objects, it is possible to calculate RMSE and correlation as their true depth maps are available.
Whereas it is impracticable to compute RMSE and correlation metrics for real objects as there true
depth maps are not available. RMSE measures the distortion between the true depth map and the
estimated depth map. It can be calculated as:

RMSE =

√√√√√ 1
IW · IH

∑
1≤x≤IW
1≤y≤IH

(zt(x, y)− ze(x, y))2 (23)
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where zt(x, y) and ze(x, y) are the true depth map and the estimated depth map respectively, IW and
IH are the width and the height of the true and the estimated depth maps. correlation measures the
similarity between the true depth map and the estimated depth map. It can be calculated as follows:

Corr =
∑1≤x≤IW

1≤y≤IH

(zt(x, y)− zt(x, y))(ze(x, y)− ze(x, y))

∑1≤x≤IW
1≤y≤IH

(zt(x, y)− zt(x, y))2(ze(x, y)− ze(x, y))2
(24)

where zt(x, y) and ze(x, y) are the mean of the true and the estimated depth map, respectively.

(a) (b)
Figure 6. (a) Sample frames from image sequences of synthetic objects: plane object (first row),
sinusoidal object (second row), cone object (third row), and wave object (fourth row). In addition,
each column shows frame number 20, frame number 40, and frame number 70. In a sample frame,
the texture clearly distinguishes only at the well focused area; (b) Sample frames from image sequences
of real objects: real cone (first row), engraved letter I (second row), coin (third row), and TFT-LCD color
filter (fourth row). In a sample frame, the texture clearly distinguishes only at the well focused area.

The performance comparison between conventional and proposed methods in terms of RMSE
and correlation is shown in Table 1. The quantitative measures are calculated by using estimated depth
maps through SML, GLV, NN.FIS with RS, NN.Planar with RS, NN.FIS with WP, and NN.Planar with
WP. From Table 1, two meaningful results are (1) The performance is similar to each other between
NN.FIS and NN.Planar with same initial weight setting method (NN.FIS with RS vs. NN.Planar with
RS or NN.FIS with WP vs. NN.Planar with WP); and (2) the proposed WP generates more accurate
estimated depth map than RS initial weight setting method (NN.FIS with RS vs. NN.FIS with WP
or NN.Planar with RS vs. NN.Planar with WP). In the same manner, Table 2 shows the experiment
time for various SFF methods using various synthetic objects. There are also two notable results
(1) NN.Planar model is faster than NN.FIS model with same initial weight setting method; and (2) WP
is faster than RS method. Specifically, NN.Planar with WP is about 90 times faster than NN.FIS with
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WP, and NN.Planar with WP is about 100 to 140 times faster than NN.FIS with RS. Note that RS method
gains additional complexity because of setting initial weights for all pixels of an object. In addition,
the additional complexity varies considerably with the reference depth of the object. As shown in
Algorithm 1, if zr at a point is considerably high near to 1, then it fails to find the proper initial weight
for z(1)

(x,y) < |zr(x, y)− σ|. For this reason, Sinusoidal and Plane objects, which include many pixels
having the reference depth near to 1, provide higher additional complexity than others. Moreover,
WP method gives more stable performance than RS as shown in Figure 7. It shows box plots of the
normalized RMSE from 30 experiments for Planar model with WP and RS method using various
objects. Each box plot displays variation in the normalized RMSE results out of 30 experiments, and it
shows the degree of spread. From Figure 7, we can observe that the variable width of WP is less than
that of RS.

Table 1. Performance Comparison for Various SFF methods using Various Synthetic Objects.

Object

SML GLV FIS with RS Planar with RS FIS with WP Planar with WP

RMSE
(Corr)

RMSE
(Corr)

RMSE
(Corr)

RMSE
(Corr)

RMSE
(Corr)

RMSE
(Corr)

Plane
4.589

(0.970)
3.805

(0.979)
4.196

(0.972)
4.073

(0.974)
3.217

(0.985)
3.215

(0.985)

Sinusoidal
4.649

(0.978)
3.782

(0.985)
4.630

(0.977)
4.505

(0.978)
3.092

(0.990)
3.128

(0.990)

Cone
8.548

(0.957)
8.462

(0.971)
8.567

(0.967)
8.503

(0.970)
8.402

(0.978)
8.395

(0.978)

Wave
2.824

(0.979)
2.004

(0.989)
2.581

(0.981)
2.366

(0.984)
1.644

(0.992)
1.661

(0.992)

Table 2. Experiment Time for Various SFF methods using Various Synthetic Objects.

Object SML GLV FIS with RS Planar with RS FIS with WP Planar with WP

Plane 17.8 24.6 15,347.3 2837.5 12,377.9 130.9
Sinusoidal 17.9 24.6 18,169.5 5336.5 12,504.5 129.9

Cone 17.8 24.8 13,183.0 928.4 12,922.5 135.9
Wave 17.8 24.6 13,829.0 977.9 12,595.6 130.4

Figure 7. Box plot of the normalized Root-Mean-Square-Error (RMSE) from 30 experiments for Planar
with WP and Planar with RS using various objects.

5.3. Qualitative Analysis

Figure 8 shows restored 3D depth maps for synthetic objects with different learning iterations.
At first or second column, when total iteration is 1 or 5, the network produces inaccurate results at
pixel positions having high reference depth. The reason is that it needs sufficient iteration to converge
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the depth at the previous pixel of inaccuracy. Therefore, it needs a sufficient total iteration number,
over 50 iterations in our simulation, to ensure depth convergence for all pixels. In addition, note
that we can roughly acquire the restored depth map, appearing to be the corresponding object, even
1 iteration. That is the strength of WP method. Specifically, when the total iteration is not enough,
depths at the first few pixels (its pixel positions having low reference depth) are considerably precise;
however, depths return to be distorted after some pixels (its pixel positions having high reference
depth). In addition, overall depth map can be precisely restored at 50 iterations, which is also smaller
iterations than other usual neural networks.

Figure 8. Restored three-dimensional (3D) depth maps for synthetic objects with different learning
iterations, first row: plane object, second row: sinusoidal object, third row: cone object, and fourth
row: wave object. In addition, first column: Iteration 1, second column: Iteration 5, and third column:
Iteration 50. In this experiment, the Planar model with WP method is utilized for measuring depth map.

Resultant depth maps for various SFF methods using synthetic objects are show in Figure 9.
From the figure, it is clear that (1) the precision of restored depth map by using NN.FIS or NN.Planar
is almost similar to each other with a same initial weight setting. It means that the NN.Planar model
is more efficient than the NN.FIS model because it gives similar performance with less complexity;
And (2) WP initial setting method facilitates more precise restoring than RS when using a same neural
network model. Specifically, the Planer and Sinusoidal objects include pixel positions having high
depth near to the maximum depth. In the pixel positions, it is hard to estimate a depth precisely with
RS method because of short of iteration, thus it affects the precision of entire restored depth map.
However, WP relieves the problem regardless of the histogram of depth. In addition, Figure 10 shows
the restored 3D depth map by using real objects. Similarly, NN.FIS and NN.Planar with a same initial
weight setting method give almost same restored depth. In addition, WP gives more precise restored
depth map than RS in a same neural network model. The reference depth map is utilized as a reference
for generating an initial depth map. In the case of coin object, the restored depth map by SML is used
as the reference map for coin object. In addition, other objects utilize the restored depth map by GLV
as the reference map for the objects. Note that the reference depth map of each object contains several
errors, but the errors are reduced by using Planar with WP. In addition the errors increase slightly or
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heavily with an object by using Planar with RS, because the RS method needs enough iteration larger
than 50. In order to solve the errors in RS, the total iteration number should be increased enough but it
gives time complexity.

Figure 9. Restored 3D depth map for various SFF methods using various synthetic objects, first row:
plane object, second row: sinusoidal object, third row: cone object, and fourth row: wave object.
In addition, first column: True depth map, second column: NN.FIS with RS, third column: NN.Planar
with RS, fourth column: NN.FIS with WP, and fifth column: NN.Planar with WP.

Figure 10. Restored 3D depth map for various SFF methods using various real objects, first row:
real cone object, second row: engraved I object, third row: coin object, and fourth row: TFT-LCD filter
object. In addition, first column: True depth map, second column: NN.FIS with RS, third column:
NN.Planar with RS, fourth column: NN.FIS with WP, and fifth column: NN.Planar with WP.
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6. Discussion

The presented method is one of the paradigms of 3D shape recovery techniques known as
SFF. Three-dimensional shapes have possible potentials for various applications including motion
reconstruction [30–32], 3D object retrieval [33], 3D cameras, manufacture of TFT-LCD color filter,
and measurement of surface roughness, medical examinations, microelectronics, and focus variation
for 3D surface. The proposed method is a simplified version of the previous well-known methods
based on neural network. From the experimental results, it is clear that the proposed model has
considerably reduced the complexity without a loss in accuracy. It is expected that if the PCA is used to
reduce the dimensionality to select the surface locally, it can give marginally better accurate depth than
the NN.Planar. However, the additional computational complexity by PCA will rise proportional to the
total iteration numbers. It would be interesting to do a separate study that can make fair comparisons
among the methods based on different dimensionality reduction techniques for three shape refinement
through the SFF in term of complexity and accuracy.

In literature, a number of machine learning techniques such as convolutional neural network
(CNN) [34,35], deep convolutional neural network (DCNN) [36,37] recurrent neural network
(RNN) [38], graphical model [39], have been proposed. Among these, CNN includes the fully connected
layers which connect each neuron in a layer to all neurons in the next layer. It is similar to the
feedforward artificial neural network. Therefore, WP method can be applied with the same settings by
using CNN for 3D imaging applications to reduce local minimization. Similarly, the other well-known
techniques are also applicable with modifications in the weight update procedures.

In machine learning techniques, the restricted Boltzmann machine [24–26] are considered
powerful methods to pre-process the input data to expedite the learning process. In our future
work, the restricted Boltzmann machines will be used, instead of reducing the dimensionality of the
data, in refining the depth maps in SFF. It is expected that RBM will provide depth maps efficiently
with higher accuracy. In addition, it would be interesting to do a separate study for comparing the
performances of different machine learning-based methods in 3D shape recovery in SFF in terms of
efficacy and accuracy.

7. Conclusions

In this paper, a simplified neural network over planar model is proposed for SFF. In addition, for
rapid convergence and efficiency of the network, WP method has been introduced. The simplified
neural network model takes input and weight vector of smaller size, and the WP method selects proper
initial weights for the first pixel randomly and it updates the initial weights for the next pixel efficiently
by passing the updated weight from the present pixel. The proposed method significantly has reduced
the computational complexity while the accuracy is comparable with the conventional model.

8. Patents
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Abstract: Fringe projection technologies have been widely used for three-dimensional (3D) shape
measurement. One of the critical issues is absolute phase recovery, especially for measuring multiple
isolated objects. This paper proposes a method for absolute phase retrieval using only one coded
pattern. A total of four patterns including one coded pattern and three phase-shift patterns are
projected, captured, and processed. The wrapped phase, as well as average intensity and intensity
modulation, are calculated from three phase-shift patterns. A code word encrypted into the coded
pattern can be calculated using the average intensity and intensity modulation. Based on geometric
constraints of fringe projection system, the minimum fringe order map can be created, upon
which the fringe order can be calculated from the code word. Compared with the conventional
method, the measurement depth range is significantly improved. Finally, the wrapped phase can be
unwrapped for absolute phase map. Since only four patterns are required, the proposed method is
suitable for real-time measurement. Simulations and experiments have been conducted, and their
results have verified the proposed method.

Keywords: absolute phase retrieval; phase-shift; fringe order; geometric constraints

1. Introduction

Optical 3D measurement plays a pivotal role in all aspects of our lives, such as industrial
production, biological medicine, and consumer entertainment [1–5]. Many optical technologies
including structured light, stereo vision, and digital fringe projection (DFP) have been exploited
to achieve high-density and full-field 3D measurement [6]. Among those technologies, DFP has
become the most popular one because of its speed, accuracy, and flexibility [7]. Fourier transform and
phase-shift are two main methods applied in the DFP system [8]. The former method only uses one
pattern for computing phase map, but the measured surfaces must be rather simple to avoid a spectral
overlapping problem. On the other hand, the phase-shift method exploits at least three patterns to
compute the phase map pixel-by-pixel, which can achieve higher accuracy and stronger robustness,
especially for complex surfaces. However, those two methods can only work out wrapped phases
which need to be unwrapped for absolute phase maps.

Ideally, when referring to the neighboring pixels, the wrapped phase can be unwrapped by
adding integral multiple of 2π at each pixel. In reality, however, local shadows, random noises,
and isolated objects are very usual occurrences that make the unwrapping phase difficult [9].
Thus, many absolute phase retrieval algorithms have been proposed, which can be divided into
two major classes: spatial algorithms and temporal algorithms [7]. The spatial algorithms are
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generally used for smooth surfaces, while the temporal algorithms are more suitable for complex
surfaces and attract more attention [10]. Research conducted in this field brings forth several typical
examples. Chen et al. [11,12] first proposed two-wavelength phase-shift interferometry, and then
developed multi-wavelength phase-shift interferometry to enhance the measurement capability.
Sansoni et al. [13] combined phase-shift and gray-code into the 3D vision system, which greatly
improved the measurement performance. Wang et al. [14] put forward an effective and robust
phase-coding method. Zheng et al. [15] improved the phase-coding method for a large number of
code words. Chen et al. [16,17] successively developed a quantized phase-coding method and a
modified gray-level coding method, which achieved good results when measuring isolated objects.
Nevertheless, all the aforementioned methods require three or more extra patterns, which will limit
the speed of measurement. To reduce the number of patterns, some researchers have utilized color
patterns for 3D measurement [18–20]. However, these methods have always failed for colorful objects.
Other researchers have employed more cameras to capture the patterns from different perspectives,
such that the multi-view geometric constraints can be used for absolute phase calculation [21–23].
However, the measurement field reduces because of the multiple perspectives, and the cost and
complexity of the system increase due to additional cameras [24].

To realize high-speed measurement, An et al. [25] recently proposed a pixel-wise phase
unwrapping method with no additional pattern. Based on the geometric constraints of fringe projection
system, an artificial phase map Φmin at the closest depth plane zmin is generated, and then the phase
unwrapping can be executed by referring to Φmin. Subsequently, a number of algorithms were
developed for phase unwrapping based on An’s method [26–29]. However, the maximum depth range
this method can handle is within 2π in phase domain. When the object points far away from depth
plane zmin brings more than 2π changes, this method is no longer applicable.

Inspired by An’s method, this paper presents an absolute phase retrieval method using only one
additional coded pattern to improve the measurement depth range. Firstly, the wrapped phase is
calculated from three phase-shift patterns, and the code word is extracted from the coded pattern.
Secondly, an artificial fringe order map kmin of depth plane zmin is generated, and then the code word
is mapped to the fringe order by referring to the fringe order map kmin. Finally, the wrapped phase is
unwrapped for the absolute phase map. Simulations and experiments have been conducted to verify
the proposed method.

2. Principle

2.1. Fringe Projection System

The setup of a typical fringe projection system is shown in Figure 1. This system mainly includes
a projector, a camera, and measured objects. The patterns are projected by the projector onto the
measured objects from one direction, modulated by the objects’ surfaces, and then captured by the
camera from another direction. In Figure 1, Points Oc and Op respectively denote the optical centers of
the camera and the projector. The optical axes of the projector and the camera intersect at point O on
the reference plane. Note that line OcOp is parallel to the reference plane, so points Oc and Op have
the same distance L from the reference surface. Based on the triangulation principle, the height of the
measured objects can be computed as [30]:

h =
L ∗ Δφ

2π f0d + Δφ
(1)

where Δφ denotes the phase difference between the point P on the object and the point B on the
reference plane, f 0 denotes the frequency of the fringe on the reference plane. For a specific system,
parameters L, d0 and f 0 are fixed, which can be obtained by calibration [31].
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Figure 1. Fringe projection system.

2.2. Phase-Shift and Coded Patterns

Phase-shift methods have been widely used for optical measurement because of their
measurement accuracy, spatial resolution, and data density [8]. The three-step phase-shift method
requires the fewest number of patterns among various phase-shift methods, thus it is desirable for
high-speed applications. Three-step phase-shift patterns can be described as:⎧⎪⎨⎪⎩

I1(x, y) = A(x, y) + B(x, y) cos[φ(x, y)− 2π/3]
I2(x, y) = A(x, y) + B(x, y) cos[φ(x, y)]
I3(x, y) = A(x, y) + B(x, y) cos[φ(x, y) + 2π/3]

(2)

where A(x, y) denotes the average intensity, B(x, y) denotes the intensity modulation, and φ(x, y)
denotes the phase to be solved for. Figure 2a–c shows three phase-shift patterns generated using
the above equations, and same rows of the three patterns are shown in Figure 3a. Solving the above
equations, the three variables can be calculated as:⎧⎪⎨⎪⎩

A(x, y) = (I1 + I2 + I3)/3

B(x, y) = [(I1 − I3)
2/3 + (2I2 − I1 − I3)

2/9]
1/2

φ(x, y) = tan−1[
√

3(I1 − I3)/(2I2 − I1 − I3)]

(3)

Because of the arctangent operation, the wrapped phase φ(x, y) is limited in range of [−π, π].
Thus, phase unwrapping should be carried out to recover the absolute phase. If the fringe order k(x, y)
is determined, the absolute phase Φ(x, y) can be calculated as:

Φ(x, y) = φ(x, y) + 2π ∗ k(x, y) (4)

To determine the fringe order, we designed one coded pattern. Figure 2d shows the coded pattern,
and one row of this pattern is shown in Figure 3b. The coded pattern can be described as:

IM(x, y) = A(x, y) + B(x, y) ∗ M(x, y) = A(x, y) + B(x, y) ∗ [2 ∗ mod(�x/P�, N)/N − 1] (5)

where P represents the fringe period, the truncated integer k = �x/P� represents the fringe order,
and the remainder C = mod(k, N) represents the code word; note that it is a periodic function with a
period of N. Once these four patterns are captured, the coded coefficient M(x, y) ranging from −1 to 1
can be calculated as:

M(x, y) = cos−1[(Im − A)/B] (6)

Then the code word C(x, y) can be computed as:
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C(x, y) = round[(M + 1) ∗ N/2] (7)

 

Figure 2. Projected patterns. (a–c) phase-shift patterns; (d) coded pattern.

 
Figure 3. Same rows as in Figure 2. (a) Phase-shift patterns; (b) coded pattern.

2.3. Geometric Constraints for Phase Unwrapping

An et al. [25] have recently proposed a pixel-wise phase unwrapping method based on geometric
constraints of the fringe projection system. The main idea is to create the minimum phase map Φmin
at the closest depth plane zmin of the measured volume. Then phase unwrapping can be performed
with reference to minimum phase map Φmin. The details of this method have been described in [25].
The following briefly introduces the main idea of this method.

Figure 4 illustrates the phase unwrapping method using the minimum phase map Φmin. If the
wrapped phase φ is less than Φmin, we need to add k times of 2π to the wrapped phase φ to obtain the
absolute phase Φ. The fringe order k can be computed as:

k(x, y) = ceil
(

Φmin − φ

2π

)
(8)

where function ceil() returns the closest upper integer value. It should be noted that the above equation
must satisfy the following condition:

0 ≤ Φ − Φmin < 2π (9)

Its physics signification is that the measured objects should be close to the depth plane zmin and
within 2π in phase domain. In other words, the maximum depth range should be less than 2π changes
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which will limit the applications of this method. For example, at point A,Φ − Φmin < 2π, and wrapped
phase φ is correctly unwrapped for the absolute phase Φ′= Φ; at point B, Φ− Φmin > 2π, but wrapped
phase φ is wrongly unwrapped for the absolute phase Φ′ �= Φ.

 

Figure 4. Phase unwrapping using the minimum phase map Φmin.

2.4. Phase Unwrapping with One Coded Pattern

To improve the measurement depth range, we utilized an additional coded pattern to provide
more information for fringe order determination. Assume that the camera captures an object placed at
the depth plane zmin, there exists a one-to-one mapping between the camera sensor and the projector
sensor, and the minimum fringe order kmin can be uniquely defined on the projector sensor. Figure 5
illustrates the main idea to determine the fringe order k, in which line kmin plots the minimum fringe
order, the line C plots the code word at depth plane z, and line k plots the corresponding fringe order.
The relationship between the three variables can be described as:

k = C + N ∗ ceil
(

kmin − C
N

)
(10)

For example, at point D, kmin − C < 0, thus k = C; at point E, 0 < kmin − C < N, thus k = C + N;
at point F, N < kmin − C < 2 ∗ N, thus k = C + 2 ∗ N. Similarly, the above equation must satisfy the
following condition:

0 ≤ k − kmin < N (11)

In other words, the measured objects should be close to the depth plane zmin within 2πN in phase
domain. Through the above analysis, the proposed method raises the measurement depth range by N
times compared with the traditional method.

 

Figure 5. Fringe order determination using the minimum fringe order kmin.
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3. Simulation

To test the performance of the proposed method, some simulations were carried out. Figure 6
shows the simulation of the closet depth plane zmin. Specifically, Figure 6a–c shows three phase-shift
patterns with eight periods; Figure 6d shows the corresponding wrapped phase ranging from −π to π;
Figure 6e shows the fringe order map regarded as kmin; and Figure 6f shows the absolute phase map
regarded as Φmin.

 

Figure 6. Simulation of depth plane zmin. (a–c) Phase-shift patterns; (d) wrapped phase map;
(e) minimum fringe order map kmin; (f) minimum phase map Φmin.

Then, a hemisphere was selected as the measure object and simulated, as shown in Figure 7.
Specifically, Figure 7a–c shows the three phase-shift patterns; Figure 7d shows the coded pattern with
N = 4; Figure 7e shows the fringe order determined by the proposed method; Figure 7f shows the
fringe order map determined by An’s method for comparison; Figure 7g shows the absolute phase
map recovered by the proposed method; Figure 7h shows the absolute phase map recovered by An’s
method. Obviously, the fringe order and the absolute phase map are correctly determined by the
proposed method. However, An’s method fails in contrast. The 3D reconstruction results of the
hemisphere using the two methods are shown in Figure 8. As we can see, the proposed method can
accurately recover the whole surface of the hemisphere, but An’s method fails to measure the overall
hemisphere surface. The maximum depth range of the proposed method can deal with is 2πN, which
is four times that of An’s method.

 

Figure 7. Simulation of a hemisphere. (a–c) Phase-shift patterns; (d) coded pattern; (e) fringe order
map using the proposed method; (f) fringe order map using An’s method; (g) absolute phase map
using the proposed method; (h) absolute phase map using An’s method.
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Figure 8. A 3D reconstruction of the hemisphere. (a) The proposed method; (b) An’s method.

4. Experimental Setup

To test the proposed method in real condition, a fringe projection system was set up. The system
consisted of a projector (Light Crafter 4500) with resolution of 912 × 1140 pixels, and a camera (IOI Flare
2M360-CL) with resolution of 1280 × 1024 pixels. A flat board was placed at the closest depth plane
of the measured volume, and used as the reference plane. Two isolated objects were selected as the
measured objects. Total four patterns, including three phase-shift patterns and one coded pattern,
were projected onto the reference plane and the measured objects by the projector, and sequentially
captured by the camera.

Figure 9a–c shows three phase-shift patterns projected onto the reference plane, respectively.
Figure 9d shows the corresponding wrapped phase. Figure 9e shows the fringe order, also regarded
as the minimum fringe order map kmin. Figure 9f shows the absolute phase map also regarded as the
minimum phase map Φmin. Similarly, Figure 10a–c shows the images of three phase-shift patterns
projected onto the measured objects, respectively. Figure 10d shows the corresponding wrapped phase
map calculated from the three phase-shift patterns. Meanwhile, the average intensity and intensity
modulation were calculated. Figure 10e shows the coded pattern with N = 4, and Figure 10f shows the
corresponding code word map.

 
Figure 9. Images of the reference plane. (a–c) Phase-shift patterns; (d) wrapped phase map;
(e) minimum fringe order map kmin; (f) minimum phase map Φmin.

In order to compare the proposed method and An’s method, Equations (12) and (14) were both
used for computing fringe order. Figure 11a,b shows the fringe order maps recovered by the two
methods. As we can see, the proposed method recovered the fringe order map Φ correctly; however,
An’s method led to the wrong fringe order map Φ′ at some areas. There are obvious differences
between the two fringe order maps within the two circular areas plotted in Figure 11. The pixels of the
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same stripe had the same fringe order k in Figure 11a. However, the pixels of the same stripe had a
different fringe order k’ in Figure 11b.

 
Figure 10. Images of the measured objects. (a–c) Phase-shift patterns; (d) wrapped phase map; (e) coded
pattern; (f) code-word map.

For better illustration, Figure 12a,b shows the 600th rows of the two fringe order maps and
absolute phase maps. Clearly, Φ − Φmin < 8π and Φ′ − Φmin < 2π. This indicates that the maximum
depth range of the proposed method is up to 8π, and that of An’s method is only 2π. Therefore, the
proposed method can obtain much larger depth range than An’s method. Finally, we reconstructed the
3D shapes of the two isolated objects, as shown in Figure 13.

 
Figure 11. Fringe order maps. (a) The proposed method; (b) An’s method.

 

Figure 12. The 600th rows. (a) Fringe order maps; (b) absolute phase maps.
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Figure 13. Measurement result of two isolated objects.

In order to further verify our method, two separate planes were also measured using the proposed
method. Figure 14a–c shows three phase-shift patterns projected onto the two planes, respectively.
Figure 14d shows the corresponding wrapped phase map. Figure 14e shows the coded pattern,
and Figure 14f shows the corresponding code-word map. Then the fringe order was calculated,
as shown in Figure 15a. Using Equation (4), the absolute phase map was recovered, as shown in
Figure 15b. Finally, the 3D shapes of two planes were reconstructed, as shown in Figure 16. There are
no obvious mistakes in the measurement results. The experimental results illustrate the performance
of the proposed method.

 

Figure 14. Images of two planes. (a–c) Phase-shift patterns; (d) wrapped phase map; (e) coded pattern;
(f) code-word map.

 
Figure 15. (a) Fringe order map; (b) absolute phase map.
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Figure 16. Measurement result of two planes.

5. Conclusions

This paper has presented an absolute phase retrieval method using only one coded pattern. A total
of four patterns are used for 3D shape measurement, which is suitable for high-speed applications.
The code words are encoded into the coded pattern, which can be correctly recovered using the average
intensity and intensity modulation of phase-shift patterns. Based on the geometric constraints of fringe
projection system, the minimum fringe order map is generated, then the code word can be easily
converted into fringe order. Compared with the conventional method, the proposed method can
significantly enhance the measurement depth range.
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Abstract: Recovering three-dimensional (3D) shape of an object from two-dimensional (2D)
information is one of the major domains of computer vision applications. Shape from Focus
(SFF) is a passive optical technique that reconstructs 3D shape of an object using 2D images with
different focus settings. When a 2D image sequence is obtained with constant step size in SFF,
mechanical vibrations, referred as jitter noise, occur in each step. Since the jitter noise changes the
focus values of 2D images, it causes erroneous recovery of 3D shape. In this paper, a new filtering
method for estimating optimal image positions is proposed. First, jitter noise is modeled as Gaussian
or speckle function, secondly, the focus curves acquired by one of the focus measure operators are
modeled as a quadratic function for application of the filter. Finally, Kalman filter as the proposed
method is designed and applied for removing jitter noise. The proposed method is experimented by
using image sequences of synthetic and real objects. The performance is evaluated through various
metrics to show the effectiveness of the proposed method in terms of reconstruction accuracy and
computational complexity. Root Mean Square Error (RMSE), correlation, Peak Signal-to-Noise Ratio
(PSNR), and computational time of the proposed method are improved on average by about 48%,
11%, 15%, and 5691%, respectively, compared with conventional filtering methods.

Keywords: shape from focus (SFF); jitter noise; focus curve; Kalman filter

1. Introduction

Inferring three-dimensional (3D) shape of an object from two-dimensional (2D) images is a
fundamental problem in computer vision applications. Many 3D shape recovery techniques have
been proposed in literature [1–5]. The methods can be categorized into two categories based on
the optical reflective model. The first one includes active techniques which use projected light rays.
The second category consists of passive techniques which utilize reflected light rays without projection.
The passive methods can further be classified into Shape from X, where X denotes the cue used to
reconstruct the 3D shape as Stereo [6], Texture [7], Motion [8], Defocus [9], and Focus [10]. Shape from
Focus (SFF) is a passive optical method that utilizes a series of 2D images with different focus levels for
estimating 3D information of an object [11]. For SFF, a focus measure is applied to each pixel of the
image sequence, to evaluate the focus quantity at every point. The best focused position is acquired by
maximizing the focus measure values along the optical axis.

Many focus measures have been reported in literature [12–16]. Initial depth map, obtained through
any of the focus measure operators, has the problem of information loss between consecutive frames
due to the discreteness of predetermined sampling step size. To solve this problem, refined depth map
is acquired using approximation techniques, as reported in literature [17–22]. As an important issue
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of SFF, when images are obtained by translating the object plane with constant step size, mechanical
vibration, referred to as jitter noise, occurs in each step, as shown in Figure 1 [21].

Figure 1. Image acquisition for Shape from Focus.

Since this noise changes the focus values of images by oscillating along the optical axis, accuracy
of 3D shape recovery is considerably degraded. Unlike any image noise [23,24], this noise is not
detectable by simply observing images.

Many filtering methods for removing the jitter noise have been reported [25–27]. In [25,26], Kalman
and Bayes filtering methods for removing Gaussian jitter noise have been proposed, respectively.
In [27], a modified Kalman filtering method for removing Lévy noise has been presented.

In this paper, a new filtering method for removing the jitter noise is proposed as an extended
version of [25]. First, jitter noise is modeled as Gaussian or speckle function to reflect more types of
noise that can occur in SFF. At the second stage, the focus curves acquired by one of the focus measure
operators are modeled as Gaussian function for application of the filter and a clearer performance
comparison of various filters. Finally, Kalman filter as the proposed method is designed and applied.
Kalman filter is a recursive filter that tracks the state of a linear dynamic system containing noise, and is
used in many fields such as computer vision, robotics, radar, etc. [28–33]. In many cases, this algorithm
is based on measurements made over time. More precise results can be expected than from using only
measurements at that moment. As the filter recursively processes input data, including noise, optimal
statistical prediction for the current state can be performed. The proposed method is experimented
by using image sequences of synthetic and real objects. The performance of the proposed method is
analyzed through various metrics to show its effectiveness in terms of reconstruction accuracy and
computational complexity. Root Mean Square Error (RMSE), correlation, Peak Signal-to-Noise Ratio
(PSNR), and computational time of the proposed method are improved by an average of about 48%,
11%, 15%, and 5691%, respectively, compared with conventional filtering methods. In the remainder
of this paper, Section 2 presents the concept of SFF and a summary of previously proposed focus
measures as background. Sections 3 and 4 provide the modeling of jitter noise and focus curves,
respectively. Section 5 explains the Kalman filter as the proposed method in detail. Experimental
results and discussion are presented in Section 6. Finally, Section 7 concludes this paper.

2. Related Work

2.1. Shape from Focus

In SFF methods, images with different focus levels (such that some parts are well focused and
the rest of the parts are defocused with some blur) are obtained by translating the object plane at a
predetermined step size along the optical axis [11]. By applying a focus measure, the best focused
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frame for each object point is acquired to find the depth of the object with an unknown surface.
The distance of the corresponding object point is computed by using the camera parameters for the
frame, and utilizing the lens formula as follows:

1
f
=

1
u
+

1
v

(1)

where, f is the focal length, u and v are the distances of object and image from the lens, respectively.
Figure 2 shows the image formation in the optical lens. The object point at the distance u is focused to
the image point at the distance v.

Figure 2. Image formation in optical lens.

2.2. Focus Measures

A focus measure operator calculates the focus quality of each pixel in the image sequence, and is
evaluated locally. As the image sharpness increases, the value of the focus measure increases. When the
image sharpness is maximum, the best focused image is attained. Some of the popular gradient-based,
statistical-based, and Laplacian-based operators are briefly given in [12].

First, there are Modified Laplacian (ML) and Sum of Modified Laplacian (SML) as Laplacian-based
operators. When Laplacian is used in textured images, x and y components of the Laplacian operator
may cancel out and provide no response. ML is calculated by adding the squared second derivatives
for each pixel of the image I as:

FML(x, y) =
(
∂2I(x, y)
∂x2

)2
+

(
∂2I(x, y)
∂y2

)2
(2)

If the image has rich textures with high variability at each pixel, focus measure can be evaluated
for each pixel. In order to improve robustness for weak-textured images, SML is computed by adding
the ML values in a W ×W window as:

FSML(i, j) =
∑

x∈W

∑
y∈W

⎧⎪⎪⎨⎪⎪⎩
(
∂2I(x, y)
∂x2

)2
+

(
∂2I(x, y)
∂y2

)2⎫⎪⎪⎬⎪⎪⎭ (3)

where, i and j are the x and y coordinates of center pixel in a W ×W window, respectively.
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Next, there is Tenenbaum (TEN) as a gradient-based operator. TEN is calculated by adding the
squared responses of horizontal and vertical Sobel operators. For robustness, it is also computed by
adding the TEN values in a W ×W window as:

FTEN(i, j) =
∑

x∈W

∑
y∈W

{
(Gx(x, y))2 +

(
Gy(x, y)

)2}
(4)

where, Gx(x, y) and Gy(x, y) are images acquired through convolution with the horizontal and vertical
Sobel operators, respectively.

Finally, there is Gray-Level Variance (GLV) as a statistics-based operator. It has been proposed on
the basis of the idea that the variance of gray level in a sharp image is higher than in a blurred image.
GLV for a central pixel in a W ×W window is calculated as:

FGLV(i, j) =
1

N2

∑
x∈W

∑
y∈W

{
(I(x, y) − μ)2

}
(5)

where, μ is the mean of the gray values in a W ×W window.

3. Noise Modeling

When a sequence of 2D images is obtained by translating the object at a constant step size along
the optical axis, mechanical vibrations, referred as jitter noise, occur in each step. In this manuscript,
two probability density functions are used for modeling the jitter noise. At first, the jitter noise is
modeled as Gaussian function with mean μn and standard deviation σn, as shown in Figure 3.

Figure 3. Noise modeling through Gaussian function.

μn represents the position of each image frame without the jitter noise, and σn represents the
amount of jitter noise occurred in each image frame. σn is determined by checking depth of field and
corresponding image position. The depth of field is affected by magnification and different factors.
σn is selected as σn ≤ 10 μm through repeated experiments with real objects used in this manuscript.
Second, the jitter noise is modeled as speckle function as follows [34,35]:

f (ζ) =
1

2σ2
n
× e

−ζ
2σ2n (6)

where, ζ is the amount of jitter noise before or after filtering.

4. Focus Curve Modeling

In order to filter out jitter noise, the focus curve obtained by one of the focus measure operators is
modeled by Gaussian approximation with mean z f and standard deviation σ f [11]. This focus curve
modeling is shown in Figure 4.
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Figure 4. Gaussian fitting of the focus curve.

Related equation about this method is given as:

F(z) = Fp × e
(− 1

2 (
z−z f
σ f

)
2
)

(7)

where, z is the position of each image frame, F(z) is the focus value at z, z f is the best-focused position
of the object point, σ f is standard deviation of the approximated focus curve (by Gaussian function),
and Fp is amplitude of the focus curve. Using the natural logarithm to (7), (8) is obtained:

ln(F(Z)) = ln
(
Fp
)
− 1

2
(

z− z f

σ f
)

2
(8)

Using (8) and initial best-focused position obtained through one of the focus measure operators zi
and the positions below and above initial best-focused position zi−1 and zi+1 and their corresponding
focus values Fi, Fi−1 and Fi+1, (9) and (10) are obtained:

ln(Fi) − ln(Fi−1) = −1
2

(
(
zi − z f

)2 − (zi−1 − z f
)2
)

σ2
f

(9)

ln(Fi) − ln(Fi+1) = −1
2

(
(
zi − z f

)2 − (zi+1 − z f
)2
)

σ2
f

(10)

Using (10), (11) is acquired as follows:

1
σ2

f

=
ln(Fi) − ln(Fi+1)

− 1
2 (
(
zi − z f

)2 − (zi+1 − z f
)2
)

(11)

Applying (11) to (9), (12) is obtained:

ln(Fi) − ln(Fi−1) =
(
(
zi − z f

)2 − (zi−1 − z f
)2 × (ln(Fi) − ln(Fi+1))

)
(
zi − z f )

2 −
(
zi+1 − z f )

2 (12)
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Assuming Δz = zi+1 − zi = zi − zi−1 = 1 and utilizing (12), (13) is acquired as:

z f =
(ln(Fi) − ln(Fi+1))

(
zi

2 − zi−1
2
)
− (ln(Fi) − ln(Fi−1))

(
zi

2 − zi+1
2
)

2((ln(Fi) − ln(Fi−1)) + (ln(Fi) − ln(Fi+1)))
(13)

Using (11) and (13), (14) is obtained as:

σ f
2 = −

(
zi

2 − zi−1
2
)
+
(
zi

2 − zi+1
2
)

2((ln(Fi) − ln(Fi−1)) + (ln(Fi) − ln(Fi+1)))
(14)

Utilizing (7), (13), and (14), Fp is acquired by following:

Fp =
Fi

e
(− 1

2 (
zi−z f
σ f

)
2
)

(15)

Substituting (13), (14), and (15) into (7), final focus curve obtained by Gaussian approximation is
acquired. Since jitter noise is considered in this paper, Equation (7) is modified as follows:

Fn(z) = Fp × e
(− 1

2 (
(z+ζ)−z f
σ f

)
2
)

(16)

where, ζ is previously modeled (jitter) noise, approximated by Gaussian or speckle function. Using the
proposed filter (in the next section), this noise is filtered to obtain a noise-free focus curve.

5. Proposed Method

Various filters can be used for removing the jitter noise. In this manuscript, Kalman filter is
used as an optimal estimator and is designed accordingly. It is a recursive filter, which tracks the
state of a linear dynamic system that contains noise, and is based on measurements made over time.
More accurate estimation results can be obtained than by using only measurements at that moment.
The Kalman filter, which recursively processes input data including noise, can predict optimal current
state statistically [36–39]. The application of the Kalman filter to the SFF system is shown in Figure 5.

Figure 5. Application of Kalman filter to SFF system.

The system is defined by the position of each image frame in a 2D image sequence. The system
state is changed by the jitter noise, which is the measurement noise, in the microscope. The optimal
estimate of the system state is obtained by removing the jitter noise through the Kalman filter.

The entire Kalman filter algorithm can be divided into two parts: prediction and update.
The prediction refers to the prediction of the current state, and update means that a more accurate
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prediction can be made through the values from the present state to the observed measurement.
The prediction of the state and its variance is represented as follows:

S = T × S + C×U (17)

V = T ×V × T′ + Np (18)

where, S is “estimate of the system state”, T is “transition coefficient of the state”, U is “input”; C is
“control coefficient of the input”, V is “variance of the state estimate”, and Np is “variance of the
process noise”. In the SFF system, S is represented as the position of each image frame in the 2D image
sequence estimated by the Kalman filter, and C, U, and Np are all set as 0, since there is no control input
in the SFF system, and only jitter noise, as the measurement noise, is considered in this manuscript.
Next, the computation of the Kalman gain is given for updating the predicted state as follows:

G = V ×A′ × inv(A×V ×A′ + Nm) (19)

where, G is “Kalman gain”, A is “observation coefficient”, and Nm is “variance of the measurement
noise”. In an SFF system, Nm is defined as the variance of the previously modeled jitter noise. Finally,
the update of the predicted state on the basis of the observed measurement is provided by:

S = S + G× (O−A× S) (20)

V = V −G×A×V (21)

where, O is “observed measurement”. In an SFF system, O is represented as the position of each image
frame in the image sequence before filtering. Parameters that are not set to values, T and A, are all set
to 1 for simplicity. For the start of the algorithm, S and V are initialized as:

S = inv(A) ×O (22)

V = inv(A) ×Nm × inv(A′) (23)

Through the Kalman filter algorithm, the optimal position S of each image frame in the image
sequence is estimated. The pseudo code for the Kalman filter algorithm is shown in Algorithm 1.

Algorithm 1 Computing optimal position of each image frame and remaining jitter noise

1: procedure Optimal position S & remaining jitter noise ζ
2: S← O � Set initial position of image frame with observed position
3: V ← Nm � Initialize variance of position of image frame to variance of jitter noise
4. for i = 1→ N do � Total number of iterations of Kalman filter
5: G← V·(V + Nm)

−1 � Compute Kalman gain
6: V ← V −G·V � Correct variance of position of image frame
7: S← S + G·(O− S) � Update position of image frame
8: ζ←

∣∣∣S− μn
∣∣∣ � Compute remaining jitter noise

9: end for

10: end procedure

The difference between the true position μn, which is the position of each image frame without the
jitter noise, and optimal position S, is put to ζ. This algorithm is repeated for all image frames in the
image sequence. After acquiring a filtered image sequence, a depth map is obtained by maximizing
the focus measure obtained by using the previously modeled focus curve, for each pixel in the image
sequence. A list of frequently used symbols and notations is shown in Table 1.
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Table 1. List of frequently used symbols and notation.

Notation Description

μn Position of each image frame without jitter noise
σn Standard deviation of jitter noise
z f Best focused position through Gaussian approximation in each object point
σ f Standard deviation of Gaussian focus curve
ζ The amount of jitter noise before or after filtering
S Position of each image frame after Kalman filtering
O Position of each image frame before Kalman filtering
N Total number of iterations of filters

6. Results and Discussion

6.1. Image Acquisition and Parameter Setting

For experiments, four objects were used, as shown in Figure 6, consisting of one simulated and
three real objects.

Figure 6. 10th frame of experimented objects: (a) Simulated cone, (b) Coin, (c) Liquid Crystal
Display-Thin Film Transistor (LCD-TFT) filter, (d) Letter-I.

First, a simulated cone image sequence consisting of 97 images, with dimensions of 360 × 360 pixels,
was acquired. These images were generated using camera simulation software [40].

The real objects used for experiments were: coin, Liquid Crystal Display-Thin Film Transistor
(LCD-TFT) filter, and letter-I. The coin images were magnified images of Lincoln’s head from the
back of the US penny. The coin sequence consisted of 80 images, with dimensions of 300 × 300 pixels.
The LCD-TFT filter images consisted of microscopic images of an LCD color filter. The image sequence
of LCD-TFT filter had 60 images, with the dimensions of 300 × 300 pixels each. The third image
sequence consisted of letter-I, engraved on the metallic surface. It consisted of 60 images, with
dimensions of 300 × 300 pixels each. The real objects were acquired through a microscopic control
system (MCS) [18]. The system consists of a personal computer integrated with a frame grabber board
(Matrox Meteor-II) and a CCD camera (SAMSUNG CAMERA SCC-341) mounted on a microscope
(NIKON OPTIPHOT-100S). Computer software obtains images by translating the object plane through
a stepper motor driver (MAC 5000), possessing a 2.5 nm minimum step size. The coin and letter-I
images were obtained under 10×magnification, while the LCD-TFT filter images were acquired under
50×magnification.

In parameter setting, the standard deviation of the jitter noise for each object was assumed to be
ten times the sampling step size of each image sequence, i.e., 254 mm, 6.191 μm, 1.059 m, and 1.529 μm
for simulated cone, coin, LCD-TFT filter, and letter-I, respectively. For comparison of 3D shape recovery
results, a local window 7× 7 for focus measure operators was used. The total number of iterations N of
the Kalman filter was set as 100.

For performance comparison, Bayes filter and particle filter were employed [41–46]. The depth
estimation through the Bayes filter is presented in Figure 7.
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In Figure 7, z0 is defined as a total number of 2D images obtained for SFF, and pj(i) is presented as
follows:

pj(i) =
1√

2πσ2
n

e
−(z( j)−r(i))2

2σ2n , 1 ≤ i ≤M, 1 ≤ j ≤ N (24)

where, pj(i) is Gaussian probability density function, z( j) is the position of each image frame changed
by the jitter noise, r(i) is the possible positions of each image frame in the presence of the jitter noise,
σn is standard deviation of previously modeled jitter noise, M is the total length of r(i) with intervals
of 0.01, and N is the total number of iterations of Bayes filter. The reason why 3σn is set in the range
of r, is because 3σn makes z( j) be in the range of r with the probability of 99.7% due to the Gaussian
probability density function. The recursive Bayesian estimation was applied to all 2D image frames
obtained for SFF. After the filtered image sequence was acquired, an optimal depth map was obtained
using the previously modeled focus curve.

Figure 7. Depth estimation through Bayes filter.

Particle filter algorithm is mainly divided into two steps: Generating the weights for each of
particles and resampling for acquiring new estimated particles. In the first step, the weights are based
on the probability of the given observation for each of the particles as:

pw(i) =
1√

2πσ2
n

e
−(z−zp(i))2

2σ2n , 1 ≤ i ≤ P (25)

where, pw(i) is Gaussian probability density function, z is the observed position of each image frame
changed by the jitter noise, zp(i) is vector of particles, and P is the number of particles the SFF system
generates. In this manuscript, zp(i) is initialized by randomly selecting the values on the x-axis from
the previously modeled jitter noise, and P is set as 1000. After the weights are normalized, resampling,
as the second step, is needed for acquiring new estimated particles. The new estimated particles are
obtained by sampling the cumulative distribution of the normalized pw(i), randomly and uniformly.
Through this sampling, the particles with the higher weights are selected. This particle filter algorithm
is repeated N times, as the total number of iterations of the particle filter. The optimal position of each
image frame is the mean of the final estimated particles zp(i) obtained through resampling in iteration
N. After the filtered image sequence is acquired through application of the particle filter to all 2D
image frames, optimal depth map is obtained in the same way as the depth estimation in Figure 7.

219



Appl. Sci. 2019, 9, 3276

6.2. Experimental Results

Figure 8 presents the performance comparison of the filters in the 97th frame of the simulated
cone using various iterations in the presence of Gaussian jitter noise.

Figure 8. Performance of the filters: (a) Iteration—50, (b) Iteration—100, (c) Iteration—150,
(d) Iteration—200.

Figure 9 provides performance comparison of the filters in the 100th iteration using various frames
of the simulated cone in the presence of Gaussian jitter noise.

These Figures are intensively enlarged versions of the last iteration. “Kalman output” is the
estimated position through Kalman filter, “Bayesian output” is the estimated position through Bayes
filter, “Particle output” is the estimated position through particle filter, and “True position” is the
position without the jitter noise. It is clear from these Figures that Kalman output converged better to
True position than Bayesian output and Particle output. It means that Kalman filter outperformed the
other filters compared for experiments.
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Figure 9. Performance of the filters: (a) Frame number—10, (b) Frame number—30, (c) Frame
number—50, (d) Frame number—70.

Figure 10 shows the Gaussian approximation of the focus curves using experimented objects in
the presence of Gaussian jitter noise.

“Without Noise” is the Gaussian approximation of the focus curve without the jitter noise, “After
Kalman Filtering” is the Gaussian approximation of the focus curve after Kalman filtering, “After
Bayesian Filtering” is the Gaussian approximation of the focus curve after Bayes filtering, and “After
Particle Filtering” is the Gaussian approximation of the focus curve after particle filtering. It is clear
from Figure 10 that the optimal position with the highest focus value in After Kalman Filtering is closer
to the optimal position in Without Noise than the optimal positions in the focus curves obtained after
using other filtering techniques.

For performance evaluation of 3D shape recovery, three metrics were used in case of simulated
cone, since the synthetic object had an actual depth map, as in Figure 11 [47].
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Figure 10. Gaussian approximation of focus curves: (a) Simulated cone (60, 60), (b) Coin (120, 120),
(c) LCD-TFT filter (180, 180), (d) Letter-I (240, 240).

Figure 11. Actual depth map of simulated cone.

The first one is Root Mean Square Error (RMSE), which is a commonly used measure when dealing
with the difference between estimated and actual value, as follows:

RMSE =

√
1

XY

∑X−1

x=0

∑Y−1

y
(d(x, y) − d̂(x, y))

2
(26)
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where, d(x, y) and d̂(x, y) are the actual and estimated depth map, respectively, and X and Y are width
and height of 2D images, which are used for SFF, respectively.

The second one is correlation, which shows the linear relationship and strength between two
variables as:

Correlation =

∑X−1
x=0
∑Y−1

y=0

(
d(x, y) − d(x, y)

)
(d̂(x, y) − d̂(x, y)√

(
∑X−1

x=0
∑Y−1

y=0

(
d(x, y) − d(x, y)

)2
)(
∑X−1

x=0
∑Y−1

y=0 (d̂(x, y) − d̂(x, y))
2
)

(27)

where, d(x, y) and d̂(x, y) are the means of the actual and estimated depth map, respectively.
The third one is Peak Signal-to-Noise Ratio (PSNR), which is the power of noise over the maximum

power a signal can have. It is usually represented in terms of the logarithmic decibel scale as:

PSNR = 10log10(
d2

max
MSE

) (28)

where, dmax is maximum depth value in the depth map and MSE is the Mean Square Error, which is
the square of the RMSE. The lower the RMSE, the higher the correlation, and the higher the PSNR,
the higher the accuracy of 3D shape reconstruction.

Tables 2–4 provide the quantitative performance of 3D shape recovery of the simulated cone
using three focus measures, SML, GLV, and TEN, before and after filtering in the presence of Gaussian
jitter noise.

Table 2. Comparison of focus measure operators with proposed method for simulated cone in the
presence of Gaussian noise by using RMSE (Root Mean Square Error). SML: Sum of Modified Laplacian;
GLV: Gray-Level Variance; TEN: Tenenbaum.

Focus Measure Operators SML GLV TEN

Before Filtering 9.2629 12.4038 15.2304
After Particle Filtering 9.1993 10.9459 11.2293

After Bayesian Filtering 7.3260 8.2659 8.4961
After Kalman Filtering 7.3169 8.1400 8.3652

Table 3. Comparison of focus measure operators with proposed method for simulated cone in the
presence of Gaussian noise by using correlation.

Focus Measure Operators SML GLV TEN

Before Filtering 0.7831 0.7430 0.7121
After Particle Filtering 0.7925 0.8157 0.7914

After Bayesian Filtering 0.9536 0.9427 0.9200
After Kalman Filtering 0.9541 0.9438 0.9206

Table 4. Comparison of focus measure operators with proposed method for simulated cone in the
presence of Gaussian noise by using PSNR.

Focus Measure Operators SML GLV TEN

Before Filtering 20.1276 17.8644 16.0812
After Particle Filtering 20.4604 18.9504 18.7284

After Bayesian Filtering 22.3481 21.3897 21.1510
After Kalman Filtering 22.3588 21.5229 21.2859

The order of the general performance of the focus measures is that SML is the best, then the
GLV, and finally the TEN. In Before Filtering, it is difficult to distinguish the performance of the focus
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measures due to the jitter noise. However, in After Bayesian Filtering and After Kalman Filtering, it is
shown in Tables 2–4 that the performance order of the focus measures is almost correct, as described
above. The particle filter suitable for nonlinear systems does not remove jitter noise well in a linear
SFF system. It is seen in Tables 2–4 that the performance order of the focus measures in After Particle
Filtering is slightly different from the one presented above. Tables 5–7 provide the quantitative
performance of 3D shape recovery of the simulated cone using three focus measures, SML, GLV,
and TEN, before and after filtering in the presence of speckle noise. The performance order of the focus
measures for each filtering technique is almost the same as that of focus measures when Gaussian
jitter noise is present. However, in the presence of speckle noise, After Kalman Filtering and After
Bayesian Filtering have poor performance in terms of RMSE and PSNR. This is because these two filters
estimate the position of each 2D image after assuming the jitter noise to be Gaussian function. It is
evident from Tables 2–7 that the best overall performance is that of the Kalman filter as the proposed
method, which provides the optimal estimation results in a linear system. The Bayes filter comes
second, and finally the particle filter, which estimates the optimal value in a nonlinear system.

Table 5. Comparison of focus measure operators with proposed method for simulated cone in the
presence of speckle noise by using RMSE.

Focus Measure Operators SML GLV TEN

Before Filtering 21.6257 19.5639 19.1356
After Particle Filtering 18.2074 18.1522 18.3674

After Bayesian Filtering 16.9866 17.4630 17.9747
After Kalman Filtering 16.9458 17.4064 17.9344

Table 6. Comparison of focus measure operators with proposed method for simulated cone in the
presence of speckle noise by using correlation.

Focus Measure Operators SML GLV TEN

Before Filtering 0.8133 0.8661 0.8570
After Particle Filtering 0.8941 0.9083 0.8873

After Bayesian Filtering 0.9518 0.9496 0.9316
After Kalman Filtering 0.9527 0.9504 0.9325

Table 7. Comparison of focus measure operators with proposed method for simulated cone in the
presence of speckle noise by using PSNR (Peak Signal-to-Noise Ratio).

Focus Measure Operators SML GLV TEN

Before Filtering 12.2884 13.3517 13.3074
After Particle Filtering 13.2806 13.8092 13.5967

After Bayesian Filtering 14.0878 13.8476 13.6162
After Kalman Filtering 14.1087 13.8758 13.6389

Tables 8 and 9 present the time taken to estimate the position of one image frame by using the
filters for the experimented objects in the presence of Gaussian and speckle noise, respectively.

Table 8. Computation time of filters for the experimented objects in the presence of Gaussian noise.

Experimented Objects Particle Filter Bayes Filter Kalman Filter

Simulated cone 0.651821 0.112929 0.006780
Coin 0.699162 0.125152 0.009283

LCD-TFT filter 0.624884 0.112957 0.007769
Letter-I 0.688404 0.112758 0.007259
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Table 9. Computation time of filters for the experimented objects in the presence of speckle noise.

Experimented Objects Particle Filter Bayes Filter Kalman Filter

Simulated cone 0.637766 0.113022 0.008112
Coin 0.677874 0.124471 0.009683

LCD-TFT filter 0.625544 0.116263 0.007738
Letter-I 0.636709 0.112466 0.009179

The computation time in Tables 8 and 9 is expressed in seconds. It is evident that the computation
time of the Kalman filter was about 14 times better than the Bayes filter and about 80 times better than
the particle filter. Figures 12–14 show the qualitative performance of 3D shape reconstruction of the
experimented objects using three focus measures, SML, GLV, and TEN, before and after filtering in
the presence of Gaussian noise. Figures 15 and 16 provide the qualitative performance of 3D shape
reconstruction of the experimented objects using three focus measures, SML, GLV, and TEN, before
and after filtering in the presence of speckle noise. In Before Filtering and After Particle Filtering, it can
be seen that the performance of 3D shape reconstruction was very poor due to unremoved or poorly
removed jitter noise. However, in After Bayesian Filtering and After Kalman Filtering, it is evident
that the performance of the 3D shape recovery was greatly improved due to the elimination of most
of the jitter noise. It is proved from these experimental results that filtering the jitter noise using the
Kalman filter improves the 3D shape reconstruction faster and more accurately.
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Figure 12. 3D shape recovery of simulated cone, before and after filtering, using SML, GLV, and TEN
in the presence of Gaussian noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before
filtering for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle
filtering for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After
Bayesian filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV;
(l) After Kalman filtering for TEN.
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Figure 13. 3D shape recovery of coin, before and after filtering, using SML, GLV, and TEN in the
presence of Gaussian noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before filtering
for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle filtering
for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After Bayesian
filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV; (l) After Kalman
filtering for TEN.
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Figure 14. 3D shape recovery of LCD-TFT filter, before and after filtering, using SML, GLV, and TEN
in the presence of Gaussian noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before
filtering for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle
filtering for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After
Bayesian filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV;
(l) After Kalman filtering for TEN.
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Figure 15. 3D shape recovery of simulated cone, before and after filtering, using SML, GLV, and TEN
in the presence of speckle noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before
filtering for TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle
filtering for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After
Bayesian filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV;
(l) After Kalman filtering for TEN.
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Figure 16. 3D shape recovery of letter-I, before and after filtering, using SML, GLV, and TEN in the
presence of speckle noise. (a) Before filtering for SML; (b) Before filtering for GLV; (c) Before filtering for
TEN; (d) After particle filtering for SML; (e) After particle filtering for GLV; (f) After particle filtering
for TEN; (g) After Bayesian filtering for SML; (h) After Bayesian filtering for GLV; (i) After Bayesian
filtering for TEN; (j) After Kalman filtering for SML; (k) After Kalman filtering for GLV; (l) After Kalman
filtering for TEN.

7. Conclusions

For SFF, an object is translated at a constant step size along the optical axis. When an image
of the object is captured in each step, mechanical vibrations occur, which are referred as jitter noise.
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In this manuscript, jitter noise is modeled as Gaussian function with mean zn and standard deviation
σn for simplicity. Then, the focus curves obtained by one of the focus measure operators are also
modeled as Gaussian function, with mean z f and standard deviation σ f , for the application of the
proposed method. Finally, a new filter is proposed to provide optimal estimation results in a linear SFF
system with the jitter noise, utilizing Kalman filter to eliminate jitter noise in the modeled focus curves.
Through experimental results, it was found that the Kalman filter provided significantly improved 3D
reconstruction of the experimented objects compared with before filtering, and that the 3D shapes of
the experimented objects were recovered with more accurate and faster performance than with other
existing filters, such as the Bayes filter and the particle filter.
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Abstract: Tomographic diffractive microscopy (TDM) is a label-free, far-field, super-resolution
microscope. The significant difference between TDM and wide-field microscopy is that in TDM
the sample is illuminated from various directions with a coherent collimated beam and the
complex diffracted field is collected from many scattered angles. By utilizing inversion procedures,
the permittivity/refractive index of investigated samples can be retrieved from the measured diffracted
field to reconstruct the geometrical parameters of a sample. TDM opens up new opportunities to
study biological samples and nano-structures and devices, which require resolution beyond the
Rayleigh limit. In this review, we describe the principles and recent advancements of TDM and also
give the perspectives of this fantastic microscopy technique.

Keywords: tomographic diffractive microscopy (TDM); diffracted field; holographic interferometry;
inverse scattering

1. Introduction

Microscopy has revolutionized biological research and promoted the development of human
health. Despite the number of microscopes that have been created and applied for different research
objectives, such as the electron microscope [1,2], the atomic force microscope [3,4], etc., the optical
microscope is still the most used tool in biological research and life science due to its non-invasive
nature [5]. However, the spatial resolution of conventional optical microscopes is limited by Rayleigh
criterion, which is the smallest separation distance between two point sources that can be resolved,
0.61λ/NA (λ is the wavelength of light and NA is the numerical aperture of the objective). For the range
of visible light used in optical microscopes, this limitation is −250 nm. Attracted by the non-contact
mechanical property of optical imaging, enormous efforts have been made to find the way to overcome
this diffraction barrier, collectively termed as optical super-resolution microscopes [5,6].

By placing the light source or an optical probe near the sample at a distance shorter than the
wavelength, the diffraction limit can be bypassed by exploiting the properties of evanescent waves.
This has led to the so-called near-field super-resolution microscopes, such as scanning near-field
optical microscopy (SNOM), whose resolution is limited by the aperture size of the probe (or source),
typically of −25 nm [7]. However, SNOM is operated at near-field distance and in special conditions;
its application is thus limited.

Another common and powerful optical imaging technique is far-field super-resolution
microscopes, including the label (fluorescence) [8,9] and label-free microscopies [10,11], such as the
stimulated emission depletion microscope [12], the stochastic optical reconstruction microscope [13],
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the photo-activated localization microscope [14], and non-label far-field diffractive microscopes [15].
They have successfully overcome the diffraction limit to the level of tens of nanometers resolution.
Moreover, compared to near-field microscopes, these far-field ones greatly simplify the experimental
setup and increase numerous possibilities of practical use in biomedical research. However, in principle,
fluorescence-based methods rely on prior knowledge of the investigated sample, such as molecules and
the availability of specific fluorophores; recognition of antibodies against the specific molecules. In the
bio-medical usage of non-linear microscopies, such as multi-photon excitation (MPE) fluorescence
microscopy [16] and second-harmonic generation microscopy (SHG) [17], the labeling procedure
may also restrict the mobility of the molecules, affecting their functions. Moreover, photobleaching
and phototoxicity of fluorescent microscopy play limiting roles in biology [18]. Optical coherence
topography (OCT) has the ability to visualize the anatomic structures in three-dimensions and in high
resolution [19], but the lateral resolution is not well developed [20]. The coherent anti-stokes Raman
spectroscopy microscope (CARS) is a new imaging technique without sample labeling, but it requires
laser sources with excellent intensity stabilization [21]. Holography microscopes are able to view the
contrast difference, but the quantitative information of intrinsic properties of the sample, like index
of refraction or permittivity, is difficult to retrieve [22,23]. Consequently, tomographic diffractive
microscopy (TDM) is a super-resolution microscopy technique, it is label-free and far-field and works
in a close to physiological environment, one that is non-label, and principally at normal pressure
and room temperature. By illuminating the sample from various directions with coherent collimated
light and detecting the complex diffracted field from many scattered angles [15,24–26], together with
numerical inversion procedures, TDM has emerged to provide quantitative reconstruction of the
opto-geometrical characteristics of the sample [27–32].

The purpose of this review is to give an overview of the tomographic diffractive microscopy
technique. First, following a brief introduction of TDM theory, the accessible spatial frequencies
are analyzed under different TDM configurations. Second, we present the recent development of
TDM, including the optimization of optical setup and the improvement of inversion methods. Finally,
the problems remaining and the perspectives of TDM are discussed.

2. Theoretical Background

In conventional optical microscopes [33], the object is illuminated simultaneously by a sum
of plane waves spatially incoherent with each other. Each plane wave propagates with a different
illumination angle, so that the object is globally illuminated simultaneously with all possible angles,
within a given numerical aperture noted NAinc, which is the sine of the maximum illumination
angle with respect to the optical axis of the microscope. For the detection, the most commonly used
architecture consists in placing the object near the object focal plane of an objective lens; the diffraction
field is detected by the detector, such as a CCD camera, which is placed at the image focal plane of the
objective lens. However, limited by the NAinc of the objective lens, only parts of object diffracted field
information could be collected by the objective lens; this leads to the well-known Rayleigh criterion,
shown in Figure 1a.

To demonstrate the link between NAinc of the objective lens and its achievable spatial resolution,
we introduce the point-spread function (PSF) to describe the response of the imaging system to a
point source, which bridges the original object O and resultant image G as, G = O ∗ PSF. The Fourier
transform of PSF is defined as the optical transfer function (OTF), corresponding to a particular object
in the Fourier transform domain. The direction of light propagation could be defined by the wave
vector k = kxx + kyy + kzz. We define k‖ = kxx + kyy, where k propagates on the (x, y) plane. As not
all the light propagated through the sample is detectable in conventional microscopes, only the plane
waves emerging from the sample with

∣∣∣k‖∣∣∣ ≤ k0NA are collected, shown in Figure 2, where NA is
the numerical aperture of the microscope objective; Rayleigh criterion is thus introduced limiting the
resolution as Δr = 0.61λ/NA. Moreover, by using conventional optical microscopes, one is unable to
quantitatively obtain the opto-geometrical characteristics of the sample.
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Figure 1. Schemas of the wide-field microscopy and tomographic diffractive microscopy. (a) Wide-field
microscopy. (b) Tomographic diffractive microscopy.

Figure 2. A description of the accessible frequency domain of conventional microscopy. (a) The
sample is illuminated in normal incidence and detected in the same direction. (b) The projection of the
measurable diffracted wave vector k onto the transverse (xOy) in conventional microscopy.

Thus, two questions arise: Can we get the three-dimensional image of the sample and is it possible
to investigate the material properties of the sample? The answer is tomographic diffractive microscopy,
which was introduced by E. Wolf in the year of 1969 [34]. Upon recording complex diffracted fields
(amplitude and phase) by coherently illuminating the sample, the index of refraction or the permittivity
of the sample are retrievable by numerical inversion procedures, shown in Figure 1b [31,35–38].

2.1. The Principle of Tomographic Diffractive Microscopy

An incident electromagnetic wave of [Einc, Hinc] interacts with a sample in vacuum that occupies
a bounded region V in three-dimensional space and a relative permittivity ε(r) for r ∈ V, ε(r)= 1 for
r � V. By deducing the Maxwell equations, the total scalar field satisfies:

∇×∇× E(r) − ε(r)k2
0E(r) = 0 (1)
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where k0 = 2π/λ is the wave number, where λ is the wavelength in vacuum. We transform Equation (1) as:

∇×∇× E(r) − k2
0E(r) = k2

0χ(r)E(r) (2)

where χ(r) = ε(r) − 1 is the contrast of permittivity. The method for solving Equation (2) is to find the
Green’s function, i.e., to find the solution of the corresponding differential equation with a Dirac delta
inhomogeneity:

∇×∇×G(r, r
′
) − k2

0G(r, r
′
) = Iδ(r− r

′
) (3)

where I is the identity matrix. This Green’s function is known as the free-space dyadic Green’s function:

G(r, r
′
) =

⎡⎢⎢⎢⎢⎣I + 1

k2
0

∇∇
⎤⎥⎥⎥⎥⎦ eik0 |r−r′|

4π
∣∣∣r−r

′ ∣∣∣ (4)

By solving Equation (2), we obtain the integral equation as:

E(r) = Eref(r) + k2
0

∫
V

G(r, r
′
)χ(r

′
)E(r

′
)dV (5)

where the reference field Eref(r) consists of the field without a research object and is a special solution
to the homogeneous equation obtained by setting ε(r) to the homogeneous background, i.e., ε(r) − 1.
The scattered field Esca(r) is the difference between the total field and the reference field:

Esca(r) = k2
0

∫
V

G(r, r
′
)χ(r

′
)E(r

′
)dV (6)

Notice that the conventional tomographic diffractive microscopy approach neglects the polarization
effects induced by the object and the setup, so that the scalar approximation used for the field and
Equation (6) can be rewritten as a scalar propagation equation in an inhomogeneous medium.

2.2. Born Approximation with Linear Inversion

In far-field cases, if the observation position r is sufficiently far away from the sample, or if the
sample is weakly scattered enough, typically the sample with small permittivity contrasts, i.e., Δε < 0.1;
the amplitude of the scattered field is tiny compared to that of the reference field; an approximation
termed Born approximation was commonly used in TDM [35,39–43]. The scalar Green function that
approximates the direction given by the wave vector k in far field is:

G(r, r
′
) =

eik0r

4πr
eik·r (7)

where k = k0
r
r . Defining Eref(r) as a plane wave with incident wave vector kinc, we obtain the scattered

field as:

Esca(r) = k2
0

eik0r

4πr

∫
V

χ(r
′
)e−i(k−kinc)·r′dV (8)

From Equation (8), in far field and the Born approximation conditions, the field scattered Esca(r)

along the wave vector k for an illuminating wave vector kinc and the 3D Fourier transform of χ taken
at k− kinc are proportional:

Esca(k− kinc) ∝ χ̃(k− kinc) (9)

Hence, the dielectric constant contrast map of the object can be retrieved by a simple linear inverse
Fourier transform of the scattered field recorded in the far field. Simon et al. reported several successful
3D biological sample reconstructions by TDM, shown in Figures 3 and 4 [41,44].
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Figure 3. A 3D view of a Coscinodiscus sp. diatome using tomographic diffractive microscopy (TDM)
with Born approximation. The pictures depict an 18-step, 0◦–180◦ rotation of the specimen [41].

 
Figure 4. Betula pollen grain image reconstructed by tomographic diffractive microscopy (TDM) under
Born approximation. (a,b) Volumetric cuts of a refraction image and an absorption image, respectively.
Scale bar: 10 μm. (c) Outer view of the pollen: Image of the absorption component. (d) Outer view of
the pollen: Image of the complex index of refraction. (e) (x-y) cut through the pollen [44].

The resolution of TDM under the Born approximation is determined by the accessible Fourier
domain, which depends on the configuration of the illumination and detection [45], which we will
discuss in the following section.

2.3. Rigorous Case with Non-linear Inversion

Born approximation is a scalar approximation restricted to the weakly scattered sample, while,
in the case of high permittivity contrast samples or the need for high quality sample reconstruction
resolution, a more sophisticated inversion procedure is required. The aim of the non-linear inversion
procedure is stated as finding the permittivity Δε of high contrast samples, in which the multiple
scattering inside the sample cannot be neglected [36,46–49]. In rigorous cases, the total field inside
sample E(r), see Equation (6), cannot be simply replaced by Eref(r). We rewrite Equations (5) and (6) as:

E = Eref + AχE

Esca = BχE
(10)
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where A denotes a square matrix of size (3N × 3N), contains all the tensors G(ri, rj); i and j present a
point in the discretized sample bounded investigation domain, i, j = 1, · · · , N; B is a matrix of size (3N ×
3M) and contains the tensors G(ri, rk); k = 1, · · · , M is an observation point in the observation domain.
Iterative methods are traditionally used for solving Equation (9) [49–51]. Assume the unknown sample
is restricted in a three-dimensional box Ω, the observations are at a far-field surface of Γ, the measured
field is fl, n is the iteration number, and L is the illuminations. The cost function of iterative procedure
can be written as:

Fn(χn, El,n) = WΓ

L∑
l=1

‖h(1)
l,n ‖

2

Γ
+ WΩ

L∑
l=1

‖h(2)
l,n ‖

2

Ω
(11)

where h(1)
l,n and WΓ are the residual error and the weighting coefficient in the far-field, the lower part of

Equation (10):

h(1)
l,n = fl −BχE WΓ =

⎛⎜⎜⎜⎜⎜⎝
L∑

l=1

‖fl‖2Γ
⎞⎟⎟⎟⎟⎟⎠
−1

(12)

and h(2)
l,n and WΩ are the residual error and the weighting coefficient in the near-field, the upper part of

Equation (10):

h(2)
l,n = El,ref − El,n + AχnEl,n WΩ =

⎛⎜⎜⎜⎜⎜⎝
L∑

l=1

‖χn−1El,ref‖2Ω
⎞⎟⎟⎟⎟⎟⎠
−1

(13)

A simulated scattered field could be obtained from the estimate of the relative permittivity,
like estimation from Born approximation [38]. By minimizing the discrepancy between the measured
scattered field and the simulated one, iterative methods are able to retrieve the distribution of sample
permittivity χ and the total field E in the bounded investigation domain [52]. Traditionally, non-linear
inversion methods are employed to investigate the arbitrarily shaped, anisotropic, and inhomogeneous
samples; however, there are some disadvantages, such as: (i) It is time-consuming, the computational
time is greatly increased with the enlargement of the investigation domain; and (ii) the computational
accuracy is mainly dependent on the number of discretions for the sample. Thus, these efficient
methods are suggested: Compromising the quality of reconstruction and computational time [53],
or incorporating the prior information of the sample [38,53]. For example, prior information of
sample size is helpful to minimize the investigation domain [53], or prior information of sample
permittivity/refractive index is useful to speed up the inversion procedure and also to improve the
resolution of the reconstruction. To the best of our knowledge, the reported resolution of TDM achieves
λ/10 using approximated knowledge of the sample permittivity, see Figure 5 [10].
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Figure 5. Images of a resin star sample, sample information: 97 nm wide rods of length 520 nm
and height 140 nm on a Si substrate. (a) Image of the sample obtained by SEM. (b) Image of the
sample obtained by Darkfield microscopy numerical aperture (NA) of objective 0.95. (c) Reconstruction
obtained with a hybrid inversion method from tomographic diffraction microscopy data with NA equals
to 0.95. (d) Permittivity reconstructed with a bounded inversion method using the prior knowledge
of the resin permittivity from the same data as (c). (e) Permittivity distribution along the z direction
versus the curvilinear abscissa of the dashed circle in (d) [10].

3. The Resolution of Tomographic Diffractive Microscopy

The aim of TDM is to obtain a 3D reconstruction of the investigated sample. The link
between the measured scattered field and the 3D relative permittivity is given in Equation (9);
by merging the measured components as synthetic aperture generation, the permittivity contrast of
the sample is reconstructed through an inverse Fourier transform of the detected field under Born
approximation [54–56]. In principle, for a given angle of illumination (e.g., normal incidence) with
wave vector kinc, the Fourier components of the sample permittivity contrast were on a cap of sphere
of radius 2k0, truncated by the numerical aperture (NA) of the objective. The sphere was centered on
the extremity of wave vector −kinc, as in Figure 2. In order to increase the amount of detectable Fourier
components, and thus improve the resolution of the object reconstruction, a variety of illumination
angles must be used. Since the accessible frequency domain for each illumination depends on k− kinc,
we explain the resolution of TDM in three cases, see Figure 6.
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Figure 6. A description of different configurations of tomographic diffractive microscopy (TDM) and
the corresponding accessible frequency domains. (a) The different configurations of TDM. (b) The
accessible frequency domain for complete configuration. (c) The accessible frequency domain for
transmission configuration. (d) The accessible frequency domain for reflection configuration.

3.1. TDM in Complete Configuration

Ideally, samples of all directions within 4π radians are illuminated and these directions are detected
to obtain the maximum amount of Fourier components. Therefore, for a given illumination direction,
the accessible Fourier component is a sphere with a radius of 2k0NA, as in Figure 6b. With this
complete configuration, all the spatial frequencies given by k− kinc for any wave vectors k and kinc are
accessible. Such an OTF provides an isotropic resolution Δr = 0.61λ/(NA + NAinc), which is nearly
twice the Rayleigh criterion Δr = 0.61λ/NAinc. In this case, we simulated the OTF, a sphere of radius
2k0 filled with one. The corresponding PSF is isotropic in all directions and gives the same resolution
in 3D dimensions, see Figure 7.

 
Figure 7. Point-spread function (PSF) image of TDM in complete configuration (a) Transverse cut of
the PSF at z = 0. (b) Longitudinal cut of the PSF at y = 0.
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3.2. TDM in Transmission Configuration

In the case of the transmission, the optical axis is irradiated along the side of the sample and detected
on the other side. The reachable frequency range is a torus whose axis is symmetrical with the z-axis,
and its cross-section in the longitudinal plane consisting of two circles of radius k0NAinc, see Figure 6c.
It is worth noting that since the accessible frequency domain of the transmission configuration along the
z direction is smaller compared to the transverse direction x-y plane, the resolution of this configuration
is anisotropic and the axial resolution is about three times worse than the transverse resolution. In this
case, we simulated the OTF, a torus filled with one; the corresponding PSF is anisotropic, especially
along the z direction, shown in Figure 8b. This means the axial resolution will deteriorate worse than
the transverse resolution Δr = 0.61λ/(NA + NAinc).

 

Figure 8. PSF image of TDM in transmission configuration. (a) Transverse cut of the PSF at z = 0.
(b) Longitudinal cut of the PSF at y = 0.

3.3. TDM in Reflection Configuration

For illumination and detection on the same side of the sample, there is a reflective configuration.
Upon varying the illumination angles, the accessible frequency domain occupies part of the complete
sphere, see Figure 6d. Such a reflection configuration can significantly improve the axial resolution;
however, the inverse Fourier transform of this accessible frequency domain yields a complex PSF; as a
result, if the sample under investigation has a complex permittivity, the complex PSF will mix the real
and imaginary part of permittivity in the reconstruction. In this case, we simulated the OTF, a half
of the complete sphere of radius 2k0 filled with one. The corresponding PSF is isotropic. However,
compared to the above two configurations, the PSF of the reflection configuration becomes a complex
function, see the longitudinal cut of the imaginary part of the PSF at y = 0 in Figure 9b. This implies
that the reconstructed real part and imaginary part of the permittivity of the sample will mingle in an
unpredictable way [57].

 
Figure 9. PSF image of TDM in reflection configuration. (a) Longitudinal cut of the real part of the PSF
at y = 0. (b) Longitudinal cut of the imaginary part of the PSF at y = 0.
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4. The Optical Setup of Tomographic Diffractive Microscopy

The TDM can be implemented in either transmission configuration or reflection configuration.
The need of quantitative phase measurement is the significant difference between TDM and conventional
wide-field microscopes [15]. The TDM setup consists of illuminating the sample with a collimated
beam from controlled angles of incidence and recording the field diffracted by the sample in phase and
in amplitude. Varying the illumination of TDM: In principle, two methods are available for varying
illumination angles, rotation of the collimated beam [37] and rotation of the sample [58]; the former
is easier to realize. Keeping the sample static is easy to manipulate for a TDM user. A rotating
mirror permits control of the deflection of the collimated beam [37,59]; however, the missing parts of
non-captured frequencies present a strong anisotropic resolution along the optical axis, especially in
transmission configuration of TDM. To obtain an improved and isotropic resolution, Mudry et al. used
a mirror-assisted setup combining the transmission and reflection configuration together [57] or used
an ellipsoidal mirror for expanding the angular coverage of diffracted field detection [60]. Another way
for varying the illumination is rotation of the sample and keeping incident light static. In TDM under
transmission configuration, fixing the setup, the sample along the x-axis was successfully rotated to
give a quasi-isotropic resolution [61]. Using optical tweezers is another promising method [62–66].
To achieve complete configuration, a combination of specimen rotation and illumination rotation
simultaneously is also feasible by adopting an integrated setup [67]. Phase and amplitude detection of
TDM: An interferometric arrangement of setup—phase shift interferometry—is commonly used in
TDM for the detection of complex diffracted fields, see Figure 10a [38,68]; it involves shifting the phase
relative to the reference beam in steps, recording of the interference between the diffracted field and
reference beam for each phase step, and calculation of the phase from four or more detected intensities
on a CCD camera. For example, the intensity measured on the CCD camera can be written as S, adding
the phase shift by phase modulator, see Figure 10a; we could detect four successive intensities on the
camera as:

S1= Isample+Ireference+2
√

IsampleIreferencecos(ϕ+ π
2

)
S2= Isample+Ireference+2

√
IsampleIreferencecos(ϕ)

S3= Isample+Ireference+2
√

IsampleIreferencecos(ϕ− π
2

)
S4= Isample+Ireference+2

√
IsampleIreferencecos(ϕ− π)

(14)

where ϕ is the original phase differences between the diffracted field and the reference. The diffracted

field of the sample Isample could be retrieved as Esample =
(S 2−S4)+i((S 3−S1))

4
√

Ireference
. Such a configuration

is usually called an on-axis (or inline) system; since the phase information is obtained by making
consecutive image subtractions, it provides a precise measurement of the phase of the diffracted
field [69,70]. However, performing several phase steps is time consuming, especially if a large number
of illumination angles have to be applied successively in TDM. Phase fluctuations due to thermal
and/or mechanical drift during acquisition can interfere with the measurement [71,72]. An off-axis
setup is a simple configuration for measuring the complex diffracted field from a single hologram
and can avoid the image conjugation and enhance the imaging quality, but it is more sophisticated to
calibrate compared to the on-axis system, see Figure 10b [23,73,74]. The main difference of the setup
between on-axis and off-axis is the removal of the phase modulator. In off-axis, the references are
propagated with a carefully chosen angle. For the sake of simplicity, considering the interference in one
dimension, i.e., in x-axis, the intensity on the charge coupled device (CCD) camera could be written as:

S = Isample+Ireference+e−iαxEsample+eiαxEsample
∗ (15)
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Figure 10. Schematic images of three different methods for complex diffracted field detection. (a) Phase
shifting interferometry setup. (b) Off-axis interferometry setup. Compared to (a), the beam splitter
at the right upper corner in (b) is rotated with a small angle so that the reference (blue) does not
superimpose on the diffracted field (red). (c) Quadri-wave lateral shearing interferometry, wave front
sensors setup.

By applying 2D Fourier transform of S, the Dirac function δ±α introduced by e±iαx helps us
to retrieve the complex field of the sample. Moreover, the benefit from the nature of single-shot
measurement in the off-axis method is that it could significantly reduce the setup sensitivity to external
fluctuations. However, it is worth noting that single-shot characteristics are measured at the cost of
the camera’s available pixels; a minimal off-axis angle to separate the different interference terms in
the Fourier space and a maximal angle to successfully distinguish the interference fringes must be
satisfied simultaneously [75]. To the best of our knowledge, the highest resolution of TDM reported as
one-tenth wavelength of the illumination was using off-axis to yield the phase and amplitude of the
diffracted field [10]. Besides the interferometric setup, a Shack-Hartmann wavefront sensor can be used
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to measure the complex diffracted field without the reference beam, see Figure 10c, to eliminate the
external influences and minimize the measurement period [76–79]. In this sensor, a modified Hartmann
mask (MHM) was closely set in front of the detector to create replicas of the incident wavefront in several
identical but tilted waterfronts; their mutual interference patterns were then recorded on the detector.
The phase recovered by applying a Fourier transform to the interferogram. Primot et al. reported
the principle of recovering the intensity and phase of a field with multi-wave interferometry [80].
A successful employment of a wavefront sensor based on quadri-wave lateral shearing interferometry
(QWLSI) in TDM measurement has also been presented [37], but the disadvantage of this sensors is the
limitation of resolution compared to charge coupled device (CCD) or CMOS) cameras [37,81]. Notice
that most tomographic diffractive microscopy (TDM) setups have been used with a laser beam that
was polarized in one direction—vertically or horizontally—for both the illumination and the reference
wave if they are present; however, for the resolution of the measured sample, with respect to the TMD
system far beyond the Rayleigh criterion, the diffracted field close to the edge of the NA of the objective
is no longer parallel to the polarization of the illumination, a modified setup developed to retrieve the
full vectorial diffracted field; the resolution was thus significantly improved [82,83].

To conclude the development of the TDM setup, we present the recent remarkable progress of
TDM setups in Table 1.

Table 1. Recent progress of tomographic diffractive microscopy TDM setups.

Optical
Schema/Configuration

Illumination
Wavelength

Measured
Sample

Lateral
Resolution

Inversion Reference

Off-axis/Reflection 475 nm nanofabricated
objects 50 nm Non-linear [10]

Off-axis/Completeness 475 nm

Bellis perennis
pollen grain
Betula pollen

grain

200 nm Linear [25]

On-axis/Reflection 633 nm nanofabricated
objects 400 nm Non-linear [38]

On-axis/Completeness 633 nm prolate
spheroid ~300 nm Linear [60]

Wavefront
sensors/Reflection 633 nm nanofabricated

objects 1 μm Non-linear [37]

5. The Advancements of Tomographic Diffractive Microscopy

The purposes of the developments of TDM setup are to collect the diffracted field as much as
possible. In the best case, the complex diffracted field, including the phase and amplitude from all
possible angles of illumination and observation should be recorded for coverage of all frequency
domains in Fourier space to achieve an isotropic resolution. Limited by the size and the precision,
moving objectives and cameras are the challenges in a typical optical setup. Hence, illumination
and sample are the only two moving components in TDM. However, varying illumination while
keeping sample statics, whether in a transmission configuration or a reflection configuration, we only
obtain the sample information from one side, and thus cannot get tomographic images of the sample
with isotropic resolution. Rotation of the sample by optical tweezers seems promising; however,
this approach is limited to certain types of samples and its controllability and measurability should be
further proved [84]. A mirror-assisted method is thus a practical approach that detects the diffracted
field from both sides of the sample simultaneously [57]. It is important to note that it has the similar
principle of placing two opposing objectives as in a typical 4 pi microscope setup, but it provides much
simpler practical implementation [85].
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The purpose of the inversion algorithm of TDM is to reconstruct the nature and the
three-dimensional geometry of the investigated sample from the detected complex diffracted field
and its corresponding illuminations. Most TDM applications are applied under Born approximation;
the linear relationship between the sample permittivity and the diffracted field permits us to reconstruct
the sample opto-geometry by using a simple inverse Fourier transform. However, to image high
contrast sample, multiple scattering cannot be neglected and non-linear numerical inversion procedures
are necessary. However, the main bottleneck of the non-linear inversion method is computation time.
To overcome this disadvantage, a combination of linear and non-linear methods is helpful; for example,
a fast Born approximation may provide noisy sample localization and reconstruction [10] that are
useful for minimizing the investigation domain of the non-linear inversion procedure. One reported
integrating DORT (décomposition de l’opérateur de retournement temporal) and SVD (single value
decomposition) methods to quickly localize the sample from a noisy environment. This not only
improves the resolution but also ameliorates the reconstruction speed [53,86]. Furthermore, if prior
information of a sample, such as an estimation or range of sample permittivity, is available, the resolution
can be improved [10].

The advantages of TDM are remarkable; while microscopes like the digital holographic microscope
are able to provide a 3D topography of the samples [23,87,88], the ability of quantitative reconstruction
of the sample permittivity/refractive index using TDM is unique; moreover, the lateral resolution
in TDM has been well improved far beyond the Rayleigh criterion [15]. The studies of TDM have
been increasing rapidly in recent years. To our knowledge, the first commercial products of TDM
were released by Nanolive in Switzerland in 2015 [89], and Tomocube KAIST in Korea at 2017 [90].
These work with transmission configuration and provide 3D reconstructions of cells with transverse
resolutions of 200 nm and axial resolutions of 400 nm [91]. Hence, future developments may
focus on the implementation of the reflection configuration and the use of multiple wavelengths of
illumination to improve the axial resolution. Moreover, integrating TDM with other super-resolution
techniques can provide multiple-modal image methods; for example, a combination of TDM with
single molecule fluorescent microscopes is able to perform the structural and functional analysis of a
sample simultaneously; a combination of TDM with scanning probe microscopy permits the structural,
topographic, and chemical (tip-enhanced Raman spectroscopy, TERS) information of a sample. To the
best of our knowledge, TDM has only been applied to investigate the individual structures, such as
isolated cells and nano-fabricated structures, but three-dimensional imaging of unmarked raw tissues
is also possible using TDM.

However, every coin has two sides; it is worth noting here that the main drawbacks of TDM are:
(i) TDM under Born/Rytov approximation is only valid for samples with low permittivity contrast
Δε < 0.1; (ii) TDM under Born approximation has a resolution limit which is twice as good as the
Rayleigh criterion resolution; (iii) the non-linear inversion procedures improve the resolution but are
time-consuming. Several hours are at least necessary to reconstruct the investigated sample, thus it
is difficult to realize real-time analysis for the samples using non-linear inversion methods. (iv) An
isotropic resolution still remains a challenge, despite several studies reporting TDM with isotropic
resolution [44,57,67], and a combination of sample rotation with illumination rotation not only needs
accurate correction of the angles, but also greatly increases the amount of data collected [44,67].

6. Conclusions

Compared to other microscopies, TDM permits us to study the sample in a label-free condition.
It provides 3D quantitative reconstruction of the investigated sample and breaks the Rayleigh limit.
With the developments of digital holographic techniques [92,93], the phase detection in optics becomes
more and more simple and reliable, the off-axis methods and wave front sensors are able to retrieve
the complex diffracted field from single-shot measurements, and thus provide high-speed detections;
we believe they are the futuristic techniques in favor of TDM applications. Micro-manipulation tools
are promising methods for enlarging the accessible frequency domain, improving the reconstruction
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resolution. Like using optical tweezers [94], the sample can be rotated without any mechanical contact.
Similarly, using electric fields to rotate the sample is another way to achieve micro-rotation of the
sample [95]. Inversion procedures are mandatory in TDM; for low contrast samples, e.g., biological
cells, Born approximation [96] or Rytov approximation [97,98] is sufficient to provide a real-time
reconstruction [97]; however, for high contrast sample, e.g., nano-structural materials, sophisticated
non-linear inversion methods are necessary. To the best of our knowledge, it is still time-consuming to
characterize the sample by iterative methods. Using a priori information of the sample, e.g., estimation
of sample location and estimation of sample permittivity, is a promising approach to greatly reduce the
reconstruction time.

In conclusion, we present this review to give an overview of TDM, including the principle, the setup,
and the inversion methods for different applications; the limitations of TDM are also addressed. From
a sample imaging point of view, the quantitative measurement of the permittivity/refractive index
of a sample using TDM could provide complementary and useful information in association with
other microscopies. As TDM can be used to image both low contrast samples and high contrast ones,
it will play a key role not only in the exploration of biological cells but also in the investigation of
nano-structural devices.
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Featured Application: This work can be used for fast characterizing the phase modulation of the

spatial light modulator (SLM) and shows the applications in coherent imaging by using the SLM.

Abstract: Although digital holography is used widely at present, the information contained in the
digital hologram is still underutilized. For example, the phase values of the Fourier spectra of the
hologram are seldom used directly. In this paper, we take full advantage of them for characterizing
the phase modulation of a spatial light modulator (SLM). Incident plane light beam is divided into
two beams, one of which passes the SLM and interferes with the other one. If an image with a single
grey scale loads on the SLM, theoretical analysis proves that the phase of the Fourier spectra of the
obtained hologram contains the added phase and a constant part relative to the optical distance.
By subtracting the phase for the image with the grey scale of 0 from that for the image with other
grey scales, the phase modulation can be characterized. Simulative and experimental results validate
that the method is effective. The SLM after characterization is successfully used for coherent imaging,
which reconfirms that this method is exact in practice. When compared to the traditional method,
the new method is much faster and more convenient.

Keywords: spatial light modulator; digital holography; phase modulation; Fourier spectra; fast
characterization; coherent imaging

1. Introduction

Digital holography (DH) is a technology that permits the numerical reconstruction of optical
wave fields in both amplitude and phase from a digitally-recorded hologram [1–7]. By processing
the information contained in a hologram digitally, this technology has been widely used in many
fields, including particle field measurements [1,2], structure testing [3,4], and quantitative analysis of
cells [5–7]. However, the digital hologram is still not utilized sufficiently. For example, the phase of
the Fourier spectra is often processed together with the intensity to get final reconstructed images,
and it can also be used directly in some applications without reconstruction. Dohet-Eraly et al. used
the phase in the Fourier domain to achieve numerical autofocusing in DH [8]. However, to the best of
our knowledge, direct usages of the phase value still need further exploitation. In this paper, we utilize
the phase directly for fast characterization of the phase modulation of a spatial light modulator (SLM).
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It is well known that, based on the liquid-crystal birefractive property, SLM has been widely
applied in many disciplines, such as optical information processing [9], holographic and/or color
display [10,11], pattern recognition [12], and vector beams [13–15]. The modulation is usually achieved
by displaying a gray value map to an SLM. Different gray scale values correspond to the different
directions of the liquid-crystal optical axis. As the optical axis is changed, the phase and/or intensity of
the light beam passing through the SLM is modulated [16]. However, as the birefractive property can
be affected by the wavelength of the incident light and the environment, it is necessary to characterize
the phase and/or intensity modulation, i.e., to get the relationships between the changes of phase
and/or intensity and the gray values [17,18]. The intensity modulation can be easily characterized by
an optical power meter, whereas the phase modulation may not be acquired directly. Usually, the phase
modulation is characterized using interferometry, such as the Mach-Zehnder [18,19], the Michelson [20],
or even the simple double-beam interference [21]. Plane wave is always used as the incident beam; it is
divided into two beams, one of which passes through the SLM (named as object wave) and interferes
with the other one (named as reference wave) to form the patterns. Usually, two-part gray-scale maps
are loaded on the SLM in the phase measurement. The gray scale in one part of the maps keeps the
same (usually it is zero), and that in another part varies during the measurement. As the gray value
changes, the phase added to the object wave is also changed, which bring on the relative shifts in
interference patterns. Then, the phase variation can be obtained by measuring the shift and comparing
it with the period of the fringes [16–18,20,21]. This traditional method is convenient, but sometimes
it is time consuming to compare the intensity of the patterns to determine the real shifts. It may
not be suitable for fast characterization of the phase modulation. Martín-Badosa et al. performed
a one-dimensional correlation product to determine fringe displacement, as well as period [19].
This method is more convenient than the traditional method, but the procedure still seems a slightly
complicated. Zhang et al. acquired the relationship of the phase shift and the gray value by writing
a Ronchi grating pattern for the SLM, but the accuracy was limited by the quantization levels of the
image board [22]. Recently, ptychography has been used to characterize SLM with excellent phase
accuracy; however, owing to the mechanical shift in the experiment and the iterative algorithm used in
the data process, this method is not suitable for fast characterization [23]. Digital holography is also
applied for characterization [24]; however, a numerical autofocus process should be implemented,
and the tilt distortion may also be considered in the traditional treatment for the hologram. Here,
we utilize the phase in the Fourier domain to characterize the phase modulation of SLM. When
compared to the traditional method, the new method is much faster and more convenient. SLM,
after characterization with this method, is also successfully used for coherent imaging, confirming that
the characterization is exact.

2. Analysis and Methods

Our method is based on digital holography. Figure 1 shows a sketch of the phase measurement
setup. Transmissive SLM is used here as an example. Plane waves are used as the light beam.
The wavefunction of the beam received at the monitor plane can be written as:

U = UO + UR (1)

Here, the subscripts O and R represent the object and reference beam, respectively. The intensities of
the two beams are adjusted to be the same and set to 1 in the analyses. The intensity of the obtained
interferogram can be written as:

I = (UO + UR)(U∗
O + U∗

R) = |UO|2 + |UR|2 + UOU∗
R + URU∗

O (2)
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Figure 1. Sketch of the phase measurement setup. L1: collimation lens; NBS: nonpolarized beam
splitter; P: Polarizer; M: Mirror.

The interferogram can be considered as the hologram of SLM after diffraction. By applying Fourier
transforms to the hologram, there will be three spots in the Fourier domain, namely the 0th, +1st and
−1st order spots. They correspond to F

{
|UO|2 + |UR|2

}
, F{UOU∗

R} and F
{

URU∗
O
}

, respectively. F{}
is the operator of the Fourier transform.

Set (α, β, γ) as the direction cosine of the beams, Z as the axis perpendicular to the monitor plane,
X and Y as the axes parallel to it, (x, y, z) as the coordinates in the X-Y-Z coordinate system, and θ as
the phase added by SLM in the object beam, then:

UO = F−1
{

F{W exp(jθ)} exp
(

jkz
√

1 − (λ fx)
2 − (λ fy

)2
)}

(3)

We chose z = 0 as the position of the SLM; and the modulation of SLM is considered to be in the
pure phase mode. W is the transmitting zone of SLM. It can be treated as a two-dimensional (2D)
rectangular function, i.e.,

W = rect
( x

a
,

y
b

)
= rect

( x
a

)
rect
(y

b

)
(4)

Here, a and b are the size of the width and length of the transmitting zone. The wave function of
UR can be expressed as:

UR = exp
[

j
→
k R·

→
R
]
= exp[jk(αRx + βRy + γRz)] (5)

where
→
k = k

(
α
→
e x + β

→
e y + γ

→
e z

)
, and

→
R = x

→
e x + y

→
e y + z

→
e z. Here,

→
k is the wave vector of the beam.

→
e x,

→
e y and

→
e z denote the unit vector of the axis X, Y, and Z, respectively. The +1 order in the Fourier

domain can then be written as:

F{UOU∗
R} = F

{
F−1
{

F{W exp(jθ)} exp
(

jkz
√

1 − (λ fx)
2 − (λ fy

)2
)}

× exp[−jk(αRx + βRy + γRz)]
}

(6)

According to the properties of the Fourier transform [25] and considering that θ and z are constant,
Equation (6) can be calculated as:

F{UOU∗
R} = |ab|sinc

(
a
(

fx +
αR
λ

))
sinc
(
b
(

fy +
αR
λ

))×
exp

(
jkz

√
1 − λ2

(
fx +

αR
λ

)2 − λ2
(

fx +
βR
λ

)2
)

exp(jθ) exp(−jkγRz)
(7)
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The maximum value of the function sinc(x) is at x = 0 [25]. If we choose the origin as the center of
the Fourier domain of the hologram, the coordinate of the point with the highest intensity in the +1st
order spot is

(
− αR

λ ,− βR
λ

)
. It is independent of θ, and the phase of the point can then be written as:

ϕ = (1 − γR)kz + θ (8)

Usually, θ is set to be zero when the gray scale of the image loading on the SLM is zero.
As (1 − γR)kz is the same for all the gray values, the variation θ can then be obtained by subtracting
ϕ0. The subscript 0 means that the gray scale of the image loading on the SLM is zero. The phase
modulation is then characterized.

In practice, the experimental setup is sometimes affected by the airflow in the environment. Then,
optical path z may vary. In most situations, the direction of the beam is unchanged as the optical
devices are fixed during measurement. This means that the positions of the ±1st order of the spectra
continues to be the same, but their phases change. An unknown phase is added to the objective beam.
Considering the cross of the beam is very small, the unknown phase is thought to be the same for
every part of the beam. Then, in the practice, we can get the relationship of the phase added by SLM
and the gray scale of the image loading on it using the following steps:

• Step 1: Divide the image loading on the SLM into two parts. One part (named the reference part)
has a constant gray scale of 0. The other one (named the variable part) has a gray scale varying
from 0 to 255 (for the 8-bit-gray-scale SLM) during the experiment.

• Step 2: There are then two sets of interfered patterns in the holograms accordingly. An area with
the same size is selected from each for Fourier transform. In the practice, the areas are far from
the borders of the two patterns to avoid the influence of the diffraction in the border.

• Step 3: Subtract phase ϕr of the point with the highest intensity in +1st order spot for the reference
part from ϕv for the variable part. Then difference Δϕ = ϕv − ϕr is phase variation θ.

Sometimes, the monitor may be tilted to the light beam. In this condition, the optical path z is a
function of x and y. It means that Δϕ contains the phase difference related to Δz, which is the optical
path difference between the two selected parts. As Δz is constant during the experiment, its influence
will be removed by subtracting Δϕ0. Here, subscript 0 represents that the gray scale of the reference
part being zero.

3. Results

3.1. Simulation Results

A simulation was applied to test the method shown above. The wave function of the reference
beam was UR = exp{j[k(βy + γz) + θun]}. Here, θun was set randomly to simulate the unknown
phase from the vibration of the environment. For simplicity, the phase was added to the reference
beam only. As the reference wave was tilted to the monitor, we supposed that optical distance zR varied
from 14 to 16 mm along the x axis at the monitor plane. β was set to be 0.1 and γ =

√
(1 − β2) = 0.9950.

A 512 pixel × 512 pixel matrix was used to simulate the transmitting area of SLM. Its length and width
were set to 9.216 mm, and the wavelength was set to 532 nm.

The object beam passes through the SLM, where the gray scale in the variable part varied from
0 to 255, and the corresponding phase shift θset was set as a variable value from 0 to 255

256 × 2π in the step
of π

128 . The optical distance zo from SLM to the monitor plane was set to be 10 mm. The wavefunction
UO on the monitor plane was calculated using the angular spectrum theory. The processes were
implemented in the MATLAB 2017a environment with an Intel Core i7-6500U CPU at 2.50 GHz and
8 Gb RAM.

The interferograms with different added phases of θ were then obtained. A typical one is shown
in Figure 2a. θ was calculated following the steps shown in Section 2. The areas surrounded by
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the red lines were selected for fast Fourier transform (FFT). Their positions were fixed for different
interferograms. Figure 2b shows a typical spectra pattern for the variable part; it was like that for
the reference part as well. The central point in the +1 order with the highest intensity was chosen to
acquire its phase. As discussed above, its position was fixed for all spectra patterns. The calculated
phase shift θcal matches the set phase variation θset very well, as shown in Figure 2c.: The relative error
was introduced to quantitatively evaluate the characterization. It was defined as:

Er =

{
|θcal − θset|/θset(θset �= 0)
|θcal − θset|(θset = 0)

(9)

From Figure 2d, for all the θcal, the relative errors are less than 0.01%. The results show that the new
method is very exact.

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 2. (a) The simulated interferogram with θset of π. Areas around the red line were selected for
Fourier transform; the inset is the enlarged patterns surrounded by yellow lines. (b) the frequency
spectrum of the selected variable areas; the inset is the enlarged image of the +1st order; (c) the
relationship of θset and θcal; (d) the relationship of the relative error and the gray scales.

3.2. Experimental Methods and Results

This method was applied to characterize a transmissive SLM (GCS-SLM-T2, Beijing Daheng Corp.,
China) in the experiments. The size of the pixel of the SLM was 18 μm × 18 μm. The experimental
setup can also be seen in Figure 1. A laser with a wavelength of 532 nm was used here. Polarizers P1
and P2 were adjusted to make sure that the SLM worked in the pure phase mode. Two-part gray-scale
images were displayed on the SLM during the experiment, just like in the simulation. Figure 3a is a
typical image, and the gray scale in its variable part is 100. The corresponding hologram is shown in
Figure 3b. There is a shift in the fringes between the reference and the variable parts. Areas with the
same size were selected in both parts for FFT, as mentioned in Section 2. Figure 3c shows the spectra of
the selected area in the variable part after FFT. The point with the highest intensity in the +1st order of
the spectra was chosen to get phase ϕv. Its position continued to be the same for all the gray scales.
A similar process was also implemented on the reference part to get ϕr. Following the same steps as
those described in Section 2, the relationships between the gray scale and the added phase could be
obtained, as shown in Figure 3d.
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3. (a) Sketch of a typical image displayed on the spatial light modulator (SLM) with two
equal parts as the reference and the variable; the gray scale in the variable part is 100; (b) the related
interferogram received by the monitor; (c) the frequency spectrum of the variable part around by the
red dashes in (b), left: the whole patterns; right: the enlarged image of the part around by the dashes in
the left; inset: The enlarged image of +1st order; (d) the relationship between the phase variation and
the gray scale of the image loaded on the SLM.

From Figure 3d, the phases could be adjusted nonlinearly by the SLM. The adjustable range was
between 0 and about 0.8π. If the gray scale is below 20, the phase shift increases slowly with the
increase in the gray scale value, while it is maintained almost constant with a value of about 0.8π if the
gray scale value is beyond 180. For gray scale values between 80 and 130, the phase shift increases
nearly linearly with the increasing gray scale value.

The traditional method like that in Reference [18] was also used to verify the new method. Figure 4
presents the main process. At first, the interference patterns were rotated parallel to one edge of the
image, as closely as possible. The x axis was set to be parallel to this edge. Taking Figure 3b as an
example, by properly cutting and slightly rotating it, Figure 4a could be obtained. It seems that the
two figures had the same line orientation, because the angle of the rotation was quite small (about
0.05 rad). A dashed line parallel to the y axis was chosen in each part of the image (see in Figure 4a).
Here, the y axis is perpendicular to the x axis. The relationships between the intensities along the lines
and the y coordinates are shown in Figure 4b. Both curves varied periodically and there was a relative
shift between them. By measuring the distance of the adjacent peaks or troughs, the period could be
obtained. Then it was used to compare the relative shift between the two curves to get the phase shift.
Here, as shown in Figure 4b, the period was about 45 pixels, and the relative shift was about 8.1 pixels.
The phase shift here could then be calculated as 8.1

45 × 2π. This means that the relative added phase
was about 0.36π when the gray scale was 100. Repeating the same process, the relationships between
the gray scale and the added phase could also be obtained. The results are also referred to in Figure 3d.
They matched the results obtained by the new method very well, indicating that the new method was
effective. The processing time of the two methods were different. For the new method, the total time
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consumed was about 1.694 s for characterizing all 256 gray scales in the MATLAB 2017a environment
with an Intel Core i7-6500U CPU at 2.50 GHz and 8 Gb RAM. However, for the traditional method,
as the comparisons of the shifts were implemented manually to avoid the influence of noises around
the peaks or troughs in the curves, the processing time was long; about 30 min for about 12 gray scales.
With a simpler procedure, the new method can be implemented more conveniently than the traditional
one. As all the steps can be carried out automatically; it can be used to quickly characterize SLM.

 

(a) (b) 

Figure 4. Sketch of the process of the traditional method. (a) Figure 3b after being rotated slightly and
properly cut; the curves beside the pattern represent the intensity along the dashed lines at the left and
right parts, respectively; (b) comparison of the troughs of the light intensities of the dashed lines.

3.3. Applications in Coherent Imaging

The characterization with this new method can also be tested using the SLM in coherent imaging.
Zhang et al. showed that arbitrary complex-valued fields could be retrieved through aperture-plane
modulation [26,27]. In Reference [26], a phase plate was used as the wave-front modulator. By shifting
the plate, the authors recorded a set of diffractograms with different modulations and used them to
retrieve the complex-valued fields by using an iterative retrieval technique.

Here, we used SLM as the modulator, and different modulations were produced by loading
different images on the SLM. The experimental setup is referred to in Reference [26]. For simplicity,
only a pure modulus-type specimen was used in the experiment as a prototype. A map with a
transparent character J surrounded by a translucent background was treated as the specimen, and
its size was about 3 × 3 mm (Figure 5a). The specimen is fixed on a glass by the lighttight taps.
The monitor used here was a COMS camera (MER-131-210U3M, Beijing Daheng Corp) with a pixel
size of 4.8 μm × 4.8 μm. In the experiment, the distance between the SLM and specimen and that
between the specimen and the digital receiver were about 7 and 207 mm, respectively.

Because the phase modulation of the SLM may be affected by the environment, the phase added
might have had a slight deviation from what we expected. To reduce the effect, we use random
grid-like masks (Figure 5b). Only two gray scales are in the masks; one was 0 and the other was 110,
corresponding to 0.440π according to our characterization. We took six different masks to adjust the
diffractograms. A typical diffractogram can be seen in Figure 5c. The specimen is then retrieved using
the iterative method, the details of which are referred to in Reference [26]. This process spends about
6 s for about 100 iterations. Figure 5d shows the retrieved modulus of the specimen. From the figure,
not only character J, but also the background with poor transmittance and the lighttight area around
the specimen were retrieved. This confirms that the characterization was available in practice.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. (a) A photograph of the specimen and the lighttight blue taps around it. (b) a typical grid-like
mask sent to the SLM; (c) a diffractogram received by the camera; (d) the retrieved modulus of the
specimen. The scale bar here is 1 mm.

It is possible that a value of θ in a range around 0.44π can lead to successful retrieval.
During the retrieval process, we set different values of θ to investigate how they affected the retrieval.
One-hundred iterations were taken for all the θ. Figure 6 shows part of the results. When θ is set to be
0.439π, it seems that the modulus is retrieved with little loss of the quality (Figure 6a). The specimen
cannot be retrieved when θ equals 0.437π or 0.443π, as shown in Figure 6b,c. To quantitatively evaluate
the retrieval, we introduced parameter EI. It is defined as:

EI =

∑
i

√
∑
(|Ical,i| −

∣∣Iexp,i
∣∣)2

NmaskNpixel
(10)

Here, Ical,i and Iexp,i are the intensities of the calculated and the experimental diffractograms for
the ith mask, respectively. Nmask and Npixel are the total number of masks and the total pixels in a
diffractogram, respectively. Considering that a pure amplitude sample was used in the experiment,
Ical,i was calculated by the retrieved modulus instead of the complex amplitude. Obviously, a smaller
EI means a more accurate retrieval. The relationship of the EI and θ values can be seen in Figure 6d.
For Figure 6a–c, the EI values are 0.0117, 0.0133 and 0.0245, respectively. As the θ value is farther away
from 0.440π, the corresponding EI should be larger. From the above results, it can be determined that,
in this experiment, the retrieval can tolerate an error of θ less than 0.006π. From our characterization
(see in the inset of Figure 3d), θ is 0.437π when the gray scale of the image loaded on the SLM is
109, and 0.447π when it is 111. They both cannot lead to a successful retrieval. This indicates that by
direct use of the phase value in the Fourier domain, the phase modulation of the SLM can be precisely
characterized in the practice.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Results of the retrieved modulus of the specimen for different θ values. (a) θ = 0.439π;
(b) θ = 0.437π; (c) θ = 0.443π; (d) the relationship between EI and θ. The scale bar is 1 mm.
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4. Discussion and Conclusions

Simulative and experimental results can prove that the characterization of phase modulation of
the SLM, based on the phase in the Fourier domain of the hologram, was effective. This means that, for
holography, not only the reconstructed wave field from a hologram, but also the phase in the Fourier
domain can be directly utilized in practice. Some processes, such as digital refocusing and/or phase
compensation, are not needed in the new method and it will be faster than characterization based on
the traditional treatment of a hologram [24]. In this method, all steps can be carried out automatically;
it can be implemented more conveniently than the traditional method. The SLM characterized by the
new method has also been applied for coherent imaging. The results show that, with characterization,
the specimen was reconstructed successfully. This indicates that this characterizing method for phase
modulation can be precise in practice.

Although the information of the specimen can be successfully retrieved in the coherent imaging
system with SLM, the robustness of the system is not very strong. The tolerance of the error of the
phases added by the SLM is very small in this system. If the environment varies, the phase modulation
may need to be recharacterized. Moreover, variations can also bring pixel misalignments into the
experimental setup and lead to a failure in retrieving the information. If the SLM is used effectively in
coherent imaging, unexpected relative lateral shifts between it and the monitor, as well as the specimen,
must be avoided, and the environment should be kept stable.

5. Patents

Related patents are showed as follows:
A ptychographic imaging setup (CN 201720808955.9; CN 201710544508.1).
A holographic imaging technology based on phase ptychography (CN 201610028448.3).
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Featured Application: The overarching contextual objective of this research is to create transparent,

near-eye devices for holographic video display.

Abstract: In this work, we suggest a new method of expanding the field of view in bottom-exit,
leaky mode devices for transparent, monolithic, holographic, near-eye display. In this approach,
we propose the use of static, laser-induced, grating structures within the device substrate to break the
leaky mode light into diffracted orders. We then propose to use carefully timed illumination pulses
to select which diffracted order is visible to the eye at every display refresh interval (up to 100 kHz).
Each of these orders becomes a view for a different image point. To describe this new method, we use
K-vector analysis. We give the relevant equations and a list of parameters which lead to a near-eye
geometry with little or no overlap in higher-order view zones. We conclude that it should be possible
to increase the field of view of our bottom-exit, leaky mode devices by as much as one order of
magnitude by simply adding a laser-induced grating structure to the substrate and by carefully timing
the device illumination. If successful, this method would make possible a transparent, holographic,
near-eye display that is simple to fabricate, relative to pixelated approaches, and which has a wide
field-of-view relative to our current bottom-exit displays.

Keywords: near-eye display; leaky mode; lithium niobate; holographic video; augmented reality;
3D display; acousto-optic modulator; laser-induced structures

1. Introduction

This study is important to the use of leaky mode modulators as near-eye displays because it
seeks to increase the device’s field of view without making the fabrication of the device significantly
more complex. Currently, near-eye displays are almost exclusively driven by pixelated spatial light
modulators [1]. However, leaky mode modulators have a number advantages over pixelated spatial
light modulators (SLMs) for the purposes of near-eye holographic display. They require only two mask
steps to fabricate. They are transparent. They produce no zero order, no higher orders, and no conjugate
images. They do not suffer from quantization error from pixilation, and they require no backplane.
Additionally, they have the ability to rotate the polarization of the diffracted signal light for easy
noise filtering. Finally, they can also multiplex color in the frequency domain, allowing all colors
to be modulated in the same waveguide. However, these advantages notwithstanding, bottom-exit
devices (the configuration most useful for near-eye display) suffer from a reduced field of view.
In side-exit leaky mode devices, we observe a large multiplication of diffracted light angle because the
device is operating in a regime where the grating equation is nonlinear [2,3]. In a bottom-exit device,
leaky mode light passes through a high-spatial-frequency output grating that operates in opposition
to the leaky mode diffraction [4]. This second interaction effectively erases the angle-multiplication
advantage gained from illuminating the acoustic holographic pattern at a glancing angle. The result of
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the reduction is that the leaky mode device effectively has a smaller achievable field of view (defined in
this work as the visible extent at a given depth) or view zone (defined here as the angular extent
over which a point is visible). Note that these concepts are duals in this context and will be treated
interchangeably in the text. Our previous work identified the narrowing of view angle in bottom-exit
devices as a challenge and stated that a solution would be described in a future publication [4].
The main aim of this work is to present that solution to restore or increase the leaky mode device
view zone/field of view (see Figure 1) and/or view zone by temporally stitching together multiple
diffracted orders of light created by a static internal grating.

Figure 1. Low-profile near-eye display concept with a goal of large field of view.

Other researchers have used higher-order images to increase the display view zone, field of
view, and space bandwidth product [5,6]. This work differs from previous efforts in several ways.
First, our holographic pattern is a rapidly moving analog signal and not a pixel pattern with fixed
locations. Also, leaky mode devices in near-eye applications can have an extremely high refresh
rate—potentially exceeding 100 kHz for a 1 cm free-running surface acoustic wave (SAW) aperture
(a leaky mode device can write a one millimeter aperture in approximately one microsecond).
This refresh rate is at least two orders of magnitude higher than that of commercial near-eye
displays and it allows us the ability to contemplate a line-rate approach to increasing field of view.
Additionally, our leaky mode devices are made on a highly transparent lithium niobate substrate which
is desirable for near-eye applications. Furthermore, using femtosecond laser pulses, we can create
high-contrast, laser-induced gratings in the bulk of the substrate [7,8] with a number of diffracted
orders of visible power. Finally, in addition to spatial light modulation, lithium niobate is an excellent
electro-optic substrate which is frequently used to make fast (up to picosecond-rate) phase and
amplitude modulators [9]. These unique attributes of a moving pattern, high refresh rate, high-contrast
internal gratings, and integrated illumination pulsing are important to our proposed solution for
increasing the field of view in bottom-exit leaky mode devices.

Leaky mode devices comprise a transparent slab of a piezoelectric substrate, such as lithium
niobate, with a waveguide indiffused on the surface which sits adjacent to an interdigital transducer.
When an RF signal excites the transducer, a surface acoustic wave is generated that travels across the
surface of the waveguide. Light trapped in the waveguide, traveling contra-linearly or collinearly with
the SAW pattern, may be mode-coupled from a guided mode to a leaky mode which can be steered
and shaped by the SAW pattern to form a holographic image. The use of such a device in a near-eye
application is shown in Figure 2. A chirped SAW pattern is generated by the transducer which is
designed to mode couple light so that it appears to have originated from a point in space. The leaky
mode light travels at a shallow angle through the substrate. This angle is usually very shallow, typically
between 1◦ and 12◦ from parallel to the substrate surface. However, this angle can be modified by
passing the leaky mode light from one substrate to another with another index (or the same index,
but canted at an angle) thereby increasing the angle by an angular bias if desired (will assume
an angular bias of 10◦ for the analysis in this paper). The lateral translation of the light ends at the
bottom surface of the substrate where the light is out-coupled by a high-spatial frequency out-coupling
grating usually patterned by interference lithography and etched into the substrate. This grating has
only one diffracted order into the air (all others are evanescent) and toward the viewer’s eye. The light
rays that reach the viewer’s eye can be back cast to a distant image point. As the surface acoustic
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wave moves across the device’s SAW aperture, the image point moves across the viewer’s field of
view. The illumination light in the waveguide pulses in coordination with this movement to draw
or emit points as the image point ‘cursor’ travels. When it has completed its scan, a new SAW chirp
pattern is generated with a different depth and the field of view that is scanned again for as many
depth planes as desired (we recently demonstrated a device with arbitrary focus from 4 ft to 10 ft [4]).
Several leaky mode waveguide/transducer ‘channels’ can be placed adjacent to one another to create
a vertically multiplexed array. Each channel becomes responsible for the one line of the display. In this
way, images can be created at multiple depth planes to form a 3D image.

 
(a) 

 
(b) 

Figure 2. Reduction of view angel for bottom-exit leaky mode devices: (a) light diffracting from
a surface acoustic wave (SAW) pattern is out-coupled with a grating; (b) The K-vector analysis shows
a significant reduction in θout vs. θin. The former of these angles dictates the display view zone and
field of view.

In this paper, we propose a simple modification to the leaky mode device by adding
a laser-induced, static grating in the substrate of the leaky mode device. Femtosecond lasers can induce
phase changes and ‘catastrophic’ lattice changes in the bulk of lithium niobate. The local nature of the
change is aided by two photon up-conversion in the substrate. The result is that relatively high contrast
gratings can be formed in the substrate with critical dimensions down below a micron and write
depth of several tens of microns (see Figure 3). When coupled with high-accuracy, large-travel stages,
whole wafers can be written with sub-surface gratings [10–12]. These gratings can be uniform, chirped,
Raman–Nath, or Bragg grating. In our application, we explore a uniform thin grating underneath our
leaky mode channels. It would be possible to have different periods underneath each channel, but for
this analysis we will assume that the induced grating has only one period everywhere.

Figure 3. A laser-induced grating in x-cut lithium niobate and the resulting diffraction pattern with
several high-order modes.
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The purpose of the grating is to break the leaky mode light into different orders, each propagating
at a different angle. These angles are determined by the laser-induced grating period. Depending on
laser parameters, we have generated gratings with half a dozen or more orders. Our analysis assumes
five such orders. Each of these diffracted orders will form a high-order image point that appears at
a different location and is visible from a different angle than the original image point. We propose that
these ‘copies’ of the original image point and others of different depths, can be superimposed over
time to form a single image point, as illustrated in Figure 4a. Instead of scanning with just one point
to form an image, now we scan with multiple points. We pulse only when one of these points is in
a location that corresponds to a point location and a view in the target image (Figure 4b). Over time,
as these spatial and angular ray bundles accumulate, a wide view angle for every point in the image is
achieved (Figure 4c).

 
(a) 

 
(b) 

 
(c) 

Figure 4. The multi-order leaky mode concept: (a) multiple orders combined to create a large view
zone (or, alternatively, field of view). (b) Orders will travel across the display in front of the viewer.
(c) The illumination is pulsed as orders pass by the viewer so multiple views are stitched into a wide
view zone.

The success of this approach depends upon several of the unique features of leaky mode devices:
high refresh rate, smoothly varying chirp functions, fast moving surface acoustic waves and translating
leaky mode light. However, these attributes are not sufficient to make the approach successful if the
view zones for each diffracted order cannot be adequately separated at the viewer’s eye. If, for example,
the viewer saw two overlapped view zones, they would see two points simultaneously and the display
designer could not ‘write’ one point without also writing the other. Figure 5a shows a multi-order,
HPO, hologram rendered in grayscale resist and reproduced with 633 nm light. Here, multiple images
are created, one for each order of diffraction and each with a corresponding view zone (Figure 5b).
Notice the overlap between the second- and third-order view zones. If the images appeared at different
depths (which they do in this case), the viewer would see two images in the overlap position instead
of one. Therefore, for our proposed multi-order method we must be able to eliminate as much as
possible the overlap between adjacent view zone orders and achieve what we will call a ‘no-overlap
condition’. Below, we will use vector analysis to identify parameters for a ‘no overlap condition’,
for a near-eye geometry.
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(a) 

   
(b) 

Figure 5. High-order holographic images and view zones: (a) first through a fourth-order image for
a horizontal parallax only (HPO) hologram. This hologram, created in grayscale photoresist, is meant
to simulate the output of a leaky mode modulator passing through thin grating. (b) Here, we see how
the high-order holographic view zones separate or overlap.

2. Supplies and Methods

The geometries for order overlap are shown in Figure 6a. We will use K-vector analysis to show
the relationship between points P and Q. After choosing parameters for a near-eye geometry including
an internal grating period, ΛD, and propagation distance, d3, we will plot the high-order rays to
confirm a ‘no-overlap’ condition.

We start with the back-cast chirp focus point, P = (x0, z0). This parameter is a function of the
leaky mode drop angle, θ, whose value will change along the chirp. We can use the angles, θ0 and θ1 of
light rays exiting both ends of the SAW chirp to define two vectors:

k0 = ksub sin(θ0)x̂ + ksub cos(θ0)ẑ and (1)

k1 = ksub sin(θ1)x̂ + ksub cos(θ1)ẑ, (2)

where ksub =
2πnord

λ0
. (3)

We take the substrate index of refraction as nord = 2.2864 for λ0 = 633 nm [13]. Conservation of
transverse momentum preserves the value of the vector components parallel to the device interfaces.
Therefore, in our analysis we keep track of the propagation constants:

β0 = ksub sin θ0 (4)

β1 = ksub sin θ1 (5)

The analysis can be thought of as having multiple layers separated in depth. They are as follows:
d1, the absolute distance from the chirp focus point to the SAW plane; d2, the absolute distance from
the SAW plane to the laser-induced internal grating; d3, the absolute distance from the internal grating
to the output grating; and d4, the absolute distance traveled by light through the air to the viewer’s
eye (see Figure 6a).

The vectors k0 and k1 bracket a ray bundle that propagates through each device layer toward the
eye. The cross section of the ray bundle at each of these layers is:

Δxi = xi
1 − xi

0 where xi
1 = d1 tan θ1, and xi

0 = d1 tan θ0 (6)

Δxii = xii
1 − xii

0 , xii
1 = (d1 + d2) tan θ1, and xii

0 = (d1 + d2) tan θ0 (7)

Δxiii = xiii
1 − xiii

0 , xiii
1 = (d1 + d2 + d3) tan θ1, and xiii

0 = (d1 + d2 + d3) tan θ0 (8)

Δxiv = xiv
1 − xiv

0 , xiv
1 = (d1 + d2 + d3 + d4) tan θ1, and xiv

0 = (d1 + d2 + d3 + d4) tan θ0 (9)

267



Appl. Sci. 2019, 9, 247

In order to calculate the final orientation of k0 and k1 after they have passed through both the
internal grating and the output coupling grating for every order N, we simply subtract KG once
(every exiting ray must be diffracted by the output grating) and subtract (for negative orders) KD,
N times (see Figure 6b). The magnitudes of the parallel components for the resulting k-vectors are,

k0,|| = β0 + mNKD − KG, and (10)

k1,|| = β1 + mNKD − KG, (11)

where m determines the sign of the diffracted orders; m = −1 in this paper. Using coordinate geometry,
we determine that uN and vN can be expressed as:

uN =
xiii

0,N M0,N − xiii
1,N M1,N

M0,N − M1,N
and (12)

vN = (u0 − xiii
1,N)M1,N − (d1 + d2 + d3) where, (13)

M0,N =
k0,N,⊥
k0,N,||

=

√
k2

air − (β0 + mNKD − KG)
2

(β0 + mNKD − KG)
and (14)

M1,N =
k1,N,⊥
k1,N,||

=

√
k2

air − (β1 + mNKD − KG)
2

(β1 + mNKD − KG)
(15)

We define the non-overlap condition for order when the view zones are xiv
1,1 < xiv

0 (i.e., the first
m = −1 diffraction of k1 is below the m = 0 order of k0 at the viewing distance). For the non-overlap
condition to be satisfied at any distance, KD must be greater than Δβ = β1 − β0.

To determine the distance, d4, at which the non-overlap condition is satisfied, we must find the
intersection of two lines. We compose the first ray from the slope of the un-diffracted k0 vector and the
coordinates of the point, [xiii

0 , −(d1, d2, d3)]. We compose the second ray from the slope of the negative
first-order diffracted, k1 vector and the coordinates of the point, [xiii

1,1, −(d1, d2, d3)]. We solve for the
intersection of these two lines to obtain,

zint = (xint − xii
1 )M1,int − (d1 + d2) where, (16)

xint =
xiii

0 M0,int − xiii
1 M1,int

M0,int − M1,int
, (17)

M0,int =
k0,⊥
k0,||

=
−
√

k2
sub − β2

0

β0
, (18)

M1,int =
k1,−1,⊥
k1,−1,||

=
−
√

k2
sub − (β1 − KD)

2

(β1 − KD)
. (19)

Note that the slopes in this case have perpendicular k components traveling in the opposite
direction of those in Equations (14) and (15) above. This is because these rays are going down rather
than up.

The coordinate, zint, gives the depth within the material at which the zero and first-order views
separate. This is a higher than necessary upper bound as the two orders still have additional time
to separate as they propagate through distance, d4. However, this provides time for other orders,
that may have stronger overlap, to separate and to form a set of view windows that is well-separated
at the viewing plane.
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(a) 

 
(b) 

Figure 6. Multiple-order leaky mode concept: (a) leaky mode light diffracts into multiple orders
within the substrate to form multiple image points at different angles and visible from different
angles. (b) The K-vector analysis showing momentum change for both the internal grating and the
out-coupling grating.

We chose the parameters listed in Table 1 to define our near-eye geometry. We chose a 6 mm
(d2 = 1 mm + d3 = 5 mm) thick substrate with an internal grating at a 1mm distance from the
SAW layer with a period, ΛD, of approximately 4 μm and an output coupling grating with
a period, ΛG of approximately 300 nm. These values correspond to KD ≈ 2 ∗ Δβ and KG ≈ β0,
respectively. An approximately 10◦ bias was assumed to give maximum and minimum leaky
mode angles of θ0 = 70◦ and θ1 = 77◦. All of these fit within reasonable fabrication parameters
for a two-substrate system.
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Table 1. Near-eye parameters.

Parameter Value Notes

λair 633 nm –
θ0 70◦ 10◦ bias
θ1 77◦ 10◦ bias
KD 1.58 × 106 2Δβ

KG 2.1 × 107 ≈ β0
ΛD 3.99 μm Internal grating
ΛG 295 nm Output grating
N 5 modes (neg.)

nord 2.2864 LiNbO3
d1 1 mm chirp focus
d2 1 mm to grating 1
d3 5 mm to grating 2
d4 20 mm to viewer

3. Results

The results of our analysis, run in Matlab for five negative orders, are shown in Figure 7 and
Table 2. The no-overlap condition was met such that there was little or no overlap of view-zones
(Figure 7a). The minimum no-overlap window was calculated to be 5.9 mm and the pulse timings
to align these windows are given in Table 2. Figure 7b shows that the higher-order diffraction added
52.5◦ of view zone/field of view to the zero-order view zone/field of view of 4.5◦ to make a total of
57◦—a more than ten-fold increase in the near-eye case. For KD ≈ 2Δβ, the angular duty cycle is 50%
for one light traveling in only one direction (see discussion).

 
(a) (b) 

Figure 7. Results of view angle and pulse delay calculations for the parameters in Table 1: (a) The five
negative orders used show little or no overlap at the viewer. (b) The non-zero view angles aggregate to
a total of 52.5◦. The relative pulse delay times are shown to all be under 10 μs.
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Table 2. View window and pulse delay for image points corresponding to diffracted orders.

Order View Window (mm) Pulse Delay (μs)

0 13.0 0
−1 6.6 2.1
−2 5.9 1 3.6
−3 5.9 1 5.1
−4 6.7 6.8
−5 9.2 9.6

1 These smallest windows define the total view window for the eye.

4. Discussion

The above results show that the multi-order leaky mode devices have the potential to create image
points with a ten-fold increase in the view zone and/or field of view. They show that the non-overlap
condition can be achieved for the near-eye case with parameters that are within the current fabrication
limits for leaky mode devices, femtosecond direct-writing and interference lithography. The minimum
view window of 5.9 mm is larger than the average pupil diameter of the eye and can be actively
positioned in front of the pupil, if desired. All pulse delay times are under 10 μs and correspond to
roughly 10 mm of SAW travel on the device surface. This means that a new pattern can be written
at a rate of approximately 100 kHz. Therefore, to address all of these orders, the SAW would have
to travel the SAW chirp length (typically between 1 mm and 10 mm) plus 10 mm. This distance is
well-matched to the SAW aperture of current leaky mode devices.

The dramatic increase of view zone from 4.5◦ to 57◦ has some important context. Because we
chose KD ≈ 2Δβ instead of KD ≈ Δβ, the resulting ray bundles are not continuous in angle. Instead,
the angular views have gaps that result in a 50% angular duty cycle. We could theoretically choose
a very high KD and achieve a nominal view angle approaching 90 or even 180 degrees, but as long as
we only use five modes, the active portions of that view angle would only come to a total of between
25◦ and 30◦, regardless of the total view angle. However, there are ways of filling these gaps, aside
from using more modes. We could, for example, run a second channel with light traveling in the
opposite direction. The result would be the interlacing of the output views to create a continuous
sweep of views. In this scenario, the additional channel could use the same waveguide, the same
grating structures, even the same transducer, if desired, (because ITDs are inherently bi-directional).
In this scenario, the internal grating could remain the same and the output grating period would be
increased (and made simpler to fabricate) so that the fan of angles was symmetric around the surface
normal. The result would be a smooth set of views across the 57◦ sweep without greatly increasing
fabrication complexity.

It is worth restating a few of these points. In our methodology, we chose KG to select which order
will be directed normal to the output face. For example, by setting KG = β1 − 3KD (the third-order
diffraction of the k1), we obtain an aggregate sweep that is roughly symmetric and ready for the
interlacing described above. If, instead, we choose KG = β1, we obtain a unilateral spread that would
be ideal for combining with another unilateral spread. This would be the ideal configuration if the
sweep were continuous in angle. However, continuity would require that KD ≈ Δβ, which would
make it impossible to eliminate view zone overlap. It should be noted, however, that this overlap
would be less important for viewers far away from the device (e.g., 500 mm). Therefore, looking
forward, this approach might also be of special interest not only to near-eye displays but to large
flatscreen displays as well.

5. Conclusions

We have described a new approach to increasing the view zone in leaky mode devices. We have
shown the results of an analysis that suggests the existence of at least one set of parameters for
a multi-order, near-eye, leaky mode device with viewzones that have little or no overlap. It may now
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be possible to increase the effective view zone or field of view for of a multi-order leaky mode device
more than ten-fold.
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Abstract: Most of the previously-tried prototype systems of digital holographic display are of front
viewing flat panel-type systems having narrow viewing angle, which do not meet expectations
towards holographic displays having more volumetric and realistic 3-dimensional image rendering
capability. We have developed a tabletop holographic display system which is capable of 360◦

rendering of volumetric color hologram moving image, looking much like a real object. Multiple
viewers around the display can see the image and perceive very natural binocular as well as motion
parallax. We have previously published implementation details of a mono color version of the
system, which was the first prototype. In this work, we present requirements, design methods,
and the implementation result of a full parallax color tabletop holographic display system, with some
recapitulation of motivation and a high-level design concept. We also address the important issue of
performance measure and evaluation of a holographic display system and image, with initial results
of experiments on our system.

Keywords: digital hologram; holographic display; tabletop display; hologram measurement

1. Introduction

Digital electroholographic display technology has been believed to be an ultimate solution for
3-dimensional displays due to its theoretically perfect 3-dimensional visual cue support without
any conflict among them. There has been active research and development of many prototype
systems, though most suffer from critical performance limitations such as small image size or narrow
viewing angle. We can categorize the realization of electronic dynamic holographic displays into
two groups: one is a flat panel-based direct front viewing type and the other is tabletop type which
renders volumetric 3D images floating on or above the display. The former type can render extruding
3-dimensional images in front of or behind the display, which is not much different from conventional
stereoscopic or multiview 3D displays. Almost all displays, including TVs, PC monitors, information
kiosk, and smartphones, are of the former type and it is natural trying to make a 3-dimensonal display
of the same type. However, holograms and holographic displays are expected to have more powerful
3D rendering capability with volumetric 3D images looking much like a real object. This expectation
is universally depicted in many SF movies including old classic Star Wars or the very recent Avatar.
Moreover, current prototype systems of the former type reported so far have a very narrow viewing
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angle, so that even the basic requirements, such as supporting motion parallax or binocular parallax,
are hardly satisfied.

In the authors’ opinion, a tabletop display is the more desirable type of electronic holographic
display realization. Tabletop display can show full perspective views of an object or scene from
360 degree around, so that it gives viewers much better perception of the whole shape, volume,
and relation among parts of the scene or objects. Miniaturized scene or moving objects on a tabletop
display, rendered by holographic principle, will surely give excellent realism that cannot be achieved
by front-viewing displays. In this regard, we believe that the tabletop holographic display has much
wider application areas.

We have successfully implemented several versions of tabletop holographic display system
with commercially available DMD (Digital Micromirror Device) for SLM (Spatial Light Modulator)
device. We have previously reported on the first version of the system, which is monocolor one [1].
We have upgraded the system to a full color version, and the system can, for the first time, render
color holographic video, which can be watched by multiple viewers at the same time, freely from
360 degrees around the display. In this article, we report on the enhanced version of the system,
which is full-color, full parallax with extended vertical viewing range, and address initial experimental
result of performance measurement and evaluation of the system. In Section 2, the prior art of the
holographic display implementation is briefly reviewed. In Section 3, the overall design concept
and methodologies of the target system are capitulated, followed by implementation details of the
enhanced parts and experimental results including the system configuration and rendered images
are given in Section 4. In Section 5, we address on the performance evaluation issues including
definition of metrics, measurements, and evaluation regarding each metric, followed by conclusions
and discussions on further issues.

2. Prior Art of Holographic Display Implementation

Since Prof. Benton of MIT Spatial Media Group introduced the first prototype system of electronic
holographic display [2], called Mark-1, there have been several different approaches with different
SLM device [3–11]. The basic challenge is overcoming the Space Bandwidth Product (SBP) limitation
of the SLM device used, by using spatiotemporal multiplexing techniques for wider viewing angle and
bigger image size. Table 1 shows the most prominent systems reported so far with their characteristics
and specifications.

Table 1. Electronic holographic display systems.

Systems SLM Architecture Characteristics References

MIT Holo-video
display

(Mark-I, II, III, IV)
AOM Multichannel

mechanical scanning

P: HPO,
C: MC (1992), FC

(2012)

[2]
[3]

SeeReal VISIO 20 LCD (pixel pitch:
~100 um)

Viewing window
tracking

P: HPO,
ISD: 20 inch
VA: NA (eye

tracking)

[4]

SNU Curved
holographic

display
LCD Curved spatial tiling of

multiple LCDs

P:FP
ISD: 0.5 inch

VA: 22.8◦
[5]

NICT Full color
display 4K LCoS 4 × 4 spatial tiling

ISD: 85 mm
VA: 5.6◦,

FR: 20 fps

[6]
[7]
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Table 1. Cont.

Systems SLM Architecture Characteristics References

TUAT
Horizontal
scanning

holography

DMD
Horizontal scanning

with anamorphic
system

P: HPO
ISD: 6.2 inch

VA: 10.2◦
[8]
[9]

Univ. of Arizona
Rewritable printing

display

Rewritable
photorefractive

polymer material

6-ns pulsed laser at a
rate of 50 Hz write,
LEDs for readout

P: FP
ISD: 12 inch

VA: NAFR: 0.5 fps
[10]

ETRI LCD (pixel pitch:
~120 um)

Viewing window
tracking

P: FP
ISD: 16 inch
VA: NA (eye

tracking)

[11]

P: Parallax (HPO or Full Parallax (FP)), C: Color (Monocolor(MC) or Full color (FC)), ISD: Image Size Diagonal,
VA: Viewing Angle, FR: Frame Rate, DT: Data Throughput, NA: Not Available, MIT: Massachusetts Institute
of Technology, SNU: Seoul National University, NICT: National Institute of Information and Communications
Technology, TUAT: Tokyo University of Agriculture and Technology.

They used almost all different types of SLMs, including acousto-optic modulator (AOM),
liquid crystal display (LCD), digital micromirror device (DMD), liquid crystal on silicon (LCoS),
and rewritable photorefractive photopolymer, which reflects that none of them has satisfactory
capability to build a high quality holographic display system; for an extensive review and analysis of
these systems and similar approaches, please refer to [12].

All of these holographic display systems are of the ‘front-viewing’ type implementations.
Holographic 3-dimensional images are seen in front or behind the display depending on the content to
be rendered. Since the viewing angle is small, it can hardly give any volumetric feeling or perception
different from conventional multiview displays, while image size and quality is much inferior to them.
So, even though the theory tells strength of the holographic display, practical implementations do not
yet realize desired superiority of the technology. This situation is depicted in Figure 1. Recently, there
have been several other approaches for different type of holographic displays trying to render more
volumetric holographic images, either floating in the air [13] or seen from 360 degrees around [14,15].
In reference [13], only one viewer can see the image, and in reference [15], one can see only side views,
while the display in reference [14] can show top side views, thus neither one is fulfilling the capability
of rendering true volumetric image. On the other hand, there have also been several tabletop display
systems demonstrated their quite impressive capability of volumetric 3-dimensional image rendering
in the free air, which easily enables some manipulations and interactions with the content [16–18].
These displays shows the usefulness of the tabletop displays, but crucial weakness remains regarding
human factor issue, since it cannot support visual accommodation cue of the human 3D vision. This
can only be achieved by holographic technology, though super-multiview or integral imaging has also
been claimed to have a very similar property [19–21]. In summary, the tabletop holographic display
system with rendering capability of more realistic volumetric 3D images is yet to be developed, which
is far better than typical ‘front-viewing’ type ones.
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Figure 1. Current status of state-of-the-art holographic displays.

3. Design Concept and Methodologies

In the following are our design goals of tabletop holographic display implementation. What we
had in mind from the start is that the system should be designed to evolve eventually to a commercially
viable system.

(1) The size of the hologram image should be reasonably big enough so that viewers can perceive
the 3-dimentional volume and some details of the image.

(2) The hologram image should be seen by multiple viewers at the same time, and freely from
different positions and perspectives so that each viewer can easily perceive the whole shape of
rendered objects and all viewers can share the whole scene information in order to discuss about,
or collaboratively manipulate, on it.

(3) The image should be rendered in such a way that binocular disparity and motion parallax is
perceived to a satisfactory level. In other words, the image should deliver the perception of real
objects being there, showing all around perspective views of the object with full parallax.

(4) No physical apparatus of the display should occupy the image space, so that the hologram
image is shown in free air, enabling manipulation or interaction with the image as if we do with
real objects.

(5) High quality color hologram image with dynamic content, i.e., the hologram video should
be presented.

Also note that vergence-accommodation conflict-free property should basically be supported
since the system is real holographic display. Performance specification of the display system to be
realized is drawn from these requirements, which is summarized in Table 2.

Table 2. Performance specification of the system.

Requirement → Specification

1. Size of the hologram image → 7.63 cm or bigger

2. 360 degree viewable freely by
multiple users → Horizontal viewing angle 360 degrees

Vertical viewing angle 20 degrees

3. Volumetric image with full
parallax → Floating image in the center of the

display with 45 degrees of downward
viewing direction4. Image should not occupy

physical space →

5. Color hologram video → R/G/B full color video rendering
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A drawing of the system design goal and schematic diagram of the main system specifications
are shown in Figure 2.

Figure 2. (a) Conceptual drawing of the design goal. (b) Schematics of system specifications.

It is quite challenging to realize these requirements into working display system with currently
available commercial SLM devices, since most of them have a physical size of modulation area less
than one inch and diffraction angle less than 2 degrees. Figure 3 shows this issue in a schematic
diagram. We need to enlarge virtual modulation device to bigger than three inches and also enlarge
the field of view to cover 360 degrees.

Figure 3. Basic challenge of the system design.

Viewing angle of 360 degrees can only be achieved by either temporally scanning or spatially
tiling a small viewing angle of native SLM device. The former method needs temporal multiplexing
with fast SLM and the latter one needs spatial tiling with multiple SLMs. The very first thing to do in
the system design is to decide on the basic architecture with the selection of appropriate SLM device.
We decided to adopt the temporal multiplexing scheme and fast SLM, based on the comparison of
expected system complexity and maximum data throughput of SLMs. Usually the performance of an
SLM device is denoted by SBP, which is cited most often to compare different SLM devices. SBP simply
represents the total pixel numbers of an SLM device, while total data throughput of a device comes
from the combination of pixel count and frame rate. Total data throughput actually determines whole
system performance in terms of hologram image rendering, thus is more appropriate to judge the
performance of an SLM. This quantity is named extended SBP(eSBP), which is defined in Equation (1):

eSBP = SBP ∗ frame rate (or refresh rate) = (pixel resolution) ∗ (frame rate) (1)
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Some of typical SLM devices are compared in terms of SBP and eSBP in Table 3. From the table,
we see that although the SBP of DMD is smaller than LCD or LCoS, the eSBP value is much larger.

Table 3. Comparison of SBP and eSBP for different SLM devices.

SLM Type
Pixel

Pitch (μm)
Pixel

Resolution
SBP (Total

Pixels)

Refresh
Rate/bit
Depth

eSBP
(Total

Data Rate)

eSBP
Ratio

System

LCD 156 × 52 2560 × 2048 5,242,880 60/8 2,516,582,400 0.63 SeeReal

LCoS 4.8 × 4.8 3840 × 2160 8,294,400 60/8 3,981,312,000 1 NICT

DMD 13.68 ×
13.68 1024 × 768 786,432 32,000/1 25,165,824,000 6.32 ETRI

We utilize the large eSBP value of a DMD device to spatially distribute fast refreshing hologram
images by temporal multiplexing, thus achieving very wide viewing angle. The following details the
basic methods that we applied to the display system design for the required specifications.

(1) Image size is first enlarged by simple optical magnification using 4-f optics, which results in
enlarged virtual SLM (from 1.27 cm to 7.62 cm). The price of this image enlargement is reduced
diffraction angle of the virtual enlarged SLM (from 2◦ to 0.3◦).

(2) We make a viewing window at viewing distance of 900 mm by adding a field lens in the position
of virtual SLM plane, forming the size of 4.7 mm × 4.7 mm rectangular viewing window.

(3) Seamless horizontal viewing zone is made by circularly tiling the viewing windows of the
appropriate number of viewpoint-dependent hologram images. In our system, the viewing zone
has a circumferential length of ~4000 mm, which can be covered by tiling more than 851 viewing
windows. In actual implementation, 1024 viewing windows are tiled with some overlap between
adjacent ones. This is achieved by temporal multiplexing with mechanical scanning optics.

Steps (1)–(3) are shown in Figure 4.

Figure 4. Schematic diagram of the design (1), (2), and (3) denotes the corresponding step in the text.

(4) The viewpoint-dependent hologram images are designed to be seen at the center of the tabletop
display, so that coalition of them makes a volumetric 3-dimentional image floating in the air. This
is achieved by two stages of optics. In the first stage, the light path of the hologram image is
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guided by a combination of flat mirrors into 45-degree slanted direction and in a way to overlap
at the axial area of the system. In the second stage, these virtual SLM planes are transported
to the top center area of the tabletop display (final hologram image plane in the air above the
tabletop of the display) by image transportation function of double parabolic mirrors from one
focal area to another. This is shown in Figure 5.

Figure 5. 360-degree volumetric image floating on tabletop display.

Based on this principal design method, we have successfully implemented the first monocolor
version of tabletop holographic display systems, which has been reported in the previous
publication [22]. In the first prototype system, four DMDs are spatially tiled to make a 2 × 2 multivision
style SLM module for enhanced resolution (from 768 × 768 to 1,536 × 1536) and size (1.27 to 2.54 cm).
This still small size of SLM is enlarged by a cascade of two 4-f optics, with the magnification factor
of 1.67 and 1.65 each, overall resulting in 2.76 times of magnification effect. For rejection of DC and
high order noise, a single-sideband (SSB) filter is inserted in the Fourier plane of the first 4-f optics.
It is monocolor system with a green (wavelength of 632 nm) laser as a light source. For the detail
specifications of optical components used in the display system, please refer to [1]. In the second and
later implementations of our system, the following are added as well as the enhanced functions.

(1) The SLM module for color hologram generation is designed using three DMDs for each monocolor
(R, G, and B) hologram, combining optics consisting of two prisms (one is trichroic and the other
is TIR (total internal reflection) type), and three laser light sources with collimated beam output.
In this way we preserve the image resolution of the monocolor display in color holographic
display. Refer to [22] for some implementation details.

(2) We have thus far a vertically narrow (4.7 mm) viewing stripe around and over the display.
A vertical viewing angle of 20◦ is also required in order to permit the viewers’ free position or
posture (sitting on a chair, standing, or somewhere in between, as shown in Figure 2b) to view the
hologram image, and this is achieved by adding vertical diffuser optics (a lenticular sheet, which
is schematically shown in Figure 5) at the virtual SLM plane. Since diffusing optics degrades the
spatial focusing capability of hologram somewhat, there is a tradeoff in this regard.

(3) Vertical parallax is added inside this 20◦ of vertical viewing range (between 35◦ and 55◦ from
the tabletop). For this, precise and fast pupil tracking of viewers with a dynamic update of
the hologram images is implemented for a limited number of viewers. Pupil tracking module
consists of multiple IR illuminator and cameras. Two cameras working as a stereo camera covers
a viewer in 90◦ range, and four camera sets are used for 360◦ coverage, while supporting four
viewers simultaneously. Figure 6 shows the working concept of the module and experimental
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setup for 180◦ coverage with reconstructed image at four different vertical positions. Currently,
update of pupil position is limited to 10 times per second, which is not sufficient for smooth
update of hologram images following viewer’s motion.

(4) Capture of 3D information from moving real objects and the 360-degree perspective hologram
CGH is implemented, and thus the signal chain from capture-CGH to display is demonstrated.

Figure 6. Vertical parallax support by using pupil tracking and dynamic hologram update.
(a) Conceptual model and (b) 180◦ pupil tracking module and hologram images seen at four different
vertical viewing position.

4. Implementation and Experimental Result

The basic system we implemented is a vertically diffused horizontal parallax only (VD-HPO)
hologram system. This system is the one without pupil tracking module, having a 20◦ vertical viewing
angle and a nonsupported vertical parallax, which is similar to rainbow hologram. With pupil tracking
module added, the system becomes a full parallax hologram system.

Schematic diagram of the basic display system and photo of the final system shape are shown
in Figure 7. The system consists of an SLM module consisting of laser light source and three DMDs,
4-f relay optics for image magnification and noise filtering, temporal multiplexing module consisting
of a scanning motor and light path redirecting optics, and volumetric image floating optics consisting
of double parabolic mirrors or equivalent optics.

Figure 7. (a) Schematic configuration. (b) Photo of the implemented system. (c) Demonstration.

Three-hundred-and-sixty-degree viewable volumetric color hologram image is rendered in the
display by coalition of 1024 view-dependent holograms, which are generated from 3D data consisting
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of color and depth image for each viewpoint from a CG model or scanning real objects. Figure 8 shows
the whole signal chain from 360◦ 3D data capture from real moving or static objects, possibly including
humans, CGH computation, and real-time hologram data transmission via data server with high
speed interface up to display system. There are several highly complicated signal processing tasks
involved in the chain. The 360◦ data capture part has two alternative setups: one consists of a single
depth sensing camera with a turntable for a static object and the other, for moving objects, consists
of multiple synchronized depth sensing cameras arranged 120 degrees apart. Image registration and
stitching, smoothing, and hole-filling algorithms are applied to get point cloud data which is optionally
converted to 3D mesh model. Finally RGB and depth image data are extracted via virtual camera
setting for required number of viewpoints of the tabletop display. This data is input to the CGH
computation module, algorithm of which is calculating wave propagation model of the display optics,
outputting hologram fringe patterns. Details of this CGH are presented in reference [23]. The hologram
data is uploaded to data server and finally transmitted to the SLM module of the display in real time
via high speed interface from data server to the display system.

Figure 8. Signal processing chain of the tabletop holographic display system.

Images of optically reconstructed hologram images from the implemented display system are
shown in Figure 9.

 

Figure 9. Optically-reconstructed hologram image captured from different horizontal viewpoints:
(a) CG model and (b) real human object.
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5. Measurements and Evaluation

It is not less important to measure and evaluate the performance and image qualities of the final
holographic displays than system implementation itself. A study of how to define display performance
measure or image quality has been carried out by only a few researchers so far [24,25].

In order to evaluate performance of a holographic display and compare with different systems,
we need to define appropriate performance metrics. Since holographic displays have different
characteristics and behavior, existing performance metrics for conventional 2D displays are not
sufficient. In Table 4, some essential performance metrics we defined for holographic 3D displays are
listed. For the implemented display system, we measured and evaluated several important properties
based on this performance metric.

Table 4. Metrics and their definitions for holographic performance measure.

Category Metrics Definition/Description

Image volume size 3-dimensional volume
(width × height × depth)

Maximally representable image size measured in
lateral and depth direction, or equivalent

Viewing angle (VA) Horizontal/vertical VA Lateral or circular viewing range measured in angle

Image quality

3D-MTF (image resolution) MTF measured through depth range of image
volume, which represents image resolution

Color fidelity Color distortion measured for standard color chart

Speckle noise Speckle contrast measured

Brightness Perceptive brightness level of the image

Support of accommodation Degree of Depth of Focus (DOF) The smaller the DOF, the better the capability of
supporting accommodation

5.1. Size of the Image Volume Space

In our tabletop holographic display, a 3-dimensional image is rendered in free space and virtually
occupies a volume space, as represented in Figure 10. This image space is made from intersections
of adjacent viewing cones, each of which corresponds to a viewpoint and hologram pair. It can be
divided into real and virtual image areas, which are seamlessly composing the whole volume space
for the hologram image. If we render hologram image inside this image volume, then it is seen much
like a real object supporting binocular as well as motion parallax.

Figure 10. Image volume space.

5.2. Hologram Image Resolution

Since the hologram image is rendered in free space as a volumetric image, simple pixel resolution
does not properly represent the resolution or quality of optically reconstructed hologram image.
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We defined a new metric for representing the image resolution, which we named 3D-MTF. The
modulation transfer function (MTF) is usually used to measure the performance of an optical device
like lens in terms of how well it conveys the contrast of an object to the image. MTF is modulation
depth denoted as a function of frequency of the test pattern as shown in Equation (2). A 3D-MTF is
defined as an extension of conventional MTF by adding depth as another parameter, which is defined
as in Equation (3):

M =

[
Imax − Imin
Imax + Imin

]
, MTF =

[
Mimage(ξ)

Mobject(ξ)

]
(2)

3D MTF = {MTFk}k=NΔD
k=1 (3)

where, M is modulation depth, Imax and Imin are the maximum and minimum signal intensity of
signal, respectively, Ma(b) is the modulation depth of a as a function of b, ΔD is depth resolution,
and N is the number of depth layers used in the measurement. MTFk is the MTF value measured
at the k-th depth plane. Defined as such, 3D-MTF is a collection of conventional MTF measured
for images at different depth. We measured 3D-MTF value of the implemented display system as
shown in Figure 11. For the purpose of accurate measurement, hologram image is captured directly
by CCD (Sony ICX834) placed at different depth plane for a fixed viewpoint (Figure 11a). A linear
stage and a green laser with a 532 nm wavelength are used in the experiment. An example black and
white stripe pattern used in the measurement is shown in Figure 11c, in the order of original shape,
its CGH fringe pattern, and reconstructed hologram image. For each stripe pair of the test pattern,
modulation depth value is measured and average value of whole stripe pairs is plotted for each depth
in Figure 11d. The ranges of measured values for whole stripe pairs at each depth are denoted by
vertical bars. MTF changes with image depth, and the average value of MTF is 35.9%@1.2cycles/mm
test pattern. More details of measurement and evaluation are given in Appendix A. In reference [26],
a holographic stereogram is analyzed for MTF modeling, showing the effect of phase error arising from
approximating the wavefront of a 3D image with a wavefront of a projected image at stereogram plane.
While a holographic stereogram can be analyzed as a diffraction-limited imaging system with some
aberrations, our display system relies on the diffraction to make a real or virtual image, which requires
different analysis. Furthermore, binary encoding of computed fringe pattern results in distortions of
frequency spectrum, which should be taken care of. This is remained for further study.

Figure 11. 3D-MTF measurement: (a) design of test method, (b) environment setup for measurement,
(c) test pattern, and (d) result of the measurement.
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5.3. Color Gamut and Color Reproduction Fidelity

In a full color holographic display, color reproduction fidelity is not actually guaranteed even
though color gamut of the display system is wider than conventional ones. Figure 11a shows the
measured color gamut of our display, which is ~160% wider than CIE 1976 NTSC standard (1953).
On the contrary, Figure 12d shows the measured color fidelity for the 24 colors in a standard Macbeth
color chart. Blue dots represent desired values and red dots are measured ones. As shown in
Figure 12c, optically reconstructed hologram image is corrupted with speckle and other noise, so that
colors corresponding to two modulation levels (125 and 255) are not clearly distinguished. As a result,
color separation is very bad. Quantification of this result is under study.

Figure 12. Color gamut and color fidelity of implemented system, (a) color gamut, (b) 24 color
Gretag-Macbeth ColorChecker, (c) hologram image, and (d) measured color fidelity.

5.4. Speckle Noise

Speckle noise in holographic displays mainly comes from the use of coherent light sources like
laser, which is one of major sources of quality degradation of hologram image. Measurement and
analysis of speckle noise is well-studied, and speckle contrast is the most used metric to judge the
severity of the speckle [27]. There has been quite a lot of researches for speckle noise reduction
methods [28,29], and most of them is based on the concept of temporal multiplexing and averaging
down overall speckle contrast. We developed an angular spectrum interleaving method, which is
verified being able to reduce—by 60%—the level of speckle noise of the system down to 10% [30].
We are currently working on the physical realization of this method for our display system.

5.5. Degree of Depth of Focus (DoF)

As is always mentioned, the holographic display is most distinguished from other conventional
3D displays in the sense that it has the capability of supporting accommodation of human visual
system. This means that holographic display can render an image at a specified depth plane, which
can be focused as real objects. In previous studies, this has been simply demonstrated by showing two
or more objects rendered at different distance, one of which is focused the others become defocused
and blurred when captured by a shallow DoF camera. We can evaluate this capability of a display by
using a very similar method to measuring 3D-MTF. For an MTF test pattern imaged at a certain depth
plane, measuring MTF around the plane in viewing direction can tell how well the image is focused to
the plane and defocused elsewhere. Figure 13a–c shows modulation depth values measured for a test
pattern imaged at distances of 57 mm, 158 mm, and 213 mm from the virtual SLM plane, respectively.
There are discrepancies between the measured image depth and the intended depth rendered in the
CGH algorithm, which are 40 mm, 120 mm, and 160 mm. This is believed to be caused from the
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slight difference between the dimensions of designed and actual optical signal path of the system.
It represents varying depth representation capability of the display through the image rendering
volume. These modulation depth curves are obtained using the exact same measurement method as is
used for obtaining MTF curves. Since for a real hologram image the spherically converging wavefront
is supposed to focus at the image plane, defocusing or blur in front or behind this focal plane should
be symmetric. So, deviations more than measurement error from this expected symmetry may come
from aberrations of the optics of the system.

Figure 13. Degree of DoF at different depths, measured with MTF test patterns.

6. Conclusions

As visual media become pervasive in our daily life and more visual information is used for
effective communication among people, new tools for more realistic visual content representation
and exchange are required. Digital holographic technology is the most wanted one in this regard,
since it can perfectly reproduce the visual experience we do meet every day. Due to the rapid progress
in every field of technology, commercialization of digital holographic displays and imaging systems
becomes visible. Since the working principle and requirements of holographic display systems are quite
different from those of conventional displays, we need to explore diverse ways to realize commercially
viable systems. In this paper, we presented design concepts, implementation methods of a new type
of tabletop holographic display system, and addressed the important issue of measurement and
quantitative evaluation for objective comparison of different systems. Especially important is that the
quality and resolution of the reconstructed hologram image is measured and analyzed in terms of
3D-MTF, color reproduction fidelity, and degree of DoF. Though we designed each optical component
for minimum aberration [20], the system we developed has several elements which degrade the quality
of final image, including binary amplitude encoding of the fringe and mechanical movement during
image rendering time. Rigorous analysis of the system regarding this issue remains as a future work.
We hope this work gives some hint for future development of commercially acceptable holographic
display systems.
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Appendix A

In this appendix, more details of 3D-MTF measurements and result of evaluation are presented.
Figure A1 shows an optically reconstructed hologram image for a test pattern. Each stripe pair consists
of a black and a white vertical bar of width 416.67 μm (1.2 cycles/mm). The CCD sensor (Sony ICX834)
we used in the experiment has pixel size of 3.1 μm, so a black (or white) stripe is captured by about
134 pixels in horizontal direction. For each of horizontal pixel positions of the CCD sensor, pixel
values are accumulated in vertical direction, which are the raw data we used for MTF calculation.
Minmax-based MTF is calculated using maximum value (among 134 values) of white stripe and
minimum value of black stripe. Average-based MTF is calculated using the average value of each black
and white stripe. Depending on the depth we measure, twelve to fourteen stripe pairs were used, and
the average value (yellow box in Table A1) is represented as the MTF value of corresponding depth
in Figure 11d, with the range of values denoted by vertical bars in the graph. Standard deviation is
also calculated and shown in the last column with heading of ‘stdev’ in Table A1. The measurement
is carried out for a system without the lenticular sheet, which is used for extending vertical viewing
angle. Measurements for Figure 13 are done with the same method.

Table A1. Measured values for MTF calculations.

a. Minmax_based MTF.

depth 20 40 60 80 100 120
max 0.519 0.576 0.572 0.551 0.551 0.581

mean 0.467 0.533 0.525 0.521 0.527 0.529
min 0.433 0.482 0.494 0.468 0.490 0.511

b.
SP# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 average Stdev

20 0.459 0.458 0.447 0.461 0.454 0.469 0.475 0.498 0.484 0.519 0.433 0.453 0.449 0.474 0.467 0.022
40 0.527 0.545 0.550 0.543 0.576 0.523 0.542 0.521 0.482 0.519 0.529 0.537 0.530 0.533 0.022
60 0.518 0.507 0.532 0.526 0.529 0.504 0.572 0.528 0.494 0.528 0.531 0.505 0.561 0.509 0.525 0.022
80 0.497 0.551 0.523 0.533 0.516 0.536 0.541 0.546 0.484 0.518 0.468 0.542 0.521 0.026

100 0.545 0.536 0.517 0.547 0.526 0.551 0.515 0.499 0.519 0.529 0.536 0.544 0.490 0.527 0.019
120 0.520 0.521 0.524 0.541 0.517 0.524 0.527 0.523 0.581 0.511 0.532 0.526 0.529 0.018

c. Average_based MTF.

depth 20 40 60 80 100 120
max 0.286 0.418 0.400 0.396 0.402 0.393

mean 0.259 0.393 0.370 0.377 0.374 0.381
min 0.217 0.372 0.336 0.357 0.336 0.369

d.
SP# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 average Stdev

20 0.286 0.260 0.276 0.247 0.284 0.271 0.243 0.262 0.279 0.252 0.251 0.260 0.217 0.231 0.259 0.020
40 0.405 0.418 0.400 0.413 0.400 0.393 0.394 0.380 0.378 0.382 0.372 0.383 0.391 0.393 0.014
60 0.375 0.369 0.400 0.363 0.383 0.371 0.388 0.370 0.359 0.373 0.366 0.336 0.365 0.360 0.370 0.015
80 0.359 0.396 0.376 0.387 0.381 0.382 0.386 0.382 0.365 0.363 0.357 0.385 0.377 0.013

100 0.388 0.370 0.378 0.402 0.380 0.368 0.392 0.361 0.383 0.368 0.363 0.368 0.336 0.374 0.017
120 0.369 0.370 0.382 0.384 0.387 0.393 0.383 0.382 0.387 0.370 0.383 0.382 0.381 0.008

SP#: stripe pair number.
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Figure A1. Reconstructed hologram image at 80 mm depth (brightness level is enhanced for
clear presentation).
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Featured Application: This proposed miniature glasses-type 3D wearable ophthalmoscope presents a

novel optical design, which is aimed to functionally improve the current glasses-type ophthalmoscope

in the market by cooperating with 3D image technology, infrared spectrum technology, future medical

diagnostics, the cloud and big data analysis.

Abstract: This paper proposes a new optical design that will cooperate with 3D image technology,
infrared spectrum technology, future medical diagnostics, the cloud, and big data analysis. We first
conducted image recognition experiments to compare the pros and cons of 2D and 3D frameworks in
order to make sure that the optical and mechanical framework of a glasses-type 3D ophthalmoscope
would be a better choice. The experimental results showed that a 3D image recognition rate (90%)
was higher than a 2D image recognition rate (84%), and hence the 3D mechanism design was
selected. The glasses-type 3D ophthalmoscope design is primarily based on the specification of
indirect ophthalmoscope requirements and two working spectrums: a near infrared and a visible
spectrum. The design is a 2.5x magnification fixed focal telecentric relay system with a right-angle
prism, which uses a large aperture to increase the amount of incident light (F/# = 2.0). As the infrared
spectrums that have better transmittance towards human eye tissue are 965 nm and 985 nm, so that
we took account of the visible spectrum and the near-infrared spectrum simultaneously to increase
the basis of the physician’s diagnosis. In this research, we conclude that a wearable ophthalmoscope
can be designed optically and mechanically with 3D technology, an infrared and a visible working
spectrum and further, possibly in cooperation with the cloud and big data analysis.

Keywords: ophthalmoscope; lens design; medical optics and biotechnology

1. Introduction

Owing to the rapid increase in the ageing population, more ophthalmic diseases than ever require
regular diagnosis and early prevention; thus, the demand for ophthalmic medicals has increased.
As technology has progressed, ophthalmic diagnostic equipment technology has been enhanced [1,2];
from the early stages, when doctors diagnosed using eye observation, it has evolved into the current
indirect tomography scans. An ophthalmoscope is one of the most important pieces of equipment in
ophthalmology clinics. To enhance the convenience of a diagnosis, the ophthalmoscope has evolved
from a handheld instrument into an indirect ophthalmoscope and a headset ophthalmoscope. Since the
requirements for optical system specifications have increased, system module expansions requiring
complicated operation are necessary to obtain good imaging quality [3,4]. However, so far there
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has been no breakthrough that obviates the need for the traditional ophthalmoscope. Therefore,
the new generation of optical design requires more innovative breakthrough ideas for ophthalmic
medical applications. At the same time, current electronic equipment is gradually raising the system
requirements and moving toward creating business opportunities for wearable electronics, which allow
users to take advantage of science and technology. This goal is a shared vision for academics and
manufacturers to study and hopefully make breakthroughs. Ophthalmoscope equipment is mostly
stored in hospitals for use by doctors; thus, patients need to go to a hospital for diagnosis and treatment.
However, the development of the cloud and big data technology has made it technically feasible for
today’s patients to receive medical care at home. If it were possible to use an ophthalmoscope at home,
patients could operate the equipment themselves and transfer the data to the hospital using the cloud.
This would improve the convenience of being diagnosed by an ophthalmologist. Starting with the
demand for a home-use ophthalmoscope, this paper proposes a novel glasses-type 3D ophthalmoscope
design. The glasses-type 3D ophthalmoscope design is primarily based on the specifications of indirect
ophthalmoscope requirements and two working spectrums: one near infrared and the other the visible
spectrum. The ophthalmoscope is based on right angle prism to design a 2.5x magnification telecentric
relay system with fixed focal length and F/# = 2.0. As a result, the infrared spectrums at 965 nm and
985 nm have better transmittance towards human eye tissue. The visible and the near-infrared spectra
are applied to assist increasing the basis of a physician’s diagnosis. In this research, we conclude that a
wearable ophthalmoscope can be designed optically and mechanically with 3D technology, infrared and
visible working spectrum and further, possibly in cooperation with the cloud and big data analysis.

2. Image Recognition Experiment

We first conducted a human eye image recognition experiment by comparing the pros and cons
of 2D and 3D image recognition. Twenty people, randomly chosen, aged between 20 and 25 years,
participated in this experiment. According to professional ophthalmologists, students aged around 20
are at the peak of human vision. In addition, their visual acuity is statistically consistent. Compared
with many subjects, the elderly are more vulnerable to psychological factors, working environment,
or imminent death. For example, the U.S. military conducted large-scale visual testing experiments
in the 1950s; all subjects were young soldiers. Their visual acuities after correction were greater than
0.8 and none of the participants had any form of eye disease. The display monitor was a 55-inch 3D
liquid-crystal display (LCD) television, adopting shutter 3D display technology with a resolution of
1920 × 1080 pixels and a fixed brightness (display brightness was 34 cd/m2). The distance from the
human eye to the screen was 250 cm. The experimental images were circular figures with a diameter
of 50 cm on the screen. Experimental conditions are listed in Table 1.

Table 1. Experimental conditions.

Display Monitor 3D Television

Image type 2D 3D
Participant number 20 people

Display duration 5 s per image
Background illuminance 10 cd

Distance between eyes and screen 250 cm
Circular figure diameter 50 cm

2.1. Experimental Imaging Setting

Fairhurst and Lettington proposed using geometric figures to replace complex images in image
recognition experiments in 1998 and 2000 [5,6]. The images used in this experiment, as shown in
Tables 2–4, were circles with diameters of 50 cm, formed by geometric figures. In this experiment,
the control variables were (1) two types of 2D and 3D images; (2) shapes divided into variations
of seven types, namely, round, vertical rectangle, horizontal rectangle, triangle, square, pentagon,
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and hexagon, as shown in Table 2; (3) low contrasts divided into variations of six types, namely 20%,
10%, 8%, 6%, 4%, and 2%, as shown in Table 3; and (4) spatial frequency, which is the amount of
frequency variation contained within a unit space [7,8]. In this study, spatial frequency is defined as
the figure changes in periodic numbers on the circumference of the rings on the screen, being seen from
a position of 30 cm in front of the human eye within a width of 2 cm. In this study, spatial frequencies
of eight types were used: 0.9, 1.1, 1.2, 1.5, 1.8, 2.5, 3.7, and 5.4, as shown in Table 4. There were 7 × 6 ×
8 = 336 types of image in total for every participant in 2D or 3D test.

Table 2. Geometric figures.

round vertical rectangle (1:3) horizontal rectangle (3:1)

triangle Square pentagon

hexagon

Table 3. Low contrast variations.

2% 4% 6%

8% 10% 20%
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Table 4. Spatial frequency variations.

0.9 1.1 1.2

1.5 1.8 2.5

3.7 5.4

2.2. Image Recognition Results

The results of image recognition are shown in Table 5, where N is the number of participants, M is
the average of correctly recognized images. “T” is the parameter of t-test. The “p” is the significance,
obviously distinguishable when p < 0.05. The η is semi-partial correlation. The SD is standard deviation,
which is a measure to quantify the amount of variation or dispersion of a set of data values. Compared
to 3D experiment and 2D ones, the SD of 3D experiment is obviously smaller, which indicates that the
3D vision is more accurate than 2D. The results show that the 3D image recognition rate (302.05/336
≈ 90%) is higher than the 2D image (281.85/336 ≈ 84%). Using an independent sample test, the
difference between the two groups achieved a statistical significance (p < 0.01), and the strength of
association measures (2 > 0.14) in large effect size [9].

Table 5. Test of effects.

Image Type N M SD T (s) p η2

3D 20 302.050 11.587
2.751 0.009 0.166

2D 20 281.850 30.720

3. Glasses-Type 3D Ophthalmoscope Design

In this experiment, an optical system was simulated and optimized by two different spectra,
visible and near-infrared (close to 950 nm). It is because near infrared spectrum around 950 nm have
less absorption for water so that we might derive some near infrared pictures from human eyes. Part of
the near infrared light can penetrate the eye so the optical system may be able to see through the
internal structure of human eye. Therefore, this optical system can replicate the 3D surface of the
eye, including part of the internal structure. Therefore, the data can be uploaded anytime by cloud
technology to provide long-term analysis and tracking of personal eye health via medical center big
data analysis system.

The glasses-type 3D ophthalmoscope design allows patients to use the equipment at home,
obtain timely images of the fundus of the eyes, and reduce the complexity of medical diagnosis by
transferring big data to the hospital through the cloud technology. In the design, the position of the
ophthalmoscope’s lens inside the glasses frame is aligned with the human eye. Figure 1 is a product
schematic, plotted using Solid Work. This design utilizes four lenses in total; every two-lens structure
comes with a single 3D image-taking module.
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Figure 1. A conceptual design: the left diagram illustrates the detailed structure inside a single-glass
frame of the right diagram; that is, a single 3D image-taking module.

The glasses-type ophthalmoscope lens mechanism is designed to be rotatable. This means that,
when required to take images of the fundus of the eyes, the 3D image-taking modules are rotated to
the front of the eyes for shooting, to ensure that the lens can accurately capture clear images of the
fundus of the eyes. When the 3D image-taking modules are rotated, so that they are enclosed within
the frames, they can be used as ordinary glasses, as shown in Figure 2.
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Figure 2. Enclosed concept for the ophthalmoscope lens groups; 3D image-taking modules are rotated
270 degrees and enclosed in the sides of the glasses for use as ordinary glasses.

3.1. Optical Design for Glasses-Type 3D Ophthalmoscope Lens

In accordance with the glasses-type 3D ophthalmoscope framework, this study analyzed the
specifications of the lens design, in which visible lights and near-infrared lights (985 nm and 965 nm)
were used for optimization with the simulation design. These two segments of near-infrared light
wavelength spectrum have good transmission through the crystal body and the organ in the human
eye of the retina, effectively increasing the macular image of the retina and enabling the symptoms to
be observed via the infrared wavelength penetration [10]. This design uses a large aperture to increase
the amount of incident light. Figure 3 shows a right-angle prism inverted fixed focal design for visible
light and the near-infrared wavelengths. Its specifications are listed in Table 6.

Table 6. Right angle prism inverted fixed focal system specifications.

Initial Conditions of Design

Image Height 2.4 mm
Source wavelength Photonic 5 with 481, 546, 656, 965, 985 nm

Focal Length 10 mm
Magnification 2.5x

F/# 2.0
Overall Length 20 mm

Optical Distortion <3%
MTF >20–40% (100 lp/mm)
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Figure 3. Right angle prism inverted fixed focal lens simulation design.

3.2. Imaging Performance Assessment (Spots, Visual Field Diagrams, Aberrations, Modulation Transfer Function)

We employ the optical software CODE V, a professional optical design software from the 1980s, to
design the lens and implement the simulation. The CODE V is well-known for its accuracy of pupil
grid function so that CODE V is able to predict pupil curve so precisely compared to other software.
The important is that pupil curve directly reflect the aberrations of whole system except chromatic
aberrations. Other software without precise description of CODE V might provide higher MTF because
its pupil is close to perfect circle, which is simply a placebo. Besides, CODE V is very powerful with
regard to optimization and extended optimization. LightTool is a non-image optimization software
based on CODE V’s optimization engine, which started from 2000. LightTool is different from traditional
non-image optical software ASAP. LightTool is great for optimization but ASAP takes advantage of light
tracking analysis.

The imaging qualities of a right angle prism fixed focal optical design system are as shown
in Figures 4–7. Images with Modulation Transfer Function (MTF) less than 20% at specific spatial
frequencies will be no longer visible to the human eye if there is no electric noise available such as film
camera. Image system with Complementary Metal-Oxide-Semiconductor (CMOS) or other electric
sensor might require up to MTF 40% in order to guarantee that target at that specific spatial frequency
is visible due to inherent electric noise. That’s the reason why the 20% to 40% MTF is suggested,
which depends on noise level of electric detector. Human eyes might detect higher frequencies in
some cases. However, this kind of miniature lens employed in this case has its limitation up to 20%
to 40% at 100 lp/mm according to some experiments. Their performance is limited due to chromatic
aberrations, total length restriction, and actual front and rear size. The reason given is that very few
plastic optical materials could be selected for this kind of optical design so that its MTF performance
might be limited.
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Figure 4. Spots diagram.

In Figure 4, we see that lateral color aberration, coma aberration, and astigmatism aberration
play a role at the full field, although the diameter of spot diagram has been reduced to the minimum.
The reason why the performance of the edge field image is not as good as the central image is given:
first, the aperture stop of this lens is at the front of prism in order to get the telecentric effect, which is
critical for digitalized image system. This kind of optical design might complicate the aberrations so
that it is very difficult to minimize the three aberrations mentioned above. More elements have to be
added if aberrations are to be further eliminated. However, the overall length of this lens is limited so
that there is no room for more elements.

Distortion has been well controlled, as shown in Figure 5. Generally speaking, 2% of distortion is
maximum for human vision. In this case, the distortion is under 0.20%. With regard to field curvature,
it will be balanced with astigmatism so that both have to be evaluated by modulation transfer function
(MTF) in Figure 6. The minimum MTF requirement of this lens will be 40% at 40 lp/mm and the ideal
performance will be 20% at 100 lp/mm. According to simulated diffraction MTF, it is concluded that
our MTF surpasses the minimum requirements of this kind optical design so all MTF pass the ideal
MTF requirement except full field. At full field, astigmatism combined with field curvature appears,
which reflects that this optical element for this design is not sufficient to reach ideal performance.
Three reasons are given: firstly, the restricted overall length of the optics. Secondly, there is a very
wide range of spectrum, from 481 nm to 985 nm. The wider the optical spectrum is, the more difficult
optical design will be. Thirdly, according to the wavelength weight in Figure 6, most credit of optical
element has been assigned to eliminate chromatic aberration. Without a sufficient optical element, it is
not possible to obtain perfect optics. In conclusion, this optical design is close to ideal performance
(roughly equivalent to diffraction limitation of optics).
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Figure 5. Visual field diagrams.

Figure 6. MTF curves of proposed optics.

From Figure 7, we can conclude that this lens suffers severe lateral color aberration and
astigmatism, which might be inherent in such optical designs with prism and location of aperture
stop at first place and whose working spectrum is from 483 nm to 985 nm. We believe that the optical
design in this paper is close to ideal performance. Further improvement will be dependent on the
discovery of new optical materials and power optimization software.
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Figure 7. Aberration diagrams of proposed optics.

3.3. 3D Image-Taking Structure Design

In order to create 3D stereoscopic effects when the doctor views the images of the eye fundus
through an 8K computer screen, the positional relationship of the fundus image screen presented
to the doctor’s eyes has to be consistent with the positional relationship of the patient’s eye fundus
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when using the 3D image-taking lenses, as shown in Figure 8. The normal distance between the
doctor’s eyes and the computer is 300 mm, resulting in an image depth of 0.5 mm. According to the
“Stereo-image design for flat-screen” proposed by Liu [11] in 2001, the angles of 3D image-taking are
presented. After shrinking the scale of the human eye computer-viewing distance, usage and other
things, the simulation of the lenses shooting the image of the eye fundus would compute the structural
relationship of “the human eye toward the computer” and the “lenses toward the eye fundus.”

 
Figure 8. Structural relationship between human eyes and 3D ophthalmoscope glasses.

The imaging optics software Code V was used to complete the lens group design, and the
non-imaging simulation optics software of Light Tools was inserted to simulate the two groups of lens
modes, the angle, and the distance of the 3D structure. Figure 9 shows a schematic of the established
3D optical mechanism.

Figure 9. Schematic of the 3D optical mechanism.

4. Conclusions and Recommendations

This study establishes an ophthalmoscope system that integrates the cloud and big data with a
wearable-type ophthalmoscope, double working spectrum, and 3D image-taking technology in the
same hardware design. This design allows patients to transfer the captured images to their ophthalmic
hospital via the cloud method using big data, thus shortening the diagnosis time and increasing
doctors’ basis for diagnosis. Currently, the main research outcomes are as follows:
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(1) Image recognition experiment: The 3D image recognition rate (90%) was higher than the 2D
image recognition rate (84%); this reached obvious significance and, thus, the 3D mechanism
design was selected.

(2) A glasses-type 3D ophthalmoscope lens mechanism design: A wearable ophthalmoscope with
3D image-taking features and visible-infrared working spectrum was developed. These features
are suitable for the diagnostic tracking of eye fundus’ imaging using a rotatable mechanism via a
3D optical structure design.

(3) Ophthalmoscope lens design: Using imaging simulation technology, a set of ophthalmoscope
lenses was designed to fit a glasses-type 3D ophthalmoscope; then, with the mechanism design,
the specifications of wearable ophthalmoscope glasses were significantly reduced.

(4) This proposed design and its mechanism can be connected with wireless networks, Bluetooth,
or a cloud processing system in order to transfer the diagnostic images to the hospital and assist
in the doctors’ diagnosis via cloud technology and big data statistics.

Optical zoom employed in wearable glasses will be in even higher demand in the future. The
relay lens can be adapted to invert the images in the position of the glasses frame and will provide
sufficient space to accommodate zoom optics, which may be three times larger than fixed focal optics.
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Abstract: In this paper, we propose a holographic three-dimensional (3D) head-mounted display
based on 4K-spatial light modulators (SLMs). This work is to overcome the limitation of stereoscopic
3D virtual reality and augmented reality head-mounted display. We build and compare two systems
using 2K and 4K SLMs with pixel pitches 8.1 μm and 3.74 μm, respectively. One is a monocular system
for each eye, and the other is a binocular system using two tiled SLMs for two eyes. The viewing
angle of the holographic head-mounted 3D display is enlarged from 3.8◦ to 16.4◦ by SLM tiling,
which demonstrates potential applications of true 3D displays in virtual reality and augmented reality.

Keywords: holography; holographic display; digital holography; virtual reality

1. Introduction

Virtual reality (VR) and augmented reality (AR) have been hot topics recently, and 3D technology
is an important part of VR technology [1]. VR is widely used in various fields, such as architecture,
gaming, and education, where it has a promising future in the development of VR. Compared to
holographic displays, conventional optics present several disadvantages for near-to-eye 3D products
for VR and AR [2]. Although 3D techniques are popular in current VR and AR applications, most 3D
head-mounted displays (HMD) are based on stereoscopic 3D display technology, i.e., left and right
eyes get two images with binocular parallax. The human brain can combine these two images into a
3D image. However, these images in the viewing angle of the stereoscopic 3D display are separate
two-dimensional (2D) images, which are different from the continuous wavefront of 3D objects or
3D digital models. When images were displayed outside the range of accommodation, visual fatigue
was induced [3–6]. The stereoscopic 3D display is not suitable for everyone to watch for a long time,
because not everyone’s pupil distance is within the applicable range. Therefore, 3D techniques should
be improved to overcome the drawback in VR and AR. It is a conventional 3D technology in VR
head-mounted displays, as shown in Figure 1.
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Figure 1. Stereoscopic display. PD: pupil distance.

To overcome the limitation of the stereoscopic 3D technique, some researchers have studied some
other 3D techniques in HMD. Eunkyong Moon et al. used an LED light source instead of lasers as the
reading light source in the holographic HMD and produced a nice effect [7]. Han-Ju Yeom et al. did
some work on astigmatism aberration compensation of the holographic HMD, and their system can
present holographic 3D images in a see-through fashion clearly in a wide depth range [8]. J. Han et al.
presented a compact waveguide display system integrating free-form elements and volume holograms;
this design makes the system more compact because of the waveguide [9]. Mei-Lan Piao et al. used a
transparent volume hologram for a holographic projection HMD and filmed the holograms to show that
the see-through holographic projection HMD system can present three-dimensional images clearly [10].
Galeotti et al. designed real-time tomographic holography for AR, which used a large-aperture
holographic optical element (HOE) and obtained good results, using a large-aperture HOE to project
an off-axis, viewpoint-independent virtual image 1 m away [11]. H.-E. Kim et al. used an active shutter
for HMD application to get a more precise system [12]. J. Piao et al. used photopolymer for a full-color
waveguide-type HMD and obtained a compact system, and it provided wide angular selectivity
and can fabricate high-quality full-color HOEs [13]. Gang Li et al. used a mirror-lens to propose
a see-through AR display and achieve an optimized optical recording condition of the mirror-lens
HOE [14]. Jong-Young Hong et al. used an index-matched anisotropic crystal lens to propose a
holographic see-through near-eye display, and the system showed the possibility of a holographic
display with a large field of view [15]. Peng Sun et al. proposed a holographic near-eye display system
based on a double-convergence light algorithm and provided a promising solution in future 3D AR
realization [16]. Jisoo Hong et al. proposed a near-eye foveated holographic display [17]. Among these
3D techniques, holography is thought to be a good candidate for true 3D VR, because digital 3D
holography based on spatial light modulators (SLMs) can provide the holographic 3D property of
wavefront reconstruction and realize real-time video rate dynamic display [18–21]. In this paper,
we present a holographic 3D HMD and study its 3D properties, such as viewing angle and depth of
field dependent on the pixel size of SLMs. We believe that with the development of SLMs and digital
information technology, holographic 3D VR and AR can be applied in the future.

2. Monocular System

Holographic VR is a true 3D display, which is different from that based on stereoscopic 3D
technology. Stereoscopic displays can cause visual fatigue, which is not suitable for most people to
watch for a long time. In holographic 3D VR, the image has a certain depth of field, which is the
distance between the nearest and the furthest objects that are in acceptably-sharp focus in an image [22],
and the maximum diffraction angle depends on the pixel pitch of SLM, while the viewing angle of the
reconstructed images, θ, is twice the maximum diffraction angle, which is the maximum angle at which
an image can be viewed with acceptable visual performance. Equation (1) shows the relationship
between the pixel pitch pand the viewing angle θ.

θ = 2 arcsin
λ

2p
(1)
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where λ is the wavelength of reading light. For instance, here, the wavelength of reading light is
532.8 nm. When the pixel pitch of SLMs is 8.1 μm and 3.74 μm, respectively, obtained by calculation,
the viewing angle should be 3.81◦ (θ1) and 8.2◦ (θ2), respectively, as shown in Figure 2a. It is obvious
that the smaller pixel pitch of SLM leads to a larger viewing angle, as shown in Figure 2b.

(a)

(b)

Figure 2. (a) Viewing angles of spatial light modulators (SLMs). (b) Dependence of the viewing angle
on the pixel pitch of SLM.

In Figure 3a, a is the distance between image and eyes and b is the width in the pupil plane.
The image plane is the hologram plane, and it is a Fresnel hologram. Equation (2) shows the relationship
between a, b, and θ.

a = b/(2 tan(θ/2)) (2)

The pupillary distance is the distance between a human’s two pupils, which is 58–64 mm for adults,
and 52–64 mm for children. It is different for different humans. The difference in the range of pupillary
distance between children and adults is 12 mm. We compare distances between displayed images and
eyes based on SLM with a pixel pitch of 3.74 μm and 8.1 μm, respectively. Setting the pupillary distance
of d and the difference in the range of pupillary distance of Δd, Δb = (Δd)/2 = 6 mm, because the two
eyes are symmetrical, obtained by calculation; a1 is 42.1 mm, and a2 is 90.2 mm. Obviously, the distance
between the displayed image and eyes in the system with a 3.74-μm pixel pitch SLM can be much
smaller than that with the 8.- μm pixel pitch SLM. Figure 3b shows the dependence of the distance
between the image and eyes on the pixel pitch of SLM. Figure 4 shows the schematic layout of the
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monocular system, which consists of two SLMs (SLM1 and SLM2) for two eyes, two beam splitters
(BS1 and BS2), a half wave plate, etc. Some mirrors were used to make the whole system more compact.

(a)

(b)

Figure 3. (a) Schematic diagram of the viewing angle and pupillary distance range difference.
(b) Dependence of the distance between the image and eyes on the pixel pitch of SLM.

Figure 4. Schematic layout of the monocular system, BS: beam splitter, BE: beam expander, λ/2:
half wave plate, M: mirror.

In Figure 5a, the image plane and convergence plane of the stereoscopic virtual reality HMD are
shown. If they are in different planes, once all the elements of the HMD are fixed, there will be difficulty
in making them be in the same plane. The image plane and convergence plane of the holographic
virtual reality HMD can easily be in the same plane, as shown in Figure 5b, because the depth of field
of the holographic 3D display can be set in the process of digital hologram computation (we changed
some parameters in our MATLAB program of the computer-generated hologram to change the depth
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of the holographic reconstruction image). The computer-generated holograms are displayed in SLMs.
This can improve the interaction and can eliminate the limitation of stereoscopic VR HMD in Figure 5a.

(a) (b)

Figure 5. (a) Image plane and convergence plane of the stereoscopic display. (b) Image plane and
convergence plane of the holographic display (the convergence plane is the same as the interaction
plane). HMD, head-mounted display.

3. Binocular System

Although holography is a true 3D display, the limitation of the holographic device, such as a big
pixel pitch of SLM, leads to a small viewing angle. To increase the viewing angle, it is necessary to tile
multiple SLMs. Therefore, we propose a binocular holographic HMD system using two tiled SLMs
for holographic HMD. As shown in Figure 6, there are two SLMs tiled in a curved configuration with
tiled angle α in order to ensure accurate tiling. When α is smaller than θ, the viewing angle is increased
to θ+α in this case [23], otherwise, the reconstructed image is not seen continuously. Under ideal
conditions, i.e., α = θ, the dependence of the viewing angle on the pixel pitch of SLMs is as shown in
Figure 7a. The dependence of the distance between the image and eyes on the pixel pitch of SLMs is
shown in Figure 7b.

Figure 6. Viewing angle of two tiled SLMs.
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(a) (b)

Figure 7. (a) Dependence of the viewing angle on the pixel pitch of SLMs. (b) Dependence of the
distance between the image and eyes on the pixel pitch of SLMs.

Figure 8 shows a schematic diagram of the proposed binocular holographic HMD system.
The tiled SLM unit consists of two SLMs (SLM1 and SLM2 with the same pixel pitch) and a beam splitter
(BS). Some of the laser beam is reflected by the BS to SLM1 and reads out one computer-generated
hologram display in SLM1, and then, the reconstructed image transmits through the BS and combines
with the reconstructed image from SLM2, which is reflected by the BS after it is read out from the
other computer-generated hologram display in SLM2 by the laser beam, which transmits through the
BS. These two holograms displayed in SLM1 and SLM2 have different viewing angles of an object or
a scene.

Figure 8. Schematic diagram of the proposed binocular holographic head-mounted display system.

4. Experiments and Results

In this experiment, we took pictures of the reconstruction from the hologram at different
viewpoints, which were left view, middle view, and right view, using a single SLM with pixel pitch of
8.1 μm and 3.74 μm, respectively. The SLMs were liquid-crystal-on-silicon (LCoS) SLMs, Holoeye Pluto
(resolution: 1920 × 1080, pixel pitch: 8.1 μm), and Jasper (resolution: 4094 × 2400, pixel pitch: 3.74 μm).
In Figure 9, the image is captured from the left, middle, and right viewpoints in the optical system
using an SLM with a pixel pitch of 8.1 μm, and the reconstructed image with the viewing angle, 3.8◦,
is a cube with the letters V and R; the measured distance from the image to the camera was about
300 mm, and the lateral motion of the camera was about 20 mm. Figure 10 shows the captured image
from three viewpoints from the left to the right in the optical system, which used an SLM with a
3.74-μm pixel pitch. The viewing angle of this system was up to 8.2◦, and the measured distance from
the image to the camera was about 300 mm, while the lateral motion of the camera was about 43 mm.
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By comparing Figures 9 and 10, the reconstruction quality of Figure 10 is better than that in Figure 9,
because the SLM in Figure 10 has a higher resolution and smaller pixel pitch.

(a) (b) (c)

Figure 9. Pictures of the reconstructed cube based on SLM with a pixel pitch of 8.1 μm from different
viewpoints. (a) Left viewpoint (−1.9◦); (b) middle viewpoint (0◦); (c) right viewpoint (1.9◦).

(a) (b) (c)

Figure 10. Pictures of the reconstructed cube based on SLM with a pixel pitch of 3.74 μm from different
viewpoints. (a) Left viewpoint (−4.1◦); (b) middle viewpoint (0◦); (c) right viewpoint (4.1◦).

We tiled two SLMs with a pixel pitch of 3.74 μm and used a full-color light source, red, green,
and blue lasers at wavelengths of 632.8 nm, 532.8 nm, and 473 nm, respectively. The reconstructed
color image is shown in Figure 11, and the measured distance from the image to the camera was about
300 mm, while the lateral motion of the camera was about 86 mm. Compared to the system based on
single SLM, its viewing angle increased significantly. It was demonstrated that large viewing angles
can be obtained in this binocular holographic HMD.

(a) (b) (c)

Figure 11. Pictures of the reconstructed full-color cube from different viewpoints in the binocular
system. (a) Left viewpoint (−8.2◦); (b) middle viewpoint (0◦); (c) right viewpoint (8.2◦).

According to Equation (1), the viewing angle can reach 16.4◦, in the two tiled SLMs with a pixel
pitch of 3.74 μm, and it can be further increased, if the 4f system can be used in the display system
to reduce the pixel pitch. The 4f system consists of two convex lenses. When the focal length of the
lens close to the SLM is larger than the focal length of the lens close to the human eye, the 3D image
viewing angle can be enlarged.

Through the above work, we proved the advantages of holographic display applications in HMD,
such as more realistic images, meeting human perception habits. Compared to current 3D VR and AR,
holography has more feasibility for future near-eye 3D display.
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5. Feasibility Analysis

Currently, VR and AR glasses on the market usually use liquid crystal displays (LCD) or organic
light-emitting diodes (OLED), which are very good for 2D display, but cannot be used as SLM. LCoS is
a kind of display module in SLM, and it has a compact structure, which is suitable for 3D HMDs;
because its size is about on inch, its resolution is currently up to 4K, and its minimum pixel pitch
reaches 3.74 μm. The viewing angle of holographic HMD can be 16.4◦, which is wide enough for
near-eye display. Furthermore, with the development of lasers and other light sources, it is easy to
get enough high intensity of readout light with a small size and low energy consumption. Therefore,
true 3D HMD with a high brightness, high resolution, large viewing angle, and depth cue will be easy
to obtain by holography with the development of SLMs. We believe that holographic 3D display for
VR and AR can meet the requirements of near-eye display.

6. Conclusions

In this paper, holographic 3D HMD suitable for observers with different pupillary distance is
proposed. We built a monocular system and a binocular system using SLMs with pixel pitches of
3.74 μm and 8.1 μm for 3D HMD. Based on the experimental results, we demonstrated that the viewing
angle of the reconstructed 3D image of the holographic HMD can be improved by tiled SLMs and
the 4f system. In our binocular system, it reached 16.4◦, which was two-times wider than the original
viewing angle formed by the monocular system. This is meaningful for holographic application in VR
and AR. Holographic 3D VR and AR displays can be good candidates for true 3D near-eye display,
and compared with stereoscopic display, they can give viewers a more realistic visual experience
with continuous wavefront reconstruction. Thus, we demonstrate that holographic technology can be
combined with VR and AR to achieve true 3D HMD, providing technical reference for 3D VR and AR
applications in various fields.
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Abstract: Dual three-dimensional (3-D) view displays have been attracting much attention in many
practical application fields since they can provide two kinds of realistic 3-D images with different
perspectives to the viewer. Thus, in this paper, a new type of the dual-view 3-D display system based
on direct-projection integral imaging using a convex-mirror-array (CMA) is proposed. Two elemental
image arrays (EIAs) captured from each of the two 3-D objects are synthesized into a single dual-view
EIA (DV-EIA) with a selective sub-image mapping scheme. The divergent beam of the projector
containing the information of the DV-EIA is projected onto the CMA. On each convex mirror of the
CMA, left and right-view components of the DV-EIA are separated and reflected back into their
viewing directions. Two different 3-D scene images are then integrated and displayed on their
respective viewing zones. Ray-optical analysis with the parallel-ray-approximation method and
experiments with the test 3-D objects on the implemented 22” DV 3-D display prototype confirm the
feasibility of the proposed system in the practical application

Keywords: 3-D optical imaging processing; 3-D optical display; 3-D projection integral imaging;
holographic display; three-dimensional dual-view display

1. Introduction

Thus far, many kinds of dual-view (DV) displays have been developed due to the high interest in
various application fields including car navigation, multi-vision, medicine and digital signage [1–9].
For example, a DV car navigation system presents live traffic information to the driver while showing
movies to the passenger [4–6]. Moreover, the DV digital signage system can provide two kinds of
advertising videos to each of the two groups of customers standing on the street at different viewing
directions [3]. In this way, the need for supplying respective displays for each of the driver and
passenger, and each group of the customers can be removed, which then results in saving associated
cost and reduction space occupied by the other displays [4–6]. Of course, each individual in the car and
each customer group on the street can enjoy the same video contents simultaneously in their positions.

In fact, there exists a very close similarity between the DV and stereoscopic displays in terms
of generating two different views. That is, the DV display provides two different views to the
two observers located at different viewing directions, while the stereoscopic display delivers two
perspectives of an input 3-D scene with a binocular disparity to each of the left and right eyes of an
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observer [9]. This functional similarity implies that the operational principle of the DV display might
be closely related to that of the stereoscopic display. Thus, just like the conventional stereoscopic
displays employing the polarizing glasses or shutter glasses, as well as the lenticular sheets or parallax
barriers for their generation of two or multi-views, DV displays also use the related optical elements
for generation of their two different views [10–12].

Thus, DV displays can be largely classified into spatial and time-multiplexed systems [13–19].
In the spatial-multiplexed system, the main pixel of the DV LCD (liquid crystal device) panel consists
of a right sub-pixel (RSP) and a left sub-pixel (LSP), and those two different sub-pixels project two
different images to the viewers at different directions. Spatial-multiplexed DV LCD displays have been
successfully demonstrated with parallax barriers and lenticular sheets [16]. However, in these systems,
additional optical elements must be attached to their LCD panels, the absolute spatial-resolution of the
displayed images must be reduced in half, and crosstalk may occur between two displayed images [16].
On the other hand, in the time-multiplexed system, two different images are time-sequentially provided
to two viewers with the absolute full spatial-resolution of the LCD panel [18]. For this, this system
requires a directional backlight module with complex reflectors, and an LCD panel with faster response
time. In addition, it may suffer from crosstalk and flicker-noise problems [18].

Meanwhile, since the 3-D display can provide a realistic 3-D image with different perspectives to
the viewer, some research on the DV 3-D display was recently carried out [19]. In most conventional
DV 3-D display systems, time or spatial-multiplexed stereoscopic images are used for providing
two different stereoscopic images to the two different viewers. However, those systems require four
times of spatial and time-multiplexing processes, compared to the 2-D display system. It may result
in a one-quarter reduction of the spatial resolution in the spatial-multiplexed system and four-fold
acceleration of the LCD response time in the time-multiplexed system, respectively [19]. These practical
problems prevent the stereoscopic technique from being widely applied for the DV 3-D display.

As an alternative, an integral imaging-based DV 3-D display was proposed [20–23]. Wu and et al.
suggested a DV 3-D LCD system based on the lens array-based off-axis integral imaging method [19].
However, since the narrow viewing-zone of the ordinary lens array-based integral imaging system
was shared by two viewing-zones, sufficient viewing-areas for the DV 3-D display could not be
offered. Thus, they tried to employ a polarization parallax barrier to improve the viewing angle [21],
but it suffered from the degraded resolution and brightness of the displayed 3-D images due to the
polarization barriers blocking light coming from the elemental image array (EIA).

In fact, for the practical application of the 3-D DV display, two viewing-zones must be completely
separated and have relatively large viewing-angles to experience the perspective changes of 3-D
images. For this, J. Jeong et al. proposed a projection-type DV 3-D display based on integral
imaging [23]. They used a series of optical elements, such as a collimator, a lenticular lens with
a vertical diffuser, and convex lens array for generation of a collimated beam, separation of DV
images with enhanced viewing-angles, and integration of 3-D images to be displayed in their viewing
zones, respectively. These additional optical elements, however, may degrade the quality of the
reconstructed 3-D images. Moreover, there exists an overlapped viewing-zone between the left and
right 3-D images with some distortion due to the crossing of the left and right rays. The scale of this
system may also depend on the practical sizes of the lenticular lens and collimator. Furthermore,
this convex-lens-array-based projection integral imaging (CLA-PII) system shows a narrower viewing
angle than the of the convex-mirror-array-based system [23].

To alleviate those problems, in this paper, we propose a practical type of a scalable DV 3-D
display system based on convex-mirror-array-based direct projection integral imaging (CMA-DPII).
The proposed system is simply composed of a projector and a CMA, where two kinds of EIAs for each
of the two different input 3-D scenes are generated with the on-axis pickup integral imaging system
and synthesized into a single EIA, which is called DV-EIA, based on the selective sub-image mapping
(SSIM) method. Here, the DV-EIA contains all information of the intensities, perspectives, viewing
zones of those two different input 3-D scenes. The divergent beam of the projector containing the
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information of the DV-EIA is directly projected onto the surface of the CMA without any additional
optical elements. On every convex mirror, each of the left and right-scene components of the DV-EIs
are instantaneously separated and reflected back into their viewing directions. Two different 3-D scene
images are then integrated and displayed in their viewing zones with their viewing angles.

In fact, the viewing angle of the proposed CMA-DPII system would be much more enhanced than
that of the conventional CLA-PII system since each convex mirror can be made to have a much smaller
f -number than the corresponding convex lens [24]. Moreover, contrary to the conventional system,
each of the two viewing-zones and angles of the proposed system can be made changeable with the
SSIM process, as well as a scalable DV 3-D display without flip-image and Moiré disturbance problems
can be implemented [25]. To confirm the feasibility of the proposed system, ray-optical analysis with
the parallel-ray-approximation (PRA) method, as well as optical experiments with test 3-D objects on
the implemented 22′′ DV 3-D display prototype is performed, and the results are compared with those
of the conventional system.

2. Methods

Figure 1 shows an overall block diagram of the proposed system, which is composed of three-step
processes. At the 1st step, two kinds of EIAs for each of the two different 3-D objects were generated
based on the on-axis pickup integral imaging system, which are called left-EIA (L-EIA) and right-EIA
(R-EIA) corresponding to each of the left and right views, respectively. In the 2nd step, these two EIAs
of the L-EIA and R-EIA were multiplexed into a single EIA, which is called DV-EIA, based on the
selective sub-image mapping (SSIM) method. At the 3rd step, the divergent beam of the projector
containing the information of the DV-EIA was projected onto the CMA. Then, on each convex mirror
of the CMA, the left and right-view components of the DV-EIA were instantaneously separated and
reflected back into their viewing directions with their viewing angles. Finally, two different 3-D scenes
were integrated and displayed in their viewing zones.

 
Figure 1. Overall block-diagram of the proposed system: (a) Pickup of two elemental image arrays
(EIAs), (b) generation of the dual-view elemental image array (DV-EIA) based on the selective sub-image
mapping (SSIM) method, (c) reconstruction of the dual-view (DV) 3-D images in their viewing zones.

2.1. Capturing of Two Kinds of EIAs Based on on-Axis Integral Imaging

Figure 2 shows two types of optical configurations for pickup and display of the EIA of a 3-D
object in integral imaging, such as the on-axis and off-axis integral imaging systems. In the off-axis
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integral imaging system of Figure 2a, the normal axis of the EI surface and optical axis of the elemental
lens were made to be offset. In other words, the optical axis of the pickup lens array was somewhat
shifted from the normal axis of the EIA plane [23]. As seen in Figure 2, rays coming from the object
points of O1 and O2, could be picked up on the different locations of the EIA depending on the relative
position of the elemental lens. These two picked-up EIAs were then synthesized into a single DV-EIA.
For the reconstruction of the DV-EIA, the same type of the off-axis integral imaging system was
used. This off-axis integral imaging system has been used in the conventional LCD panel-type and
projection-type integral imaging DV 3-D systems [20–23].

Figure 2. Two types of the EIA pickup systems: (a) Off-axis pickup, (b) on-axis pickup.

On the other hand, Figure 2b shows the on-axis integral imaging system, which looks like the
ordinary integral imaging system. As seen in Figure 2b, the normal axis of the EI surface and optical
axis of the elemental lens were on the same axis. The same on-axis integral imaging system was also
used in the display process just like the ordinary integral imaging system. Unlike the conventional
CLA-PII system, the proposed CMA-DPII system was implemented on the ordinary on-axis integral
imaging system. For instance, Figure 3 shows two kinds of EIAs captured for each of the two different
3-D objects of ‘Dice’ and ‘Car’ based on the on-axis integral imaging system of Figure 2b.

 
Figure 3. Two captured EIAs from each of the two different 3-D objects of ‘Dice’ and ‘Car’ on the
on-axis integral imaging system (a) captured EIA from the ‘Dice’ (b) captured EIA from the ‘Car’.

2.2. Synthesis of Two EIAs into a Single DV-EIA

To generate the DV zones corresponding to each of the left and right views, two EIAs captured
from each of the two different 3-D objects were multiplexed into a single EIA, which is called DV-EIA,
based on the SSIM method, as mentioned above. Figure 4 shows a conceptual diagram of the SSIM
method, which is composed of a four-step process.

At the 1st step, two EIA were captured from each of the two different 3-D objects, which were
assigned to the L-EIA and R-EIA, respectively. At the second step, L-EIA and R-EIA were transformed
into the corresponding sub-image arrays (SIAs), which are called L-SIA and R-SIA, respectively, based
on the EIA-to-SIA transformation (EST) method [26]. At the 3rd step, odd and even number of
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components of the EIs were selectively chosen from each of the L-SIA and R-EIA and mapped into their
corresponding left-half and right-half parts of the dual-view sub-image array (DV-SIA), respectively.

 
Figure 4. Generation of the DV-EIA with the left elemental image array (L-EIA) and left elemental
image array (R-EIA) based on the SSIM method.

Here, NL and NR, respectively, represent the total number of SIs selected from the L-SIA and
R-SIA, and allocated to their corresponding left and right-half parts of the DV-EIA. NDV (=NL + NR)
also denotes the total number of SIs mapped into the DV-SIA along the horizontal direction, where the
number of pixels in each EI was equal to the number of SIs. This DV-SIA was then transformed into its
corresponding DV-EIA using the inverse-EST (IEST) method. At the 4th step, the DV-EIAs for the two
L-EIA and R-EIA were finally generated and used for separate displaying of two different 3-D objects
into their viewing zones. Meanwhile, in the conventional system, the left and right viewing zones
are set to be equal and physically fixed by the employed optical elements, such as the lens array and
lenticular lens array, whereas in the proposed system, a parameter of α can be employed for controlling
the relative sizes of the left and right viewing zones, where α is defined as a relative portion of the NL
in NDV and expressed by Equation (1).

α =
NL

NDV
(1)

According to the relationship between the EIA and SIA, NDV and NL become equal to the total
number of pixels of the DV-EI and number of pixels of the L-EI allocated to the left-hand side of the
DV-EI, respectively. Thus, NL turn out to be α × NDV and the other portion of the NDV, NR becomes
(1 − α) × NDV, which represents the number of pixels of the R-EI allocated to the right-hand side of the
DV-EI. This scalability of the left and right viewing zones is another property of the proposed system
in the practical application.

2.3. Direct Projection of the DV-EIA onto the CMA for the DV 3-D Display

Figure 5 shows an optical configuration of the direct-projection integral imaging system for the
DV 3-D display of the synthesized DV-EIA with the CMA, where straight lines denote the real rays in
the real space, whereas dashed lines represent the virtual rays generated by the reflected beams on
the surface of the CMA. In Figure 5, the beam projector, where the synthesized DV-EIA was loaded,
was located far from the CMA, enabling the performance analysis of the proposed system using
parallel-ray-approximation (PRA) under the far-field condition, which is to be discussed in the next
section. In the conventional projection DV 3-D display system, however, this far field condition may
not be considered since the diverging beam coming from the beam projector is set to be parallelized by
using a collimator. Here, in the proposed system, the divergent beam of the projector containing the
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information of the DV-EIA was projected onto the CMA. This diverging beam carrying the DV-EIA
was reflected on the surface of the CMA and divided into the left and right EIAs (L-EIA and R-EIA) on
each component of the CMA in the real space. From each of the L-EIA and R-EIA, the left and right
viewing zones were generated in the space. Further, each of the L-EIA and R-EIA was integrated into
each viewing zone, and two different 3-D objects were reconstructed in their viewing zones.

 
Figure 5. Optical configuration of the direct-projection integral imaging system for the DV 3-D display.

2.3.1. Parallel-Ray Approximation Method

In the field of the array antenna, the parallel-ray approximation (PRA) method has been used in
computing the frequency response of the array antenna rather than the ray-tracing method [27–30].
Here, the array antenna is built with a 2-D periodic array structure. Since this array antenna looks
very similar to the convex mirror array (CMA), the PRA method can be applied for the performance
analysis of the proposed CMA-DPII system under the far-field condition.

Thus, in this paper, the PRA method was employed for the ray-optical analysis of the proposed
system. Figure 6 shows an optical geometry for analyzing the proposed system based on the PRA
method. In Figure 6, P and K represent the pitch of an elemental convex mirror and the maximum
number of convex mirrors along the x-direction. The center of the 0th convex mirror was set to be the
origin of the vertical x-coordinate and a point source whose vertical coordinate was the same as that of
the 0th convex mirror. L denotes the distance between the point source and CMA. Here, two red and
blue-color rays coming from the point source were assumed to arrive at the upper and bottom edges of
the Kth convex mirror, respectively, where R and θRed denote the optical path length of the red-color
ray and its incidence angle to the Kth convex mirror, while r and θBlue denote the optical path length of
the blue-color ray and its incidence angle to the Kth convex mirror, respectively. In addition, θCenter
represents the angle of the ray incoming to the center of the Kth convex mirror.
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Figure 6. Optical geometry for the ray-optical analysis of the proposed system based on the
parallel-ray-approximation (PRA) method.

The proposed CMA-DPII-based DV 3-D display system can be made under the far-field condition,
which enables the use of the PRA method for the analysis of its operational performance. Under the
far-field condition of P/L < 0.01, the optical path lengths of the red and blue-color rays from the point
source to the Kth convex mirror, R and r, as well as the incidence angles of the red and blue-color ray to
the Kth convex mirror, θRed and θBlue, can be approximated to be equal. With this relationship of θRed
≈ θBlue, red and blue-color rays can be assumed to be parallel rays with the same propagation angles
to the Kth convex mirror. Thus, the propagation angles of all those rays in a bundle can be given by
θCenter ≈ θRed ≈ θBlue, where θCenter represents the incidence angle of the center ray. In other words, the
incidence angles of rays to the Kth convex mirror can be modeled as a single representative angle of
θCenter, which is given by Equation (2).

tan(θCenter) =
KP
L

(2)

Equation (2) means that the incidence angle of the center ray to each convex mirror depends on
the vertical location of the convex mirror (KP) and the distance between the point source and the CMA
plane (L). Since the CMA consists of a number of same-sized convex mirrors with regular intervals
along the x and y-directions, each bundle of rays incoming to each convex mirror has different incidence
angles. According to Equation (2), as the number of convex mirrors of K increases, its corresponding
incidence angle of θCenter can be increased up to 90◦. Now, when a point source is replaced with a
beam projector, all rays coming from the projector carrying the DV-EIA can be approximated to be a
set of bundles of parallel rays with corresponding DV-EIs, and the operational performance of the
proposed system, which is simply composed of a beam projector and a CMA, can be analyzed based
on the PRA method.

2.3.2. Analysis of the Dual-Viewing Zones and Angles

Thus, under this circumstance, dual-viewing zones and angles of the proposed system can be
analyzed. If these parallel rays containing the information data of the DV-EIA, are projected into
the surfaces of each convex mirror, left and right-view components of the DV-EIs are separated and
reflected back into their viewing directions with their viewing angles. Then, two different 3-D object
images are integrated from all those surfaces of the CMA and displayed in their viewing zones.

Figure 7 shows an optical configuration of the bundle of parallel rays coming from the projector
and incident to the Kth convex mirror based on the ray-tracing model. As seen in Figure 7, a bundle of
red-color parallel rays with information of one component of the DV-EIA, is assumed to be incident
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onto the Kth convex mirror. Green-color rays represent the reflected beams on the surface of the Kth
convex-mirror for their corresponding incident rays, forming rays through the backward extension
of the reflected ones. Here, fm denotes a focal length of the convex mirror, and θp represents the half
beam angle of the projector being located far away from the CMA plane.

 

Figure 7. Optical configuration of the bundle of parallel rays incident to the Kth convex mirror from
the pinhole projector.

The Ray-1, representing the center ray of the bundle of rays incident to the Kth convex mirror
with the incidence angle of θKm, is reflected back from the surface of the Kth convex mirror to make the
reflected ray with the reflection angle of θKm. This reflection of the incident ray is equivalent to its
virtual propagation into the convex mirror as seen in Figure 7. The Ray-2 and Ray-3 also represent
the parallel rays incident to both edges of the Kth convex mirror. Just like the Ray-1 case, Ray-2 and
Ray-3 are also reflected back from the convex mirror to make their reflected rays, which are equivalent
to their virtually propagated rays into the convex lens. All those virtually propagated rays into the
convex lens come across on the same points called a focal point of the convex lens as seen In Figure 7.

Based on the ray-tracing model, all virtually propagated rays for each convex mirror are focused
on its focal point at the focal plane of the CMA as seen in Figure 7. Since the angle of a bundle of
parallel rays incident to the Kth convex mirror is related to the relative position of the convex mirror
(KP) and the distance from the projector to the CMA (L) under the far-field condition, the incidence
angle of the center ray to the Kth convex mirror, θKm can be calculated based on ray-optics, and given
by Equation (3).

θKm = arctan
(KP

L

)
(3)

Even though the incidence angle to the corresponding convex mirror can be increased as the
number of K increases, its maximum angle value may be practically bounded by the diverging angle of
the projector, 2θp. The whole bunch of rays between the Ray-2 and Ray-3 incident to the Kth convex
mirror corresponds to one DV-EI of the DV-EIA. This DV-EI is composed of a pair of L-EI and R-EI.
Each of the left and right viewing zones can be generated by the reflected propagations of the L-EI at the
Kth convex mirror and R-EI at the Kth convex mirror, respectively. Thus, the virtual propagation angle
of the Ray-2 needs to be calculated for calculating the viewing zones of the proposed system because
the reflection angle of the Ray-2 affects the viewing angle for each viewing zone. Here, the reflection
angle θKr of the Ray-2 on the Kth convex mirror can be derived as Equation (4).

θKr = arctan
(

1
2 f # − tanθKm

)
, θKm ≤ arctan

(
1

2 f #

)
θKr = Nonavailable, θKm > arctan

(
1

2 f #

) (4)
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Equation (4) shows that the reflection angle, θKr depends on the incidence angle, θKm. In particular,
in case the incidence angle of the ray becomes less than or equal to the value of arctan(1/(2f#)), the focal
point exists within the mirror pitch of P. Otherwise, the focal point may be placed beyond the mirror
pitch of P, which means that dual-viewing zones cannot be properly generated in this case. Thus,
the maximum value of one-half of the diverging beam angle of the projector must be less than or equal
to arctan(1/(2f#)). Here, it is noted that the viewing zone is defined as the movable range in the viewing
space where the viewer can see a full-resolution image [31].

Figure 8 shows an optical configuration for analyzing the dual-viewing zones of the proposed
system generated from the DV-EIA and CMA under the far-field condition. As mentioned above,
the DV-EIA is generated by a combined use of the L-EIA and R-EIA with the parameter of α. As seen
in Figure 8, the red and blue areas represent the ray zones reflected from the L-EI and R-EI, respectively.
In addition, black rays represent the boundary rays of the left and right viewing zones. When the total
number of convex mirrors is set to be 2K + 1, each of the left and right viewing angles can be decided
by the Kth and − Kth CM, respectively.

 
Figure 8. Optical configuration for analyzing the dual-viewing zones of the proposed system.

The left viewing zone can be generated by overlapping of all L-EIs of the DV-EIA and its boundary
can be decided by the virtual propagation of the Ray-2 on the Kth convex mirror and boundary ray
on the 0th convex mirror, whereas the right viewing zone is generated by overlapping of all R-EIs of
the DV-EIA and its boundary is decided by the virtual propagation of the Ray-2 on the − Kth convex
mirror and boundary ray on the 0th convex mirror. Thus, the left and right viewing angles of θleft and
θright can be given by Equation (5).

θle f t = θKr + arctan
((
α− 1

2

)
P
f

)
θright = θKr + arctan

((
1
2 − α

)
P
f

) (5)

As seen in Equation (5), viewing angles depend on the value of α. That is, as the value of α
increases, the relative portion of the L-EI in the DV-EI increases, which results in an increase of the
corresponding left viewing angle. Whereas when the value of α decreases, the right viewing angle gets
extended. For the case of α = 0.5, the left and right viewing angles become exactly the same, which
corresponds to the conventional display system. In Figure 8, D represents the distance from the CMA
for the left and right viewing zones to be separated along the z-direction in the real space, which can be
derived by Equation (6).

D =
(K − 0.5)P
tan(θKr)

(6)
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As seen in Equation (6), the separation distance of D mostly depends on the pitch of the convex
mirror (K) and the reflection angle of the Ray-2 on the Kth convex mirror (θKr). Thus, viewers standing
beyond the separation distance in the real space can see each of those reconstructed 3-D objects on the
two different directions.

2.4. Reconstruction of Dual 3-D Views with their Viewing Angles

Figure 9 shows the optical configuration of the reconstructed dual 3-D views in their viewing
zones. The aperture of a pinhole projector is positioned at the distance of L from the CMA along the
z-direction. Aperture image point (AIP) is generated by the pinhole of the projector acting as a point
light source [32]. Here, zaip represents the position of the AIP along the z-direction and the total number
of convex mirrors is set to be (2K + 1), which are located along the x-direction.

 
Figure 9. Optical configuration of the integrated points of 3-D object images in the left/right
viewing zones.

The divergent beam of the projector containing the information of the DV-EIA is projected onto
the CMA. Since the distance of L is much larger than the pitch of the convex mirror, each ray incoming
to the corresponding convex mirror is assumed to be parallel rays with the same incidence angles
under the far-field condition. Incoming rays with the L-EI and R-EI are reflected on the corresponding
convex mirror and generate a single AIP depending on the convex mirror because a single pinhole
projector is used in the display system. Here, the position of the AIP zaip becomes fm because incoming
rays are approximated to be the parallel rays based on the PRA method. The number of AIPs is the
same as the total number of convex mirrors. All those AIPs generated in each CM are integrated in
the left and right viewing zones, which are decided by the rays incoming from the bottom of the Kth
convex mirror and from the top of the Kth convex mirror. Thus, different 3-D senses in the left and
right viewing zones can be reconstructed from these integrated AIPs.

3. Results

3.1. Experimental Setup

Figure 10 shows an experimental setup of the proposed system, which is simply composed of a
pair of the CMA and beam projector. As a projector, the LG beam projector (Model: LG PF85K) whose
resolution, brightness and size were 1920 × 1080 pixels, 1000 ANSI-lumens and 275 × 219 × 45 mm,
respectively, was used. The total diverging angle (2θp) and depth-of-field (DoF) of this projector were
estimated to be 39◦, and ranged from 62 cm to 372 cm, respectively. In addition, for the experiments, a
22′′CMA whose pitch and curvature radius were 7.47 mm and 15.50 mm, respectively, was fabricated
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and located at the distance of 800 mm from the beam projector. Here, the focal length of an elemental
CM of the CMA was calculated to be 7.32 mm.

 
Figure 10. Experimental setup of the proposed system.

As mentioned above, to test the feasibility of the proposed system in the practical application,
a 22′′CMA was specially designed and fabricated. That is, the CMA was manufactured by coating
the aluminum particles being spread from the thermal evaporator on the surface of a base convex
lens array to make a high-reflector aluminum layer. Here, aluminum was used as a coating material
because the reflectance for the visible light becomes much more than 90%. Thus, the convex lens array
with a thin aluminum layer acted as a convex mirror array. Each convex mirror had the same curvature
and pitch as the base convex lens, but its focal length became much shorter than that of the base convex
lens. In the experiment, pitches and focal lengths of the base convex lens and convex mirror were
7.47 mm, 29.88 mm, and 7.47 mm, 7.32 mm, respectively. That is, the focal length of the convex mirror
became 4.08-fold shorter than that of the corresponding convex lens. In fact, as the focal length of the
convex mirror got shorter, its f -number (f#) also decreased, which then resulted in an increase of the
viewing angle of the corresponding CMA by a factor of 2 × arctan(1/2(f#)) [24]. Table 1 shows the
detailed specification of the pickup and display setups.

Table 1. Detailed specifications of the pickup and display setups.

Elemental Image Array (EIA)
- Resolution
- Number of EIs
- Resolution of each EI

1920 × 1080 pixels
77 × 44
25 × 25 pixels

Projector
(LG PF85K)

- Diverging angle (2θp)
- Distance to the CMA

39◦
800 mm

Convex mirror array (CMA)
- Pitch & focal length
- arctan(1/2(f#))
- Number of CMAs

7.47 mm and 7.32 mm
27.0◦
77 × 44

Pickup lens array
- Pitch & focal length
- Number of lenses
- Distance from the camera

1.63 mm and 3.13 mm
77 × 44
160 mm

Viewing angle - Left viewing-angle
- Right viewing-angle

20.0◦
20.0◦

Test object (‘VR’) - Front depth
- Rear depth

50 mm
100 mm

Test object (‘3D’) - Front depth
- Real depth

50 mm
100 mm

3.2. Capturing of the L-EIA and R-EIA from Each of the Two Test 3-D Objects

As the test objects, two kinds of 3-D objects were computationally generated with the 3D Max,
which were composed of two pairs of 2-D images with different depths. As seen in Figure 11a, one of
them was the 3-D object composed of two English alphabetical letters of ‘V’ and ‘R’, which were located
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at the depth planes of 50mm and 100mm, respectively, and the other one was the 3-D object composed
of a numeric letter of ‘3’ and an English alphabetical letter of ‘D’, which were also located at the same
depth planes of 50 mm and 100 mm, respectively, from the pickup lens array.

 
Figure 11. (a) Two test 3-D objects composed of two pairs of 2-D images with different depths
(‘VR’ and ‘3D’) and (b) on-axis integral imaging pickup system.

Here, ‘V’ and ‘3’ images were colored with red, whereas ‘R’ and ‘D’ images were colored with
green for the visual separation. In addition, two 3-D objects of ‘VR’ and ‘3D’ were assigned to each of
the left and right views for the DV 3-D display, respectively.

These two test 3-D objects were computationally picked up with the on-axis integral imaging
system of Figure 11b. As mentioned above, two English alphabetical and numeric images of ‘V’ and ‘3’
were located at the distances of 50 mm, while two other English alphabetical images of ‘R’ and ‘D’
were located at the distances of 100 mm from the pick-up lens array, where depth differences between
them are given by 50 mm. Here, the pickup camera was set to be located at the distance of 160 mm
from the lens array. In the pickup process, the number of lenses of the lens array and the pitch of the
lens array and focal length of an elemental lens are in the Table 1, respectively.

Figure 12 shows two kinds of EIAs captured from two 3-D objects of ‘VR’ and ‘3D’, which were
designated to the L-EIA and R-EIA, respectively. That is, the ‘VR’ image was used for the left viewing
zone, while the ‘3D’ image was used for the right viewing zone.

 
Figure 12. Two EIAs captured from each 3-D object of the ‘VR’ and ‘3D’: (a) L-EIA captured from the
‘VR’, (b) R-EIA captured from the ‘3D’.

3.3. Generation of the DV-EIA from the L-EIA and R-EIA Based on the SSIM Method

Then, two captured EIAs of the L-EIA and R-EIA were synthesized into a single DV-EIA, based
on the SSIM method on the sub-image plane. Figure 13 shows the synthesizing process of the DV-EIA
with the picked-up L-EIA and R-EIA.
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Figure 13. Generation of the DV-EIA with L-EIA and R-EIA based on SSIM: (a) L-EIA and R-EIA,
(b) left sub-image array (L-SIA) and right sub-image array (R-SIA), (c) dual-view right sub-image array
(DV-SIA), and (d) DV-EIA.

As seen in Figure 13a,b, these two captured EIAs of the L-EIA and R-EIA were transformed into
their corresponding sub-image arrays (SIAs), such as the L-SIA and R-SIA, by using the EIA-to-SIA
transformation (EST) method. Now, the DV-SIA could be synthesized from the L-SIA and R-SIA based
on the SSIM method of Figure 4. That is, odd and even-number components of the L-SIs and R-SIs
were selectively chosen from each of the L-SIA and R-SIA and mapped into the left and right half parts
of the dual-view SIA (DV-SIA), respectively.

Figure 13c shows the synthesized DV-SIA from the L-SIA and R-SIA, where the numbers of
L-SIs and R-SIs consisting of the DV-SIA are 12 and 13, respectively along the x-direction, which
means the value of α was set to be 0.5 from Equation (1). This DV-SIA was then transformed into the
corresponding DV-EIA by using the inverse EST (IEST) method, which is shown in Figure 13d. Since
the DV-EIA was a multiplexed EIA with two kinds of EIAs, such as the L-EIA and R-EIA, the resolution
and number of EIs of the DV-EIA became the same as those of the L-EIA and R-EIA.

3.4. Dual-View 3-D Display of the DV-EIA

The DV-EIA can be reconstructed into two different 3-D object images of ‘VR’ and ‘3D’ in the left
and right viewing directions, respectively, on the proposed CMA-DPII system, which is shown in
Figure 10.

As seen in Figure 10, the fabricated 22′′CMA was set to be located at a distance of 800 mm
from the beam projector (Model: LG PF85K). Since the pitch of the elemental convex mirror and
the distance between the projector and CMA were 7.47 mm and 800 mm, respectively, the far-field
condition of P/L = 0.009 < 0.01 for the PRA method could be satisfied. In addition, in the experiments,
the parameters of α and K were set to be 0.5 and 15, respectively, and arctan(1/2(f#)) of the CM was
calculated to be 27.0◦. Thus, with these experimental parameters, each of the left and right viewing
angles was calculated to be 20◦ from Equation (5).

Thus, the DV-EIA generated from the pickup system was loaded on the projector. Then,
the divergent beam of the projector containing the information of the DV-EIA was projected onto
the CMA. On every convex mirror of the CMA, the left and right-view components of the DV-EIs
were separated and reflected back into their viewing directions, and two different 3-D scenes were
integrated and displayed on their viewing zones. Figure 14 shows two kinds of optically reconstructed
3-D images of ‘VR’ and ‘3D’ at two different viewing zones on the proposed display system of Figure 14
from the DV-EIA. That is, Figures 14a–c and 14d–f show three kinds of optically reconstructed 3-D
images of ‘VR’ and ‘3D’ at the left and right viewing zones, which are viewed from each of the different
viewing angles of −19.5◦, −10.0◦, −3.0 and 3.0, 10.0◦, 19.5◦, respectively.
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Figure 14. 3-D images of ‘VR’ viewed from three different viewing angles of (a) −21.0◦, (b) −10.0◦ and
(c) −3.0◦, and those of ‘3D’ viewed from those of (d) 3.0◦, (e) 10.0◦ and (f) 21.0◦, respectively.

As we can see, in the left-hand 3-D image of ‘VR’ viewed from the angle of −19.5◦, ‘V’ and ‘R’
images are partially overlapped, where a part of the ‘R’ image is blocked by the image of ‘V’ because
the ‘R’ object was originally located back of the ‘R’ object by 50 mm in the pickup process. It means
that the reconstructed image of ‘VR’ is a form of 3-D data with depth. In the case of the center image
of ‘VR’ of Figure 14b, which is viewed from the angle of −10.0◦ at the left viewing zone, ‘V’ and ‘R’
images look aligned in parallel, whereas in case of the right-hand image of ‘VR’, ‘V’ and ‘R’ images
get a little bit separated from each other since they have different depths. That is, as we move from
the left to the center and right directions, the distance difference between the two object images of
‘V’ and ‘R’ increases, which confirms that these object images have depth information. In addition,
Figure 14d–f also show the optically reconstructed 3-D images of ‘3D’ at the right viewing zone from
the DV-EIA. Those reconstructed ‘3’ and ‘D’ images at three different directions look almost the same
as those images in the case of the ‘VR’. These good experimental results of Figure 14 confirm that the
proposed system can be applied to the practical dual-view 3-D display.

Moreover, viewing angles for the left and right viewing zones have been measured to range from
−19.5◦ to −3.0◦ in the left viewing zone, and from 3.0◦ to 19.5◦ in the right viewing zone, respectively.
These results may also confirm that the proposed system can provide relatively large viewing-angles
with a simple optical configuration composed of only a pair of projectors and CMA.

3.5. Experiments with Two Volumetric 3-D Objects

Now, to confirm the feasibility of the proposed system in the practical application, two volumetric
3-D objects of ‘Dice’ and ‘Car’ were used as the test objects in the experiments. Figure 15 shows two
kinds of test volumetric 3-D objects of ‘Dice’ and ‘Car’ whose sizes are 25 mm × 25 mm × 25 mm and
25 mm × 21 mm × 50 mm, respectively.

 

Figure 15. Two test volumetric 3-D objects of ‘Dice’ and ‘Car’.
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In the experiments, the same pickup lens array was employed. Thus, the pitch and focal length
of the pickup lens array were also 1.63 mm and 3.13 mm, respectively, and they were located at the
distance of 50 mm from each of the 3-D objects of ‘Dice’ and ‘Car’. Here, the ‘Dice’ and ‘Car’ objects
were used for the left and right views, respectively, in the dual 3-D display.

As seen in Equation (5), the viewing angle may change depending on the θkr. Thus, under the
condition that the pitch and focal length of the convex mirror are given by 7.32 mm and 7.47 mm,
and the CMA is located at the distance of 800 mm from the projector, the maximum K value is 38
since it is limited by half the number of lenses of 77 along the x-direction. As the K value increases,
the corresponding viewing angle decreases, whereas it increases as the K value decreases, which may
confirm that the K value is inversely related to the viewing angle.

Figure 16 shows the synthesized DV-EIA based on the SSIM method from the captured L-EIA and
R-EIA from each of the ‘Dice’ and ‘Car’, respectively, for three cases of K = 15, 11 and 8.

Here, the DV-EIA with 1920 × 1080 pixels is composed of 77 × 44 EIs, where each EI has the
resolution of 25 × 25 pixels. Depending on the K values, three kinds of DV-EIAs are synthesized based
on the SSIM method, which are shown in Figure 16.

 
Figure 16. Synthesized DV-EIA for the ‘Dice’ and ‘Car’ objects with different K values: (a) K = 15,
(b) K = 11 and (c) K = 8.

Now, these DV-EIAs can be reconstructed on the proposed display system of Figure 17.
Figure 17 also shows the experimental results of the volumetric 3-D object images of ‘Dice’ and

‘Car’ reconstructed at the left and right viewing zones, respectively, for three cases of the K values.

 
Figure 17. Reconstructed dual-view 3-D object images of ‘Dice’ and ‘Car’ at the left and right viewing
zones, respectively, for three cases of the K values.

As seen in Figure 17, for the case of K = 15, the reconstructed object images of ‘Dice’ and ‘Car’ at
each of the left and right viewing zones are getting truncated and disappeared just beyond the viewing
angle of −19.5◦ and 19.5◦, respectively. These results show that the viewing angles of this dual-view
3-D display system have been measured to be ranged from −19.5◦ to −3.0◦ and from 3.0◦ to 19.5◦ for
the left and right viewing zones, respectively. These measured left and right viewing angles of −19.5◦
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and 19.5◦ have been found to be almost the same as those calculated values of −20◦ and 20◦, where the
error ratio between the calculated and measured viewing angles has been calculated to around 3.0%.
Moreover, as we move from the left to the center and center to right directions, different perspectives of
the object images of ‘Dice’ and ‘Car’ can be viewed, as seen in Figure 17, which confirms the volumetric
3-D reconstruction of the ‘Dice’ and ‘Car’ objects in the proposed system.

For the case of K = 11, left and right viewing angles are measured to range from −22.0◦ to −3.0◦
and from 3.0◦ to 22.0◦, respectively, as seen in Figure 17, where those values are calculated to be −22.2◦
and 22.2◦, respectively, using Equation (5). Thus, the error ratio between the calculated and measured
viewing angles has been calculated to be around 3.6%. Here, it must be noted that the left and right
viewing angles increased by 3◦ as the K value decreased to 11 from 15.

For the case of K = 8, left and viewing angles are calculated to be −23.5◦ and 23.5◦, respectively.
In addition, those values have been measured to range from -23.0◦ to -3.0◦ and from 3.0◦ to 23.0◦,
respectively. Thus, these measured left and right viewing angles of −23.0◦ and 23.0◦ look almost the
same as those of the calculated values of −23.5◦ and 23.5◦. Thus, for the case of K = 8, the error ratio
between the calculated and measured viewing angles has been calculated to around 2.1%.

As seen in Figure 17, there are three kinds of viewing zones, such as active, inactive and overlapped
regions. Here, the active zones marked with red color represent the DV zones, where we are able
to watch the displayed 3-D objects. On the other hand, in other zones including the inactive and
overlapped regions, a 3-D object cannot be properly viewed. These experimental results confirm
that two different volumetric 3-D object images with their changing perspectives can be successfully
reconstructed in both of the left and right viewing zones just like in the case of the previous experiments,
and each of the left and right viewing angles can be changed depending on the K value.

Figure 18 visually shows that two observers sitting at each of the left and right viewing directions
are separately watching the two different 3-D object images of ‘Dice’ and ‘Car’ reconstructed from the
proposed system, where the projector is located at the distance of 800mm from the CMA, and two
observers are seated at the distance of 1200 mm from the CMA.

 

Figure 18. Photos of two observers watching two different 3-D object images of ‘Dice’ and ‘Car’ at the
left and right viewing zones with the optical setup of the proposed system.

As seen in Figure 18, each of the left and right viewers can see only the ‘Dice’ or ‘Car’ object
images reconstructed at their viewing zones, which means that two different 3-D object images can be
separately viewed by two observers who are distinctly sitting in their left and right viewing zones.
Experimental results on two test 3-D object images of ‘Dice’ and ‘Car’ with the proposed system have
been taken as video files and attached in Figure 18 as a video clip. In the video clip, volumetric 3-D
object images of the ‘Dice’ and ‘Car’ with their changing perspectives, which are viewed from −23.0◦
to −3.0◦ and from 3.0◦ to 23.0◦, respectively, have been recorded for the case of K = 11. Here, the video
frame rate and total recording time are set to be 24 fps (frames per second) and 34 s, respectively.
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In the video files, each of the left and right 3-D images of the ‘Dice’ and ‘Car’ has been recorded for
17 s, respectively.

As seen in the experimental results of Figures 17 and 18, the resolution and visibility of the
reconstructed 3-D images still look somewhat degraded since the fill factor of the elemental convex
mirror is low [33]. Thus, using elemental mirrors with much-enhanced fill factors can enhance the
resolution and visibility of those 3-D images.

4. Conclusions

In this paper, a new type of the viewing angle-enhanced 3-D dual-view display based on the
CMA-DPII system is proposed. Two kinds of elemental image arrays (EIAs) are captured from each of
the two 3-D objects and synthesized into a single dual-view EIA (DV-EIA) with the selective sub-image
mapping (SSIM) scheme. Then, a divergent beam of the projector containing this DV-EIA image is
directly projected onto the CMA, where left and right-view components of the DV-EIA are separately
reflected back into their viewing directions and finally form the two different 3-D images displayed
on their viewing zones. From the ray-optical analysis with the parallel-ray-approximation method
and successful experimental results with the test 3-D objects on an implemented 22′′DV 3-D display
prototype, the feasibility of the proposed system is confirmed in the practical application.
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Abstract: High-resolution episcopic microscopy (HREM) is an imaging technique that permits the
simple and rapid generation of three-dimensional (3D) digital volume data of histologically embedded
and physically sectioned specimens. The data can be immediately used for high-detail 3D analysis of
a broad variety of organic materials with all modern methods of 3D visualisation and display. Since its
first description in 2006, HREM has been adopted as a method for exploring organic specimens in
many fields of science, and it has recruited a slowly but steadily growing user community. This review
aims to briefly introduce the basic principles of HREM data generation and to provide an overview
of scientific publications that have been published in the last 13 years involving HREM imaging.
The studies to which we refer describe technical details and specimen-specific protocols, and provide
examples of the successful use of HREM in biological, biomedical and medical research. Finally,
the limitations, potentials and anticipated further improvements are briefly outlined.

Keywords: imaging; 3D; high-resolution episcopic microscopy; episcopic; phenotyping; HREM

1. Introduction

Imaging plays a central role in all areas of modern science and is one of the most expanding fields
of biomedical research. Therefore, a plethora of highly sophisticated imaging methods spanning from
ground-penetrating radar to Brillouin microscopy were developed in the last century [1–3].

In particular, the life sciences had a massive benefit from the availability of novel imaging
modalities designed for 3D visualisation of living humans and animals, harvested embryos and tissue
samples. Techniques such as single-photon emission computed tomography (SPECT) and positron
emission tomography (PET), micro-computed topography (μCT) and optical coherence tomography
(OCT) are already used as routine tools for the diagnosis of pathologies in the clinical routine [4–9].
Others, such as micromagnetic resonance tomography (μMRI), atomic force microscopy (AFM) and
optical projection tomography (OPT), are still restricted to the scientific analysis and characterisation
of biological samples [10–16]. Their focus rests on the interpretations of the three-dimensional (3D)
arrangement of organs, tissues, cells and molecules in healthy and diseased organisms, which is the
basis for understanding the genetic, epigenetic and functional aspects of developmental processes,
the genesis of pathologies and the effect of strategies to treat diseases.

Each imaging method has unique advantages for a small field of applications. But due to technical
constraints, most are restricted to highly specific research fields and a narrow selection of specimen
types. A method that is highly potent, especially in structural 3D visualisation of embryos of biomedical
models and biopsy material, is high resolution episcopic microscopy (HREM).
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HREM [17] is an episcopic imaging method which generates a series of inherently aligned digital
images of histologically processed and embedded specimens. The images are virtually stacked to
be analysed by scrolling through the original or virtual resections and to lend themselves to volume
rendering or segmentation and surface rendering. Thus, HREM is in line with other episcopic imaging
techniques, such as serial block-face scanning electron microscopy (SBFSEM) [18], serial reconstruction
technique [19–21], Epi-3D [22], surface imaging microscopy [23,24], imaging cryomicrotome [25],
serial block-face imaging [26] and episcopic fluorescent image capturing (EFIC) [27], although it is
optimised for a low microscopic level of resolution.

In a nutshell, materials are harvested and processed as for traditional histology. During dehydration,
they are stained with eosin red mixtures, and resin (JB4) dyed with eosin or eosin/acridine orange
is used for infiltration and as an embedding material. The resulting resin blocks are sectioned
on a microtome, while digital images of subsequently exposed block surfaces are captured in
fluorescence-mode using yellow fluorescent protein (YFP) (excitation 500/20 nm, emission 535/30 nm)
or green fluorescent protein (GFP) (excitation 470/40, emission 525/50) filter sets for visualising
eosin-contrasted structures. Cells and tissues specifically stained with LacZ or NBT/BCIP (nitro-blue
tetrazolium and 5-bromo-4-chloro-3’-indolyphosphate) appear heavily contrasted when also using
a Texas Red filter system as shown in Figure 1. Several protocol variations optimised for various
materials are already published and extensively discussed [28–32].

Figure 1. Workflow. The flow chart briefly summarizes the steps of the HREM-workflow from sample
harvesting to 3D visualisation and data analysis.
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HREM data typically have a voxel size of 2 × 2 × 2 μm3 and are created from specimens with
a volume of 6 × 6 × 6 mm3, although larger and smaller samples and higher or lower resolutions
are possible. Data contrasts fit for identifying cells and nuclei, nerve fibres, capillaries and collagen
bundles in the context of overall morphology and tissue architecture. Data generation varies according
to specimen size, but it takes approximately 4–5 h for data comprised of 2000 single section images.
Since numerous publications comprehensively describe the method [33–36] and ready-to-go HREM
apparatuses are already commercially available (OHREM, Indigo Scientific Ltd., Baldock, England),
this paper will not provide protocols or technical descriptions, but will focus on discussing published
scientific results and potential applications.

2. Applications of HREM

HREM has been employed in various areas of the life sciences and for visualising a number of
different organic materials. Its chief domains of application are phenotyping of embryos of biomedical
model organisms and structural analysis of human biopsy material. Besides those, there are a number
of unconventional applications.

2.1. HREM in Embryo Research

HREM was used for analysing whole embryos or embryonic organs and tissues of various
species, including humans. However, the highest impact in this field was gained from phenotyping
mouse embryos and from the selection of HREM as the tool for phenotyping mouse mutants
harvested at embryonic day (E) 14.5 in the Deciphering the Mechanisms of Developmental Disorders
(DMDD) program.

2.1.1. Mouse Embryos

Moderate breeding costs, short generation times and the existence of sophisticated molecular tools
to manipulate the mouse genome facilitate efficient engineering of mutant mouse lines by random or
targeted disruption of specific genes. Due to the conservation of basic developmental mechanisms and
gene function, such lines are then used for studying normal mammalian gene function and the genetic
components of diseases.

Identifying morphological defects of mouse embryos of genetically engineered mouse lines is an
important step to characterise the function of the disrupted gene during embryo development and
to define its role in the genesis of hereditary diseases and malformations. HREM was developed to
permit the production of 3D volume data of whole E14.5 mouse embryos in a resolution and quality
to fit for a holistic qualitative and quantitative analysis of embryo morphology, organ, blood vessel
and nerve topology and tissue architecture as shown in Figure 2. In the scope of DMDD [37], which
was linked with the International Mouse Phenotyping Consortium (IMPC), HREM was employed to
build a virtual resource of fully annotated phenotype data of over 200 normal and over 500 mutant
mouse embryos harvested at E14.5 stemming from 87 individual single knock-out or knock-down lines
producing lethal or subvital homozygous offspring.
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Figure 2. 3D visualisation of embryo material. (A–E). Embryos harvested at embryonic day 14.5 in the
scope of the Deciphering the Mechanisms of Developmental Disorders (DMDD) project. Opaque and
semitransparent volume models from ventral view (A–D). Note the intrinsic contrast of the blood-filled
liver vasculature inferior vena cava (ivc) and the atria (at) in (B) and (C). In (D), the opaque volume
model is coronally sectioned and the stapedial artery (sa) penetrating the developing stapes (st) is
zoomed in on in the inlay to the top. The bottom inlay provides the aortic valve as detailed as it appears
in the coronal 2D resection used as a sectioning plane. (E) shows a sagittally sectioned semitransparent
volume model from lateral, integrating surface models of the urogenital tract. Choroid plexus (cp) and
commissural fibres (cf) are detailed in the zoom-in displayed as an inlay to the top right. The bottom
inlay shows a cranial and oblique view of the surface models of the ovaries (violet), ureter, urinary
bladder and urethra (yellow), Müller duct (light blue) and Wolff duct (blue). (F–H). Chick embryo
at developmental stage 18 according to Hamburger and Hamilton. Opaque volume model from the
ventrolateral in (F) and (G) with a zoom-in on the virtually sectioned heart tube (ht) in (G). (H) shows
the virtual 2D resection of the cutting plane in (G). ve, ventricles; li, liver; hb, hindbrain; co, cochlea; sv,
semilunar valves; rlu, right lung; llu, left lung; te, telencephalon; di, diencephalon; sc, spinal chord; ns,
nasal septum; to, tongue; la, larynx; uv, umbilical vein; I, intestine; pa, pharyngeal arches; le, lens; ub,
bud of upper limb; lb, bud of lower limb; ec, endocardial cushion. Scale bars: 500 μm.
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In the scope of this program, a standardised and ergonomic protocol for the comprehensive scoring
of the morphologic phenotype of E14.5 embryos [38], a novel system for defining developmental
substages of E14.5 mouse embryos [39], and reference data for the correct interpretation of phenotype
abnormalities and for distinguishing variations from abnormalities [40] were created. Approximately
200 novel mouse phenotype (MP) terms were added to the MP ontology list as a result of HREM
allowing for the detection of details that could not be detected with alternative imaging techniques.
Numerous publications in highly ranked journals were produced based on HREM data generated in
DMDD [38–48].

DMDD independent stand-alone studies researching genetic regulation of mouse development
include the analysis of: normal and abnormal cardiovascular development [49–61]; the development
of the limbs, cloaca and pancreas [42,62–64]; ciliopathies [65]; and the characterisation of cardiac
defects in Down syndrome mouse models [66,67]. Despite its value for analysing such processes in
embryos between embryonic day E8.5 and E14.5, when organogenesis is already finished, HREM
also proved its value for analysing developmental processes in very early embryos immediately after
implantation [68].

HREM has proved an excellent fit for pure descriptive but also metric analysis, which will
have a great impact on researching the influence of biomechanical forces on prenatal tissue and
organ formation and remodelling. Simple descriptive studies allowed, for example, the visualisation
of pharyngeal arch artery development, proved the transitory existence of a 5th pharyngeal arch
artery in the mouse and defined the dimensions of large arteries in mouse embryos bred on various
genetic backgrounds [69–74]. Precise visualisation of septation and cardiac cushion, the outflow
tract and valve development were used as a basis for learning the concepts underlying associated
malformations [75–86]. Besides its importance for research, digital 3D models are of course eagerly
anticipated teaching aids, as they can exemplify complex developmental remodelling processes.

Simple metric data were produced for defining the dimensions of the great intrathoracic arteries
of embryos bred on various genetic backgrounds. However, based on HREM data, more sophisticated
models could be calculated, which could mathematically define the description of the heart looping
process [52] or use 3D fractal analysis for defining the complexity of trabeculation during ventricular
development of the heart [87–89].

2.1.2. Chick Embryos

Chick embryos of very early to late developmental stages were already examined, as shown
in Figure 2. Embryos of the blastoderm stage [90,91] were used for researching the effect that the
storage of eggs has on embryonic development and viability. Embryos of late developmental stages
have been successfully used for analysing the effect of hemodynamic alterations on the topology and
remodelling of the cardiac outflow [72], and for producing metric definition of the dimensions of the
great intrathoracic arteries to serve as reference data for such studies [73]. In addition, HREM analysis
of an embryo with cephalothoracopagus malformation was successfully conducted, which permitted
the formulation of a novel concept explaining the genesis of this abnormality [92].

2.1.3. Embryos/Fetuses of Other Species

HREM is not restricted to research mouse and chick embryos. It also has been shown to work on
a broad variety of embryos of biomedical models. This includes quail and Xenopus embryos, where the
proof of principle was published [17,28], but also includes the zebrafish, for which HREM was shown
to fit for visualisation and mathematical characterisation of complex developmental processes, such as
dentation and cardiac jogging [17,93].

Yet, HREM is not restricted to small biomedical models. 3D visualisation of voluminous fetal
material is also possible. In particular, joint development was visualised in horse fetuses [94].
Furthermore, the potential of HREM to analyse the heart morphology of human fetal hearts in the
first trimester has been shown [95,96]. Also, other (data not yet published) fetal materials fit as well
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for HREM imaging, but due to restricted availability of human embryos for morphological studies,
collecting such materials is rather problematic and limited to highly specific scientific projects.

2.2. HREM for Visualising Adult Material

Though originally developed for imaging embryonic samples, protocols are already available for
preparing biopsy material from adult individuals of various species for HREM imaging, as shown in
Figure 3. Examples are materials stemming from rodents, zebrafish, turquoise killfish, ferrets and the
fruit fly, for which there are preliminary data, but no publications yet exist.

 
Figure 3. HREM data created from material harvested from adult human (A–C) skin biopsies. Virtual
resection perpendicular to the original HREM section plane (A). (B) shows details from the original
HREM sections to demonstrate HREM’s ability to visualize small dermal nerves (ne) and a Suquet-Hoyer
canal (sh) in the top image and small dermal blood vessels (bv) in the bottom image. (C) shows a
semitransparent 3D volume model of the sample combined with surface models of the lumina of the
dermal arteries (red) and veins (blue). (D,E) show metastatic material (tu) in a liver (li) biopsy. Original
2D HREM section in (D). Boxed areas are zoomed-in views provided as inlays to the right. (E) shows a
3D volume model. ed, epidermis; de, dermis; hd, hypodermis; ca, fibrous tumour capsule; sd, sweat
duct. Scale bars 500 μm in (A), (C), (D), (E); 150 μm in (B).

Published data does exist for the pig and the mouse, in which vascularisation in wound healing
was researched [97,98], and for humans. In humans, HREM was successfully employed to develop a
novel concept for dermal vascularisation in thick [99,100] and thin skin [101] and to analyse the topology
of arteries and nerves in the auricle [102]. Besides this, it recently permitted the characterisation of
plaques in the coronary arteries [103].

HREM could also show the structure of dermal matrix skin substitutes with and without
seeded keratinocytes, and the effect of dermal matrix skin substitutes in combination with skin graft
transplants on vascularisation in a porcine wound model. Recently, HREM was an integral part of a
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multimodal imaging pipeline for comprehensively characterising the vascularisation of murine tumour
models [104].

2.3. HREM for Other Organic Materials

The materials primarily subjected to HREM imaging are sourced from animals. However,
very recently, HREM expanded its application into the realm of plant sciences. More concretely,
the morphology of wild-type and genetically altered tomato plants were visualised in order to
study abnormal leaf axil patterning [105]. In pilot studies, the capacity of HREM for testing
paper quality [28,106] and the fibre arrangement and the formation of keratinocytes seeded on
skin replacement material [107] were evaluated. These experiments demonstrated that HREM is not
restricted to biomedical research, but has yet-unknown capacities to aid research in many other fields
of modern science.

3. Conclusions and Further Perspectives

HREM was developed in 2006, and for about a decade, operated on self-assembled apparatuses.
In 2015, a fully operable, all-inclusive HREM machine became commercially available under the trade
name of 3D Optical HREM imaging (OHREM). This increased the number of projects using the HREM
technique, which was illustrated by a quadruplication of publications based on HREM data over the
last ten years, and it boosted the development of new protocols and technical advancements. However,
HREM is still to be considered as a technique in its beginnings with great potential for refinement and
improvement. As pilot data has shown, it has a yet-unexplored high potential for visualising a broad
variety of organic materials in unmatched resolution and data quality.

3.1. Stitching

One of the strengths of HREM is its ability to image volumes of up to 6 × 6 × 12 mm3 in a numeric
resolution of 3 × 3 × 3 μm3. Increasing the numeric resolution is possible, but requires focusing on
a smaller volume to be scanned [34,108]. First prototypes of HREM machines, which scan several
images of the same block-surface and incorporate stitching algorithms for combining them, overcome
these limitations and are already in use. It is to be expected that this promising approach will soon
advance to become the HREM routine.

3.2. Pipelines

Even by using block scanning and stitching, the use of HREM is limited to exploring the
microanatomy of specimens of a relatively small size. For large specimens, HREM imaging has to
be combined with other imaging modalities to gain HREM detail in the context of overall specimen
information. Since this is quite simple with techniques such μMRI, the first imaging pipeline that
includes HREM dates back to the very early phase of HREM imaging [51]. Large batches of embryos
were scanned with high-throughput μMRI in moderate resolution. Interesting specimens or specimen
parts were then identified, selected and subjected to HREM imaging for providing tissue detail.
This approach was modified and expanded in the last years [109], and the first publications providing
protocols and demonstrating the benefits of high complex multimodal, multiscale imaging pipelines
integrating HREM with imaging modalities such as μMRI, US, μCT, OCT, PAT and histopathology are
already in preparation [104].

3.3. Specific Stainings

HREM data volumes comprise thousands of digital images, each resembling a greyscale image of a
hematoxylin–eosine-stained histological section. Thus, HREM offers 3D information of morphological
details of organic materials in a straightforward and simple way. Attempts to expand HREM to permit
3D visualisation of specifically labelled structures and molecular signals as well are as old as the HREM
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technique itself. Even the first publication included an example for visualising LacZ-stained tissues in
mouse embryos and NBT/BCIP signals after whole-mount in situ hybridisation in zebrafish embryos [17].
However, despite these efforts, visualising specific stained tissues is still experimental and restricted
to small specimens and specimens composed of loose and easy-to-penetrate tissues [103,110,111].
Protocols for late embryos and dense tissues are eagerly anticipated and will open new fields of
applications for HREM. We are confident that with the growing community of HREM developers and
users, solutions for this problem will be presented within the next few years.
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Abstract: We present a novel concept and first experimental results of a new type of 3D display,
which is based on the synthesis of spherical waves. The setup comprises a lens array (LA) with
apertures in the millimeter range and a liquid crystal display (LCD) panel. Each pixel of the LCD
creates a spherical wave cutout that propagates towards the observer. During the displaying process,
the curvature of the spherical waves is dynamically changed by either changing the distance between
LA and LCD or by adapting the focal lengths of the lenses. Since the system, similar to holography,
seeks to approximate the wavefront of a natural scene, it provides true depth information to the
observer and therefore avoids any vergence–accommodation conflict (VAC).

Keywords: 3D imaging system; wave field synthesis; vergence–accommodation conflict; lens array;
focus cue; light field display

1. Introduction

Recently, display technologies [1,2] have grown dramatically, and flat-panel displays based on
LCDs or organic LEDs dominate the market. Especially in the last decade, three-dimensional (3D)
display systems [3–5] have greatly advanced. Compared with a flat panel display, 3D technologies
can not only provide images, but also deliver depth information to create a more immersive vision
experience. According to whether the observer needs to wear 3D glasses or not, 3D displays can be
classified as stereoscopic and autostereoscopic systems, which have different applications in human
life. Traditional 3D displays are based on the principle of binocular parallax [6,7], in order to give
the observer two different images for both eyes to merge as one 3D image. According to the human
visual experiment [8,9], the accommodation of the eye lens is focused on the display plane, which
is different from the vergence, which is directed towards the reconstructed object. This mismatch
is called vergence–accommodation conflict (VAC). It induces dizziness and makes the observer feel
uncomfortable. Therefore, floating image display systems, which can reconstruct images in space with
real depth cues in order to solve the VAC issue, are one of the prime goals of 3D display technology.
One way to implement a floating image display is to synthesize a wave field, so that it appears to be
scattered by a natural scene or object. Currently, two different approaches are reported, which can be
classified under this category: holographic displays and light field (LF) displays.

Holographic displays are often considered as the gold standard of 3D display systems. They can,
in principle, create any arbitrary wave field and therefore provide the most comfortable experience to
the observer. Because the shape of the wavefield can be fully controlled, a well-made hologram can
appear indistinguishable from a real object. However, while holography works great for static scenes
using holographic film material, up to now there exists no practical solution for dynamic displays.
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The reason for this is that holography relies on forming wavefields based on the physical principle of
diffraction. This calls for a huge space bandwidth product (i.e., number of pixels on the order of 1011)
which is required to generate the fine diffractive structures across the area of a macroscopic display
screen [10–12].

On the other hand, the structure of LF display technologies [13–20] is simple. It just consists of
a micro-lens array (MLA) and a display panel. The aim of an LF system is to approximate the light
field of a natural scene. From a wave field perspective, the light field can be described by a set of plane
waves. However, the number of plane waves in an LF system is limited by the number of display
pixels, and the diameter of the plane waves typically equals the diameter of the involved micro-lenses,
i.e., is comparably small. This leads to a strongly fragmented representation of the ideal wave field.
As a consequence, light field systems usually have to find a trade-off between spatial and angular
resolution and can only display very limited scenes. In addition, the depth range around the central
depth plane (CDP) [21], which is the plane of the highest spatial resolution, is usually narrow.

In this publication, we present a new approach to a floating image display system, which is
based on synthesizing spherical waves instead of plane waves in order to overcome these drawbacks.
Similar to an LF system, the corresponding setup consists of a display panel and a lens array (LA). Yet,
compared with the LF system, the aperture size of the individual lenses is much larger. Additionally,
in order to control the curvature of the spherical waves, the distance between the display and the LA is
dynamically changed. The benefit of this approach can be understood in the wave field picture, since
using spherical waves instead of plane waves adds more degrees of freedom to the base functions of the
synthesis. It, therefore, represents one step further towards true holography, which offers the highest
degree of wavefront complexity. Yet, in contrast to holography, the method can be implemented with
already existing technology. As an additional benefit, the LA is a refractive element with very little
dispersion, so that the system operates almost wavelength-independently and can, therefore, display
colored scenes.

2. Principle and Design of Wave Field Synthesis 3D Imaging System

2.1. Optical System Principle

In a real environment, the surface of an object can be assumed to be composed of a huge number
of dipoles. Each of them is excited when illuminated and becomes the source of dipole radiation.
Because the dipoles are unordered, the scattered light can be approximated as a set of mutually
incoherent spherical waves, as shown in Figure 1. This simple gedankenexperiment shows that
spherical waves can be very useful as a polynomial basis to imitate and synthesize wave fields
generated by natural scenes.

Figure 1. The light source irradiates an object. The surface dipoles start to oscillate and emit mutually
incoherent spherical waves as dipole radiation that can be detected by the observer.
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We will employ this principle by using the display scheme depicted by Figure 2. It consists of a
liquid crystal display (LCD) and an lens array (LA). The lateral pixel position is given by xn while the
lateral position of the virtual object point is defined as x0. The wavefront behind the lens propagates in
the direction determined by α.

Figure 2. Schematic 3D display system and geometrical quantities. The lens manipulates the wavefront
of the light emitted from the red pixel in a way, that the generated spherical wave cutout seems to
originate from a point in the virtual distance dv and propagates in the direction determined by α.
Multiple points can be used to create the sensation of a virtual object or even a scene.

In the system, light originating from each LCD pixel will form a spherical wave. The curvature of
the spherical waves, which also defines the distance to its origin, can be controlled by either changing
the optical path between the LCD and the LA (the distance d) or, more conveniently, by changing
the focal length of the lenses using a dynamic LA. The setup resembles an LF display. However, the
basic principle is completely different. While an LF display seeks to generate rays (i.e., plane waves),
we use a set of spherical waves to synthesize a wave field. Compared with rays, spherical waves
exhibit the additional parameter of curvature. Therefore, the curvature has to be dynamically varied
during the display process using one of the above-mentioned techniques. In our work, we change the
curvature by mechanically varying the optical path between LCD and LA. Additionally, since the aim
is to generate wide-field spherical waves rather than rays (narrow plane waves), the individual lenses
of the LA exhibit a much larger aperture.

If one of the spherical waves hits the eye of the observer, the eye lens adjusts properly to image
the origin of the spherical wave, thus creating the sensation of a point floating in space. Multiple points
can then be used to create surfaces of objects or even complex scenes. Different depth layers can be
addressed by changing the curvature, while lateral coordinates can be selected by the pixel position on
the LCD panel. For the rendering, we use a ray trace approach and follow the line that intersects the
center of a lens and the center of a corresponding LCD pixel. Whether the pixel is switched on or not
depends on the virtual distance dv to the center of the spherical wave. If it is in close vicinity to an
object’s surface and nothing is blocking the path (object occlusion), the pixel is switched on.

For the renderer, it is, therefore, necessary to calculate dv from the distance d between the LCD
and the LA and the focal length f of the lenses. The separability of the problem allows us to treat it
in 2 dimensions, x, and z. To further simplify the calculation, the parabolic approximation is used
to describe the complex amplitude US of light originating from a specific LCD pixel in front of its
associated lens [22], which is given by

US(x, y) =
An

d
exp
[

ikd + i
k

2d
(x − xn)

2
]

. (1)

345



Appl. Sci. 2019, 9, 3862

The origin is located at the corresponding lens center, xn indicates the pixel coordinate relative to
the lens center, An represents the amplitude provided by the pixel and k = 2π/λ is the wave number.
In addition, the lens modulation based on the thin lens approximation can be described as

ML(x, y) = exp
[
−i

k
2 f

x2
]

. (2)

By multiplying Equation (1) and (2), the perceived wave function of the pixel after passing through
the lens can be written as

U(x, z) = US · ML =
An

d
exp
[

i
k
2

(
1
d
− 1

f

)
x2 + ikd

]
· exp

[
−i

kxn

d
x
]

, (3)

where the first exponential term with square in x indicates the curvature, and the second term linear
in x represents the average propagation direction of the corresponding spherical wave cutout, which
forms behind the lens. By comparing Equation (1) and (3), the spherical wave can be assumed to
originate from a point source in a distance dv behind the lens array, which depends on d and f
according to

dv =
f d

f − d
. (4)

Please note that due to their limited aperture, the lenses only produce a cutout of a spherical wave
rather than the entire wave field. This effect is an important requirement for the spherical wave field
synthesis. It enables creating the effect of object occlusions, i.e., when one object in the front blocks
parts of the spherical waves originating from an object behind it. At this point, the main direction in
which the spherical wave cutout propagates shall be derived. According to Figure 2, one can find the
geometrical relation

cot α =
xn

d
=

x0

dv
. (5)

Within the paraxial approximation, this is equivalent to

cos α =
xn

d
. (6)

Inserting Equation (6) turns the second exponential term in Equation (3) into a plane wave
travelling along the direction α with respect to the lens plane. The angle α therefore defines the
direction in which the spherical wave cutout propagates. The Equations (4) and (6) are crucial for
the design of the desired wave field to depict an object in a virtual distance dv behind the lens’ plane.
Finally, in our experiments, each LCD pixel was associated to the lens in front of it (in the direction of
the optical axis). We avoided crosstalk between neighboring lenses by a 3D-printed parallax barrier.

2.2. Optical Components

A lens array (LA) (model Stock no.63-231 from Edmund Optics GmbH) is adapted as the refractive
component of our system, whose specifications are shown in Table 1. The arrangement as well as
the aperture of the lenses is rectangular and the substrate is made from B270 material with high
transmittance in the range of visual wavelengths. The working area is 58 mm by 60 mm. Since the
fundamental principle of our system is spherical wave field synthesis, a larger size, 5.4 mm by 7.0 mm,
of the lenses compared with a MLA is selected to avoid strong fragmentation of the wavefronts due to
small lens apertures. In addition, the focal length of the LA is 41.90 mm.
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Table 1. Specifications of the lens array.

Dimensions (mm) 58.0 × 60.0
Size of lenslet (mm) 5.4 × 7.0
Effective focal length EFL (mm) 41.90
Radius of lenslet (mm) 22.0
Substrate B270
Wavelength range (nm) 400 ... 700
Thickness (mm) 3.0

A commercial iPhone 7 plus with 401 ppi is chosen as the display device and its specifications are
shown in Table 2. Hence the system is capable of working with partially coherent light, which is more
convenient compared to the requirements of holographic displays. The two main factors of selecting
the specific display are the high resolution and the wide color gamut, which affect imaging quality of
the reconstructed images directly.

Table 2. Specifications of the LCD panel.

Dimensions (mm) 158.2 × 77.9
Type IPS LCD
Resolution (pixel) 1920 × 1080
Pixel size (μm) 63.34

3. Experiments and Results

To verify the concept of a 3D display by means of spherical wave synthesis, a prototype was set
up. Figure 3 illustrates the optical components and configuration of the proposed system, which just
consists of an LA and an LCD panel. For the prototype setup, all-optical components are fixed on
a stage with all six degrees of freedom to adjust the relative position between the LA and the LCD
precisely. Moreover, a stepper motor is employed to adjust the distance d along the z-axis fast and
accurately. The depicted images can be recorded with a camera, which is mounted vertically above
the LA.

In preparation for the experiment, a color image and a depth image of a 3D model (dog) were
rendered by using the stereo modeling software Blender, as seen from Figure 4. The depth range of
the dog is set from 80 mm to 180 mm underneath the LA and the model was sliced into 11 depth
planes. By using the ray-tracing based rendering approach described in Section 2.1, the patterns to
be displayed by the LCD were generated for all depth planes, as shown in Figure 5. By following
Equation (4), the distance d between LCD and LA was controlled during the display process using the
stepper motor.

We used a CCD camera to imitate the eye of the observer. The system works in full color, yet
we used a monochrome camera to better inspect fine details of the object representation. Interested
readers can find the full-color Video S1 of the display in the Supplementary Material. To demonstrate
focusing effects, the camera is equipped with a high numerical aperture objective with F# 0.95. The 3D
display scheme is based on the effect of visual persistence [23], i.e., all recorded CCD images are
added/integrated up while the distance d is scanned through all 11 depth planes.

To show focus blur, we have recorded multiple images with the objective being focused on
different parts of the displayed dog. The results are seen in Figure 6. In the results, it can be easily
recognized that the tail of the dog is behind the head, as expected from the model. In addition, when
the focusing plane of the objective is set at 80 mm, the dog’s head is much clearer than the tail, and the
captured image at the unfocused areas exhibits a gradual blur from neck to tail, which indicates that the
reconstructed image provides continuous depth information. When the focusing plane is subsequently
moved from 80 mm to 180 mm, the focused area would be changed from head to neck, forefoot, body,
tail, and hindfoot, where the blurred areas are also shifted correspondingly. This phenomenon strongly

347



Appl. Sci. 2019, 9, 3862

confirms that the reconstructed images in our system contain real depth information with focus cue,
similar to what is expected from a hologram.

Figure 3. Optical components and configuration of the wave field synthesis 3D imaging system.
The lens array is placed inside the holder in a vertical distance d to the LCD. The arrows indicate the
movability of the six-axis stage. The depicted images can be captured by a camera placed vertically
above the lens array.

Figure 4. (a) Color image and (b) depth image of the 3D model.
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Figure 5. Displayed patterns of the dog for different exemplary depth planes.

Figure 6. 3D model of the dog displayed with the proposed system. For any of the displayed
images, we added up 11 individually captured depth images. The camera’s objective focuses on the
corresponding depth plane.
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To demonstrate the effect of parallax, two letters in different depth planes are depicted, which is
shown in Figure 7. A letter “A” at the virtual distance dv = 50 mm and a letter “B” at dv = 150 mm.
For the used LA with a focal length of f = 41.90 mm, this results in a vertical distance between the
LCD and the LA of d = 22.80 mm and d = 32.75 mm, respectively. The alignment of the LCD and
the LA is kept the same. The camera, placed in a vertical distance of 750 mm above the LA, was
horizontally moved between capturing three images along the x-axis to change the viewing angle
while the camera’s objective kept being focused on the depth plane of the “A”.

Figure 7. Capturing two letters in different depth planes to show the parallax effect. (a) Viewing angle
of 3.1◦, (b) camera placed on the optical axis, and (c) viewing angle of −3.1◦.

Figure 7a was captured while the camera was horizontally shifted by 40 mm from the optical axis
in the positive x-direction (to the right), resulting in a change of the viewing angle by 3.1◦. In Figure 7b,
the camera is placed on the optical axis. Figure 7c shows the case where the camera was moved by
−40 mm in the other direction (to the left), which changed the viewing angle by −3.1◦. As expected,
the letter closer to the viewer (“A”) seems to move horizontally relatively to the letter further in the
background (“B”). If the camera is placed on the right side of the optical axis, the “A” appears to be
laterally closer to the “B” and if the camera is placed on the left side, the “A” is laterally farther away
from the “B”. This experiment clearly shows the inherent effect of parallax that the system is able to
provide as a crucial depth cue. The Video S2 in the Supplementary Materials also shows parallax and
focus blur of the display.

4. Conclusions

We have presented a new approach for the 3D display of natural scenes, which is based on the
synthesis of spherical waves. From a wave field perspective, the method can be categorized between
LF displays, which seek to recreate a scene by synthesizing plane waves (rays), and holography, which
can generate arbitrary wave fields but is technically very challenging. In this sense, our method
represents a significant step towards true, full color, dynamic holography, yet with the great benefit
that it can be implemented with already existing technology. As a proof of concept, we have shown
that a system based on the method recreates crucial depth cues, such as full parallax and depth blurring
and by design avoids any vergence-accomodation conflict.

The main drawback of the current implementations of the method is the slow frame rate. Due to
technical limitations of the moving stages, it requires several seconds to capture a single 3D frame.
In the future, we will therefore concentrate on improving the response time of the stages or on rapidly
varying the focal length of the lens array in order to achieve multiple frames per second, and thus
creating an immersive experience for the observer.

Supplementary Materials: The following is available online at http://www.mdpi.com/2076-3417/9/18/3862/s1,
Video S1: Experimental results showing the color performance of the display, Video S2: Experimental results
showing the parallax and the focus blur of the display.
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Abbreviations

The following abbreviations are used in this manuscript:

3D Three-dimensional
LA Lens array
LCD Liquid crystal display
VAC Vergence–accommodation conflict
LF Light field
MLA Micro-lens array
CDP Central depth plane
CCD Charge coupled device
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