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With the support from contributors and the help from peer reviewers, the Special Issue on
Micro/Nano-Chip Electrokinetics (Volume III) published fourteen regular research articles and one
review article. Based on the involved electrokinetic phenomena, these papers can be classified into the
following six groups as summarized below.

(1) Organs-on-a-chip (1 paper). The review on organs-on-a-chip [1] reviewed the principles,
fabrication techniques, and recent progress of organs-on-chip, which aims to achieve a complete
functionality including the inclusion of specific conditions for the organ or tissue such as
pressure, flow rate, pH, osmotic pressure, nutrient content, toxins presence, among other
properties. Electrokinetic phenomena, such as electroosmotic pumps, can be applied to the
organs-on-chip applications.

(2) Newtonian Electroosmotic Flow (EOF) (3 papers). EOF has been widely used to pump fluids in
micro/nanofluidic applications. Khan and Dutta [2] derived an analytical solution of time-periodic
EOF through a microtube with heterogeneous distribution of zeta potential. Ye et al. [3] developed
a low-voltage high flow rate 3D EOF pump, which achieved a flow rate of 5.69 nL/min at a driving
voltage of 2 V. Li et al. [4] numerically simulated EOF and ionic mass transport in a microchannel
with an ion exchange membrane (IEM), and investigated the performance of seawater desalination
of the system. Newtonian fluid was considered in these studies.

(3) Non-Newtonian Electroosmotic Flow (EOF) (3 papers). Choi et al. [5] derived an analytical
solution of EOF of power-law fluid in a slit microchannel with different zeta potentials at the
top and bottom walls. Chen et al. [6] simulated EOF of viscoelastic Linear Phan–Thien–Tanner
(LPTT) fluid in a microchannel under various conditions, and found out that EOF of viscoelastic
fluid was higher than that of Newtonian fluid under the same conditions. Mei and Qian [7] also
numerically simulated EOF of LPTT fluid through a nano-slit connecting two reservoirs on both
sides, and significant enhancements of both flow rate and ionic conductance were observed for
viscoelastic fluid compared to Newtonian fluid.

(4) Induced-Charge Electroosmosis (ICEO) (3 papers). Du et al. [8] developed a unique concept
of multifrequency induced-charge electroosmosis (MICEO) on ideally polarizable surfaces of
a series of parallelly-placed metal strips. The proposed MICEO combines the transverse AC
electroosmotic vortex flow and the axial traveling-wave electroosmotic pump motion under
external dual-Fourier-mode AC electric fields. Jiang et al. [9] used ICEO in 3D composite electrode
layouts to concentrate particles. Du et al. [10] utilized the ICEO flow controlled by AC field-effect
transistor to generate secondary flow for mixing enhancement.

(5) Electrohydrodynamics (EHD) (2 papers). Qian et al. [11] proposed a simple and easily implemented
method for achieving tunable-focus liquid lenses. By corona discharge in the air, electro-pressure
with a magnitude of 10 Pa was generated at the interface between liquid silicone and air, and

Micromachines 2020, 11, 482; doi:10.3390/mi11050482 www.mdpi.com/journal/micromachines1
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the resulting electro-pressure was utilized to tune liquid-lens. Liu and Liu [12] numerically
investigated the EHD phenomena of sessile droplets on hydrophobic surfaces under non-uniform
electric fields using the phase field method. They analyzed the dynamic behaviors of the
electro-driven deformation and motion of water droplets in the oil phase.

(6) Dielectrophoresis (DEP) (3 papers). Islam et al. [13] characterized the DEP response of Candida
albicans, Candida tropicalis and Candida parapsilosis using 3D carbon microelectrodes. Peña et al. [14]
demonstrated the first time use of insulator-based dielectrophoresis (iDEP) to study bacteriophages,
possibly the most abundant and genetically diverse biological entities on earth. Yin et al. [15]
integrated DEP and microstructure filtration to achieve multi-stage particle and cell separation.

We appreciate the contributors who submitted their articles to this Special Issue. We would like to
thank many reviewers for taking time and effort to review manuscripts submitted to this Special Issue.
We also acknowledge many assistant editors from Micromachines Editorial Office, and we could not
have the third volume without their help and support. The first, second, and third volumes of the
Special Issue on Micro/Nano-Chip Electrokinetics can be accessed through the following links:

Volume I

https://www.mdpi.com/journal/micromachines/special_issues/micro_nano_chip_electrokinetics
Volume II

https://www.mdpi.com/journal/micromachines/special_issues/micro_nano_chip_
electrokinetics_v2

Volume III

https://www.mdpi.com/journal/micromachines/special_issues/micro_nano_chip_
electrokinetics_v3

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: In recent years, ever-increasing scientific knowledge and modern high-tech advancements
in micro- and nano-scales fabrication technologies have impacted significantly on various scientific
fields. A micro-level approach so-called “microfluidic technology” has rapidly evolved as a powerful
tool for numerous applications with special reference to bioengineering and biomedical engineering
research. Therefore, a transformative effect has been felt, for instance, in biological sample handling,
analyte sensing cell-based assay, tissue engineering, molecular diagnostics, and drug screening, etc.
Besides such huge multi-functional potentialities, microfluidic technology also offers the opportunity
to mimic different organs to address the complexity of animal-based testing models effectively.
The combination of fluid physics along with three-dimensional (3-D) cell compartmentalization has
sustained popularity as organ-on-a-chip. In this context, simple humanoid model systems which
are important for a wide range of research fields rely on the development of a microfluidic system.
The basic idea is to provide an artificial testing subject that resembles the human body in every aspect.
For instance, drug testing in the pharma industry is crucial to assure proper function. Development
of microfluidic-based technology bridges the gap between in vitro and in vivo models offering
new approaches to research in medicine, biology, and pharmacology, among others. This is also
because microfluidic-based 3-D niche has enormous potential to accommodate cells/tissues to create a
physiologically relevant environment, thus, bridge/fill in the gap between extensively studied animal
models and human-based clinical trials. This review highlights principles, fabrication techniques,
and recent progress of organs-on-chip research. Herein, we also point out some opportunities for
microfluidic technology in the future research which is still infancy to accurately design, address and
mimic the in vivo niche.

Keywords: organ-on-a-chip; biosensors; biomedical; microfluidics; in vivo models; applications

1. Introduction

In 1990, Manz et al. [1] coined the term “miniaturized total chemical analysis systems (μTAS)”
for performing small-volume related reactions. Later, μTAS also encompassed other areas of
biology and chemistry. With ever-increasing scientific knowledge and technology advancement,

Micromachines 2018, 9, 536; doi:10.3390/mi9100536 www.mdpi.com/journal/micromachines5
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a broader term—so-called “microfluidics”—came into existence and is now often used in addition
to μTAS [2]. Microfluidics has been defined as a science and technology which deals with the
behavior, precise control and manipulation of fluids through micro-channels. Generally, the fluids
are geometrically constrained to a small (10−9 to 10−18 litters) amount using channels with tens to
hundreds of micrometers in dimensions [3]. In microfluidics, the “Lab-on-a-Chip” is an adaptation
from microchips to miniaturize laboratory experiments. Following that, other applications appear,
and new organs-on-a-chip concept has become very popular among researchers around the globe.
This concept developed quickly because its applications to biology and medicine provide tools that
are portable, cost-effective, reduce time and can also provide better mimicking of environment
for cells. In general, organs-on-a-chip allows the performance of in vitro experiments with more
controlled parameters. Although the domain of the device, other equipment is required, such as
pumps, incubators, microscopes, and specific target experiment tools. The handling equipment needed
for microfluidic devices make it a laboratory tool that cannot leave laboratory facilities. The significant
advances in microfluidics began with research about physics and involved handling very low sample
volumes, typically a volume range from microliters to femtoliters. For example, the comparison of bulk
flow at microscale is remarkable. For instance, turbulent flow only exists in macroscales, and laminar
flow is dominant in microscale (see Figure 1), subject to the Reynolds number. The Reynolds number
is a critical dimensionless quantity in fluid mechanics used to predict flow patterns in different fluid
flow situations as shown in Figure 1. Reynolds number is the ratio of internal force to viscous force.
The internal forces tend to move the particles away from the layer, whereas, viscous forces tend to
keep the layers moving smoothly one over the other. At low Reynolds numbers, i.e., smaller than 500,
viscous forces dominate, and the flow tends to be laminar (sheet-like) [4]. A series of parallel layers
can represent laminar flows without any mixing between them. While, at high Reynolds numbers,
i.e., larger than 2000, turbulent forces dominate that results in differences in the fluid’s speed and
direction, thus, the flow is fully turbulent [4]. Under these conditions, there are lateral and vertical
exchanges between the liquid veins which may sometimes intersect or even move counter to the
overall direction of the flow (eddy currents).

Figure 1. Schematic representation of flow lines in microscale and macroscale. Flow lines follow
straight paths in microscale with a parabolic profile; contrary to macroscale, flow lines follow crossing
paths with no defined pattern.

Laminar flow, diffusion, fluidic resistance, surface area to volume ratio and surface tension
are among the main physical parameters. These parameters change as a consequence of small
scales that require a new understanding of the physical and chemical phenomena. Bulk conditions,
namely mesoscale and macroscale, are different from microscale, for instance (detailed information
on the phenomena related are presented elsewhere [1–3]). Herein, we discuss the microfluidics
and its application as a versatile tool to construct an organs-on-a-chip module which in turn
mimics its counterpart inside the body. The first part of the review focuses on the manufacturing
techniques along with the material used to fabricate microfluidic devices/systems. Following that,
electrokinetic phenomena with a detailed description of the electrokinetic theory and its role in the
applications towards microfluidics are discussed. The last half of the review mainly focuses on
different organs-on-a-chip, and describes the most relevant research in the past few years. The last
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part highlights the current state-of-the-art whole human-on-chip model. Towards the end, we provide
concluding remarks and comment on future perspectives.

2. Microfluidics Techniques

In the beginning, microfluidics was implemented by industrial processes such as gas
chromatography and printing machines to handle small volumes to perform fast analysis with high
precision [3]. Later, lithography from microelectronics was adapted to construct devices with medical
potentialities using various types of biocompatible materials. Verpoorte and De Rooij [2] reviewed
developments that have emerged from the increasing interaction between the microelectromechanical
systems (MEMS) and microfluidics worlds. The incorporation of MEMS techniques to fluidic device
fabrication using photo-sensible polymers allows producing molds by shading patterns with UV
light. This mold is then used to cast the pattern using a biocompatible polymer. The principal
characteristics of polydimethylsiloxane (PDMS) are transparency, flexibility, biocompatible, gas
permeable, etc. Through the high attention attracted towards microfluidics in the last two decades
led to the development of novel fabrication processes and the use of other materials [5–9]. Despite
the significant involvement of physics, the integration of other research areas such as chemistry,
biology, and medicine to labs-on-a-chip confronted researchers with new problems which made them
develop new microfluidic platforms [8]. Replica molding, along with procedures such as micro-contact
printing, casting, injection molding, and embossing, encompass the techniques for manipulating
elastomeric structures [10,11]. Some of the first approaches have used micro-contact printing, replica
molding, micro-transfer molding, micro-molding in the capillary, solvent assisted micro-molding,
phase-shifting edge lithography, nano-transfer printing, decal transfer lithography, and nano-skiving.
Since most techniques use polymeric or organic matter known by physics as soft matter, all together
these techniques are known as soft-lithography [9]. Soft-lithography is a rapid prototyping technique
applied to generate micro and nanostructures. Generally, a low-cost polymer is used to build the
desired pattern.

Advantages and Challenges: Traditional vs. Microfluidic Cell Culture Approach

Cell culture refers to the cell growth and maintenance of influencing parameters in a controlled
environment. In cell related experimental biological research at large, and cell culture technology,
in particular, in vitro cell culture models are considered the backbone of the field [12]. Based on
literature evidence, several traditional approaches, i.e., (1) culture in the flasks, (2) culture in the
dishes and (3) well-plates, etc. have been developed and have gone through heuristic optimization.
The modern cell culture techniques such as microfluidics-based cell culture approach offer unique
potentialities to culture, maintain, and analyze the cultures in a more sophisticated manner at
micro-level. These interactions are not easily replicated or controlled in the traditional cell culture
formats [13]. As compared to the traditional cell culture methods, microfluidics-based cell culture
approach reveals a clear understanding of an interplay between cell culture parameters and the
microenvironmental elements which traditional cell culture methods fails to demonstrate on their
own. Furthermore, it is also believed that the controlled operational conditions at microenvironmental
level by microfluidic approach will further accelerate and advance the cell culture technology [14].
With a variety of cost and resource benefits such as reduced consumption of reagents, smaller volume,
and reduced contamination risk, microfluidics-based cell culture offers a unique platform for efficient
high throughput experimentation [13]. The microfluidics-based cell culture approach has several
advantages over traditional or macroscopic cell culture. However, both suffer from some considerable
challenges. Figure 2 illustrates a comparative overview of significant advantages and challenges of
microfluidics-based cell culture approach vs traditional/macroscopic cell culture [12].
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Figure 2. Overview of the advantages and challenges of both macroscopic and microfluidic cell culture.
Reproduced from Halldorsson et al. [12], with permission from Elsevier.

3. Three-Dimensional (3-D) Printed Microfluidics

Owing to key scientific advancements, three-dimensional (3-D) (bio)-printing technology has
drawn significant research interests. As compared to other microfluidic approaches such as
soft-lithography (as discussed above), 3-D printing technology has simplified the fabrication process of
microfluidic devices to a single step [15]. As mentioned earlier, facile sample preparation and handling,
separation of liquids, detection and fluid manipulation, or indeed the device fabrication itself are some
of the key functions of microfluidic technology [9,15]. A detailed description of each specific function
from fabrication to implementation can be found in a paper by Ahmed et al. [9]. Additionally, 3-D
printing technology also has numerous other considerable advantages over conventional fabrication
of microfluidic devices. For instance, the capability to incorporate multi-(bio)-materials such as
living cells and growth factors, aligned embedding of tissue scaffold with controlled porosity, highly
defined device generation with high resolution, defined pore structure and distribution into the
device, etc. [15,16]. The historical perspective and potential impact of 3-D printing technology on
biotechnology and the chemical sciences, both, have been well covered and reviewed by Gross et al. [16],
thus are not the focus of current work. From the industrial and commercial markets perspectives, so
far, different 3-D printing techniques have been introduced. For instance, stereolithography (SLA),
Digital Micromirror Device-based Projection Printing (DMD-PP), Fused Deposition Method (FDM),
Two-photon-polymerisation (2PP), inkjet printing, Electron Beam Melting (EBM) or bio-printers,
etc. have been exploited to develop microfluidic devices using photocurable resin, photopolymers,
thermoplastic polymers, or materials-based hydrogels as their starting materials [15]. However, among
these 3-D printing methods, SLA and extrusion-based system dominate the current market [17].
More detailed information on SLA, DMD-PP. FDM, 2PP, EBM, and bio-printers can be found in a paper
by Ho et al. [15]. In summary, 3-D printing technology has an enormous potential to revolutionize
the way we print/engineer devices with particular reference to bio-printing, and also perceive the
challenges of experimental designs, and fabrication of engineered 3-D biological tissues with particular
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reference to biological studies where spatial control of samples or cells is critical to integrate into 3-D
printed microfluidic devices.

4. Potential Materials and Fabrication Techniques

Among potential materials, PDMS, polymethylmethacrylate (PMMA), polycarbonate (PC),
polystyrene (PS), polyvinyl chloride (PVC), polyimide (PI), and the family of cyclic olefin polymers
have been widely used in microfluidics [9,18–20]. The overall characteristics have made them
successful in laboratories around the world. Undoubtedly, the unique characteristics of PDMS allow
the generation of the precise micro-channels network to develop a microfluidic device [9]. It is essential
to be aware that potential candidate materials (See Table 1) are continuously developed and open new
possibilities which need to be explored in microfluidic applications.

Table 1. Potential materials used in microfluidics.

Material Relevant Property Proposed Application Reference

Collagen (Chitosan) Biocompatibility, versatile control
of structure and chemistry Bio-sensing, film assembly [21,22]

Silkworm (Bombyx mori)
Biocompatibility, mechanically

robust, flexibility, high mechanical
modulus, and toughness

Fabrication of microfluidic
channel [23,24]

Agarose hydrogel
Lox cytotoxicity, biodegradability,
mechanical stability at low solid

fractions

Cell culture, sensors,
and actuators [25–27]

Teflon Ease of fabrication with maximum
chemical resistance

High precision assay, super
clean tools, valves, and pumps

fabrication
[28]

Acrylonitrile Butadiene
Styrene (ABS)

High resolution, excellent surface
finish

Making of the master mold,
microfluidics interface (MI),

pathogen detection, biological
assay

[29–34]

Photocurable
resin/polymer

Very high resolution with small
features

Biology observation of cell
growth [35,36]

ABS, polycarbonate,
polyphenylsulfone,

elastomers

Cheap material, ease of support
removal

Pathogen detection of bacteria
and viruses [37,38]

Polyamide
Fast build speed, multi-material

printing, very durable and
high-temperature stable material

Making of the master mold [39,40]

Hydrogels Swelling and contraction, act as
sensors and actuators

Self-regulating valves,
microlens arrays, drug release
systems, binding of antigens

and proteins and glucose.
Flow sensors pH regulators,

flooding cooling devices.

[29,41,42]

Polyurethane-methacrylate
(PUMA)

Economical to manufacture,
biocompatible, nontoxic, strong

electroosmotic mobility

High-aspect-ratio
microstructures [43]

Polyethylene glycols
(PEGs)

Relatively inexpensive, available
in a wide variety of molecular

weights, biocompatible, negligible
cytotoxicity

Microfluidic valves, Channel
cover to improve the
microfluidic lifetime

[44,45]

Polyhydroxyalkanoates
(PHAs)

Biocompatibility, tunable
biodegradability

Microfilm barrier for vapor
and oxygen [46]
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Table 1. Cont.

Material Relevant Property Proposed Application Reference

Gelatin methacrylate
(gel-MA)

Photopolymerizable, porous
membrane

Mechanistic vascular and
valvular biology cell support

matrix
[47,48]

Polylactic acid (PLA) and
Polyglycolic acid (PGA) Tunable biodegradation Porous scaffold for cell culture

with better adhesion [49]

Poly(polyol sebacate)
(PPS)

Biocompatibility, design
adaptability, mechanical

compliance, low cytotoxicity,
degradability

3-D microfluidic system,
Microbioreactor [50]

Poly(ethylene glycol)
diacrylate (PEGDA) and

gelatin methacryloyl
(GelMA)

Biocompatibility,
neovascularization potential,

multi-material fabrication
capability at a high spatial

resolution

Tissue engineering,
regenerative medicine,

and bio-sensing
[51]

Poly(methyl
methacrylate)

Favorable mechanical and thermal
resistance, chemical compatibility Genomic analysis [52]

Styrene Ethylene
Butylene Styrene (SEBS)

Biocompatibility, Rheological
characteristics

Fabrication of complex and
more sophisticated

microfluidic networks (μFNs)
[53]

Styrene Ethylene
Butylene Styrene (SEBS)

Electrical surface properties,
stable and relatively high zeta

potential magnitude

Microdevices for
Electrokinetic Applications [54]

Styrene Ethylene
Butylene Styrene (SEBS)

Reduced drug absorption, Optical
transmittance, Mechanical

performance
Cell culture [55]

From the fabrication viewpoint, several methods have been developed and exploited to
construct microfluidic systems. Among them, the (1) hot embossing and (2) injection molding
methods are considered two major ones. The first (hot embossing) is very similar to thermal
nanoimprint lithography (NIL) and characteristically used to fabricate microfluidic-based products and
lab-on-a-chip components. It is a low-cost and flexible fabrication method with unique potentialities
to build nanoimprint patterns with high-aspect-ratio microstructures. However, in the injection
molding method, the microfluidic device is produced by injecting molten material into a mold
where it cools and hardens subject to the mold configuration [56]. A range of materials that include
metals, glasses, elastomers, thermoplastic and thermo-setting-based polymers have been used to
fabricate micro-channels. Generally, the materials with relatively low viscosity in the solution form are
preferred because, during injection, they can lead to good contact with the mold resulting in distinct
features [57]. Furthermore, injection-based molding methods have also been used, with an advantage,
to construct or fabricate plastic based microfluidic channels using PMMA and PC type materials [58].
However, each fabrication method has specific limitations with regard to the properties of the
material. For example, in case of above-mentioned major fabrication methods, i.e., hot embossing and
injection molding, the characteristics like materials melting temperature, glass transition temperature,
and thermal expansion coefficient are considered most influential for a successful fabrication [57].
These parameters are not only crucial for successful manufacturing but also play a vital role in the
sealing process where materials are thermally bonded, e.g., in hot embossing method.

5. Electrokinetic Phenomena: Theory and Microfluidic Applications

Electrokinetic effects occur in the presence of an interfacial double layer of charges.
The phenomena appear when an external force produce a tangential motion of fluid, liquid
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electrolytes, with respect to an adjacent charged surface. Classically, the electric force used to drive
fluid flow, and particle motion [59]. For microfluidic technology, it is fundamental to pump and
mix fluids, electrokinetic offers an option to avoid mechanical pumps with electro-osmosis [60].
Additionally, separation of phases or heterogeneous solutions can be done with electrophoresis
and dielectrophoresis [61,62]. A principles representation of the main electrokinetic phenomena is
presented in Figure 3.

Figure 3. A schematic representation of electrokinetic phenomena. (A) electro-osmosis, (B) electrophoresis,
(C) dielectrophoresis, and (D) electrothermal in alternate current.

Electro-osmosis (Figure 3A) is used to move and mix fluid charged in electrolytic solutions with
specific microfluidic designs as presented in the work of Bazant and Squires. The parallel slip flow u||
due to the electric field E|| is given by the Herlmholtz–Smoluchowski equation,

u|| = − εζ

η
E||

In terms of permittivity ε and viscosity η of the fluid, and the zeta potential ζ which can be
constant or non-uniform. The result in an aqueous solution gives a speed of 70 μm/s with an electrical
field of 100 V/cm and zeta potential of 10 mV [63].

For electrophoresis (Figure 3B), the mechanism is the same as electro-osmosis. However,
the objective is to move small particles with an electrical charge. As a consequence, different sized
and electrical charged particles are displaced at a different speed and can be separated. Lapizco’s
group was able to segregate three different microorganisms with microns’ diameter variations in a
microfluidic device [64]. Another application in microfluidic is the use of Janus particles of different
sizes to mix fluids thanks to the electrophoretic phenomena [65].

Dielectrophoresis (Figure 3C) is a phenomenon driven by polarized particles with or without
electrical charge immerse in a non-uniform electric field. The electric field can be applied in alternate
current and direct current. This method is widely used for dielectrophoretic analysis of macromolecules,
viruses, submicron particulates and recently to separate particles with a different shape, size,
and dielectric properties [62]. Polarizability of particles expressed with the Clausius–Mossotti factor
estimated with the particle ε∗p and suspension media ε∗m complex permittivity, ε∗ = ε − (jσ/ω),
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fCM =
ε∗p − ε∗m

ε∗p + 2ε∗m
,

where σ and ω are the conductivity and angular frequency of the potential. Dielectrophoresis can be
positive or negative and it depends of the coefficient expressed before. In case of low frequency
of alternate current and direct current, the factor is approximately to the same equation using
switching the complex permittivity with the real conductivities. Force and velocity imposed by
the dielectrophoretic effect is described by the equations:

FDEP = 2πεmr3
p fCM∇E2,

and,

vDEP = μDEP∇E2 =
r3

pε∗m
3η

Re[ fCM]∇E2,

where, μDEP is the mobility, η is the suspension viscosity and ∇E2 is the electric field gradient used
to separate trap and isolate particles [64]. Other electrokinetic phenomena is the electrothermal
(Figure 3D), which is a consequence of the Joule heating effect. Electrolytes with conductivities
bigger than 0.2 S/m exposed to non-uniform alternate current electric field generates temperature,
permittivity and conductivity gradients. The result of the formed gradients induces a force fet, this
electro thermal force is calculated by the following equation:

〈 fet〉 = −0.5

[(∇σ

σ
− ∇ε

ε

)
·E εE

1 + (ωτ)2 + 0.5|E|2∇ε

]
,

where ω and τ are the frequency and the relaxation time [66].
Electrokinetic phenomena in microfluidics potentize achievement of higher milestones in

lab-on-a-chip, point-of-care and organs-on-a-chip. A review focused on mixing through electrokinetics
microfluidics summarizes extensive research and designs. The most significant advantages are
miniaturized and straightforward design, no vibration and fatigue, integration with other microfluidic
devices, low hydrodynamic dispersion, high speed and efficiency [67]. Microvalve is one of the
applications of electrokinetics solved by using a Janus particle and electro-osmosis to control the flow
in different channels presented in Li’s work [68]. Very recently, Shaegh et al. [69] developed a novel
rapid prototyping method to fabricate microfluidic chips from thermoplastic materials with embedded
microvalves using laser ablation and thermal fusion bonding. A CO2-assisted laser micromachining
method was employed to engrave and cut PMMA sheets, together with thermoplastic polyurethane
(TPU) film. Aiming to generate a gas-actuated microvalve, the authors have used an unfocused
CO2 laser beam to fabricate semi-circular fluid channels. Likewise, in another recent study [70],
the whole-thermoplastic microfluidic functional elements, including a pneumatic (gas-actuated)
normally closed microvalve, a micro-check valve, and a pneumatic dual-phase micropump have
been fabricated for lab-on-a-chip applications [70]. Analytical microfluidics in the fields of protein,
DNA, bacteria and virus and cells uses electrokinetics to sort, separate, concentrate and fix them for
their analysis [71]. More details about alternate current electrokinetics microfluidic designs and theory
applied to physiological fluids can be found in Reference [72].

In microfluidics, fluids or fluids-based sample pumping is an essential function for biological fluid
handling for lab-on-a-chip and μTAS applications [73,74]. However, subject to a specific application,
microscale pumping needs vary over a broader range with certain specifications. For instance,
fluids or fluids-based sample pumping from low-power mode to high-power, low-flow-rate to
high-flow-rate, and/or low-pressure-flow to high-pressure-flow, etc. To fulfill these demanding
requisites for a given application, a variety of fluid driving pumps have been developed and
roughly classified into two categories, i.e., (1) mechanical micropumps with moving parts, and (2)
non-mechanical micropumps without moving parts [73]. Both categories have been further
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sub-classified subject to various actuation principles. For instance, the mechanical micropumps can be
sub-divided and mainly include (i) piezoelectric, (ii) pneumatic, (iii) thermopneumatic, (iv) electrostatic,
(v) electromagnetic and (vi) bimetallic SMA micropumps, among others. Non-mechanical micropumps
can be sub-divided and mainly include (i) electrokinetic, (ii) electroosmotic, (iii) magnetohydrodynamic
(MHD), (iv) electrochemical, (v) acoustic-wave and surface tension and (vi) capillary micropumps,
among others [73,75]. A detailed overview and working mode of the above-categorized micropumps
has been comprehensively achieved [73,75], thus these are not the focus of the current research.

6. Microfluidic: Lab-on-a-Chip

Use of microfluidics on lab-on-a-chip (LOC) is inherent in the handling of very low volumes.
Lab-on-a-chip was used mostly for analysis and biochemical detections, but recently it is aimed at
diagnostics. Progress towards a portable diagnostic system is becoming possible as new advances
in technologies evolve. As mentioned above, alongside microfluidic systems it is necessary to create
integrated pumps, electrodes, valves, electrical fields, and microelectronics. Other examples of
applications for lab-on-a-chip are for molecular biology, proteomics, cell biology, among others.
A recent study focused on flow cytometry [76] addresses the main problems related to LOC
microsystems that require other components to provide independent functionality to achieve
point-of-care (POC) chips. They implemented a cytometer that identifies and classifies cells
with an electromagnetic field. The chip includes electrodes in channels that separate the cell by
dielectrophoresis. However, other components are still needed to achieve the desired goal. Similar to
the flow cytometer, a lab-on-a-chip designed to perform a liquid biopsy is presented in Reference [77].

7. Microfluidic: Organ-on-a-Chip

Organs-on-a-chip aim to reproduce the function of biological organs or tissues as realistic models.
Cells are grown inside the chambers and channels to generate tissues or complete organs to emulate
its biology, and integrative physiology [78]. Achieving a complete functionality involves the inclusion
of specific conditions for the organ or tissue such as pressure, flow rate, pH, osmotic pressure, nutrient
content, toxins presence, among other properties. Through LOC it has been possible to reproduce
several organs-on-a-chip (OoC). Outstanding research to perform in vitro models of cardiovascular,
respiratory, nervous, digestive, endocrine and integumentary systems are mentioned in this summary.
A general set-up representation of OoC is shown in Figure 4.

Figure 4. The process to produce different OoCs is in principle the same, taking into account the
application. First, the design must address the properties to emulate and measure. Second, different
cells must be incubated into the device. Third, cellular growth, differentiation and function are
established in order for the chip to operate like an organ. Fourth, data is obtained through chemical
and physical testing.
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7.1. Lung-on-a-Chip

Huh et al. [79] constructed a biomimetic microsystem that reconstitutes the critical functional
alveolar–capillary interface of the human lung, which is the fundamental functional unit of the living
lung. As a proof of principle for a biomimetic microsystems approach, authors have engineered a
multifunctional microdevice that reproduces key structural, functional, and mechanical properties
of the human alveolar–capillary interface. It was based on a microfluidic system containing two
closely apposed micro-channels separated by a thin (10 μm), porous, flexible membrane made of
PDMS. The achieved system allowed visualization and characterization of inflammatory processes
and response to bacteria [79]. Recently, a bioinspired lung-on-a-chip was capable of reproducing
parenchyma by the construction of a thin alveolar barrier in respiratory dynamics. The primary
objective to reproduce a lung is to growth epithelial and endothelial cells in cyclic stress that mimics
the respiration diaphragm movement of an in vivo model. A bronchial epithelial human cell line from
a patient was used, leading to a demonstration of how mechanical stress affects the epithelial barrier
permeability. Additionally, there was an improvement of the cell culture in the dynamical model
compared to a static one [80].

Including a hydrogel micro-layer in the lung-on-a-chip allowed the growth of smooth muscle
cells and their interaction with epithelial cells. The combination of type 1 collagen and Matrigel for the
hydrogel production was favorable to epithelial cell adhesion. Young’s group was able to incorporate
the smooth muscle cells with epithelial cells to evaluate chronic lung diseases [81]. Platforms have
been developed to mimic physiological barriers in different systems; a recent review focuses on that
matter with microfluidics [82]. Clinical tests for specific diseases can be reproduced with high accuracy
in the biochemical reaction chains. A therapeutic model for intravascular thrombosis was set up
recently in lung alveolus by Ingber’s group [83]. The model helps to access different drugs; specifically,
this group tested antagonist to protease-activated receptor-1 leading to the dissection of complex
responses towards antithrombotic drug development.

7.2. Liver-on-a-Chip

The liver, with its high metabolic activity, is crucial to life. Its tissue is highly regenerative but
suffers major damage from chronic diseases and viral infections. In order to investigate hepatocytes
interactions, a microfluidic device was designed to grow hepatic cell cultures in a three-dimensional
fashion. This liver-on-a-chip was able to sustain monocultures and co-cultures of hepatocytes and
hepatic stellate cells to study its interaction with and without flow [84]. Several other studies are
mentioned in the recent review [85] where the liver-on-a-chip applications perform drug analysis,
toxicity and screening, pathophysiology and human physiology.

Monitoring metabolic function is an issue to the current in vivo models that only resemble the final
result. Therefore, the integration of microfluidics systems like organ and sensors offers an advantage
to follow the steps in a biological process. The liver and sensor coupling in the work of Bavli et al. [86]
have led to the tracking of the adaptation to mitochondrial dysfunction. The sensor was designed
to observe changes in glucose and lactate. Another micro-engineered liver chip was developed to
test drug toxicity. The work focused on reconstructing 3-D cellular structure to represent the hepatic
sinusoid. The hepatocyte culture was prolonged until 4 weeks and allowed screening cytotoxicity of
new drugs [87].

7.3. Kidney-on-a-Chip

The kidney is one of the most complex organs to mimic since the integration of several tissues with
the correct environmental characteristics is highly difficult. The kidney is formed by glomerular cells,
proximal tubule cells, a loop of Henle cells, thick ascending limb cells, distal tubule cells, collecting
duct cells, interstitial kidney cells, and renal endothelial cells. However, with four different tissue
cells co-cultured in an organization that facilitates their function along with their physicochemical
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conditions, the kidney can be mimicked. The four tissue types are glomerular, proximal and distal
tubule, and collecting duct. One of the most recent studies succeeds in generating a OoC model
with glomerular function by using human induced pluripotent stem (hiPS) cells into podocytes
and generating glomerular basement-membrane collagen to reproduce tissue–tissue interaction with
human glomerular endothelial cells. As a result, they were able to produce an in vitro model to
glomerular filtration wall physiology and replicate pharmacologically induced podocyte injury and
albuminuria as it occurs in patients [88]. Similar work was done to reproduce the proximal kidney
tube for drug and nephrotoxicity probes [89]. Recently, Wilmer et al. [90] reviewed significant aspects
of a kidney-on-a-chip development technology for drug-induced nephrotoxicity screening that are
crucial for improving the early prediction of drug-induced kidney injury (DIKI).

7.4. Gut-on-a-Chip

Human in vitro models usually fail to represent human gut physiology because of the lack
of its natural mechanical microenvironment. The normal gut conditions consist of fluid flow in a
complex dynamic caused by its cyclic peristaltic motion. A recent study was able to develop a human
gut-on-a-chip with Caco-2 intestinal epithelial cells in flexible microfluidic channels that reproduced the
fluidic dynamics and its peristaltic movement. With the described conditions they were able to produce
undulating epithelium columns with polarized Caco-2 cells and multiple differentiated intestinal cell
types. This work was able to reproduce enteroendocrine cells, Paneth cells, and differentiated Goblet
cells that secrete large amounts of mucus found in living small intestine [91,92]. Subsequent work by
the same group followed the intestinal inflammation produced by bacterial overgrowth. The project let
them to study pathophysiology over a time lapse of weeks, which is an outstanding model for several
medical applications [93].

Exposure to ionizing gamma radiation through treatment leads to intestinal hemorrhage, sepsis,
and death [94]. The radiation of cells from murine models to test damage and measure reactive oxygen
species is used to test the properties of the drugs. The gut-on-a-chip application for modeling gamma
radiation injury provides an alternative to in vitro testing, and prevents loss of junction continuity and
demonstrates similar results [95].

The replication of the coxsackievirus B (CVB1) virus infection is another application of the
gut-on-a-chip model. The CVB1 virus causes myocarditis, infects the pancreas and liver, and produces
severe problems for neonatal cases [96]. Studies in this field with cells from human lines are a pressing
issue, since the use of the human chip to mimic the microenvironment in the dynamic system allows
the successfully testing of a polarized infection. The work of Villenave et al. shows how this model
can be used for other enterovirus test and the relevance for complex systems to establish better than
static cell cultures [97].

7.5. Skin-on-a-Chip

The biggest human organ is the skin, which protects the entire body from external conditions.
This is one of the most accessible cells for several stress factors causing several reactions. Experiments
to test almost every imaginable condition have a great impact on the use of in vitro and in vivo models
models, and some of these are not efficient in humans. To reduce animal use and better approach the
impact on human skin it is important to provide a better alternative. Skin-on-a-chip is becoming the
main in vitro model. An example is a model with epidermal, dermal and endothelial layers developed
to reproduce inflammation and edema treated with dexamethasone as a drug testing model [98]
(similar work was presented in Reference [99]). The skin is more complex than a general division of
epidermis and dermis. Wrinkles are one of the phenomena that happen over time and through external
stress. Ultraviolet light, chemicals, physical stimuli, and other processes cause wrinkles. Recent work
was able to reproduce wrinkled skin-on-a-chip with the use of magnetic stretching. This work can help
to test products for cosmetics and pharmaceutics with a more realistic approximation [100]. The work
done by Sriram et al. offers a full-thickness skin chip with novel fibrin-based dermal matrix support
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for 3-D culture. Additionally, they surpassed problems like inconsistent seeding, epithelial damage,
and contraction of the dermal matrix [101].

7.6. Brain-on-a-Chip

Human brain function and genetics are very different from animal models. Animal models only
provide a basic knowledge of the brain, comparing the human brain/neuronal diseases are not equal,
and human models are not an option. A series of research efforts have been directed on producing
brain-on-a-chip devices to reproduce fundamental interactions and test applications. Basic research has
focused on the principles that command brain formation with high complexity and interconnectivity
with other organs. Applications of brain cell function and interaction with drugs for pharmacological
proposals to attack degenerative diseases.

The first example is a multilayer device where pluripotent human cells were grown to mimic
the central neuron system and incorporate the blood-brain barrier. The complete system was
used to analyze the cellular interaction between human fetal neural progenitor cells and the
mature model. Then, a chemotactic gradient was included significant for neurodevelopmental
studies, neurotoxicology, neuroregeneration, and neuro-oncology research [102]. In the second
work, an Alzheimer’s disease in vitro model was reproduced on a chip. The group was able
to grow neurospheroids with flow control. Changes in flow led to complex neural network
and neural differentiation. Then, amyloid-β toxic effects and treatment were recorded with and
without flow. The conclusion was that dynamic conditions provided a better development of the
neurospheroids [103]. Similarly, another group was able to generate a multiregional brain-on-a-chip
implementing in vivo characteristics. Their chip can develop a particular disease model, evaluating
direct electrode signals from specific brain region cells and the network activity [104].

7.7. Heart-on-a-Chip

Cardiovascular in vitro models usually generate a monolayer tissue culture under static conditions
and inside a considerable geometry. With the standard considerations already discussed, the tissue
grows with random cell orientation, no flow conditions, and in a flat layer resulting in different
physiology than the in vivo conditions. At the beginning of heart-on-a-chip, similar conditions were
used but the physiology was improved step-by-step as mentioned in Reference [105]. One of the
newest works is a platform where micro-engineered cardiac tissues (μECTs) was created to support a
three-dimensional beating tissue from human cardiomyocytes. The mechanical and electrical response
showed a high coupling response. During culture, the platform provided mechanical stimuli which
resulted in better cell maturation and increased the mechanical and electrical coupling. The device was
also used to test several concentrations of isoprenaline [106]. The influence of perfusion condition and
microsystem geometry helps to develop cell proliferation with high alignment and morphology [107].

A mussel-inspired 3-D chip was developed thought engineered nanomaterials to test cardiac
contractility. The materials used were gelatin as extracellular matrix and titanium oxide and silver
nanoparticles. The device can measure in vitro contractile effects by cardiotoxicity of nanoparticles
that affect calcium signal to sarcomere [108]. Cardiomyocytes clusters in spheroid geometry are part
of an experiment for drug testing in a microfluidic device. The work demonstrates the potential to
do studies in the long-term by applying compound concentrations. A 48 hour test was used as a
non-invasive assay for quality control in pharmacological applications [109]. In this way, preclinical
tests may be used for testing drug efficacy and safety. Kamei et al. built an Integrated Heart/Cancer
on a-Chip (iHCC) using human cells. The microfluidic device included micropump and pneumatic
valves to reproduce heart dynamics and test the anti-cancer drug doxorubicin (DXR) [110].

8. Human-on-a-Chip

Human-on-a-chip refers to an in vitro model of mimicking either normal or pathological whole
human physiology within a microfluidic system that has high measurement accessibility and control
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(Figure 5). Biomedical and pharmaceutical sectors will greatly benefit from multi-organ-on-a-chip and
ultimately human-on-a-chip models, in terms of drug development and testing, the reliability of results,
overall cost-effective ratio and working efficacy, etc. As discussed earlier, multi-organ-on-a-chip and
ultimately human-on-a-chip models are promising alternatives to the animal-based testing model
which have been a debating issue for a long time. Another considerable advantage is a low-throughput
screening along with a high content screening at a small scale which is often not economical and
sustainable on a macroscopic level [111]. Moreover, microfluidics-based chip technology is currently
in a mature state and offers exceptional control over culture conditions along with other conditions,
i.e., spatial homogeneity, chemical gradients, time-dependent biochemical stimulations, and substrate
mechanical properties, etc. [111–114].

Figure 5. Organs-sensors-on-a-chip microfluidic representation.

Research is underway around the globe to study the next level of complexity to get insight into
the interplay between tissues physically separated in vivo but the circulation-mediated interaction of
which could be important for their mutual functionality. Therefore, it is most requisite to construct
novel microfluidic designs where tissues must be able to perform the function required to support the
other tissues. In order to succeed first, the single organ tissue has been studied separately, and now
multi-organ-on-a-chip research has begun with successful results. First by pairs, such as liver-fibroblast,
gut-liver, and liver-pancreas, and subsequently by incorporating more organs with an integration
factor that includes single and recirculation perfusions, since organ systems communicate by secreting
chemical factors and vesicles [115]. Despite the current advancement in technology, some critical
challenges for the integration of all the organs in a chip still need to be addressed. For instance,
biological challenges include appropriate organ scaling, vascularization of tissues, the inclusion
of immune components, the creation of a universal media, induced pluripotent stem cells (iPSCs)
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sourcing, and consideration of circadian and other cycles on cells, etc. Likewise, technical challenges
include connection of platforms to maintain sterility and avoid bubbles, drug adsorption and binding
to PDMS, flow rate differences between platforms, and creating ideal oxygenation and nutrient levels
for different organs, etc.

Despite the challenges mentioned above, this growing field of multi-organ-on-a-chip will also help
human health care programs around the world [116]. A four-organ-chip system that enables maintain
high cell viability and discrete physiological tissue architecture over the entire co-culture period was
designed to support absorption, distribution, metabolism, and excretion (ADME). The profiling of
substances, along with repeated dose systemic toxicity testing of drug candidates, demonstrates the
integrity and functionality of the intestine and the biological barriers of the kidney at a physiologically
relevant organ scale. The arrangement enables physiological absorption, first path metabolism in the
liver tissue, secondary metabolism and finally excretion through the kidney model and evaluation of
pharmacokinetic and pharmacodynamics [117]. A recent review focused on the design parameters to
develop a physiologically based pharmacokinetic (PBPK) model used with pharmacodynamics for
drug development. This review establishes the basic parametric equations set to represent the human
physiology of the human-on-a-chip and considers the critical parameters to be satisfied, along with its
limitations [118].

9. Concluding Remarks and Future Perspectives

In conclusion, herein we summarize the recent progress in the development of microfluidic-based
systems including LOC and multi-organs-on-a-chip. A plethora of microfluidic-based systems has
been developed in the past few years with an ultimate aim to facilitate the predictive in vitro and
in vivo models. Moreover, comparative to traditional cell culture methods, i.e., (1) culture in flasks,
(2) culture in dishes and (3) well-plates, etc. microfluidics-based cell culture approach reveals a clear
understanding of an interplay between cell culture parameters and the microenvironmental elements
which traditional cell culture methods fail to demonstrate on their own. The versatile multifunctional
features of microfluidics—such as precise control over microenvironmental elements—opens up
new avenues not only for tissue engineering areas but also for next-generation drug testing sectors.
Furthermore, the notable capability of microfluidics to biomimetic the micron-scale structures along
with fluidic manipulation under microenvironment demonstrates it to be a powerful tool to engineer
products with multifunctional applications.

One of the most significant targets for research tools development is the human-on-a-chip to
replace animal models in research test and pharmaceutical industry. The human-on-a-chip tool offers
the opportunities for growth through the incorporation of more tissues with proper function and
without external aid. For this proposal, a completely independent system requires that all tissue can
adequately provide its physiological function. First, it is needed to sustain cell viability for an extended
time. The communication between tissues must offer a similar approach to the in vivo capacity, and not
just by the microfluidic channels. For that, a high quantity of cell types must be developed, as shown by
some of the presented works, where up to four cell types were grown from stem cells with the correct
order and shape. Moreover, a proportional tissue, organ, volume, and whole mass must be sustained
to provide a normal scaled human physiology. In our opinion, a new trend would be to incorporate
electrochemical biosensors in a human-on-a-chip platform to merge tools (Figure 5). This approach
would add a new layer in research studies, allowing innovative experiments on processes such as cancer
behavior, congenital diseases, brain function, tissue development, and differentiation. As well as the
correct physiology implementations, it is important to consider the design from a physics point of view;
for example the inclusion of relevant parameters in the flow system and the biochemical equations.
It is necessary to recognize the limitations of these in vitro models through their intrinsic value and
exploit their benefits. Current research has been able to get closer to the idea of human-on-a-chip [119],
and besides the mainstream of research for drug design and physiology, other novel applications are
possible, including sensors development towards the detection of toxins, drugs, and hormones [120].
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Through building a human reproductive tract it became possible to demonstrate that the biophysical
environment helps sperm to reach the ovule. The cancer model is another critical issue, where an
implementation of a human-on-a-chip has let researchers study metastasis, tumor growth, and its
physiology. In summary, to fully elucidate and appreciate the potential of human-on-a-chip models
as strategic measuring tools to test clinical trials on chips, correlations must be established between
human in vitro measurements and traditional in vivo parameters. This will also act as a bridge
between conventional cell cultures and new standardized clinical trial procedures without using
animal-based models.
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Abstract: Time-periodic electroosmotic flow (EOF) with heterogeneous surface charges on channel
walls can potentially be used to mix species or reagent molecules in microfluidic devices. Although
significant research efforts have been placed to understand different aspects of EOF, its role in the
mixing process is still poorly understood, especially for non-homogeneous surface charge cases.
In this work, dynamic aspects of EOF in a cylindrical capillary are analyzed for heterogeneous
surface charges. Closed form analytical solutions for time-periodic EOF are obtained by solving
the Navier–Stokes equation. An analytical expression of induced pressure is also obtained from the
velocity field solution. The results show that several vortices can be formed inside the microchannel
with sinusoidal surface charge distribution. These vortices change their pattern and direction as the
electric field change its strength and direction with time. In addition, the structure and strength of
the vorticity depend on the frequency of the external electric field and the size of the channel. As
the electric field frequency or channel diameter increases, vortices are shifted towards the channel
surface and the perturbed flow region becomes smaller, which is not desired for effective mixing.
Moreover, the number of vorticities depends on the periodicity of the surface charge.

Keywords: time-periodic electroosmotic flow; heterogeneous surface charge; cylindrical
microchannel; stream function; micro-mixing

1. Introduction

Lab-on-a-chip microfluidic devices are utilized for numerous applications such as DNA sequencing,
synthesis, crystallization, polymerization, and drug discovery. These applications require a number
of unit operations such as pumping [1], mixing [2], etc. Among various functionalities, mixing
in microfluidic devices is very challenging due to (ultra-low Reynolds number) creeping flow [3].
The quick mixing of species is key to reducing analysis time in a microfluidic device for its widespread
application in the biomedical field [4]. To date, several mixing strategies have been proposed for
microfluidic systems with different degrees of successes (see reviews [5–7]). Based on the methods
used to achieve mixing, micromixers are generally classified as being passive or active. In passive
micromixers, the mixing process depends entirely on diffusion; meanwhile, in active micromixers, the
mixing process is accelerated by an external disturbance [6,8]. Although the passive mixing offers some
benefits such as no external power requirements, it is not very effective in microfluidic devices because
of the diffusion-based very slow mixing process. Active mixing has the potential to eliminate the
inherent drawbacks of slow mixing using an acoustic, magnetic, or electrokinetic forcing [9]. Among
various active micromixers (see reviews [2,5]), electrokinetic-based micromixers are preferred owing
to their numerous advantages including ease of fabrication, no moving parts, ease of control, high
reliability and repeatability, and quiet operation.
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Electroosmotic mixing can be enhanced with an alternating electric field. Alternating electric
field-based time-periodic electroosmotic flow (EOF) has been extensively studied with uniform surface
charges for various types of channels such as parallel plate [10], circular [11], rectangular [12], and
annulus [13] channels, etc. Oddy et al. [14] found that the rapid stretching and folding of fluid
interfaces, induced by an alternating electric field, are able to stir fluid streams at a very low Reynolds
number (Re < 1). Glasgow et al. [15] found that better mixing can be achieved in a T-junction channel
with two out-of-phase alternating electric fields. The out-of-phase alternating electric field induces the
oscillation of the fluid interface at the junction of the two inlet channels, which increases the contact
surface area between the two fluid streams for significantly better mixing efficiency [16]. However, the
alternating electric field-based EOF fails to take advantage of the vortex to enhance the mixing due to
the unidirectional flow at any particular time.

The use of a nonhomogeneous channel surface is another way to improve electroosmotic mixing
performance. The effects of a heterogeneous surface charge have also been extensively studied in
direct current (DC) EOF. For example, Ajdari [17] theoretically showed that a surface with a sinusoidal
charge can create vorticities within the bulk flow. Vortices formation within the bulk flow was
also shown by Horiuchi et al. [18] for a step change in the surface charge in a DC EOF. Through a
numerical investigation, Erickson and Li [19] showed that surface heterogeneity increases the mixing
efficiency and reduces the required mixing length. Qian and Bau [20] presented a theoretical study of
electroosmotic flows driven by a uniform electric field in a two-dimensional conduit with non-uniform
surface potential distribution.

In microfluidic devices, surface heterogeneity can be introduced intentionally through
micromanufacturing technology, such as microcontact printing or rapid prototyping. For instance,
Biddiss et al. [4] manufactured several micromixers with heterogenous surface charge configurations
by rapid prototyping for the quick mixing of species. Their analysis showed that heterogeneously
charged micromixers significantly improve the mixing efficiency as compared to homogeneously
charged micromixers. Strook et al. [21] also used microcontact printing to vary the surface charge
in directions parallel and perpendicular to the applied electric field. They found that surface charge
variation in the parallel direction generates recirculating flow, while surface charge variation in the
perpendicular direction creates multidirectional flow. Electrokinetic characteristics of a microchannel
surface can also be modulated through the dynamic or static coating of proteins, DNA, colloids, and/or
nanosized particles on the surface. For example, Norde and Rouwendal [22] studied the change of
surface charge by the protein adsorption on a glass surface. Wei et al. [23] generated non-uniform zeta
potential distribution by periodically attaching DNA molecules in the microfluidic channel surface
for increased DNA–DNA hybridization. The aforementioned studies showed that DC EOF with a
heterogeneous surface charge can increase the mixing efficiency while reducing the mixing length by
creating vorticity. However, a DC EOF fails to take advantages offered by an alternating electric field.

Thus, the primary focus of this work is to further increase the efficiency of electroosmotic mixing
by introducing an alternating electric field in a heterogeneously charged channel. Through a numerical
investigation, Lee et al. [24] demonstrated various kinds of flow circulation in a circular slit with
time-periodic EOF for non-uniform zeta potential distribution along the microchannel walls. Luo [25]
numerically investigated the transient electroosmotic flow induced by an alternating electric field
with patch-wise surface heterogeneities in a planner microchannel. Tang et al. [26] studied the
pulsating electroosmotic flow in a planar microchannel with non-uniform surface charges by the lattice
Boltzmann method. These simulation results showed that time-periodic EOF with a heterogeneous
surface can combine the advantages of the alternating electric field and the heterogeneous surface
charge. However, no generalized analytical model exists for time-periodic EOF with non-uniform zeta
potential in cylindrical systems. An analytical solution could help to find the optimum micromixer
design. Motivated by the growing interest in time-periodic EOF as a reliable non-mechanical strategy
to mix species in microfluidic devices, in this paper, a theoretical approach is presented. Specifically,
we studied a time-periodic EOF field in a cylindrical microchannel with heterogeneous surface charge
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distribution. A closed-form analytical solution was obtained for the time-periodic electroosmotic flow
velocity by solving the Navier–Stokes equations. In addition, an expression for pressure distribution
was also obtained for time-periodic electroosmotic flow.

2. Mathematical Model

2.1. Governing Equations for Time-Periodic EOF in a Cylindrical Microchannel

Figure 1 shows a schematic for time-periodic EOF in a cylindrical microchannel, where an
alternating electric field is applied along the channel length. For generality, the model was developed
such that the surface zeta potential can take any periodic distribution (e.g., sinusoidal, square) along
the length of the channel, but there is no variation in zeta potential along the circumferential direction.

 

Figure 1. Schematic of a cylindrical microchannel with an associated polar coordinate system.

The application of a time-periodic external electric field results in a net body force on the free ions
within the electric double layer (EDL), inducing a time-periodic bulk fluid motion. The motion of the
fluid inside the channel can be governed by the incompressible Navier–Stokes equation [10]:

ρ

⎡⎢⎢⎢⎢⎢⎣∂
→
V
∂t

+
(→
V · ∇

)→
V

⎤⎥⎥⎥⎥⎥⎦ = −∇P + μ∇2
→
V + ρe

→
E (1)

where ρ and μ are the density and viscosity of the fluid, respectively; P is the pressure; ρe is the

charge density; and
→
E is the applied electric field. The applied electric field can be expressed as

→
E = Ezẑ = E0 sin(ωt)ẑ, where ẑ is the unit vector in the axial (z) direction and E0 is the reference
electric field. In addition, the mass conservation equation can be expressed as:

∂ρ

∂t
+ ∇ ·

(
ρ
→
V
)
= 0. (2)

In general, for an incompressible fluid, density is assumed to be a constant. Thus, for the
axisymmetric flow scenario (vθ = 0) presented here, the mass conservation equation can be reduced to:

1
r
∂
∂r

(rvr) +
∂vz

∂z
= 0. (3)

where vr and vz are the velocity components in the radial and axial direction, respectively. For the
axisymmetric case, the radial and axial velocity can be related to the stream function, ψ as follows:

vr =
1
r
∂ψ

∂z
, vz = −1

r
∂ψ

∂r
. (4)
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2.2. Analysis of Time-Periodic EOF in a Cylindrical Microchannel

Our next objective is to simplify the Navier–Stokes equations. In most microfluidic applications,
the buffer solutions have a concentration of the order of mM, which results in a very thin EDL. The
bulk fluid flow outside of the EDL region can be modeled by dropping the electroosmotic body force,

ρe
→
E , and by introducing a Helmholtz–Smoluchowski slip boundary condition at the channel wall [24]:

→
Vr=r0 = −εζ(z)

μ

→
E (5)

where ε is the permittivity and ζ(z) is the surface potential distribution along the length of the conduit.
This slip boundary condition was originally developed for steady-state EOF, but it can still be used for
time-periodic EOF because the applied electric field frequency (102 ∼ 105 Hz ) is less than the charge
relaxation frequency (106 ∼ 108 Hz) [27]. Moreover, the Helmholtz–Smoluchowski formulation-based
slip boundary condition is widely used for nonhomogeneous surface charges as well as time-periodic
EOF analysis [3,24,28–30]. Thus by dropping the body force, the component form of equations of
motion are:

ρ

(
∂vr

∂t
+ vr

∂vr

∂r
+ vz

∂vr

∂z

)
= −∂P

∂r
+ μ

[
∂
∂r

{
1
r
∂
∂r

(rvr)

}
+
∂2vr

∂z2

]
, (6a)

ρ

(
∂vz

∂t
+ vr

∂vz

∂r
+ vz

∂vz

∂z

)
= −∂P

∂z
+ μ

[
1
r
∂
∂r

(
r
∂vz

∂r

)
+
∂2vz

∂z2

]
. (6b)

Here, the θ-component of the momentum equation is discarded due to axisymmetric flow, as
there is no driving force in the θ-direction. In general, the advection effects are negligible in EOF due to
the low Reynolds number [31,32]. For example, if water (ρ = 1000 kg·m−3 and μ = 0.001 kg·m−1·s−1)
flows through a 100 μm diameter cylindrical microchannel with an axial velocity of 1 mm·s−1, the
resulting Reynolds number would be Re = 0.1. Thus, by dropping the advective term, eliminating P
between Equation (6), and introducing the stream function ψ, we get:(

D− 1
ϑ
∂
∂t

)
Dψ = 0 (7)

where ϑ is the kinetic viscosity and D denotes the following operator:

D ≡ ∂2

∂r2 −
1
r
∂
∂r

+
∂2

∂z2 . (8)

The commutative properties of operators D and D− 1
ϑ
∂
∂t lead us to separate the stream function,

ψ, into two parts [32,33] as ψ = ψ1 +ψ2, where ψ1 satisfies the equation

Dψ1 = 0 (9)

and ψ2 satisfies (
D− 1

ϑ
∂
∂t

)
ψ2 = 0. (10)

Considering periodic boundary conditions in the upstream (z = 0) and downstream (z = L)
regions, we assume wave-like solutions of elliptic Equations (9) and (10), which can be given as:

ψ1 =
∞∑

n=−∞
ϕ1,n(r)eiknzeiωt, (11a)

ψ2 =
∞∑

n=−∞
ϕ2,n(r)eiknzeiωt. (11b)
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Here,φ1,n andφ2,n are eigenfunctions,ω is the temporal angular frequency, and kn is the eigenvalue
for the spatially periodic process. Thus, Equation (11) provides a general solution for axially periodic
boundary conditions [32,33]. The values of kn can be given as 2πn/L, where n is an integer and L is
the length of the microfluidic conduit. The eigenfunctions φ1,n and φ2,n are solutions of the following
differential equations:

d2ϕ1,n

dr2 − 1
r

dϕ1,n

dr
− k2

nϕ1,n = 0, (12a)

d2φ2,n

dr2 − 1
r

dφ2,n

dr
− l2nφ2,n = 0, (12b)

satisfying the boundary conditions at the tube wall. In Equation (12b), l2n = k2
n + iω/ϑ. The general

solutions of Equation (12a,b) can be obtained as

φ1,n = r[A1,nI1(knr) + B1,nK1(knr)], (13a)

φ2,n = r[A2,nI1(lnr) + B2,nK1(lnr)], (13b)

respectively, where I1(r) and K1(r) are modified Bessel functions of the first and second kind of order
1; A1,n, A2,n, B1,n, B2,n are coefficients. Thus, the stream function, ψ, can be given as follows:

ψ =
∞∑

n=−∞
r[A1,nI1(knr) + B1,nK1(knr) + A2,nI1(lnr) + B2,nK1(lnr)] eiknzeiωt. (14)

From the stream function solution (Equation (14)), the radial and axial velocity components can
be obtained using Equation (4):

vr =
∞∑

n=−∞
[A1,nI1(knr) + B1,nK1(knr) + A2,nI1(lnr) + B2,nK1(lnr)] ikneiknzeiωt, (15a)

vz =
∞∑

n=−∞
[−knA1,nI0(knr) + knB1,nK0(knr) − lnA2,nI0(lnr) + lnB2,nK0(lnr)] eiknzeiωt. (15b)

Our next objective is to find coefficients for velocity distribution. The velocity components
vr and vz must be finite everywhere. This condition requires that the velocity components do not
contain the function K1(knr); hence, B1,n = B2,n = 0. At the channel wall (r = r0 = d/2), the
boundary conditions for radial and axial velocity become no penetration to the wall (vr = 0) and
Helmholtz–Smoluchowski slip velocity (vz = −εζ(z)E0eiωt/μ), respectively. The first boundary
condition requires that A2,n = −A1,nI1(knr0)/I1(lnr0). Using the second Helmholtz–Smoluchowski
boundary condition and applying complex Fourier analysis, one can find the remaining coefficient

using the equation A1,n = − εE0I1(lnr0)
μ[−knI0(knr0)I1(lnr0)+lnI1(knr0)I0(lnr0)]

1
L

L∫
0
ζ(z)e−iknzdz. Thus, the final forms of

radial and axial velocity can be given as

vr =
∞∑

n=−∞
A1,n

[
I1(knr) − I1(knr0)

I1(lnr0)
I1(lnr)

]
ikneiknzeiωt, (16a)

vz =
∞∑

n=−∞
A1,n

[
−knI0(knr) + ln

I1(knr0)

I1(lnr0)
I0(lnr)

]
eiknzeiωt, (16b)

respectively. The imaginary part of these equations provides flow velocity corresponds to the

external electric field,
→
E = E0sin(ωt) = Im

(
E0eiωt

)
, which we considered throughout the paper. Even

though Equation (16) provides the analytical solution for time-periodic electroosmotic flow in a
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heterogeneously charged circular shaped channel, it cannot be used for time-periodic electroosmotic
flow in a homogeneously charged channel since we started our analysis for a general solution
(Equation (11)) with periodicity in the axial (z) direction. Thus, to obtain time-periodic electroosmotic
velocity in a homogenously charged microchannel, one has to drop the z-dependency in the general
solution and governing equations (Equation (6)) and follow the method described in this work.

3. Results and Discussion

In this section, results are provided for a sinusoidal surface charge distribution, although the
general solution presented in the aforementioned section can be applied for any periodic surface charge
distribution along the tube. The sinusoidal surface charge distribution can be given as:

ζ(z) = ζ0 sin(qz) (17)

where ζ0 is the amplitude (reference) of the surface charge and q is the angular frequency of the
surface charge distribution. With this charge distribution, the coefficient for Equation (16) can be found
as follows:

A1,n = − εE0I1(lnr0)

μ[−knI0(knr0)I1(lnr0) + lnI1(knr0)I0(lnr0)]

ζ0

L

[ {
ikn sin(qL) + q cos(qL)

}
e−iknL − q

k2
n − q2

]
(18)

Throughout this section, unless otherwise stated, the value of q is considered as 2π/L, which
corresponds to a single period in the surface charge distribution as shown in Figure 2.

 

Figure 2. Schematic of the zeta potential distribution with a single period.

3.1. Velocity Profiles at Various Nondimensional Times

Figure 3 illustrates the velocity vector at different nondimensional times for a sinusoidal zeta
potential distribution along the channel surface with a reference potential of −100 mV. When the zeta
potential is changed along the channel wall, the driving force in electroosmotic flow is also changed.
Consequently, a non-uniform flow field is developed along the channel (Figure 3). At ωt = π/2,
the electric field is positive. Thus, the fluids near the walls move in the positive x-direction in the
left half of the channel, since the zeta potential is negative in the left half. In contrast, due to the
positive surface charge in the right half of the channel, the fluids near the walls move in the negative
x-direction. These two opposite directional flows create two counter-rotating vortices in the upper
part (0 ≤ r/r0 ≤ 1) of the channel (Figure 3a). In fact, two counter-rotating vortices are formed at
any angle θ because of the axisymmetric conditions. In other words, for a single period of surface
potential, two oppositely rotating vortices (each one extending one half of the total length) are formed
within the tube. So, if the tube is filled with two fluids in such a way that each fluid fills the entire
cross-section and one-fourth length of the channel in an alternative patch, this design will have strong
potential to enhance the mixing efficiency. Figure 3b shows the vector plot of the flow field at a
nondimensional time, ωt = 3π/4. This yields similar results to the previous case (Figure 3a) due to
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the similar conditions; however, the magnitude of the velocity components at the surface is reduced
because of the reduced strength of the electric field. At ωt = π, the slip velocity at the wall reaches
zero due to the no applied electric field (Figure 3c). However, bulk fluid motion is still observed at the
center part of the tube due to the phase lag between fluids in the electric double layer and bulk fluids.
The phase lag occurs due to the finite time requirement for momentum diffusion from the surface to
the center line of the tube. This out-of-phase behavior is clearly visible at time ωt = 5π/4 (Figure 3d),
where velocity is negligible at the centerline of the channel but slip velocity at the channel surface is
moderate. The centerline velocity approaches zero at ωt = 1.26π and 2.26π. Based on these results,
one can calculate the time lag as ~0.26π or 81.25 μs for an applied electric field frequency of 1.6 kHz.

When the electric field changes its direction, the velocity vector also switches its course (Figure 3d,e).
For example, the distribution of velocity vectors at nondimensional time ωt = 3π/2 appears to be
opposite that at ωt = π/2 (Figure 3e vs. Figure 3a). It has been found that in EOF, the net flow and its
direction depend on the overall strength of the zeta potential:

ζ =

∑
i
ζiΔLi∑

i
ΔLi

(19)

where ζi and ΔLi are the zeta potential and channel length at the i-th section, respectively [24]. Since
the considered sinusoidal zeta potential has an overall strength of zero, the net flow in the current
scenario is zero at any time.

  

  

 

Figure 3. The normalized velocity,
→
v
∗
=
→
V/uHS (vector plot), and its magnitude, v∗ =

∣∣∣∣∣→V∣∣∣∣∣/uHS (contour

plot), with sinusoidal zeta potential distribution at various nondimensional times: (a) ωt = π/2,
(b) ωt = 3π/4, (c) ωt = π, (d) ωt = 5π/4, and (e) ωt = 3π/2. The vector plot shows the direction of
fluid motion whereas the contour plot shows the magnitude of the velocity. Here, uHS = −εζE0/μ,
E0 = 10 kV/m, ζ0 = −100 mV, r0 = 50 μm, L = 5 cm, q = 2π/L, f = 1.6 kHz (Ω = 25). Fluid
properties are taken for water at 20 ◦C.

31



Micromachines 2019, 10, 498

3.2. Effect of Nondimensional Frequency

Previous works have shown that both electric field frequency and channel height have a similar
effect on electroosmotic vortices [3]. Thus, it is wise to combine these two parameters to obtain a
nondimensional frequency as Ω = ωr2

0/ϑ. This nondimensional frequency represents the ratio of
the diffusion time scale, tdi f f = r2

0/ϑ, to the period of the external electric field, tp = 1/ω [34]. The
nondimensional frequency increases if either applied electric field frequency increases or the size of
the tube increases.

The effect of nondimensional frequencies is shown in Figure 4 for the sinusoidal zeta potential
distribution case presented in Figure 3. Velocity vectors are presented for four different nondimensional
frequencies: (a) Ω = 2.5, (b) Ω = 25, (c) Ω = 125, and (d) Ω = 250 at ωt = π/2. For a 100μm diameter
tube, these normalized frequencies correspond to f = 0.16, 1.6, 8 and 16 kHz. As the nondimensional
frequency increases, the pattern of the flow field changes significantly (Figure 4). At a low value of
Ω (e.g., 2.5), the diffusion time scale is on the same order of magnitude of the external electric field
period. As a result, the flow has enough time to propagate from the surface to the center of the channel,
resulting in large vortices which extend from the surface to the center region of the tube (Figure 4a).
However, as Ω increases from 2.5 to 25, these vortices are slightly shifted toward the surface and the
bulk fluid velocity diminishes slightly (Figure 4b). When Ω increases from 25 to 125, the vortices
are mainly confined to near the surface and the bulk fluid motion reduces significantly, as shown in
Figure 4c. At a very high value of Ω (250 or higher), the bulk fluids are virtually motionless, despite
the very fast oscillating flow occurring near the channel surface (Figure 4d). Thus, it is obvious from
Figure 4 that the perturbed flow regime becomes smaller at higher nondimensional frequencies. The
effect of nondimensional frequency on the flow field can be represented by damped viscous waves
traveling away from the wall.

  

  

Figure 4. The normalized velocity,
→
v
∗
=
→
V/uHS (vector plot) and its magnitude, v∗ =

∣∣∣∣∣→V∣∣∣∣∣/uHS (contour

plot) with a sinusoidal zeta potential distribution for various nondimensional frequencies: (a) Ω = 2.5
( f = 160 Hz), (b) Ω = 25 ( f = 1.6 kHz), (c) Ω = 125 ( f = 8 kHz), and (d) Ω = 250 ( f = 16 kHz) at
ωt = π/2. All other conditions are the same as those in Figure 3.

3.3. Effect of Surface Potential

Next, we studied the effect of surface potential distribution in the flow profile. As shown in
Figure 5, the number of vortices formed within the channel can be controlled by the periodicity of the
surface zeta potential distribution. With a half period (q = π/L), a large vortex is formed within the tube
(Figure 5a), while with two periods (q = 4π/L), four smaller vortices (each one extending one-fourth of
the total length) are formed within the length of the tube (Figure 5b). Thus, a reduction in the surface
potential periodicity reduces the number of vortices but extends the size of the vortices. Even though
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both scenarios (Figure 5a,b) provide an opportunity to enhance mixing through vortex formation, the
higher periodicity case (Figure 5b) may be better for effective mixing because more vortices may yield a
shorter mixing length. However, one has to be mindful about the sample loading to realize any positive
outcome. For instance, in the case of half periodicity (Figure 5a), each mixing constituent needs to be
loaded in each half of the channel. For example, fluid 1 should be loaded at length 0 ≤ z ≤ L/2 and
fluid 2 should be loaded at length L/2 ≤ z ≤ L. In contrast, in the case of double periodicity (Figure 5b),
each mixing constituent needs to be loaded at one-eighth of the channel length in an alternative
patch. For example, fluid 1 should be loaded at 0 ≤ z ≤ L/8, L/4 ≤ z ≤ 3L/8, L/2 ≤ z ≤ 5L/8, and
3L/4 ≤ z ≤ 7L/8, whereas fluid 2 should be loaded at L/8 ≤ z ≤ L/4, 3L/8 ≤ z ≤ L/2, 5L/8 ≤ z ≤ 3L/4,
and 7L/8 ≤ z ≤ L for effective mixing. Thus, our analytical results show that one can precisely control
the flow field to achieve the desired level of mixing by modifying the zeta potential patterning on the
tube surface.

 

 

Figure 5. The normalized velocity,
→
v
∗
=
→
V/uHS (vector plot), and its magnitude, v∗ =

∣∣∣∣∣→V∣∣∣∣∣/uHS (contour

plot), with a sinusoidal zeta potential distribution with (a) k = π/L and (b) k = 4π/L. Results are
presented for ωt = π/2. All other conditions are the same as those in Figure 3.

3.4. Pressure Distribution

Although no external pressure was imposed for our proposed micromixer, pressure can be
induced inside the channel to ensure the constant flow rate between different regions with different
zeta potentials on the wall. This induced pressure can be quantified from the velocity profile. An
analytical expression for pressure can be obtained from the modified Navier–Stokes equations. For
instance, in the absence of an advection term, one can replace the axial velocity, i.e., the z-directional
velocity component (Equation (16b)), in the z-component of the Navier–Stokes equation (Equation (6b))
to obtain the z-directional pressure gradient:

∂P
∂z

=
∞∑

n=−∞
A1,n

[
iρωknI0(knr) +

(
μl3n − μlnk2

n − iρωln
) I1(knr0)

I1(lnr0)
I0(lnr)

]
eiknzeiωt. (20)

The pressure distribution along the tube can be obtained by integrating with respect to z as follows:

P =
∞∑

n=−∞
A1,n

[
iρωknI0(knr) +

(
μl3n − μlnk2

n − iρωln
) I1(knr0)

I1(lnr0)
I0(lnr)

]
1

ikn
eiknzeiωt + P1(r, t) (21)
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where P1 is an integration factor, which can be a fixed value or a function of r and t. Now, by
manipulating Equations (6a), (16a), and (21), we obtain:

∂P1

∂r
=

∞∑
n=−∞

A1,n

[(
−ρωkn + iμ

l4n
kn
− 2iμknl2n + ρω

l2n
kn

+ iμk3
n

)
I1(knr0)

I1(lnr0)
I1(lnr)

]
eiknzeiωt. (22)

The aforementioned equation indicates that ∂P1/∂r might be a function of z, r, and t. However,
following numerical evaluation with a sinusoidal surface charge distribution (Equation (17)) and

applied electric field,
→
E = E0sin(ωt) = Im

(
E0eiωt

)
, it is found that ∂P1/∂r is zero in space and time

(data not shown). Thus, the integration of Equation (22) will yield P1 equal to a constant. Since we
are not seeking the absolute pressure, we can neglect that constant, and quantify the gauge pressure
distribution from Equation (21):

P(r, t) =
∞∑

n=−∞
A1,n

[
iρωknI0(knr) +

(
μl3n − μlnk2

n − iρωln
) I1(knr0)

I1(lnr0)
I0(lnr)

]
1

ikn
eiknzeiωt. (23)

The distribution of pressure at various nondimensional times is shown in Figure 6. From this
figure, it can be seen that the pressure varies mainly in the axial direction. The reason behind this is
discussed shortly. Since the flow field varies with time, the induced pressure also varies accordingly.
For any particular time, for instance, ωt = π/2 (Figure 6a), an adverse (positive) pressure gradient is
observed in the left half of the channel, while a favorable (negative) pressure gradient is formed in the
right half of the channel. This induced positive pressure gradient tends to suppress electroosmotic
flow, resulting in a mixed electroosmotic and pressure-driven flow, as shown in Figure 3a. This kind of
velocity profile has also been obtained in an experimental study [35]. As the electric field direction
switches, the flow field changes and, as a consequence, the pressure distribution is also switched, as
shown in Figure 6b.

 

 

Figure 6. Distribution of normalized gauge pressure, P∗ = Pr0/μuHS, at different nondimensional
times: (a) ωt = π/2 and (b) ωt = 3π/2. All other conditions are the same as those in Figure 3.

The axial variation of pressure is shown in Figure 7a for various nondimensional times, where
pressure is obtained at the centerline of the tube. As seen from Figure 7a, for a sinusoidal variation of
the zeta potential, the axial variation of pressure is also sinusoidal. However, there is a phase lag of
90◦ between the pressure distribution and zeta potential distribution. Thus, for a sine distribution of
the zeta potential, the axial variation of induced pressure is cosine. At ωt = π/2, an adverse pressure
gradient is observed in the left half of the channel, whereas a favorable pressure gradient is observed
in the right half of the channel. As the electric field changes, the pattern of pressure variation in the
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axial direction also changes. For example, in contrast to ωt = π/2, at ωt = 3π/2 a favorable pressure
gradient is observed in the left half of the channel while an adverse pressure gradient is observed in the
right half of the channel. It should be noted that in this work, a pressure gradient was also observed in
the radial direction, however, the variation was very small in comparison to the axial variation and,
hence, it was not captured in the pressure contour plot (Figure 6). The radial directional variation
of pressure is shown in Figure 7b by line plot for various nondimensional times, where pressure is
obtained along the radial direction of the channel at the axial location z/r0 = 500 (z = L/2). Since the
radial variation of pressure is very small, instead of gauge pressure, its change from the center point
(r/r0 = 0, z/r0 = 500) is plotted in Figure 7b. This figure shows that the radial variation of pressure
is several orders magnitude lower than that of the axial variation due to the low radial velocity. As the
electric field changes direction, the pattern of pressure variation in the radial direction is also changed.
For example, at ωt = π/2, the pressure variation in the radial direction follows a concave parabolic
curve; whereas at ωt = 3π/2 the pressure variation in the radial direction becomes a convex parabolic
curve (Figure 7b).

 

 

Figure 7. Distribution of gauge pressure, P∗ = Pr0/μuHS, at various nondimensional times: (a) Variation
along the axial direction at r/r0 = 0 and (b) along the radial direction at z/r0 = 500, where ΔP∗ =
P ∗ −P ∗ (r/r0 = 0). All other conditions are same as those in Figure 3.

4. Conclusions

Motivated by the growing interest in electroosmosis as a reliable non-mechanical strategy
to control fluid motion and mix species in microfluidic devices, we analytically studied the
time-periodic electroosmotic flow in cylindrical microchannels with a heterogeneous surface charge
distribution. The analytical solution was derived by solving a simplified Navier–Stokes equation
with Helmholtz–Smoluchowski slip boundary conditions at the wall. Although the derived analytical
solution is valid for any periodic surface charge distribution, only the sinusoidal surface charge case
was analyzed in this paper. The induced pressure field was also obtained from the velocity profiles.
The results show that several vortices are formed inside the microchannel with a sinusoidal surface
charge. These vortices change their pattern and direction as the external electric field changes with
time. In addition, the dominance of the vorticity depends on the frequency of the external electric
field and the size of the channel. As the electric field frequency or channel diameter increases, vortices
are shifted towards the channel surface and the perturbed flow regions become smaller. Unlike the
homogenous surface charge case, velocity variation in the radial direction was also observed in this
paper. The results also show that the number of vorticities can be changed easily by changing the
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periodicity of the surface charge. Thus, the flow field can be precisely controlled with a specific surface
pattern, which will provide the desired mixing efficiency.
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Abstract: A low voltage 3D parallel electroosmotic flow (EOF) pump composed of two electrode
layers and a fluid layer is proposed in this work. The fluid layer contains twenty parallel fluid
channels and is set at the middle of the two electrode layers. The distance between fluid and electrode
channels was controlled to be under 45 μm, to reduce the driving voltage. Room temperature liquid
metal was directly injected into the electrode channels by syringe to form non-contact electrodes.
Deionized (DI) water with fluorescent particles was used to test the pumping performance of this
EOF pump. According to the experimental results, a flow rate of 5.69 nL/min was reached at a
driving voltage of 2 V. The size of this pump is small, and it shows a great potential for implanted
applications. This structure could be easily expanded for more parallel fluid channels and larger
flow rate.

Keywords: multi-layer structure; electroosmotic flow (EOF) pump; parallel fluid channels; liquid
metal electrodes

1. Introduction

Micropumps are one of the essential components in microfluidics systems [1]. The applications
of micropumps include biological analysis [2–4], drug delivery [5], and micro-mixers [6]. For all
these applications, micropumps are required to have wide range of flow rates, stable flow and
biocompatibility. Electroosmotic flow (EOF) pumps have drawn much attention in recent years.
They have the ability to generate constant flows, precisely control of flow rate, and can be easily
integrated into lab-on-a-chip system because they have no moving parts [7]. Thus, they could offer a
great solution to liquid delivery in microfluidics.

According to fluid channel type, EOF pumps can be divided into two categories: porous channel
pumps and direct channel pumps. Porous channel EOF pumps could generate high flow rates at
a relatively low voltage [8–10]. In some designs, particles with a diameter of a few microns are
added into capillaries to form the fluid channel [8]. Also, both the porous membrane [9] and porous
monolith [10] are used as fluid channels, and the flow rate of several mL/min would reach under
100 V. The fabrication process of these pumps is complicated, and pore diameter limits the sample size
in the fluid. Cells and large particles are unable to go through these kinds of channels. This greatly
limits their usage in biological analysis. On the other hand, direct channel EOF pumps have nothing
blocking the channel, and could expand the usage of the pumps. One kind of direct channel EOF
pump uses capillary as fluid channels [11]. Voltage as high as several thousand volts is applied
directly on both sides of the capillary. The flow rate would reach several μL/min. As micro fabrication
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develops, materials such as polydimethylsiloxane (PDMS) and polymethyl methacrylate (PMMA) are
used to fabricate EOF pumps [12]. Solid electrodes are integrated in PDMS, and directly contact the
microfluidic channel. Compared to single channel EOF pumps, parallel fluid channels could enhance
the flow rate. With 10 parallel channels, flow rate would be increased compared to single channel
pumps [13]. The electrodes in most of these pumps contact the fluid directly while pumping, and this
would cause contamination to the fluid samples. Strong electrophoresis would happen with contact
electrodes. Moreover, while working, bubbles and Joule heat would be a limitation of flow rates [14]
and applications to these pumps.

To improve the bubble and joule heat problems in direct channel EOF pumps, and to reduce
electrophoresis, several solutions are proposed: alternative current (AC) EOF pumps [15,16], bubbleless
electrodes EOF pumps [17] and non-contact EOF pumps [1,18]. AC EOF pumps use asymmetric
electrodes. Bubbleless electrodes such as vinylized fused silica capillary electrodes require high cost
and complicated fabrication process. Non-contact EOF pumps, whose electrodes are not in direct
contact with fluid channel, are ideal for EOF pumps. Room temperature liquid metal (gallium-base
alloy) is used as electrodes and this EOF pump is able to generate fluid flow at a voltage less than
2 V [1]. Later, solid gallium metal electrodes were also used in non-contact EOF pumps in a similar
pump structure, and the lowest pumping voltage is 650 V [18]. However, the flow rates of these pumps
are relatively low, only several nanoliters per minute. In these 2-dementional designs, there could be
only one or two fluid pumping channels. It is very difficult to increase the flow rate by using parallel
fluid channel without increasing the pump size too much. To increase the flow rate, 3-dementional
structure EOF micropump could be considered.

In this work, a low voltage three-dimensional non-contact EOF pump with new 3D structure is
proposed. The pump is made of PDMS, and gallium-based alloy is used to form electrodes. This type
of alloy is in liquid form in room temperature, and can be injected into channels directly by syringe.
This alloy is also widely used as micro-electrode [19], biomaterial [20] and 3D printing material [21].
The structure and fabrication process of this pump is introduced below in detail. Then, we describe its
performance, which we tested using deionized (DI) water with fluorescent particles for flow tracing.
Experiment results are shown and discussed at the end of this paper.

2. Materials and Methods

2.1. Design of 3-Dimentional Non-Contact EOF Pump

Figure 1a,b shows the schematic of this stereoscopic pump. It contains 5 layers, including three
channel layers and two thin membrane layers. The three channel layers contain two electrode layers
and one fluid layer. The fluid layer lies in the middle of two electrode layers. Between the fluid layer
and both electrode layers there are two thin membrane layers. These two thin membrane layers make
the electrode not in direct contact with working fluid.
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Figure 1. Schematic of the electroosmotic flow (EOF) pump. (a) Layer view; (b) combination view;
(c) optical photograph of 3-demintional EOF pumps.

All three channel layers were designed separately. Each of the two electrode layers contains
two symmetric electrode channels. For the convenience of injecting liquid metal, electrode channels
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were designed in a U shape, with one injection inlet and outlet. The width of those channels is
400 μm, consistently. The distance between electrodes on the same layer is 8000 μm. Fluid channels
are set perpendicular to the electrodes. In this work, we use 20 parallel channels as fluid channels.
All 20 channels share the same inlet and outlet. The width of these fluid channels is 116 μm each,
and the gap between the adjacent channels is 50 μm. The length of fluid channel is 10,500 μm. Moreover,
in order to reduce the driving voltage of the pump, the membrane layers are made as thin as possible.
Due to different fabrication process, the bottom thin membrane is 16μm thick, and top membrane is
43 μm thick. The dimension schematic of this pump is shown in Figure 2.

 
Figure 2. Schematic of the dimensions of EOF pump. (a) Electrode channel (top view) (b) fluid channel
(top view).

While working, a voltage is applied between two electrodes on both top and bottom electrode
layers, as shown in Figure 3. Because the U shapes of the electrode, there are two long parallel
electrodes on both sides of fluid channels. Thus, there is a uniform electronic field along the fluid
channels. Electroosmotic flow would then be generated in response to the electrode field.

Figure 3. Working principle.

With the design including parallel fluid channels that are not in the same layer as the electrode
channels, the number of fluid channels could be easily expanded if needed. Flow rate can be
increased by making more parallel fluid channels. The distance between fluid channels and electrode
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channels is controlled to be under 45 μm, and this lowers the driving voltage applied to the pump.
Non-contact electrode design would prevent the bubble generation due to the electrode corrosion,
and increase the stability and lifetime for this pump. Also, sample contamination would be prevented
for biological applications.

2.2. Fabrication Process

The material of the chip is PDMS, and the electrode material is gallium-based alloy
(Ga66In20.5Sn13.5). The first step of making this pump is to prepare patterned or empty PDMS. All the
channels are made by standard soft photolithography. Both top and bottom electrode layers are made
by directly pouring PDMS on patterned silicon wafers. In the real fabrication process we found it
difficult to make the PDMS membrane exactly as thin as the channel height. So, we combined the top
thin membrane layer with fluid channel layer in fabrication process. This combined layer is made
by spinning PDMS on a silicon wafer with fluid channel pattern at 1000 RPM, to form a 74 μm thick
membrane. With 31 μm high channels, the membrane above fluid channel is 43 μm thick. The bottom
thin membrane layer is made in the same way, except an empty silicon wafer is used and the speed is
3000 RPM, resulting in a 16 μm thick membrane. The four layers are then baked on the hot plate to
solidify PDMS.

The second step is to remove PDMS and to bond each layer. In this step, we found it hard to
remove a thin PDMS membrane from a silicon wafer without damaging it. Our solution is to bond
a thick PDMS block on a thin membrane and remove the two layers together. In this case, we first
bond the thick top electrode layer to fluid channel layer and remove the two layers together. Then,
first two layers are bonded to the bottom thin membrane layer, and finally to the bottom electrode
layer. The bonding process used oxygen plasma treatment. It is worth mentioning that the electrode
channels of the top and bottom layers should be aligned preciously to guarantee the homogeneity of
electric fields in the fluid channel. An align machine (Wenhao, Suzhou, China) was used to do the
alignment. There are two aligning platforms in the machine. Two PDMS layers were stuck on these
two platforms respectively and made the alignment under a microscope. Then these two platforms
were taken off from the machine together with the PDMS layers and put into the plasma cleaner
(Yanzhao Technology, Tangshan, China) to make the plasma treatment. Finally, the platforms were
taken out quickly and put back to the align machine to make the final bonding of the two PDMS layers.

After finishing the four-layer structure, gallium-based alloy is injected into the electrode channels
to form electrodes. Copper lines are used to connect electrode with power source. Package adhesive
sealant is used to seal the copper wire and liquid metal, to fasten the connection. Figure 1c shows an
optical photograph of the EOF pump. The fabrication process of this pump is simple and low-cost.

2.3. Experiment

The performance of this high flow rate 3-D EOF pump was tested in experiments. The working
fluid was deionized (DI) water. Fluorescent particles with 0.52 μm diameter were added into the
DI water by 1:10000 to test the flow rate. The fluorescent particles were 1% solid Red Fluorescent
Polymer Microspheres from Fluoro-MaxTM (Thermo Scientific, Waltham, MA, USA). The excitation
maxima of this particle is 542 nm, and the emission maxima is 612 nm. Zeiss Observer.Z1 microscope
(Oberkochen, Germany) and X-cite Series 120Q (Excelitas Technologies, Waltham, MA, USA) laser
source were used to observe particle movement. In the experiment, we used a large droplet to cover
both the inlet and the outlet of the fluid channel. After putting a large droplet on the inlet and the
outlet, the pressure-driven flow was balanced quickly in just several seconds. In each experiment,
before applying voltage we made sure all the fluorescent particles were stagnant in the microchannel.
Thus, pressure-driven flow can be neglected, and the fluid flow we observed was only EOF.
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3. Results and Discussion

While measuring electroosmotic flow (EOF) velocity with fluorescent particles, electrophoresis
(EPH) velocity needs to be considered. According to Ref. [22], measured velocity can be calculated by
following equation:

umeaure = ueof + ueph + upressure (1)

ueph = Meph × E (2)

where ueof is the flow velocity of EOF, ueph is the flow velocity of EPH, upressure is velocity of
pressure-driven flow, Meph is EPH mobility, and E is electric field strength. In this experiment,
pressure-driven flow can be neglected. In order to estimate Meph, an EPH experiment was performed.
The same particles with same concentration was used in this electrophoresis experiment. DI water
with particles filled a large, round PDMS reservoir (r = 0.8 cm, h = 0.5 cm). Two platinum electrodes
were put respectively at each end of the diameter of the reservoir. The diameter of the Pt electrode was
0.5 mm, so the distance between two electrodes was 0.7 cm. A 10 V voltage was added between the
two electrodes. Particles moved towards and finally gathered at the positive electrode, proving that the
particles are negatively charged. During the experiments, 10 particles moving directly from cathode
to anode were chosen to estimate Meph. Experimental results showed that Meph = −5.49 μm cm/V s
according to Equation (2).

In order to get the electric field strength in the experiment, an electric field simulation of this pump
was performed with commercial software Comsol 5.2 (COMSOL Inc., Stockholm, Sweden). One fluid
channel, two pairs of electrodes and a PDMS block are set in the model. All geometric parameters
used in the simulation model are the parameters we measured in the real pump, as shown in Figure 4.
The dielectric constant of PDMS we used (SYLGARD 184 Silicone Elastomer Kit, Dow Corning,
MI, USA) was found on Dow Corning’s official website (https://consumer.dow.com/) with a value
of 2.72. The dielectric constant of water and liquid metal are set according to well-known values.
Thus, the electric field strength in the fluid channel is simulated. For the driving voltage of 10 V,
the simulated electric field strength was 0.205 V/cm at the point where we measured flow rate and
velocity with fluorescent particles. Then, at 10 V, ueph is calculated to be −6.753× 10−2 mm/min based
on Equation (2). According to the experiment results, umeaure at 10 V is 3.60 × 10−1 mm/min. So,
ueof is 4.28 × 10−1 mm/min based on Equation (1). The ratio of EOF velocity and measured velocity is
1.188. This result will be used in the following experiment result calculation.

 
Figure 4. Side view of real pump chip dimensions. Layer 1: top electrode layer (electrode channel not
shown here); layer 2: top membrane layer; layer 3: fluid channel layer; layer 4: bottom thin membrane
layer; layer 5: bottom electrode layer (electrode channel not shown).

Figure 5 shows the sequential images of fluorescent particle movements of EOF. The applied
voltage between electrodes is 10 V in this figure. Figure 5b–d show particle status at different time.
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Those particles with the same letters A~E marked in each figure are the same particles at different
times. The times in Figure 5b–d are 0 s, 5 s and 10 s, respectively. In the real calculation process,
we calculated 15 particles at different voltages with each 5 channels (60 particles in all, 3 particles in
every channel), and the average velocity of all these particles are used as the fluid velocity.

 
Figure 5. Sequential images of fluorescent particle movements of EOF. (a) Image instruction; (b) particle
status at 0 s; (c) particle status at 5 s; (d) particle status at 10 s.

Flow rate was then calculated with fluid channel width 116 μm, height 31 μm and channel number
20. Results are shown in Figure 6, and actual channel dimensions are shown in Figure 6. In Figure 6a,
the flow rate of 2 V to 80 V is shown, and flow rate from 2 V to 10 V is magnified and shown in
Figure 6b. The flow rate is 5.69 nL/min at 2 V, and 248.18 nL/min at 80 V. The lowest driving voltage
is 2 V.

 

Figure 6. Flow rate at different voltage. (a) flow rate from 2 V to 80 V; (b) flow rate from 2 V to 10 V;
(c) comparison of this work with Gao’s work [1] with similar dimensions; (d) size of this pump.

The results show a linear trend between the flow rate and voltage. The error source might be the
choice of particles during calculation. In electroosmotic flow, fluid velocity is higher near the solid
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edge, and lower in the middle of the channel. We tried to choose these 3 fluorescent particles in every
channel as evenly as possible, however errors might exist.

During the early stage of this experiment, a 30 μm-thick top membrane was tested, and the
membrane was too easy to tear while removing the pattern from its base, because of the existence of the
fluid channel. So, we chose a 43 μm-thick top membrane instead. Thinner top and bottom membranes
might make a higher electric field in the fluid channel with the same voltage, but are hard to make into
a successful pump. Also, even two membranes are with different thickness, the homogeneity of the
electric field in fluid channels would stay the same.

Placing electrodes on both sides of the fluid channels can increase the electric field strength and
uniformity. To verify the merit of this structure, another experiment was performed with only one
electrode layer, with the same design parameters and the same data calculation process. Results
show that at 10 V, one electrode structure has a fluid velocity of 0.053 mm/min, which is only 1/8
of the velocity of the two electrode-layer structures. Thus, two-layer design makes the pumping
more efficient.

Compared with 2-dimentional single channel EOF pumps [1], the flow rate of this pump has
apparently increased. Gao previously designed a 2-D structure in 2014 [1]. With similar design
parameters and material, the flow velocity of Gao’s pump is 1.32 mm/min at 50 V. In this work,
this result is 2.18 mm/min. It is certain that, even though the flow velocity of these two pumps are
similar, the flow rate of this pump is more than 100 times higher than in Gao’s design [1], due to
fluid channel dimension and number. What’s more, in Gao’s design, the pump volume is 0.9 cm3

(1.5 cm × 3 cm × 2 mm). To get a similar flow rate by parallel connection 100 of that pump, the volume
would be 90 cm3. The size of pump in this work is only 2 cm3 (2 cm × 2 cm × 0.5 cm), about 1/50 of
that size.

The largest advantages of this pump are its high flow rate and low pumping voltage. By making
a thin membrane between fluid channels and electrodes, the pumping voltage can be as low as 2 V,
pretty low in noncontact electrode EOF pumps. By using parallel fluid channel design, flow rate is
significantly increased. Also, this is an expandable structure. For some former EOF pumps [10,13,18],
to increase flow rate by doubling fluid channel number, the whole pump volume is also doubled.
For this pump, all fluid channels share the same pairs of electrodes, and to expand the fluid channel
number from 20 to 40, only a 15% volume increase is needed. In the contact electrode structure,
the fabrication process is always complicated, and expensive electrode material, like platinum, is used.
In this noncontact design, room temperature liquid metal is cheap, and can be injected into channels
to form electrodes, greatly simplifying the fabrication process. Noncontact electrodes also prevent
sample contamination problems, joule heat problems, and strong electrophoresis, and prolong the
pump’s lifespan.

There are still limitations to this pump. Even though the flow rate has been increased over
100 times, it is still not enough. To get a 5 mL/min flow rate, 2000 V voltage is needed. To increase the
flow rate, a shorter distance between electrodes on the same layer could be used.

4. Conclusions

In this study, we proposed and tested a new 3-dimentioanl low voltage EOF pump. A five-layer
structure is fabricated in this pump, including one fluid channel layer, two electrode channel layers
and two thin membranes between them. The fluid channel layer contains 20 parallel fluid channels,
lying in the middle of the two electrode layers. The distance between fluid channels and both electrode
channels is under 45 μm (43 μm and 16 μm). Room temperature liquid gallium-based allay was used
as the electrodes. A fluid flow rate of 248.18 nL/min was achieved at 80 V, and the lowest driving
voltage is 2 V. In the future, more work would be done to lower the driving voltage and apply it in
biological analysis and drug delivery systems.
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Abstract: The problem of water shortage needs to be solved urgently. The membrane-embedded
microchannel structure based on the ion concentration polarization (ICP) desalination effect
is a potential portable desalination device with low energy consumption and high efficiency.
The electroosmotic flow in the microchannel of the cation exchange membrane and the desalination
effect of the system are numerically analyzed. The results show that when the horizontal electric field
intensity is 2 kV/m and the transmembrane voltage is 400 mV, the desalting efficiency reaches 97.3%.
When the electric field strength increases to 20 kV/m, the desalination efficiency is reduced by 2%.
In terms of fluid motion, under the action of the transmembrane voltage, two reverse eddy currents
are formed on the surface of the membrane due to the opposite electric field and pressure difference
on both sides of the membrane, forming a pumping effect. The electromotive force in the channel
exhibits significant pressure-flow characteristics with a slip boundary at a speed approximately six
times that of a non-membrane microchannel.

Keywords: cross-membrane voltage; ion concentration polarization; desalination effect; pump effect;
eddy current

1. Introduction

In 1809, Reuss [1] first discovered the electroosmotic flow (EOF) phenomenon in an experiment.
In the late 19th century, Helmholt [2] first introduced the concept of the electrical double layer (EDL),
which links the electric field, fluid flow, and ion concentration to describe the formation mechanism
of the EOF in detail. When the ion concentration in the Debye layer is constant, the fluid velocity
of the EOF is linearly related to the applied horizontal electric field. When the applied electric field
destroys the equilibrium condition inside the Debye layer, the ion concentration in the layer changes
to cause an uneven zeta potential, causing a nonlinear electroosmotic slip near the interface of the
micro-nano channel [3]. These complex unbalanced electrokinetic phenomena are important in the field
of biomolecules or charged particle separation and enrichment [4–6]. In particular, the development of
new micro-nanofluid systems capable of changing the electrolyte concentration in the EDL has once
again caused researchers’ scientific interest in unbalanced EOF.

When an ion exchange membrane (IEM) can only absorb or pass a specific polar ion, these polar
ions (such as cations) are subjected to a tangential electric field to reach the nanochannel (or membrane)
and be absorbed. Due to the electric field force and the electrostatic repulsion of the ions themselves,
the ions of the opposite polarity are far away from the nanochannel, resulting in a lower concentration of
the ion depletion region, which greatly reduces the conductivity. On the other side of the nanochannel,
a very high concentration of ions is formed. Therefore, ions diffuse from a high concentration region
to a low concentration region near nanochannels, forming an ion concentration polarization (ICP)
effect [7,8]. When the vertical electric field is strong, an extended space charge layer (ESC) is produced
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between the solid surface and the diffusion layer [9,10]. Under the action of the horizontal electric
field, the net charge in the ESC will drive the liquid to flow along the wall, and this flow is similar to
the electroosmosis of the first kind (EOF1), formed by the action of a horizontal electric field on the
double layer. Therefore, it is called the second kind (EOF2) [11]. However, for the charge of these two
electroosmotic flows, the charge of the ESC is at least 10 times that in the electric double layer [12,13].
In recent years, researchers have developed EOF2 on ion exchange membranes or electrode surfaces
and developed unstable nonlinear eddy currents in theories [14,15], experiments [16,17], and numerical
simulations [18–23]. The phenomena of ICP and the formation mechanism of EOF2 are discussed in
detail [24]. EOF2 has also been successfully applied to fluid or particle drives. Mishchuk et al. [25]
placed ion exchange microspheres in microchannels and successfully designed the second type of
the electroosmotic micropump, which greatly increased the flow rate. Kivanc et al. [26] realized
the second kind of the electroosmotic micropump using a porous silicon skeleton structure as a
substrate and analyzed the influence of the substrate area and thickness on the flow rate. At the
same time, using ICP and EOF2 phenomena, Han’s research team [27] used the nanochannels in
microchannels to achieve efficient desalination of seawater. Several studies involving space charge
models and related applications in ion-exchanged porous membranes have also attracted much
attention. Sherwood et al. [28] analyzed a theoretical model of electroosmotic flow considering end
effects. Yang et al. [29] developed a multi-component space charge transport model for an IEM using
cylindrical pores of variable radius/charge density. Szymczyk et al. [30] also studied the pressure-driven
ion transport of nanochannels with an inhomogenrous charge distribution. Moya [31] analyzed the
electrochemical impedance of an IEM in two counterion ternary electrolyte solutions. Ahualli et al. [32]
studied the equilibrium kinetics of the energy production of ion exchange membranes and battery
capacitors. Deng et al. [33] experimentally confirmed that impact electrodialysis as a new method for
water desalination and that other electrochemical separation is feasible.

At present, the research on the embedded microchannel system is mainly based on the experimental
observation of the tracer particles. However, direct experimental monitoring of critical parameters
(such as ion concentration) is still unrealistic, which hampers an accurate understanding of the
microchannel system, and the accurate description must rely on numerical simulation. However,
the impact that transmembrane voltage and horizontal voltage exert on desalination characteristics
and pump efficiency has also not been studied. Based on the ideal ion exchange hypothesis (that is,
only one ion is allowed to pass through the membrane surface), this study numerically simulated
the dynamic characteristics of the micro-channel electric system embedded with a cation exchange
membrane (CEM), and the influence of the horizontal electric field on the desalination effect and pump
effect are analyzed. Below, Section 2 gives the system description, governing equations, and boundary
conditions. The numerical results are given in Section 3.

2. Methods

2.1. System Setup

Figure 1 shows a schematic of a two-dimensional (2D) model, which is a microchannel embedded
with an IEM in the middle of both top and bottom walls. The left boundary was connected to the
reservoir, which was filled with NaCl solution. The microchannel walls were negatively charged
and the surface charge density was set as σ−, so the channel wall would adsorb cations and induce
an EDL, resulting in more cations than anions in the channel. An externally axial electric field was
imposed, inducing an EOF because of the Coulomb force and fluid drag. If the potential (VL) at the left
boundary is higher than that at the right boundary (VR), the EOF flows from left to right. Therefore,
the left and right boundaries were set as the inlet and outlet of the fluid, respectively. The lengths
Lm of the IEM (Lm << L, the thickness was neglected) were assumed to permit passage of Na+ only,
and the surface potential of the membrane was set as Vm. For convenience of analysis, cross-membrane
voltage Vcm = (VL + VR)/2−Vm was defined, representing the difference between the potential at

50



Micromachines 2019, 10, 562

the middle of the channel without the membrane and the potential actually applied on the membrane.
Larger Vcm generated a more obvious ICP phenomenon.

Figure 1. Schematic diagram of the microchannel model embedded with an ion exchange membrane (IEM).

2.2. Governing Equations and Boundary Conditions

In this study, the symmetric electrolyte NaCl solution was chosen. The governing equations of
the EOF multi-physics coupling field included the Poisson–Nernst–Planck (PNP) equation and the
improved Stokes equation. According to electrodynamics, in the diffusion layer the potential generated
by the net charge satisfied the classical electrostatic Poisson equation:

− ε0ε f∇2φ = ρe = F
n∑

i = 1

zici (1)

where ε0 and ε f are the absolute permittivity constant of the vacuum and the relative dielectric constant
of the fluid, respectively; φ is the electric potential within the solution; F is the Faraday constant; ci and
zi are the ionic concentration and the valence of ions, respectively; and n is the number of ion species.∑n

i = 1 Fzici is the net charge density ρe, which is the sum of all ions in the fluid.
According to ion transfer theory, ions in solution are affected by an electric field, flow field,

and concentration field to form ion migration. Ion flux Ni includes the ion convective flux, diffusion flux,
and electromigration flux.

Ni = uci −Di∇ci − zi
Di
RT

Fci∇φ (2)

where u is the fluid velocity, Di is the diffusivity of the ith ionic species, and R and T are the general gas
constant and the absolute temperature of the solution, respectively. In the steady state and lack of fluid
flow, no chemical reaction occurs in the solution and the ion flux obeys the simplified Nernst–Planck
(NP) equation:

∇ ·Ni = ∇ ·
(
−Di∇ci − zi

Di
RT

Fci∇φ
)
= 0 (3)

The electrical force under an external horizontal electric field

F = −∇φ (4)

Therefore, according to the principle of conservation of momentum, the movement of fluid is
governed by the improved Navier–Stokes (N–S) equation and continuous equation.

−∇p + μ∇2u + F = 0 (5)

∇ · u = 0 (6)

where ρ is the fluid density; p is the pressure; and μ is the fluid dynamic viscosity. The inertial term in
the N–S equation is ignored due to a small Reynolds number.

Select the microchannel width H as the feature length, μU0/H as the characteristic
pressure, U0 = ε0ε f R2T2/(μHF2) as the characteristic velocity, the bulk concentration C0 as
the characteristic concentration of the ion, and RT/F as the characteristic potential, and define
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κ−1 = λD =
√
ε0ε f RT/

∑2
i = 1 F2z2

i Ci0 as the Debye length; the surface charge densityσ corresponding

to ε0ε f RT/(FH) is dimensionless, the diffusion coefficient is dimensionless according to ε0ε f R2T2/(μF2),
and they are used to control the governing equation of the EOF coupling field without simplification.
It should be noted that notations with an asterisk are used for the dimensionless parameters.

−∇∗2φ∗ =
(kH)2

2

(
c∗1z1 + c∗2z2

)
(7)

∇∗·
(
−D∗i∇∗c∗i − ziD∗i c

∗
i∇∗φ∗ + u∗c∗i

)
= 0, i = 1, 2 (8)

−∇∗p∗ + ∇∗2u∗ − (kH)2

2

(
c∗1z1 + c∗2z2

)
∇∗φ∗ = 0 (9)

∇∗·u∗ = 0 (10)

The boundary conditions are given as the following.
On the CEM surface:

u∗ = 0, n·∇∗p∗ = 0, Φ∗ = Vm· F
RT

, c∗1 = 2, n·∇∗c∗2 = −z2c∗2·n·∇∗Φ∗ (11)

On the microchannel wall (non-membrane area):

u∗ = 0, n·∇∗p∗ = 0, n·∇∗Φ∗ = σ−·HF
RT

, n·∇∗c∗i = −zic∗i ·n·∇∗Φ∗ (12)

At the inlet of the microchannel:

n·∇∗u∗ = 0, p∗ = 0, Φ∗ = VL· F
RT

, c∗i = 1 (13)

At the outlet of the microchannel:

n·∇∗u∗ = 0, p∗ = 0, Φ∗ = 0, n·∇∗c∗i = 0 (14)

2.3. Numerical Method and Code Validation

To ensure the accuracy and feasibility of the simulation results, we first compared the numerical
prediction with the results of White et al. [34]. In the current simulation, the geometry of the
non-membrane channel was set as length L = 1000 nm and height H = 100 nm. The surface charge
density of microchannel walls was set as σ− = −0.001 C/m2. The channel was filled with NaCl solution
(z1 = 1; z2 = −1), the initial concentration was set as C0 = 10 mM, and the externally imposed axial
electric field was set at 50 KV/m. Other parameters used in this study were set as μ = 0.001 N·s/m2,
D1 = 1.333 × 10−9 m2/s, D2 = 2.032 × 10−9 m2/s, F = 9.649 × 104 C/mol, R = 8.31 J/(mol·K), T = 300 K,
ε f = 80, ε0 = 8.854 × 10−12 F/m. The pressure and normal viscous stress at both ends of the channel
were 0, and the wall of the channel was the no-slip boundary condition.

In this calculation, COMSOL v5.3a (COMSOL Inc., Stockholm, Sweden) was used to solve the
governing equations with specified boundary conditions. Considering the geometric and physical
settings, symmetric boundary conditions were used at the upper boundary of the computing domain,
so only the lower half of the channel was modeled. The inaccuracy of the boundary flow field was due
to the difference between the zeta potential of the channel wall and the boundary condition of the fixed
potential at the junction of the inlet and outlet with the wall. Therefore, in order to reduce the sharp
change of the potential at this position, no charge was applied on the two walls 1 μm away from the
entrance and outlet, respectively. The calculation domain was divided into quadrilateral meshes, and a
finer mesh was adopted near the charged wall, membrane surface, channel inlet, and outlet boundary,
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and the total number of grids was 38,500. For steady-state analysis, a multi-frontal massively parallel
sparse direct solver (MUMPS) was used to solve the fully coupled PNP-NS equation.

In order to verify the accuracy of the simulation results, we compared the calculated fluid velocity
in the microchannel with the analytical solution of White et al. [34]. As shown in Figure 2, it is obvious
that the simulation results are in good agreement with the analytical solutions. The abscissa was
dimensionless y∗ = y/λD and the vertical axis was dimensionless u∗ = u/U0.

Figure 2. Comparison between the numerical (symbol) and analytical (solid line) results of the axial
electroosmotic flow (EOF) velocity in a microchannel.

3. Results and Discussion

3.1. Desalting Effect

Referring to Figure 1, a microchannel of the length L = 100 μm and height H = 10 μm,
embedded with membranes of length Lm = 2 μm was considered. The initial concentration of NaCl
solution was 1 mM in the channel. In order to study the effect of the applied horizontal electric field
strength on the ion transport and fluid flow in the channel, the inlet potential VL was set as a variable
parameter. Due to the strong nonlinearity of the system and the inconsistency of the initial conditions
of the concentration and potential near the channel or membrane surface, the inlet potential needs
to be slowly increased, with a range of 0.1 V–2 V, which can be assisted by the auxiliary parameter
scanning in the solver.

As shown in Figure 3, the concentration distribution of Cl− in the channel is given when the
cross-membrane voltage, Vcm = 400 mV, and the potential at the inlet of the channel is 0.1 V, 0.5 V, 1 V
and 2 V, respectively. It is observed that the inlet potential increases and the concentration of Cl− at the
upstream of the channel correspondingly increases. When the inlet potential is low (such as VL = 0.1 V),
the average electric field strength applied to the channel level is 1 kV/m, and the velocity of the formed
EOF1 is small, so the fluid drives Cl− to the right. The drag of the motion is small, and the strong
electric field formed on the surface of the film due to the ICP phenomenon acts on the electric field
force of Cl− (to the left) to be greater than the drag force for the reverse motion, so Cl− is concentrated
upstream of the channel. However, when the inlet potential is high (such as VL = 1 V), the average
electric field of the channel is significantly enhanced, the fluid drag is greater than the electric field
force, and the Cl− aggregation zone migrates to the right. When VL = 2 V, the Cl− aggregation zone is
very near the membrane surface area.
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Figure 3. The concentration distribution of Cl− in the channel at different inlet potentials at Vcm = 400 mV.

When the transmembrane voltage is Vcm = 0 (corresponding to no membrane in the channel),
the cation is adsorbed on the channel wall surface and the membrane surface to form an EDL. Under the
action of a horizontal electric field, a typical EOF1 appears in the channel. The concentration of cations
in the EDL is greater than the concentration of the anions, while the concentration of ions outside the
EDL is substantially constant. Applying a transmembrane voltage across the membrane encourages
more cations to be expelled out of the system quickly through the CEM, while the anion remains in
the upstream of the channel due to the repulsion of the strong electric field in front of the membrane,
forming an ion depletion zone near the membrane. As the solution flows, the ion depletion zone
expands downstream, eventually forming a very low concentration of fresh water zone downstream of
the channel, and then fresh water flows out of the outlet to achieve desalination.

In order to better calculate the desalination efficiency of the system, Figure 4a shows the variation
curve of the Cl− concentration along the channel symmetry line when the inlet potential is 0.1 V, 0.5 V,
1 V, and 2 V, respectively. As can be seen, with the increase of entrance potential, the Cl− concentration
downstream of the channel does not change much. In order to obtain a specific data change, as shown
in Figure 4b, when VL = 0.1 V, the Cl− concentration is the smallest (C2 = 0.02 mM), and the desalting
efficiency is as high as 98%. As the inlet potential increases, the Cl− concentration gradually increases.
When VL = 2 V, the Cl− concentration is increased to 0.047 mM, and the desalination efficiency is
reduced by 2.7 percent.

Figure 4. (a) The concentration curve of Cl− along the channel symmetry line at different inlet potentials;
(b) at the outlet, the average concentration of Cl− with the inlet potential.
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3.2. Pump Effect

Figure 5 shows the velocity streamlines around the channel intima position (49 ≤ x ≤ 51 μm) at
Vcm = 400 mV with potentials at the channel inlet of 0.2 V, 1 V and 2 V, respectively. When VL = 0.2 V,
the maximum velocity of the fluid in the channel is 5.88 × 10−3 m/s, which is 294 times the EOF1 velocity
in the non-membrane microchannel. Nonlinear vortices near the surface of the IEM or at the junction
of the microchannel and the nanochannel are unique phenomena of such systems. Kim et al. [35]
observed this in the experiment.

Figure 5. Velocity diagram of the velocity near the endometrial position (49 ≤ x ≤ 51 μm) at different
inlet potentials at Vcm = 400 mV.

It is worth noting that there are two distinct nonlinear eddy currents near the ion exchange
membrane. In order to study the formation mechanism of the eddy current, the variation law of electric
field force and pressure difference in the channel was analyzed. Figure 6a shows the horizontal electric
field force of the fluid at different positions on the wall along the y-axis when Vcm = 400 mV. The fluid
at the membrane side and wall junction (x = 48.5 μm, x = 51.5 μm) is subjected to the maximum
electric field force, and the range of action is much larger than that of the channel inlet and outlet
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(x = 5 μm, x = 95 μm) and the membrane center (x = 50 μm). The direction of the electric field force
on the upstream side (x = 48.5 μm) is positive, while that on the downstream side (x = 51.5 μm) is
the opposite. The electric field force gradually decreases as it goes further from the wall surface and
decreases to the same size as the channel inlet and outlet area at 10 λd from the wall surface. Under the
combined action of forces, the pressure in the center of the channel has changed greatly. As shown in
Figure 6b, at Vcm = 400 mV the pressure tends to change along the direction of the symmetry line of the
microchannel. Due to the electrodynamic force, the pressure on the upstream side of the membrane
decreased significantly, while on the downstream side of the membrane, the pressure difference on
both sides of the membrane reached about 2.4 Pa, which produced a certain pumping effect.

Therefore, the fluid on the upstream side of the membrane moves rapidly to the right due to the
electric field force, while the fluid on the downstream side of the membrane moves to the left, while the
large pressure difference on both sides of the membrane forces the fluid upstream in the central region
of the membrane (x = 50 μm). The direction flows back, thereby creating a vortex that rotates in a
counterclockwise direction. Since the reverse electric field near the downstream side wall surface if the
membrane is strong, a small eddy current rotating clockwise is formed there. As the horizontal electric
field strength increases, the small eddy current gradually decreases or even disappears.

Figure 6. (a) Horizontal electric field force in the y direction at different coordinate values of the x-axis
(Vcm = 400 mV); (b) The curve of the pressure along the line of symmetry of the channel.

In order to investigate the flow characteristics of fluids in the embedded microchannel at the
different horizontal electric field, Figure 7 shows the tangential velocity distribution of the channel near
the outlet (x= 90μm) at Vcm = 0 mV and Vcm = 400 mV, respectively. When the cross-membrane voltage is
0, a plunger-like distribution of typical EOF1 is formed downstream of the channel, and when Vcm = 400
mV, it shows a significant parabolic distribution with the slip boundary, that is, the downstream of
the channel is dominated by the pressure flow. When VL = 0.1 V, the average velocity of the fluid at
the outlet is about 6.38 × 10−5 m/s, which is about six times that of the EOF1 in the non-membrane
microchannel with the same parameters (about 1 × 10−5 m/s). Therefore, the embedded microchannel
has a stronger fluid drive capability than the conventional microchannel. When VL = 2 V, the difference
of the average velocity is almost constant, which means that the increase of the applied horizontal
electric field has little effect on the pump effect.
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Figure 7. (a) Tangential velocity distribution of the cross section of the channel at x = 90 μm when
Vcm = 0 mV; (b) tangential velocity distribution of the cross section of the channel at x = 90 μm when
Vcm = 400 mV.

4. Conclusions

The fully coupled PNP-NS equation is solved numerically. A microchannel simulation model with
a cation exchange membrane embedded on the wall was constructed, and the response characteristics of
the embedded microfluidic system under different horizontal electric fields were analyzed. In summary,
increasing the horizontal electric field will reduce the desalination effect of the system. At the
horizontal electric and transmembrane voltages, the fluid flow in the channel exhibits the dual
characteristics of electroosmotic flow and pressure flow. The flow rate is about six times higher than
the conventional electroosmotic flow, and the embedded microchannels exhibit a significant pumping
effect. The mechanism of the nonlinear eddy current on the surface of the ion exchange membrane
is expounded, which provides a theoretical basis for the design of a new electroosmotic pump and
desalination device.
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Abstract: Electroosmotic flow (EOF) is one of the most important techniques in a microfluidic system.
Many microfluidic devices are made from a combination of different materials, and thus asymmetric
electrochemical boundary conditions should be applied for the reasonable analysis of the EOF. In
this study, the EOF of power-law fluids in a slit microchannel with different zeta potentials at the top
and bottom walls are studied analytically. The flow is assumed to be steady, fully developed, and
unidirectional with no applied pressure. The continuity equation, the Cauchy momentum equation,
and the linearized Poisson-Boltzmann equation are solved for the velocity field. The exact solutions
of the velocity distribution are obtained in terms of the Appell’s first hypergeometric functions. The
velocity distributions are investigated and discussed as a function of the fluid behavior index, Debye
length, and the difference in the zeta potential between the top and bottom.

Keywords: Electroosmosis; Power-law fluid; Non-Newtonian fluid; Asymmetric zeta potential

1. Introduction

Recently, microfluidic device applications are increasing in the fields of chemical analysis, medical
diagnostics, material synthesis, and others [1–3]. In the field of microfluidics, flow control in a
microchannel is one of the most important issues. The problem with conventional pressure-driven
flow is that as the channel size decreases, the hydraulic area becomes extremely small, resulting in a
significant increase in the corresponding hydraulic resistance [4]. Electroosmotic flow (EOF) does not
suffer from this problem because it is the motion of fluid that depends on the electric field across a
microchannel [5–7].

Many efforts have been made to study electroosmotic flow (EOF) using Newtonian fluids.
However, a few microfluidic devices are used more frequently for processing biological fluids
such as blood, saliva, DNA, and polymer solutions, which cannot be treated as Newtonian fluids.
To analyze the EOF of such fluids, an approach to non-Newtonian constitutive relations should be
considered [8–15].

Among the various constitutive laws for non-Newtonian fluids, the power law model is the
most popular because of its simplicity and suitability for analyzing a wide range of fluids. Thus,
many researchers have conducted EOF studies using the power law model [16–25]. Zhao et al.
analyzed the EOF of power-law fluids and obtained the approximate solution of the velocity field
in a slit microchannel [16]. In addition, they studied a general Smoluchowski slip velocity over a
surface [17] and provided an exact solution of the velocity distribution in a slit microchannel [18].
They also analyzed the EOF of power-law fluids in cylindrical [19] and rectangular [20] microchannels.
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Tang et al. conducted a numerical study of the EOF in microchannels of a power-law fluid using the
lattice Boltzmann method [21]. Vasu and De analyzed a mathematical model of the EOF of power-law
fluids in a rectangular microchannel at high zeta potential [22]. Babaie et al. and Hadigol et al.
numerically analyzed the EOF of power-law fluids in a slit microchannel with pressure gradient [23,24].
Ng and Qi developed a simplified analytical model to describe the electrokinetic flow of a power-law
fluid for varying wall potentials and channel heights in a slit channel [25].

Most previous studies have been performed on microchannels with the same zeta potential at
the top and bottom walls. To our knowledge, however, many microfluidic devices are made with a
combination of different materials, such as silicon dioxide (glass) as the base and polydimethylsiloxane
as the top and side-walls. In these cases, asymmetric electrochemical boundary conditions should
be applied for reasonable analysis of the EOF. Afonso et al. [26] and Choi et al. [27] analyzed the
EOF of viscoelastic fluids in a microchannel with asymmetric zeta potential using the simplified
Phan–Thien–Tannar model. Qi and Ng investigated the EOF of a power-law fluid through a slit
channel where the walls were asymmetrically patterned with periodic variations in shape and zeta
potential [28]. Hadigol et al. numerically investigated the characteristics of electroosmotic micromixing
of power-law fluid in a slit microchannel with nonuniform zeta potential distributions along the walls
of the channel [29]. Jiménez et al. investigated the start-up from rest of the EOF of Maxwell fluids
in a rectangular microchannel with asymmetric high zeta potentials at the walls [30]. Peralta et al.
conducted theoretical analysis of the start-up of oscillatory EOF in a parallel-plate microchannel under
asymmetric zeta potentials [31]. Recently, Choi et al. presented the EOF in a rectangular microchannel
using numerical analysis [32] and suggested an approximate solution for the EOF of power-law fluid
with asymmetric zeta potential of a planar channel [33].

Obtaining the exact solution not only provides physical insight into the phenomena but can also
serve as a benchmark for experimental, numerical, and asymptotic analyses. Zhao and Yang [18] have
reported the exact solution for the EOF of a power-law fluid with a symmetric zeta potential. However,
it remains a challenge to obtain the exact solution of the EOF in microchannels with asymmetric
electrochemical boundary conditions.

In the present study, exact solutions for EOFs of power-law fluids in a slit microchannel with
different zeta potentials at the top and bottom walls are presented. In addition, the key parameters
affecting the velocity distribution of EOF, including the fluid behavior index, Debye length, and
different zeta potentials at the top and bottom walls are analyzed.

2. Mathematical Formulation

Figure 1 shows a two-dimensional EOF in a slit microchannel of height 2H. The top and bottom
walls were charged with zeta potential ψt and ψb, respectively. An external electric field E0 was applied
to a power-law fluid with a constant density ρ and electric permittivity ε.

Figure 1. Schematic diagram of electroosmotic flow in a slit microchannel.

The velocity field in the microchannel is governed by the continuity and Cauchy momentum
equations given as:

∇ · v = 0, (1)

ρ
Dv

Dt
= −∇p +∇ · τ + F, (2)
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where v = (u, v) is the velocity vector, p is the pressure, τ is the stress tensor, and F = (Fx, Fy) is the body
force. The stress tensor can be given by

τ = μ
(
∇v +∇vT

)
, (3)

where μ is the effective viscosity.
For a steady, fully developed, unidirectional flow with no applied pressure and negligible

gravitational force, the body force acts only along the x-direction and the Cauchy momentum equation
in Equation (2) can be simplified as:

d
dy

(
μ

du
dy

)
+ Fx = 0. (4)

The effective viscosity of the power-law fluid can be expressed as:

μ = m
∣∣∣∣du
dy

∣∣∣∣n−1
, (5)

where m is the flow consistency index, and n is the flow behavior index.
The body force along the x-direction is given by:

Fx = ρeE0. (6)

The net charge density ρe can be obtained by the Poisson equation, which takes the form of:

ε
d2ψ

dy2 = −ρe. (7)

With the assumption of Boltzmann distribution and small zeta potentials, the electrical potential
profile in the electrical double layer (EDL) is governed by the linearized Poisson–Boltzmann equation
expressed by:

d2ψ

dy2 = κ2ψ, (8)

which is subject to the following boundary conditions:

ψ
∣∣y=H = ψt, ψ

∣∣y=−H = ψb. (9)

κ−1 is called the Debye length and is defined as κ−1 = (εkBT/2e2z2n∞)1/2, where n∞ and z are the bulk
number concentration and the valence of ions, respectively, e is the fundamental charge, kB is the
Boltzmann constant, and T is the absolute temperature.

The solution for the electrical potential distribution is of the form:

ψ(y) =
ψt + ψb

2
· cosh(κy)

cosh(κH)
+

ψt − ψb
2

· sinh(κy)
sinh(κH)

. (10)

Then, the net charge density ρe can be expressed as a function of the EDL potential

ρe(y) = −κ2εψ(y). (11)

With all the aforementioned considerations, the Cauchy momentum equation in Equation (4) is
expressed as:

d
dy

[
m
∣∣∣∣du
dy

∣∣∣∣n−1 du
dy

]
− κ2εE0ψ(y) = 0. (12)
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This equation is constrained by the following boundary conditions (no-slip conditions)

u
∣∣y=−H = 0, u

∣∣y=H = 0. (13)

Substituting Equation (10) into Equation (12) yields:⎧⎪⎪⎪⎨⎪⎪⎪⎩
d

dy

[(
du
dy

)n]
=

κ2εE0

m

(
ψt + ψb

2
· cosh(κy)

cosh(κH)
+

ψt − ψb
2

· sinh(κy)
sinh(κH)

)
, i f

du
dy

≥ 0, (14a)

d
dy

[(
−du

dy

)n]
= −κ2εE0

m

(
ψt + ψb

2
· cosh(κy)

cosh(κH)
+

ψt − ψb
2

· sinh(κy)
sinh(κH)

)
, i f

du
dy

< 0. (14b)

Since most of the materials that make up the microchannels have negative zeta potential [34,35],
the wall zeta potentials are assumed to be negative in the present study; thus, the flow occurs in
the +x-direction (if E0 > 0). Let yc be the point where du

dy

∣∣∣
y=yc

= 0, (−H ≤ yc ≤ H), then the velocity

gradient is positive
(

du
dy ≥ 0

)
in the interval −H ≤ y ≤ yc, and negative

(
du
dy < 0

)
in the interval

yc ≤ y ≤ H.
Integrating Equation (14) with y leads to:

du
dy

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
−κεE0ψm

m

) 1
n
{
− sinh(κy)

cosh(κH)
− R · cosh(κy)

sinh(κH)
+ C+

} 1
n

, if − H ≤ y ≤ yc, (15a)

−
(
−κεE0ψm

m

) 1
n
{
−
(
− sinh(κy)

cosh(κH)
− R · cosh(κy)

sinh(κH)
+ C−

)} 1
n

, if yc < y ≤ H, (15b)

where ψm and R are the average zeta potential and the dimensionless zeta potential difference between
the top and bottom walls, respectively, which are defined by:

ψm ≡ ψt + ψb
2

, (16)

R ≡ ψt − ψb
ψt + ψb

, (17)

and C+ and C− are integral constants.
Both Equations (15a) and (15b) should be zero at y = yc. Therefore,

C+ = C− =
sinh(κyc)

cosh(κH)
+ R · cosh(κyc)

sinh(κH)
≡ C. (18)

Integrating Equation (15) with the corresponding boundary condition in Equation (13) leads to
the velocity distribution:

u(y) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(
−κεE0ψm

m

) 1
n

y∫
−H

{
I
(
y′
)
+ C
} 1

n dy′, if − H ≤ y ≤ yc, (19a)

−
(
−κεE0ψm

m

) 1
n

y∫
H

{−I
(
y′
)− C

} 1
n dy′, if yc < y ≤ H, (19b)

where

I(y) ≡ − sinh(κy)
cosh(κH)

− R · cosh(κy)
sinh(κH)

, (20)
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By integrating Equation (19), the velocity distribution can be obtained as:

u(y) =

{
us
[
V+(y)− V+(−H)

]
, if − H ≤ y ≤ yc, (21a)

us
[−V−(y) + V−(H)

]
, if yc < y ≤ H, (21b)

where us denotes the generalized Smoluchowski velocity for power-law fluids by employing the
average zeta potential ψm at the top and bottom walls on the basis of the work of Zhao et al. [16],
which is expressed as:

us = nκ
1
n −1
(
− εE0ψm

m

) 1
n

, (22)

and
V+(y) ≡ − 1

(n+1)
√

C2+w2 [I(y) + C]
n+1

n F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; I(y)+C

C+iw , I(y)+C
C−iw

)
, (23a)

V−(y) ≡ 1
(n+1)

√
C2+w2 [−I(y)− C]

n+1
n F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; I(y)+C

C+iw , I(y)+C
C−iw

)
. (23b)

yc =
1
κ

ln

⎛⎝ C +
√

C2 + w2

R
sinh(κH)

+ 1
cosh(κH)

⎞⎠. (24)

w =

√
1

cos h2(κH)
− R2

sin h2(κH)
. (25)

The integral constant C can be obtained from the following equation:

J(C) = 0, (26)

where J(x) are defined by:

J(x) = [I(−H) + x]
n+1

n F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; I(−H)+x

x+iw , I(−H)+x
x−iw

)
−[−I(H)− x]

n+1
n F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; I(H)+x

x+iw , I(H)+x
x−iw

)
.

(27)

The details of the mathematical derivations are described in Appendix A. It is a challenge to
obtain the explicit form for the integral constant C. Thus, in this study, a numerical method was used
for evaluating C.

F1(a; b1, b2; c; x, y) in Equation (23) is the Appell’s first hypergeometric function [36], which can be
represented as a one-dimensional integral form [37]:

F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; γ

α+iβ , γ
α−iβ

)
=

Γ(2+ 1
n )

Γ(1+ 1
n )

1∫
0

t
1
n√

1− γt
α−iβ

√
1− γt

α+iβ

dt

= n+1
n

1∫
0

t
1
n√

γ2t2−2αγt+(α2+β2)
α2+β2

dt,
(28)

where α, β, and γ are real values, and Γ(z) is a gamma function. It is evident from Equation (28) that,
although the Appell’s first hypergeometric function in Equation (23) has complex arguments, it always
has a real value.

Alternatively, Equation (21) can be expressed in the single form using Equation (15) as follows:

u(y) = V(y)− V(−H), (29)

where
V(y) ≡ − 1

κ
n

n+1
1√

C2+w2

(
du
dy

)
[I(y) + C]F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; I(y)+C

C+iw , I(y)+C
C−iw

)
. (30)
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Equation (21) is applicable to the EOF of power-law fluids with arbitrary zeta potentials at the
top and bottom walls. If the top and bottom walls have the same zeta potential, then the velocity
distribution is expressed as follows:

u(y) = us
[
Vsymm(H)− Vsymm(y)

]
, (31)

where

Vsymm(y) ≡ (−1)
n−1
2n

n
cosh(κy)

cosh
1
n (κH)

2F1

(
1
2

,
n − 1

2n
;

3
2

; cos h2(κy)
)

(32)

which is identical to the result of Zhao and Yang [18] on the EOF of power-law fluid with a symmetrical
zeta potential. The detailed derivations are described in Appendix B.

3. Results and Discussions

The key parameters that affect velocity distribution are the fluid behavior index n, electrokinetic
parameter κH, and dimensionless zeta potential difference R = (ψt − ψb)/(ψt + ψb) between ψt and ψb.
In this section, the effects of these parameters on velocity distribution are investigated.

Figure 2 shows the dimensionless velocity (u/us) distributions from Equation (21) for different
values of fluid behavior index n at a fixed κH of 15. Figure 2a represents the velocity distributions with
same zeta potentials (R = 0) at the bottom and top, while Figure 2b indicates those of asymmetric zeta
potentials with R of 0.2 (ψt/ψb = 1.5). In both cases of symmetric and asymmetric zeta potentials, as
the fluid behavior index n decreases, the velocity gradient near the wall increases, and the plug-like
characteristics of velocity distribution are enhanced. This is because the fluid with smaller fluid
behavior index is less viscous, and the velocity can easily change from zero at the wall to the
Smoluchowski velocity at the core region.

(a) 

Figure 2. Cont.
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(b) 

Figure 2. Dimensionless velocity distributions u/us for different values of the fluid behavior index n
under κH = 15. (a) Symmetric zeta potentials (ψt/ψb = 1). (b) Asymmetric zeta potentials (ψt/ψb = 1.5).

Figure 3 shows the dimensionless velocity (u/us) distributions for different values of κH. Figure 3a
shows the velocity distributions of the shear thinning fluid (n = 0.8) and Figure 3b shows those of
the shear thickening fluid (n = 1.2). In both cases, as κH increases, the velocity distribution changes
from parabolic type to plug-like type. The increase of κH means a decrease in Debye length. In other
words, the EDL thickness, on which the electrostatic body force is applied, decreases and the velocity
distribution changes to a plug-like type.

(a) 

Figure 3. Cont.
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(b) 

Figure 3. Dimensionless velocity distributions u/us for different values of κH under ψt/ψb = 1.5.
(a) Shear thinning fluid (n = 0.8). (b) Shear thickening fluid (n = 1.2).

Figure 4 shows the dimensionless velocity (u/us) distributions according to the dimensionless
zeta potential difference R at the bottom and top for the shear thinning fluid (Figure 4a) and shear
thickening fluid (Figure 4b). For comparison, the symmetric case (R = 0) is also included in the figure.
The velocity distributions near the top and bottom walls develop from zero (on the wall) to close to
the generalized Smoluchowski velocity determined by the corresponding zeta potentials; in the core
region, these two velocity distributions near the walls are almost linearly connected. Therefore, as the
difference in zeta potential between the top and bottom walls increases, the velocity gradient in the
core region increases. The velocity gradient in the core region decreases and increases the viscosity of
the shear thinning fluid and shear thickening fluid, respectively. As a result, as the dimensionless zeta
potential difference R increases, the velocity at the center (y/H = 0) increases for shear thinning fluids
and decreases for shear thickening fluids.

 
(a) 

Figure 4. Cont.
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(b) 

Figure 4. Dimensionless velocity distributions u/us as a function of the dimensionless zeta potential
difference R. The values −2/3, −1/3, 0, 1/3, and 2/3 of R, correspond to 0.2, 0.5, 1.0, 2.0, and 5.0 of the
zeta potential ratio (ψt/ψb), respectively. (a) Shear thinning fluid (n = 0.8). (b) Shear thickening fluid
(n = 1.2).

4. Conclusions

In this study, the exact solutions are proposed for fully developed two-dimensional steady
unidirectional EOFs of power-law fluids with different zeta potentials at the top and bottom walls.
The exact solutions are expressed in terms of Appell’s first hypergeometric functions. The effects of
parameters such as the fluid behavior index n, electrokinetic parameter κH, and zeta potential ψt and
ψb on the velocity distribution are investigated.
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Appendix A

The general integral formula for Equation (19) is∫
(asinh(x) + b cosh(x) + c)ndx = 1

a(n+1)
√

1− b2
a2

sech
(

tanh−1
(

b
a

)
+ x
)
·

√√√√√ a
√

1− b2
a2 −i asinh(x)−i b cosh(x)

a
√

1− b2
a2 +i c

√√√√√ a
√

1− b2
a2 +i asinh(x)−i b cosh(x)

a
√

1− b2
a2 −i c

· (asinh(x) + b cosh(x) + c)n+1·

F1

⎛⎝1 + n; 1
2 , 1

2 ; 2 + n; i(asinh(x)+b cosh(x)+c)

a
√

1− b2
a2 −i c

, i(asinh(x)+b cosh(x)+c)

a
√

1− b2
a2 +i c

⎞⎠+ const.

(A1)
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Using Equation (A1), the primitive function of {I(y) + C} 1
n in Equation (19) can be evaluated as

∫ {I(y) + C} 1
n dy = 1

κ
n

n+1
1√

C2+w2
|ψ(y)|
ψ(y) [I(y) + C]

n+1
n ·F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; I(y)+C

C+iw , I(y)+C
C−iw

)
+ const. (A2)

where ψ(y), I(y) and w are defined in Equations (10), (20), and (25), respectively. The term |ψ(y)|
ψ(y) means

the sign of the electrical potential. Since the wall zeta potentials are assumed to be negative (ψt, ψb

< 0), ψ(y) always has a negative value; therefore, the term |ψ(y)|
ψ(y) is −1. With all the aforementioned

considerations, the velocity distribution is obtained as Equation (21).
At point y = yc, the two equations according to the interval in Equation (21) should have the

same value.
us
[
V+(yc)− V+(−H)

]
= us

[−V−(yc) + V−(H)
]
. (A3)

Since I(yc) + C = 0 by Equation (18), V+(yc) = V−(yc) = 0.
Therefore, the integral constant C can be obtained from the following equation

V+(−H) + V−(H) = 0 (A4)

which is simplified as Equation (27).

Appendix B

For a symmetrical zeta potential, the R in Equation (17) is zero and the integral constant C is also
zero because du

dy

∣∣∣y=0 = 0 . Owing to the symmetry, the velocity distribution can be considered only in
the interval 0 ≤ y ≤ H. Then, Equation (23b) becomes

V−(y) = 1
n+1 cosh(κH)

[
sinh(κy)
cosh(κH)

] n+1
n F1

(
1 + 1

n ; 1
2 , 1

2 ; 2 + 1
n ; isinh(κy),− isinh(κy)

)
= 1

n+1 sinh(κy)
[

sinh(κy)
cosh(κH)

] 1
n

2F1

(
1
2 , 1

2n + 1
2 ; , 1

2n + 3
2 ; −sin h2(κy)

) , (A5)

where Appell’s first hypergeometric function is reduced to the hypergeometric function 2F1(a1, a2; b; y).
Applying Euler’s hypergeometric transformations [38,39] to the hypergeometric function in

Equation (B1) gives

V−(y) = (−1)
n−1
2n

n
cosh(κy)

cosh
1
n (κH)

2F1

(
1
2

,
n − 1

2n
;

3
2

; cosh2(κy)
)
+

√
π

2n

Γ
(

n+1
2n

)
Γ
(

2n+1
2n

) (−1)
n−1
2n

cos h
1
n (κH)

. (A6)

Then the velocity distribution can be obtained as

u(y) = us
[−V−(y) + V−(H)]= us[Vsymm(H)− Vsymm(y)

]
. (A7)

where Vsymm(y) is expressed in Equation (32).
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Abstract: In many research works, the fluid medium in electroosmosis is considered to be a Newtonian
fluid, while the polymer solutions and biological fluids used in biomedical fields mostly belong to
the non-Newtonian category. Based on the finite volume method (FVM), the electroosmotic flow
(EOF) of viscoelastic fluids in near-neutral (pH = 7.5) solution considering four ions (K+, Cl−, H+,
OH−) is numerically studied, as well as the viscoelastic fluids’ flow characteristics in a microchannel
described by the Linear Phan-Thien–Tanner (LPTT) constitutive model under different conditions,
including the electrical double layer (EDL) thickness, the Weissenberg number (Wi), the viscosity
ratio and the polymer extensibility parameters. When the EDL does not overlap, the velocity profiles
for both Newtonian and viscoelastic fluids are plug-like and increase sharply near the charged
wall. Compared with Newtonian fluid at Wi = 3, the viscoelastic fluid velocity increases by 5 times
and 9 times, respectively, under the EDL conditions of kH = 15 and kH = 250, indicating the shear
thinning behavior of LPTT fluid. Shear stress obviously depends on the viscosity ratio and different
Wi number conditions. The EOF is also enhanced by the increase (decrease) in polymer extensibility
parameters (viscosity ratio). When the extensibility parameters are large, the contribution to velocity
is gradually weakened.

Keywords: electroosmotic flow; viscoelastic fluid; Linear Phan-Thien–Tanner (LPTT); pH; electrical
double layer

1. Introduction

In recent years, with the development of multi-disciplines and mutual integration, microfluidic
chips have become more widespread. In the shipping industry, broad application prospects can be
foreseen in the Point-of-Care Testing (PoCT) of seafarers’ diseases [1,2] and the desalination [3,4] of
automatic signal transmission. In addition, microfluidic chips have many applications in the sensing
and detection of nanoparticles [5–7], operations and reactions in analytical chemistry [8,9], encryption
and decryption of information, future military communication, etc. The electrodynamic transport
characteristics of micro- and nanofluidic devices have important basic and practical significance.
Reuss [10] first discovered the electroosmotic flow (EOF) phenomenon in the laboratory. Helmholtz [11]
considered the liquid and electric flow phenomena comprehensively for the first time, connecting the
electric phenomenon, fluid flow and ion concentration, and proposing a complete electrical double
layer (EDL) model theory. When direct current (DC) or alternating current (AC) voltage is applied
along the horizontal direction of the microchannel, the direction of the external electric field is tangent
to the charged surface, and the liquid ions in the EDL will be directionally displaced by the electric
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field force, thus driving the fluid microclusters to move along the direction of the electric field force to
form EOF.

Medical diagnostics include testing biological fluids such as saliva, blood and mucus, which exhibit
viscoelastic behavior [12–14]. A growing number of PoCT methods involve the study of biological
samples on laboratory microfluidic devices [15,16]. From the view of the chip-based microfluidic
device laboratory, electroosmotic flow activity has been well studied and analyzed [17,18]. The use of
simplified Possion–Boltzmann (PB) and Debye–Hückel (DH) models [19–22] for the analysis of EOF has
made great progress, and the different solutions are extensive [23]. Yossifon et al. [24] analyzed the
nonlinear current-voltage characteristics of nanochannels. Ma et al. [25] and Yeh et al. [26] proposed
an analytical solution for the EOF of Newtonian fluids with multiple ion and pH characteristics.
Huang et al. [27] first deduced a model to study the zeta potential and ionic conductivity of cylindrical
nanopores with overlapping EDL. However, most biological fluids exhibit viscoelastic behavior [12–14].
Their non-Newtonian fluid characteristics are quite different from Newtonian fluids, including their
shear rate-dependent viscosity, memory effect, and principal stress difference [28,29]. Therefore, the
EOF of this kind of fluid should be distinguished from the traditional Newtonian fluid. Recently,
more EOF theoretical studies on micro/nanofluidics have considered non-Newtonian properties.
Das et al. [30] used the power law model to derive the analytical solution of the EOF in a rectangular
microchannel. Zimmerman et al. [31] numerically simulated the electric flow behavior in a microchannel
with a T-junction using the Carreau–Yasuda model. Berli and Olivares [32] used a multi-parameter
non-Newtonian model to analyze the EOF in straight and cylindrical pipes. Zhao et al. [33] derived the
analytical solution of power-law fluids’ EOF and analyzed the effects of generic flow behavior index (n).
Li et al. [34] studied the transient flow of Maxwell fluid in a long, straight microchannel and the effect
of relaxation time. Mei et al. [35] analyzed the EOF characteristics of Linear Phan-Thien–Tanner (LPTT)
fluids in a nanoslit with EDL overlap.

Most of the previous viscoelastic fluid EOF studies neglected the introduction of pH and H+ and
OH− ions [17–24,36–41], or made an inaccurate characterization of biological fluid parameters [25–27]
by a Newtonian fluid constitutive model (under pH conditions). Nowadays, a large number of
biological experimental operations and chemical detection processes consider near-neutral conditions
(pH = 7.5), such as specific drug release [42–44], biological fluid separation operation and amplification
detection [45,46], sensor performance improvement [47–50], maintaining good activity of a microbial
solution [51], and so on. Therefore, studying the EOF of viscoelastic fluid under near-neutral pH
conditions may be far-reaching. Based on the finite volume method (FVM), the non-simplified
Poisson–Nernst–Planck (PNP) model is used to describe the ion transport behavior. The LPTT
constitutive model is considered to describe the viscoelastic properties, and a solution of pH 7.5 with
H+ and OH− ions is mainly considered. The Weissenberg number (Wi), EDL thickness, viscosity ratio,
extensibility parameters and net charge density are numerically studied. The mathematical model and
boundary conditions are given in Section 2, and the numerical method is verified in Section 3. Finally,
the parameter research and conclusions are presented.

2. Mathematical Model and Boundary Conditions

The motion of incompressible viscoelastic fluid with near-neutral solution (pH = 7.5) is considered
in a long channel with length L, height H and width W, including K+, Cl−, H+ and OH- ions under
the applied potential V0 across the channel. Assuming that the channel height is much less than the
length and the width (H << L, H <<W), the problem can be simplified to a 2D problem, shown in
Figure 1. Cartesian coordinates are used, the y-axis is the direction of channel height H, the x-axis is
the direction of length, and the origin is fixed on the symmetrical line (y = H).
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Figure 1. Schematic diagram of viscoelastic fluid electroosmotic flow (EOF).

The continuity equation and the momentum equation are as follows:

∇ · u = 0 (1)

−∇p + 2ηs∇ ·D + ∇ · τ+ ρeE = 0 (2)

In the above, u and p are velocity and pressure, respectively; ηs is the dynamic viscosity of the
solvent; D = 1

2

[
∇u + (∇u)T

]
is a deformation tensor; ρe is the charge density of the electrolyte solution;

E = −∇ψ represents electric field, where ψ is the potential in solution; τ is an extra stress tensor and
can be described by different constitutive models, such as Oldryod-B, FENE-P and PPT. τ can usually
be written as a function of the conformation tensor c, and c is the tensor variable of the macromolecular
structure of the polymer; the LPPT model is used to describe the viscoelastic fluid in this section.

τ =
ηp

λ
(c− I) (3)

where ηp is the polymer stress tensor and λ is the relaxation time.
The conformation tensor (c) for the LPTT model is governed by

u∇ · c− (c · ∇uT + ∇u · c) = − 1
λ
(1 + ε(tr(c) − 3))(c− I) (4)

where ε is the extensibility parameter and tr(c) is the trace of the conformation tensor c.
The potential ψ in the electrolyte solution is controlled by the Poisson equation:

− ε f∇2ψ = F
i=4∑
i=1

zici (5)

where ε f is fluid permittivity; F is the Faraday constant; ci and zi (i = 1, 2, 3, 4) are the concentration and
charge valence, respectively. The transport of ion concentrations is controlled by the Nernst–Planck
equation:

∇ ·Nj = ∇ · (uci −Di∇ci − zi
Di
RT

Fci∇ψ) = 0 (6)
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where R is the general gas constant; T is the absolute temperature; Di is the diffuse rate of the i-th ion,
and Nj = uci −Di∇ci − zi

Di
RT Fci∇ψ, ( j = 1, ...4) indicates each ion flux.

The KCl solution bulk concentration C0 was selected as the ion concentration scale, RT/F as the
potential scale, channel height H as the length scale, u0 = ε f R2T2/(2η0HF2) as the velocity scale,
η0 = ηs + ηp as zero-shear rate total viscosity, and ρu0

2 as the pressure scale. The normalized governing
Equations (1), (2) and (4)–(6) can be written:

∇′ · u′ = 0 (7)

u
′ · ∇′u′ = −∇′p′ + β

Re
∇′2u

′
+

(1− β)
Re ·Wi

∇′ · c− (kH)2

2Re

⎛⎜⎜⎜⎜⎜⎝ i=4∑
i=1

zic′i

⎞⎟⎟⎟⎟⎟⎠∇′ψ′ (8)

u
′ · ∇′c−

(
c · ∇′u′T + ∇′u′ · c

)
= − 1

Wi
(1 + ε(tr(c) − 3))(c− I) (9)

∇′2ψ′ = (kH)2

2
(z1c′1 + z2c′2 + z3c′3+z4 c ′4) (10)

∇′ ·
(
u
′
c′i −D′i∇′c′i − ziD′i∇′iψ′

)
= 0, i = 1.., 4 (11)

In the above, u
′
, p′, ψ′, and c′i are dimensionless velocity, pressure, electric potential, and ion

concentration, respectively. The Debye length is k−1 =

√
ε f RT/

4∑
i=1

F2zi2C0. The viscosity ratio

β = ηs/η0 is the ratio of the solvent viscosity to the total viscosity. The dimensionless Reynolds number
is Re = 2ρu0H/η0, and the Weissenberg number is Wi = λu0/2H.

The boundary conditions are given below.
(1) On the charged wall: the boundary is nonslip and ion-impenetrable and bears a surface charge

density σ0, and others are zero gradient.

u
′
= 0, n · ∇′ψ′ = σ0 · HF

RT
, n · ∇′ c ′i = −zic′in · ∇′ψ′, n · ∇′c = 0 (12)

(2) At the anode (or cathode): the potential difference is V0, the pressure is 0, and each ionic
concentration maintains its bulk value.

n · ∇′u′ = 0,ψ′ = V0 · F
RT

(or 0), p′ = 0, c′i = 1, n · ∇′c = 0 (13)

As the problem is symmetric, at the centerline of channel x = H, zero gradient is imposed on
all variables.

3. Numerical Method and Code Validation

The high Weissenberg number problem (HWNP) loses numerical accuracy and stability under
relatively high Wi [35,52]. The Log Conformation Reformulation (LCR) method [52,53] has proven to
be one of the most effective strategies for overcoming this problem, and the procedure is presented
as follows.

As the conformation tensor c is a symmetric positive definite (SPD) matrix, its matrix logarithm
exists as

Ψ = log(c) = RT log(Λ)R (14)

where Λ is a diagonal matrix whose diagonal elements are the eigenvalues of c; and R is an orthogonal
matrix composed of eigenvectors of c.
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Then, the evolution Equation (9) for the conformation tensor c can be reformulated in terms of
this new variable Ψ as

u
′ · ∇′ψ− (Ω ·Ψ −Ψ ·Ω) − 2B = − 1

Wi
e−Ψ

(
1 + ε

(
tr
(
eΨ

)
− 3

))(
eΨ − I

)
(15)

where Ω and B are the anti-symmetric matrix and the symmetric traceless matrix of the decomposition
of the velocity gradient tensor ∇′u′ , as derived by Fattal and Kupferman [53] and Zhang et al. [54].
After Ψ is solved, the conformation tensor c can be recovered from the matrix-exponential of Ψ as

c = exp(Ψ) (16)

A new solver which solves the above equations (Equations (7)–(16)) was created based on the
open source computational fluid dynamics (CFD) software OpenFOAM (version 6.0, The OpenFOAM
Foundation Ltd, London, UK). Quick, Gauss Linear, and MINMOD schemes are used to discretize the
convection terms in Equations (8), (11) and (15), respectively. The coupling of velocity and pressure
fields is solved by splitting of operators (PISO) in Equation (8). Orthogonal mesh is used with much
denser mesh distributed near the charged wall.

In addition, in order to verify the accuracy of the new solver for the viscoelastic EOF, we compare
the numerical results with those of Afonso et al. [37], who simplified the analytical solution of EOF. The
simplified PTT (sPTT) model in the two-dimensional microchannel assumes a low zeta potential and a
thin EDL, so a simplified Poisson–Boltzmann equation can be used. The geometry of the channel is set
to height H = 100 nm and length L = 300 nm. The solvent viscosity is set to zero and can be compared
to the sPTT model in the reference. The other parameters are set as follows: D1 = 1.96 × 10−9 m2·s−1,
D2 = 2.03 × 10−9 m2·s−1, T = 300 K, F = 96485 C·mol−1, εf = 7.08 × 10−10 CV−1·m−1. The potential at the
inlet is set to 0.05 V, and the outlet is grounded. The zeta potential on the wall is set to −4.36 mV. We

define the dimensionless parameter kH = H
λD

=

√
H2

2∑
i=1

F2zi
2C0

ε f RT , which represents the ratio of the height
of the channel to EDL thickness.

Figure 2 shows the predicted dimensionless x-component velocity distribution in the middle of
the channel at kH = 15. The corresponding values are analytical solutions for Newtonian fluids (Wi = 0)
and viscoelastic fluids at ε = 1 and various Wi. It can be seen that the velocity distribution is plug-like
in kH = 15, and it increases with higher Wi. The numerical results are in good agreement with the
analytical solutions of Afonso et al. [31] for Newtonian and viscoelastic fluids under different Wi.

Figure 2. Comparison between the numerical (symbol) and analytical (solid line) results of the axial
EOF velocity at different Weissenberg numbers (Wi).
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4. Results and Discussion

The validated solver is then used to solve the (long enough) microchannel electrodynamic behavior
of four ions for different Wi numbers, extensibility parameters, and viscosity ratios. The non-simplified
PNP model is used to describe the ionic transport and potential distribution, and the LPTT constitutive
model characterizes the fluid properties. The channel height is 2H = 30 μm and the length is L = 200 μm.
A finer mesh is created around the charged wall to capture its EDL. Typically, the total number of
elements is around 88,500 to achieve convergence and grid-independent results. Considering the fully
developed EOF under different Wi, the diffusion rates of K+ and Cl− ions are D1 = D2= 1 × 10−9 m2·s−1,
at different KCl bulk concentrations, C0 = 0.01, 0.1 and 1 mM. We consider the near-neutral solution
(pH = 7.5), H+ concentration C3 = 10−pH + 3 mM, OH− concentration C4 = 10−(14−pH) + 3 mM, and the
diffusion rates [25,26] are D3 = 9.31 × 10−9 m2·s−1, and D4 = 5.30 × 10−9 m2·s−1, surface charge density
σ0 = 0.03 mC/m2, and the applied potential V0 = 1 V. Other parameters: extensibility parameter
ε = 0.25, viscosity ratio β = 0.1. We maintain the above settings in the study unless otherwise stated.

4.1. The Influence of Wi Numbers

Figure 3 shows the dimensionless velocity considering kH = 15. It can be seen that the velocity
increases sharply and reaches its magnitude near the charged wall, showing a plunger-like profile.
The larger the Wi number, the more pronounced the plunger profile. This is because the thickness of
EDL is much smaller than the height of the channel, so the charge is neutral outside the EDL region,
and the velocity of the ion in the EDL is very slow when it is attracted by the Coulomb force. The
maximum velocity for Wi = 3 at the centerline of viscoelastic fluid is 5 times that of Newtonian fluid.
With the increase in Wi, the velocity increases monotonously in the whole range of Wi.

Figure 3. Cross-section velocity in the x direction with kH = 15.

Figure 4 shows the dimensionless velocity considering kH = 250, with Wi values of 0, 1, 2, and 3,
respectively. A sudden change was observed near the charge wall, and the plunger flow was more
pronounced. The reason is that the thickness of the EDL is extremely small, the internal counter ions
are tightly bound in the EDL, and the flow rate in the EDL is sufficiently negligible to be approximately
zero. The amplitude increases with the increase in the Weissenberg number. The influence on the
velocity is obvious with a low number, but the influence is gradually reduced with a higher Wi. As the
Wi increases, the flow rate shows a monotonous increase over the entire Wi range studied. The small
EDL thickness (kH = 250) is reflected in the suddenly changed U*. It can be seen that the influence of
the Wi number on the flow rate is huge, and the viscoelastic fluid velocity (Wi = 3) is more than 9 times
that of the Newtonian fluid.
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Figure 4. Cross-section velocity in the x direction with kH = 250.

Figure 5 shows the shear stress (τxy) values under different Wi. It can be seen that the shear stress
is zero at the center of the channel away from the charged wall and sharply increases in the near-wall
EDL (y-axis from 0.86 to 1.0 y/H). Obviously, the shear stress is also related to the Wi. As the Wi number
increases, the viscoelasticity of the fluid increases. When the Wi is 0, it approximates Newtonian fluid
and exhibits the maximum near-wall stress. With the increase in the Wi, the flow velocity increases
near the charged wall, the shear rate (velocity gradient) increases, and the local viscous force decreases.
Therefore, the shearing effect is weakened near the charged wall with the increasing Wi. This is due to
the behavior of shear-thinning fluids (LPTT).

Figure 5. Shear stress at different Wi numbers with kH = 15.

4.2. Analysis of Different EDL Thicknesses

Figure 6 shows the dimensionless velocity of the near wall (0.13 H) at different kH with Wi = 1.
As kH increases, the EDL thickness decreases monotonously. It can be seen that when the EDL thickness
is gradually increased, a similar plunger-like velocity distribution gradually transitions to the parabolic
velocity. At low concentrations, the EDL overlap trend is more obvious. Therefore, the velocity
distribution shows a large unevenness toward the centerline. The flow rate is higher due to the increase
in counter ions throughout the channel compared with the results for thin EDL thickness.
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Figure 6. Velocity distribution of different electrical double layer (EDL) thicknesses.

Figure 7 shows the near-wall concentrations of K+, H+, Cl−, and OH- at different EDL thicknesses,
dimensionless concentration ci* = ci/ci0. In general, the cations near the charged wall are greater than
the bulk concentration, and the anions are less than the bulk concentration. With the increase in
kH in the steady state, the cations are attracted to the charged wall, while the anions are repelled.
The concentration of cations increases rapidly, nearly 1.5 times the bulk concentration near the wall
surface, while the anions are repelled, decreasing along the center to the wall surface, until the near-wall
concentration is close to 0.68 times the bulk concentration. In addition, the concentration (kH = 250)
indicates that the EDL is extremely thin, and the stern layer is closely arranged.

 

Figure 7. Wall distribution of anions and cations at different kH (the vertical axis indicates the
dimensionless concentration ci* = ci/ci0).
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Figure 8 shows the net charge density index rhoD =
∣∣∣∣ ρe
ρemax

∣∣∣∣ near the wall. When it is smaller, there
are many regions with a charge density index >0.5, indicating that the anions and cations are relatively
dispersed near the wall and ion aggregation is low. With the increase in kH, the region with charge
density >0.5 decreases, indicating that the degree of aggregation of anions and cations is high, and
most of the regions approximate their bulk concentration. When kH = 250, the charge density is very
small, and the anions and cations are assembled in a layer of two to three ions. The trend is very
consistent with the ion distribution characteristics shown in Figure 7.

Figure 8. Net charge density index at different kH.

Figure 9 is a plot of the net mobile ions (Cnet =
∑4

i=1 zici ) trend in cross-section for various
background salt concentrations (or EDL thicknesses). Since the wall is negatively charged, more cations
are attracted to the wall due to static electricity, while the anions are repelled. This phenomenon
increases as kH increases. In this case, as the concentration of the KCl solution increases, the ion density
of the surface increases greatly, causing a more considerable amount of cations to collect near the
wall, thereby repelling a large amount of co-ions (anions). When kH = 250, the ions drop abruptly
and the cations gather densely near the wall surface, similar to that shown in Figure 8. The curve of
kH = 50 and kH = 150 is between high and low EDL thicknesses, and the trend is in accordance with
the concentration curve near the charged wall.

Figure 9. Net mobile ions trend in cross-section.
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4.3. Rheological Parameter Effects of LPTT Model on Flow Velocity

The EOF of a viscoelastic fluid depends on the rheological parameters. Figure 10 shows the
dimensionless velocity profiles for different viscosity ratios (β), with Wi = 1 and kH = 50. As the
viscosity ratio increases, the magnitude of the velocity decreases correspondingly, and the velocity for
β = 0.05 is about 3 times higher than that at β = 0.50. The flow mainly depends on the solvent viscosity,
and the lower the solvent viscosity (proportion), the higher the velocity. This can be explained by the
effect of macromolecular agglomeration on viscoelastic fluids.

Figure 10. Near-wall velocity for different viscosity ratios.

Figure 11 shows the shear stress values of the xy plane under different viscosity ratios (β). It can be
seen that the shear stress is almost zero in the central area of the entire channel and increases sharply
in the vicinity of the charged wall. The numerical results show that as the viscosity ratio (β) increases,
the amplitude of the shear stress decreases. This is due to the shear thinning characteristics of the
LPTT fluid, which affect the increase in the shear rate at the wall surface, resulting in an increase in
velocity. As the viscosity ratio decreases, the shear stress τxy = η0

∂u
∂y near the wall increases due to

the increase in the ratio of solute viscosity, high gradients of velocity, molecular agglomeration, and
macromolecular elasticity.

Figure 11. Shear stress for different viscosity ratios.
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Figure 12 shows the cross-section EOF under different extensibility parameters (ε). The velocity at
ε = 1 is twice the value at ε = 0.05. The smaller extensibility parameters, the greater the contribution
to the velocity. However, with the increase in the stretching parameters, the contribution is
gradually weakened.

Figure 12. Near-wall velocity for different extensibility parameters.

5. Conclusions

The EOF of viscoelastic fluids in long microchannels was numerically studied, and the effect of
the rheological properties of LPTT fluids was considered on fully developed EOF with near-neutral
condition (pH = 7.5 and four ions). The nonlinear PNP equation is used to describe the potential and
ion concentration distribution without using the simplified PB or DH model assumptions. The overall
conclusions are as follows:

(1) When the EDLs do not overlap, the velocity distributions of different Weissenberg numbers are
all plunger-like, and the influence of the Wi number on the flow velocity is significant. The velocity of
the viscoelastic fluid was observed to increase significantly compared with Newtonian fluid. For thick
electric double layers (kH = 15), the maximum velocity at Wi = 3 at the centerline of the viscoelastic
fluid is 5 times that of Newtonian fluid. As the Wi increased, the flow rate showed a monotonous
increase over the entire Wi range studied. For the thin double layer (kH = 250), the viscoelastic fluid
with a Wi value of 3 has a maximum velocity that is 9 times that of Newtonian fluid.

(2) Newtonian fluid (Wi = 0) has the largest shear-stress at the surface charged wall, and as the Wi
number increases, the local viscous force decreases, which weakens the shear-thinning behavior. As the
velocity increases with the increase in kH, the concentration of cations is close to 1.5 times that of the
bulk concentration, and the concentration of anions is close to 0.68 times that of the bulk concentration.
When the kH = 250, the anions and cations are concentrated in a layer of two to three ions.

(3) As the viscosity ratio (β) increases, the magnitude of the dimensionless U* decreases
correspondingly, and the velocity at β = 0.05 is about 3 times that at β = 0.50. With the viscosity ratio
dropping, the shear-stress near the wall increases. This is due to the large solute viscosity, the effects of
molecular agglomeration and macromolecular elasticity. The velocity at ε = 1 is twice that at ε = 0.05.
When the extensibility parameter is large, the contribution is gradually weakened.

The research results may contribute to experimental research on the latest PoCT devices. These
devices can be used in biological fluid detection and new generation microchip applications, from the
development of medical devices with artificial flow driving to portable diagnostic kits.
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Abstract: Electroosmotic flow (EOF) of viscoelastic fluid with Linear Phan-Thien–Tanner (LPTT)
constitutive model in a nanochannel connecting two reservoirs is numerically studied. For the first
time, the influence of viscoelasticity on the EOF and the ionic conductance in the micro-nanofluidic
interconnect system, with consideration of the electrical double layers (EDLs), is investigated.
Regardless of the bulk salt concentration, significant enhancement of the flow rate is observed for
viscoelastic fluid compared to the Newtonian fluid, due to the shear thinning effect. An increase in
the ionic conductance of the nanochannel occurs for the viscoelastic fluid. The enhancement of the
ionic conductance is significant under the overlapping EDLs condition.

Keywords: electroosmotic flow; viscoelastic fluid; nanofluidics; ionic conductance; electrical
double layer

1. Introduction

In recent decades, micro/nanofluidics has received significant interest due to its promising
applications in bioengineering and chemical engineering [1–5]. Electroosmosis, first reported by
Reuss [6], has been widely studied both experimentally and theoretically due to its unique feature of
easily manipulating flow at micro/nanoscale [7–11]. At nanoscale, the electric double layer (EDL) may
become overlapped under the condition of low bulk salt concentration [12,13], resulting in the ionic
selective property of the nanochannel [14].

As is common in chemical and biomedical applications, solutions are often made from large
molecules, such as polymer or DNA. These solutions exhibit non-linear rheological behavior that is
distinctively different from the Newtonian fluid [15,16], such as the variable viscosity and normal stress
difference [17]. Understanding the EOF of these non-Newtonian fluids is of practical importance for
the experimental design as well as the operation of various micro/nanofluidic devices. Bello et al. [18]
firstly experimentally showed that the electroosmotic flow velocity of a polymer solution in a capillary
is much higher than the predicted Helmholtz–Smoluchowski velocity. Chang et al. [19] experimentally
investigated the EOF of polymer solutions and observed the drag reduction and reduced effective
viscosity. Huang et al. [20] conducted the experimental and theoretical study on the non-Newtonian
EOF, and showed the enhancement of the EOF velocity due to the shear thinning effect. Recently,
more researches on the EOF of non-Newtonian fluids have been conducted from the theoretical aspect.
For example, Zhao et al. [21,22] derived closed-form solutions for the electroosmotic flow of power-law
fluids over a planar surface and a parallel-plate microchannel. Tang et al. [23] numerically studied
the EOF of power-law non-Newtonian fluid in microchannel, and showed the influence of fluid
rheology on the EOF pattern. Choi et al. [24] analytically studied the EOF of viscoelastic fluid with
Phan-Thien–Tanner (PTT) model in a two-dimensional microchannel, and analyzed the effects of
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relaxation time, extensibility parameter, and slip parameter of the PTT model on the velocity and flow
rate. Mukherjee et al. [25] developed the closed-form EOF velocity distribution for viscoelastic fluid
of the simplified PTT (sPTT) model in microchannel confined between two parallel plates. Martínez
et al. [26] asymptotically analyzed the EOF of a viscoelastic fluid with sPTT model in a wavy-wall
microchannel, and examined the effects of the wave number and viscoelastic character of the fluid. Park
et al. [27] derived the Helmholtz–Smoluchowski velocity and analytically calculated the volumetric
flow rate in a microchannel for the EOF of PTT fluid. Afonso et al. [28] developed the analytical
solution for the EOF of viscoelastic fluid in a microchannel by using both PTT model and Finitely
Extensible Nonlinear Elastic with Peterlin closure (FENE–P) model. Dhinakaran et al. [29] analytically
investigated the steady EOF of viscoelastic fluid between parallel plates using the PTT model.

Most of the theoretical studies on EOF of viscoelastic fluid are in microscale, where the assumptions
of small charge density and relatively thin EDL are reasonable. When the characteristic length of the
channel is on nanoscale, the EDL thickness becomes comparable to the nanochannel height [30,31], the
nonlinear Poisson–Nernst–Planck equations have to be used to solve for the electric potential and ionic
concentration. Mei et al. [32] numerically studied the EOF of viscoelastic fluid in a nanoslit and reported
the effect of the rheological property of Linear Phan-Thien–Tanner (LPTT) fluid on the fully developed
EOF. In this study, the work of Mei et al. [32] is extended to investigate the EOF of the LPTT viscoelastic
fluid in a nanochannel connecting two large reservoirs, which is closer to the actual experimental
devices. The influence of the rheological property of the viscoelastic fluid on the ionic conductance
across the nanochannel is examined with consideration of the EDLs overlapping condition.

2. Mathematical Model

Consider a nanochannel of height Hc, length Lc, and width W connecting two reservoirs of height
Hr and length Lr. A binary KCl electrolyte solution of bulk concentration C0 is filled in the nanochannel
and is electrically driven by an external potential bias V0 applied between the inlet (Anode) and
outlet (Cathode). Assume that the nanochannel height is much smaller than its width and length (i.e.,
Hc � Lc, Hc �W), so the problem can be simplified to a 2D problem schematically shown in Figure 1.
Cartesian coordinate system O–xy is adopted with x-axis in the height direction, y-axis in the length
direction, and origin fixed on the center of the upper channel surface. As the problem is symmetric
about the central axis GI, only half of the geometry is considered, with symmetric boundary conditions
applied for all fields on the symmetry axis.

Figure 1. Schematic diagram of a nanochannel connecting two reservoirs at both ends. Uniform
negative surface charges are distributed on the nanochannel wall and the adjacent walls of reservoirs.
An external electric field is applied by a potential bias between the inlet (Anode) and outlet (Cathode).

The mass and momentum conservation equations governing the incompressible viscoelastic
fluid are

∇·u = 0 (1)
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ρ

(
∂u
∂t

+ u·∇u
)
= −∇p + 2ηs∇·

[
∇u + (∇u)T

]
+ ∇·τ − ρe∇φ (2)

where u and p denote the velocity field and pressure, respectively; φ is the electric potential and ρe is
the volume charge density within the electrolyte solution; ρ and ηs represent the fluid density and the
solvent dynamic viscosity, respectively; and the polymeric stress tensor τ accounts for the memory of
the viscoelastic fluid. Depending on the type of viscoelastic fluid, different constitutive models have
been developed to describe the relation of τ and the deformation rate of the fluid, such as Oldryod–B
model, Giesekus model, LPTT model, and so forth. For the LPPT model adopted in this study, τ is
given by

τ =
ηp

λ
(c− I) (3)

where c is the symmetric conformation tensor representing the configuration of the polymer molecules,
ηp is the polymeric viscosity, and λ is the relaxation time of the polymer.

For the LPTT model, the equation governing the conformation tensor c is

∂c
∂t

+ u∇·c−
(
c·∇uT + ∇u·c

)
= − 1

λ
(1 + ε(tr(c) − 3))(c− I) (4)

where the non-linear parameter ε is the extensibility parameter.
The channel surface in contact with the electrolyte solution of permittivity εf will become charged

and an electric double layer enriched with counterions will develop in the vicinity of the charged
surface. The electric potential and ionic concentration within the electrolyte solution are governed by
the Poisson equation and the Nernst–Planck equation as

− ε f∇2
∅ = F

(
z1c′1 + z2c′2

)
(5)

∂ci
∂t

+ ∇·
(
uci −Di∇ci − zi

Di
RT

Fci∇∅
)
= 0, i = 1, 2 (6)

In the above, zi, Di and ci are the valence, diffusivity, and ionic concentration of ith ionic species
(i = 1 for K+, 2 for Cl−), respectively; F, R, and T are the Faraday constant, gas constant, and the absolute
temperature, respectively.

Select the channel height Hc as length scale, U0 = ε f R2T2/
(
η0HcF2

)
as velocity scale with

η0 = ηs + ηp being the total viscosity, ρU0
2 as the pressure scale, RT/F as electric potential scale, the

bulk concentration C0 as the ionic concentration scale, and the set of governing Equations (1)–(2) and
(4)–(6) can be normalized as

∇′·u′ = 0 (7)

∂u′
∂t′ + u′·∇′u′ = −∇′p′ + β

Re
∇′2u′ +

(1− β)
Re ·Wi

∇′·c− (Hc/λD)
2

2Re

(
z1c′1 + z2c′2

)
∇′∅′ (8)

∂c
∂t′ + u′·∇′c−

(
c·∇′u′T + ∇′u′·c

)
= − 1

Wi
(1 + ε(tr(c) − 3))(c− I) (9)

∇′2∅′ =
1
2

( Hc

λD

)2(
z1c′1 + z2c′2

)
(10)

∂c′i
∂t′ + ∇

′·
(
u′c′i −

Di
HcU0

∇′c′i −
ziDi

HcU0
c′i∇′∅′

)
= 0, i = 1, 2 (11)

In the above, all the variables with prime indicate their dimensionless form; the Debye length is

λD =
√
ε f RT/

∑2
i = 1 F2z2

i C0; β is the ratio of the solvent viscosity to the total viscosity, i.e., β =
ηs
η0

;
the dimensionless Reynolds number is Re = ρU0Hc/η0, and Weissenberg number is Wi = λU0/Hc.
The boundary conditions are given as follows.

At the symmetric axis, zero normal gradient is applied for all variables.
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At the Anode (or Cathode),

n·∇′u′ = 0, p′ = 0, ∅′ = V0· F
RT

(or 0), c′i = 1, n·∇′c = 0 (12)

where n represents the normal unit vector on the surface.
On the nanochannel wall with a uniform surface charge density σs,

u′ = 0, n·∇′∅′ = σs·HcF
RT

,−n·∇′c′i − zic′i n·∇′∅′ = 0, n·∇′c = 0 (13)

On the surfaces of reservoir (i.e., AB and EF), a symmetric boundary condition is imposed to
account for the large size reservoirs.

The initial conditions are set as

u′ = 0, c = I, c′1 = 1, c′2 = 1, ∅
′ = 0, at t′ = 0 (14)

3. Numerical Method and Code Validation

One of the most challenging problems for the numerical simulation of viscoelastic fluid flow is
the high Weissenberg Number Problem (HWNP), i.e., the loss of numerical accuracy and stability at a
relatively high Wi [33–35]. Log conformation reformulation (LCR) method [34] has been shown as one
of the most effective strategy to overcome this issue, and is adopted in this study. The procedure is
presented as follows.

Due to the symmetric positive definite (SPD) property of conformation tensor c, its matrix
logarithm exists as

Ψ = log(c) = RT log(Λ)R (15)

where Λ is a diagonal matrix whose diagonal elements are the eigenvalues of c; and R is an orthogonal
matrix composed of the eigenvectors of c.

The equation for the conformation tensor can be rewritten in terms ofΨ as

u′·∇′Ψ − (Ω·Ψ −Ψ·Ω) − 2B = − 1
Wi

e−Ψ
(
1 + ε

(
tr
(
e Ψ

)
− 3

))(
e Ψ − I

)
(16)

whereΩ and B are the anti-symmetric matrix and the symmetric traceless matrix of the decomposition
of the velocity gradient tensor ∇′u′, as derived by Fattal and Kupferman [35].

Then, the conformation tensor c can be obtained fromΨ as

c = exp(Ψ) (17)

To numerically solve the coupled set of Equations (7)–(8), (10)–(11), and (16) along with the
boundary and initial conditions, a new solver is implemented in an open source software for
CFD–OpenFOAM. QUICK, Gauss Linear, and MINMOD schemes are used to discretize the convection
terms in Equations (8), (11), and (16), respectively. Pressure Implicit with Splitting of Operators (PISO)
algorithm is used to solve Equation (8). Finer mesh is distributed near the charged wall and a mesh
convergence study is conducted to ensure the accuracy of the following simulations.

The developed solver has been shown to accurately simulate the viscoelastic fluid of EOF
in a nanoslit [32]. To further check the accuracy and the validity of the developed solver, we
simulate a Newtonian EOF in a nanochannel with reservoirs, the geometry of which is used for
the following study, and compare the results with that obtained from finite element software
Comsol (version 5.1, Comsol, Stockholm, Sweden). The geometric parameters are given as
Hc = 20 nm, Lc = 100 nm, Hr = 200 nm, Lr = 200 nm, W = 1 μm. Other parameters are set as
V0 = 0.05 V, σs = −0.005 c/m2, D1(D2) = 1.96 (2.03) × 10−9m2s−1, ε f = 7.08× 10−10CV−1m−1 .
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For the simulations in this study, the time is set long enough that all flows reach steady state, and the
steady results are shown below.

Figure 2 shows the comparison of the simulated dimensionless velocity in the channel length
direction at the middle cross section of the nanochannel with the results obtained in commercial
software Comsol (www.comsol.com) for different bulk salt concentrations, C0 = 0.5, 5, and 50 mM,
corresponding to Hc

2λD
= 0.74, 2.33, and 7.35. Under low salt concentration C0 = 0.5 mM, as the

thickness of EDL is larger than half of the channel height, i.e., the EDLs are overlapping, the velocity
gradually increases from the wall and reaches maximum velocity at the center of the nanochannel. For
high bulk salt concentration C0 = 50 mM with thin EDL, the velocity increases to its maximum value
within a distance from the charged surface and remains at its maximum value. It is obvious that good
agreement between our numerical results and the Comsol simulation is achieved for both cases of thin
EDL and overlapping EDLs.

Figure 2. Distribution of the dimensionless axial velocity at the center of the nanochannel for bulk salt
concentrations C0 = 0.5 mM, 5 mM, and 50 mM: symbols (OpenFOAM) and lines (Comsol).

The EOF of viscoelastic fluid in the same geometry is then solved by the validated solver to
investigate the effects of Weissenberg number Wi on the flow rate and ionic conductance. The viscosity
ratio and the extensibility parameter for the LPTT viscoelastic fluid are set to β = 0.1 and ε = 0.25.

4. Results and Discussion

First of all, the volume flow rate across the channel is calculated at the middle of the channel
(y′ = 0) as Q = 2WHcU0

∫ 1/2
0 v′dx′ for bulk salt concentration C0 = 0.5 mM, 5 mM, and 50 mM

under different Weissenberg Wi, as shown in Figure 3. With the same Weissenberg number, the volume
flow rate is lowest at C0 = 0.5 mM, while it is the highest at C0 = 5 mM. The former is because for low
bulk salt concentration C0 = 0.5 mM, the overall net charge density and thus the electric body force
within the nanochannel is low. The highest flow rate at moderate bulk salt concentration C0 = 5 mM
is due to the fact that the EDLs are slightly overlapped, so the net ionic concentration within the
nanochannel is higher compared to those for both C0 = 0.5 mM and C0 = 50 mM. Under the same bulk
salt concentrations, Q monotonously increases with Wi within the investigated range, which is due
to the shear thinning effect of viscoelastic fluid of the LPTT model. Besides this, the increase of flow

91



Micromachines 2019, 10, 747

rate is more obvious for Wi < 50 and becomes less apparent as Wi further increases. This indicates
that the effect of Wi on the shear viscosity becomes less apparent with increasing Wi. At Wi =200, the
flow rates are 4.95, 7.89, and 9.74 times of that for Newtonian fluid at C0 = 0.5 mM, 5 mM, and 50 mM,
respectively. This indicates that the shear thinning effect is more obvious for the case with smaller
EDL thickness.

Figure 3. Variation of volume flow rate with the Weissenberg number for bulk concentration C0 = 0.5
mM, 5 mM, and 50 mM.

The ionic conductance within the nanochannel is calculated as

G =
I

V0
=

2W
V0

∫ Hr/2

0

2∑
i = 1

Fzi

(
vci −Di

∂ci
∂y
− zi

Di
RT

Fci
∂∅
∂y

)
dx (18)

In terms of dimensionless variables, the ionic conductance can be written as

G =
2C0ε f R2T2W

V0η0F

∫ Hr
2Hc

0

2∑
i = 1

zi

(
vc′i − Di

HcU0

∂c′i
∂y′ − ziDi

HcU0
c′i
∂∅′
∂y′

)
dx′

=
2C0ε f R2T2W

V0η0F

∫ Hr
2Hc

0 (v′c′1 − D1
HcU0

∂c′1
∂y′ − D1

HcU0
c′1
∂∅′
∂y′ )

−
(
v′c′2 − D2

HcU0

∂c′2
∂y′ +

D2
HcU0

c′2
∂∅′
∂y′

)
dx′

(19)

It is obvious that the ionic conductance consists of convective, diffusive, and migrative components,
which can be written as

Gc =
2C0ε f R2T2W

V0η0F

∫ Hr
2Hc

0
v′
(
c′1 − c′2

)
dx′ (20a)

Gd =
2C0ε f R2T2W

V0η0F

∫ Hr
2Hc

0

1
HcU0

(
−D1

∂c′1
∂y′ + D2

∂c′2
∂y′

)
dx′ (20b)

Gm =
2C0ε f R2T2W

V0η0F

∫ Hr
2Hc

0

1
HcU0

∂∅′
∂y′

(
−D1c′1 −D2c′2

)
dx′ (20c)

Figure 4 shows the variation of the ionic conductance with the Weissenberg number for bulk salt
concentrations of C0 = 0.5 mM, 5 mM, and 50 mM, respectively. For C0 = 0.5 mM and 5 mM, apparent
increase of ionic conductance is seen for viscoelastic fluid compared to that of the Newtonian fluid, and
the ionic conductance monotonously increase with Wi. Similar to the trend of the flow rate, the increase
becomes less obvious for higher Wi. For 50 mM, ionic conductance slightly increases for viscoelastic
fluid at Wi = 50 compared to the Newtonian fluid, and remains almost constant as Wi further increases.
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At Wi = 200, the ionic conductance is 1.27, 1.20, and 1.03 times that for Newtonian fluid under bulk
salt concentrations of C0 = 0.5 mM, 5 mM, and 50 mM, respectively. Thus, the enhancement of ionic
conductance is more obvious for low salt concentration, under which the EDLs are highly overlapped,
and becomes less apparent as C0 increases. When the bulk salt concentration is relatively high, the
effect of viscoelasticity on the ionic conductance is negligible.

Figure 4. Variation of ionic conductance with Weissenberg number for C0 = 0.5 mM, 5 mM, and 50 mM.

The variation of ionic conductance with Wi for different bulk concentrations can be analyzed by the
contributions of the convective, diffusive, and migrative components in Equation (20). Figure 5 presents
the percentage of the convective and migrative components for Newtonian fluid and viscoelastic fluid
of Wi = 200 at C0 = 0.5 mM, 5 mM and 50 mM, respectively. The diffusive component is not shown
due to the fact that for all cases, the percentage of diffusive conductance is less than 0.5%, and thus its
contribution is negligible. Besides this, to better compare the results of the Newtonian fluid and the
viscoelastic fluid, the percentage of viscoelastic is shown with respect to the Newtonian fluid under
the same C0. For viscoelastic of Wi = 200, an apparent increase in the convective ionic conductance is
observed compared to that of the Newtonian fluid, while an obvious decrease of migrative component
is seen for viscoelastic fluid. The increase of the convective ionic conductance is due to shear thinning
effect, as it is proportional to the mainstream velocity. The decrease of migrative ionic conductance
stems from the change in the distributions of the electric potential and the ionic concentration under
the presence of viscoelasticity. The increase of the convective component exceeds the decrease of the
migrative component, resulting in an overall increase of the ionic conductance. Besides this, at low
bulk salt concentration, the ratio of the convective component to the migrative component is relatively
large, thus the increase of convective component for viscoelastic fluid contributes significantly to the
increase of the total ionic conductance. As the bulk salt concentration increases, the contribution of the
convective component becomes smaller, thus the increase of the total ionic conductance for viscoelastic
fluid becomes less significant. In Newtonian fluid, the migrative component dominates for all three
salt concentrations, while in viscoelastic fluid the convective component dominates when the EDLs
are overlapped.

93



Micromachines 2019, 10, 747

Figure 5. Percentage of the convective and migrative ionic conductance components for Newtonian
and viscoelastic fluids of Wi = 200 for C0 = 0.5 mM, 5 mM, and 50 mM, respectively. For clarity, the
percentage of the components for viscoelastic fluid is shown with respect to the Newtonian fluid under
the same bulk salt concentration. Thus, the total height for viscoelastic fluid becomes 127%, 120%, and
103% for C0 = 0.5 mM, 5 mM, and 50 mM, respectively.

Figure 6 depicts the distribution of the dimensionless ∂∅′
∂y′ along the centerline of the nanochannel

for Newtonian fluid and viscoelastic fluid of Wi= 200 for the case of overlapped EDLs (i.e., C0 = 0.5 mM).
Within the confined nanochannel, the value of ∂∅

′
∂y′ remains almost constant, while a sharp increase

(decrease) occurs near the opening at the Cathode (Anode) side. This variation arises from the large
change of net charge density within the solution in both reservoirs compared to the region near
the nanochannel, due to the highly overlapped EDLs. Besides this, it is noticed that within the
confined nanochannel, a decrease in the magnitude of ∂∅

′
∂y′ occurs for viscoelastic fluid compared to

the Newtonian fluid. This decrease explains the decrease in the migrative ionic conductance, which
is proportional to ∂∅′

∂y′ . However, the effect of viscoelasticity on the electric potential distribution is
not significant. This can be explained as following. As the surface charge density is assumed to be
uniformly distributed at the nanochannel wall, the induced EOF velocity is almost parallel to the
nanochannel surface. Under this condition, the ionic distribution and thus the electric potential is
mainly determined by the surface charge density, and the increase of EOF velocity has negligible effect
on the electric potential [36].

Figure 6. The variation of ∂∅
′

∂y′ along the symmetry axis of the nanochannel for C0 = 0.5 mM.
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5. Conclusions

Numerical simulation on the EOF of viscoelastic fluid with an LPTT model in a nanochannel
connecting two reservoirs is carried out with a new finite volume solver implemented in OpenFOAM.
The implemented solver is validated by comparing the result of the current simulation with that from
commercial finite element software Comsol for Newtonian fluid with the same geometry. For the first
time, the condition of highly overlapped EDLs is taken into consideration for the EOF of viscoelastic
fluid. Besides this, the surface charge density is much larger than the typical value used for the
theoretical study in microscale, where the linearization is used to solve for the electric potential.
Obvious increase in the volume flow rate is obtained for the viscoelastic fluid compared to Newtonian
fluid due to the shear thinning effect of LPTT fluid. The enhancement is more significant under high
bulk salt concentration where EDL is not overlapped. An enhancement in ionic conductance also
occurs for viscoelastic fluid, and the enhancement becomes less significant as the bulk salt concentration
increases. The increase of the ionic conductance arises from the increase of its convective component,
which is directly proportional to the enhanced EOF velocity. In contrast to Newtonian fluid, where
migrative ionic conductance always dominates over the convective and diffusive components, the
convective current becomes dominant when the EDLs are overlapped for viscoelastic fluid. As the
bulk salt concentration increases, the contribution of the convective ionic conductance decreases and
the enhancement in the ionic conductance for the viscoelastic fluid becomes less significant.
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Abstract: We present herein a unique concept of multifrequency induced-charge electroosmosis
(MICEO) actuated directly on driving electrode arrays, for highly-efficient simultaneous transport
and convective mixing of fluidic samples in microscale ducts. MICEO delicately combines transversal
AC electroosmotic vortex flow, and axial traveling-wave electroosmotic pump motion under
external dual-Fourier-mode AC electric fields. The synthetic flow field associated with MICEO is
mathematically analyzed under thin layer limit, and the particle tracing experiment with a special
powering technique validates the effectiveness of this physical phenomenon. Meanwhile, the
simulation results with a full-scale 3D computation model demonstrate its robust dual-functionality
in inducing fully-automated analyte transport and chaotic stirring in a straight fluidic channel
embedding double-sided quarter-phase discrete electrode arrays. Our physical demonstration
with multifrequency signal control on nonlinear electroosmosis provides invaluable references for
innovative designs of multifunctional on-chip analytical platforms in modern microfluidic systems.

Keywords: multifrequency induced-charge electroosmosis; simultaneous pumping and convective
mixing; dual-Fourier-mode AC forcing; traveling-wave/standing-wave AC electroosmosis; microfluidics

1. Introduction

Mixing two or multiple sample streams within a confined fluidic channel is important and
challenging in the fields of chemical engineering, biomedical diagnostics, electronic cooling, and
drug discovery [1]. A number of methods have been proposed over the past decade to enhance
sample blending at the nanoliter scale, and can be chiefly classified into either passive or active mixer
decided by the underlying fluid physics [2,3]. Since passive mixing extends the contact phase interface,
increases the diffusion time, and destabilizes the laminar flow mode between co-flowing liquid media
driven by an external pressure gradient, by inserting complex curved geometry or solid barriers into
the internal channel, it depends entirely on molecular diffusion or hydrodynamic chaotic advection. [4].
On the other hand, active microfluidic mixers exploit external energy input to initiate fluid motion for
improving the device mixing efficiency—e.g., acoustic/ultrasonic, magnetic, electrochemical, laser, and
electrokinetic approaches [5]. In particular, electrohydrodynamic (EHD) fluid flow has been broadly
applied in microsystems to realize ample mixing of fluidic samples [6–9]. The recent development of
microelectronic processing technology has allowed for an ease at which closely packed microscale
electrode arrays can be patterned and integrated into microfluidic channels. This opens up a new
opportunity for imparting dynamic electrokinetic forces to the liquid medium by employing an external
AC electric field [10–15]. In contrast with linear electroosmotic streaming on insulating charged channel
sidewalls, EHD fluid motion appears as a series of flow vortex above an array of ideally polarizable
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metal-strip electrodes, and the voltage required is commonly no more than dozens of volts [16,17]. In
this way, AC nonlinear electrokinetics is able to achieve a higher degree of freedom control on localized
flow behavior, and finds interesting applications in pumping, mixing, and separation of target analyte
in the context of microfluidics, in virtue of its superior flexibility by adjusting the amplitude, phase
gradient, and field frequencies of the voltage wave, namely, AC electrothermal (ACET) [18–38] and AC
electroosmosis (ACEO) [39–53].

ACET is originated by Maxwell-Wagner smeared structural polarization [54]. In order for the
Gauss law and current continuity condition to be satisfied at the same time, charged ionic clouds are
induced across a thermal gradient inside the bulk fluid submitted to external AC excitations. These
induced sinusoidal charges are in turn acted by the same-frequency harmonic electric field to exert a
time-averaged DEP force on the liquid body, which is proportional to the voltage squared (external
heating) or fourth-power value (internal heating), and therefore steady convection of aqueous solution
can be expected even in oscillating fields [55]. In the latter, since the electrothermal body force increases
linearly with the liquid ionic strength to the leading order, ACET is effective in driving high-conductivity
biofluids within the range of 0.05–5 S/m. However, for dilute electrolyte with conductivity no more
than 0.01 S/m, ACET will lose effect, unless artificial heating elements are delicately embedded into the
insulating substrate, while doing this would need intricate micromachining steps.

Unlike ACET that causes electroconvection in the bulk phase of concentrated solutions, ACEO is a
kind of surface streaming flow, in which the electrostatic interaction of the external AC voltage wave with
its own induced charge cloud within an induced double layer (IDL) drives a net electrokinetic slipping
flow right outside the Debye layer [56–58]. Since it relies mainly on electrochemical polarization at the
electrode/electrolyte interface, ACEO serves as a method of choice for actuating fluid flows of dilute
electrolyte, wherein ion overscreening rather than overcrowding dominates for low ion-conductivity
environment [59,60]. It has been reported that both standing-wave (SW) and traveling-wave (TW)
AC voltage signals can be utilized for producing ACEO streaming flows in microchannel embedding
metal-strip electrode arrays. SW-induced ACEO usually generates vortex fluid motion adjacent to the
oppositely-polarized electrode pair, with great potential in causing analyte mixing [61]. On the other
hand, TW-induced ACEO (TWEO) can induce parallel streamlines above a linear electrode track of
continuous phase transition in sinusoidal voltage at the double-layer dispersion frequency [62–67]. To
the best of our knowledge, however, ACEO and TWEO have never been applied together in the same
fluidic device before, and the scientific information of their combined effect on the resultant microflow
behavior is still missing as well.

To address the above issue, we present herein a unique concept of multifrequency nonlinear
induced-charge electroosmotic (MICEO) streaming, in terms of a brand-new manipulation tool of
particle and liquid contents in microfluidic systems. As shown in Figure 1, two types of AC signals
of distinct field frequencies—i.e., one standing and one traveling potential wave—are first added
together and then imposed to double-sided discrete electrode array arranged on either side of the
channel sidewalls. A mathematical analysis considering dual Fourier-mode actuation indicates that,
the global feature of the electrokinetic flow streamlines can be flexibly adjusted by making a change
in the voltage amplitudes and exciting frequencies of the hybrid SW/TW signals. The synthetic flow
field pertinent to MICEO can be made to either have greater vorticity or produce faster unidirectional
pump flow rate, as ACEO or TWEO of distinct actuating frequencies dominates the resultant fluid
physics, respectively. Then, the effectiveness of this physical phenomenon is validated by particle
tracing experiment above a confocal spiral microelectrode array using a special powering technique.
Finally, by conducting direct numerical simulation, we visually clarified that MICEO in the presence of
both in-phase and out-of-phase electrode polarizations can spawn a series of EHD micro-vortices in
the lateral direction and ICEO fluid transport along the axial direction, which is in favor of realizing
simultaneous unidirectional delivery and convective mixing of nanoparticles even without the need
of the application of an external pressure gradient. These results offer precious physical insight into
developing flexible microfluidic platforms for fully-automated sample treatment with MICEO.
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Figure 1. 3D schematic diagram of MICEO-enabled pump-free liquid transport and mixing in a
microfluidic device embedding double-sided 3D metal-strip electrode arrays. For a proof of concept
study, a discrete quarter-phase TW voltage signal of amplitude V1 (VTW) and field frequency f 1(fTW),
as well as a SW potential gradient of amplitude V2 (VSW) and oscillating frequency f 2 (fSW) are first
superimposed and then applied to the sidewall discrete electrode arrangement. During exposure to the
dual-frequency phase-shifted electric fields, any micro/nano-scale solid entities within the working
fluid can be delivered unidirectionally by TWEO and stirred by transverse ACEO vortex flow field at
the same time. (a) In this way, we can realize simultaneous pumping and convective mixing of chemical
analytes in a straight microchannel by introducing the fluid physics of MICEO. (b) Detailed information
on the voltage signals imposed on the sidewall electrode arrays. A progressively phase-shifted traveling
potential wave of four discrete phases oscillates at frequency ω1 and propagates toward the downstream
outlet port, which is then effectively added to a standing-wave voltage gradient at frequency ω2. The
synthetic electrical signal is ultimately imposed to the consecutively-distributed 3D sidewall electrode
strips for inducing helical streamlines that enable the device dual role in pumping and mixing at the
same time. (c) The full-scale 3D computational domain applied in the FEM-based commercial software
package (Comsol Multiphysics 5.3a).
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2. Methods

2.1. Geometry Configuration of the MICEO-Enabled Microfluidic Device for Simulations Study

In this work, we first conducted a theoretical and simulation analysis on the flow pattern of
MICEO adjacent to two parallel traveling-wave electrode arrays of four discrete phases, which are
arranged on the opposite sides of the fluidic channel having a vertical height of Hc, as shown in
Figure 1. The basic device geometry for enabling MICEO streaming next to the ideally polarizable
phase-shifted metal strips is displayed in Figure 1a, wherein the central canal of width Wc and length
Lc is sandwiched by two linear TW electrode tracks of n = 4 repeating wavelength on both sides.

Two AC potential waves of distinct oscillating frequencies are applied to the multiphase discrete
electrode arrangement at the same time. Firstly, a progressively phase-shifted TW voltage signal
with four discrete phases is imposed to the two electrode strip layers of nanometer thickness in
sequence, which are mounted on both channel sidewalls along the channel length direction. A discrete
traveling-voltage wave of an explicit form, φi

1 = V1 cos(ω1t− 2π(i− 1)/4), where i = 1, 2, 3, 4 denotes
the i-th electrode, moves along the level of linear electrode track towards the channel exit. Since
both electrode width and separation have an identical size WE, the TW voltage has a wavelength of
λ = 8WE that reflects the spatial periodicity of the Fourier mode causing out-of-phase electrochemical
polarization. Secondly, we apply an in-phase SW potential gradient to the adjacent oppositely-polarized
electrodes, i.e., φi

2 = V2 cos(ω2t − 2π(i − 1)/2), where i = 1, 2 stands for the i-th electrode in every
repeating wavelength. It is noteworthy that TW and SW electric fields have distinct driving frequencies
(ω1 and ω2, respectively), so that the hybrid sinusoidal voltage signal has a dual Fourier-mode nature,
as shown in Figure 1b.

While ACEO fluid motion produced by the SW electric field gives rise to series of chaotic
micro-vortices along the channel width direction, TWEO due to the traveling potential wave applied
along the level of the discrete electrode arrangement produces a quite constant pump flow component
along the length direction. Consequently, these two kinds of nonlinear electroosmotic flow fields, both
of which intersect perpendicularly with one another, may coact and produce helical streamlines that
are able to continuously transport and stir the incoming fluidic samples, even without an external
pressure difference, as shown in Figure 1a.

2.2. Theory and Mathematical Model of Multi-Frequency ICEO

In ACEO, the normal potential gradient is responsible for charging IDL capacitance, which
is subsequently driven by the tangential counterpart into electroconvection. So, ICEO fluid
motion has a quadratic dependence on the imposed voltage, and therefore it is still valid under
low-frequency AC forcing. In the scientific history, Ramos and co-workers [56] conducted the most
pioneering investigations of induced double layer (IDL) charging on coplanar electrodes subjected to
a low-frequency harmonic actuation, wherein the initial normal field component is provided by the
free surface charge induced on conducting surfaces, and unveiled that the electric field right outside
the diffuse screening cloud supplied by the metal strips can act on its own induced counterionic
charge layer at the ideally polarizable surfaces of block electrodes, so as to generate ACEO under field
frequencies on the order of the inverse RC time constant for electrochemical ion relaxation. Since the
Debye screening charge appears as a consequence of the externally-imposed voltage gradient, both the
induced surface charge and tangential AC forcing are sinusoidal functions of the observation time,
resulting in net electrokinetic streaming, even in low-frequency alternating fields.

Following the pioneering work of Ramos and co-workers [57,58] on ACEO in microchannels
embedding coplanar electrode strips, Bazant and Squires [43,44] argued that an externally-applied
background electric field can push forward its own induced counterion charge within the diffuse
double layer on a polarizable solid surface immersed in electrolytes. In this way, a nonlinear Coulomb
force is exerted inside the thin Debye layer, and they make use of the academic term ‘induced-charge
electroosmosis (ICEO)’ to vividly illustrate the interesting phenomenon of nonlinear electroosmotic
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streaming on solid surfaces of finite electrical properties. ICEO conceptually includes ACEO/TWEO on
electrode arrays subjected to external wiring, and ICEO on floating leaky dielectric solid surfaces, as
well as electroconvective instability (EI) near a ion-selective medium [44].

In current analysis, since each individual metal strip in the double-sided electrode array has an
explicit AC potential pre-set by a multiphase sinewave generator, we choose to use the term ACEO or
TWEO to indicate that the nonlinear electroosmosis is directly originated from the surface of driving
electrodes and there are no floating electrodes in the device channel.

The hybrid TW/SW electrical signal contains two Fourier modes of distinct field frequencies, i.e.,
f 1 = f tw and f 2 = f sw. In fact, it is reasonable to solve for the TW and SW fields separately, in analogy to
the mathematical treatment of multifrequency DEP [68]. A commercial software package, COMSOL
Multiphysics (version 5.3a) is used to numerically obtain the flow field of TWEO, ACEO, as well as
their combined effect on sample treatment.

Our theoretical analysis hires the linear RC circuit theory which is valid under the Debye-Hückel
limit. Therefore, we can safely divide the microsystem into two contiguous regions, including the
IDL on the electrode surface and bulk phase of the liquid solution. Within the latter, to the leading
order, the ion concentration is homogenous, so the electric current conservation is safely reduced to the
Laplace equation for both the TW and SW fields [6]

∇2φ̃1 = 0 (for TW field component) (1a)

∇2φ̃2 = 0 (for SW field component) (1b)

In above equations, we have invoked complex variable analysis under sinusoidal excitations,
that is, φ1(t) = Re(φ̃1ejω1t) and φ2(t) = Re(φ̃2ejω2t). The IDL at the ideally polarizable interface
is in effect a series capacitance of a Stern layer CS, and a diffuse layer CD = ε/λD. Here, λD

denotes Debye length, and ε the solution permittivity. The combined capacity has a value of
C0 = CDCS/(CD + CS) = CD/(1 + δ), in terms of the surface impedance ratio δ = CD/Cs. Counterion
screening inside the liquid phase enters into consideration, so to account for the Coulomb force
within the IDL. Accordingly, the Ohm current from the bulk has to relay the displacement current
flowing across the thin boundary layer, in terms of a current continuity on the surface of those metal
strips [69–72]

σn · ∇φ̃1 = jω1
CD

1 + δ
(φ̃1 − φ̃i

1) for the ith terminal in the TW field (2a)

σn · ∇φ̃2 = jω2
CD

1 + δ
(φ̃2 − φ̃i

2) for the ith terminal in the SW field (2b)

where σ is the liquid conductivity, φ̃1/φ̃2 the TW/SW potential at the IDL’s outer rim. φ̃i
1/φ̃

i
2 denotes

the TW/SW body potential of the i-th sidewall electrode in each repeating wavelength, and n the
unit vector normal to the conducting surface. We can get a characteristic RC dispersion frequency
fRC = (1 + δ)σλD/2πεWE= O(102∼3) Hz in the context of dilute electrolyte according to Equation (2).

The zeta potential phasor induced by the TW/SW signals, as well as the natural counterpart across
the diffuse screening cloud are respectively given by

ζ̃1 =
1

1 + δ
(φ̃i

i − φ̃1) (zeta potential for TW field) (3a)

ζ̃2 =
1

1 + δ
(φ̃i

2 − φ̃2) (zeta potential for SW field) (3b)

ζfixed =
σfreeλD

ε
(natural zeta potential) (3c)

where σfree denotes the fixed charge density on insulating charged surfaces due to chemical adsorption.
Since the discrete electrode array is physically embedded on channel sidewalls, Coulomb force within
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the electrical double layer overwhelms any other electrokinetics, resulting in a hybrid ICEO slip flow
at the solid/electrolyte interface

uslip(t) = −ε
η (ζfixed + Re(ζ̃1ejω1t) + Re(ζ̃2ejω2t))(Re(Ẽ

t
1ejω1t) + Re(Ẽ

t
2ejω2t))

= −ε
η

⎡⎢⎢⎢⎢⎢⎣ ζfixed(Re(Ẽ
t
1ejω1t) + Re(Ẽ

t
2ejω2t)) + Re(ζ̃1ejω1t)Re(Ẽ

t
1ejω1t) + Re(ζ̃1ejω1t)Re(Ẽ

t
2ejω2t)

+Re(ζ̃2ejω2t)Re(Ẽ
t
1ejω1t) + Re(ζ̃2ejω2t)Re(Ẽ

t
2ejω2t)

⎤⎥⎥⎥⎥⎥⎦ (4)

With unequal driving frequencies (f 1 � f 2), the time-averaged slipping velocity resulted from the
hybrid TW/SW voltage signal is given by〈

uslip

〉
=
−ε
2η

Re(ζ̃1Ẽ
t
1
∗) + −ε

2η
Re(ζ̃2Ẽ

t
2
∗) (5)

where the asterisk * denotes the complex conjugate, < . . . > the time-average operator, the superscript
t the tangential electric field component. From preceding equation, we have made it clear that the
combined MICEO liquid motion is in effect a direct linear superposition of the TWEO and ACEO flow
field, as long as the Reynolds number is negligibly small.

As for incompressible Newtonian fluid, the fully-developed velocity field abides by the Stokes
equation [73]

−∇p + η∇2u = 0 (6a)

∇ · u = 0 (6b)

where η represents the dynamic viscosity, and p the static pressure of the liquid medium. Equation (6)
is subjected to MICEO slipping 〈uS〉 on the double-sided multiphase electrode arrays.

A standard convection–diffusion equation is utilized to calculate the concentration distribution of
incoming analytes in the fluidic channel, which arises from a combined action of molecular diffusion
effect and electroconvection due to MICEO slipping [74–76]

∇ · (uc−Dsolute∇c) = 0 (7)

where c is the concentration field of nanoparticles dispersed in the liquid medium, and Dsolute = 10−11 m2/s
their diffusivity in a concentration gradient, which is determined from Einstein equation for solid
nanospheres with 40 nm in diameter.

2.3. Numerical Simulation

We employ a FEM-based commertial software package, Comsol Multiphysics 5.3a, to make analysis
of the induced charge electrokinetic flow next to the metal electrode arrays and its practical application
in fully-autmomated sample treatment in microfluidics, with the full-scale 3D computational domain
shown in Figure 1c. Considering an actual operation in realistic conditions, a double-sided electrode
strip array with a finite number n = 4 of the repeating wavelength is used in the simulation work
(Figure 1c).

The calculation procedure of MICEO and electroconvection-enabled multidirectional mass transfer
in the fluidic channel is as follows. At first, we calculate the Laplace equation Equations (1a) and (1b) for
the complex amplitude of TW and SW voltage, with the electrode surface subjected to the RC charging
boundary condition Equations (2a) and (2b), respectively. In terms of potential phasor, the TW and SW
body potential of the driving electrodes are φ̃i

1 = V1e− j2π(i−1)/4 (i = 1,2,3,4) and φ̃i
2 = V2e− j2π(i−1)/2

(i = 1,2) respectively for Equations (2a) and (2b). Normal component of total electric current density
n · ∇φ̃ = 0 vanishes at other insulating surfaces to close the electrical boundary-value issue. Then, once
both the TW and SW electric field components are known, they are substituted into Equation (5) to
calculate the time-averaged MICEO slipping flow. Subsequently, the EHD fluid motion in the bulk
Equation (6) is computed by imparting Equation (5) to these ideally polarizable surfaces embedded
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on both channel sidewalls. Both inlet and outlet are set as open boundarys. Besides, non-slip and
no penetration n · u = t · u = 0 are imposed on all the other insulating channel sidewalls as well as
the chamber top and bottom surface. Finally, transportation equation Equation (7) is computed for
obtaining the analyte concentration distribution inside the fluidic channel under the combined action
of diffusive and electroconvective mass transfer. Any normal flux is forbidden on the electrode and
channel inner surfaces. Fluorescent particles of r = 20 nm in radius with a thermal diffusivity of
D = 10−11 m2·s−1 are employed in the simulation analysis [77–79], the concentration of which is set to
c = 1 mol·m−3 at the left side and 0 mol·m−3 at the right side of the upstream entrance, respectively.
In addition, the normal diffusion flux disappears at the outlet plane, so as to reconstruct the actual
situation for sample treatment in microfluidics.

We make use of stationary solvers for the set of control equations submitted to boundary conditions
from physical constraints. The complex SW/TW potential phasor, MICEO fluid motion and sample
delivery are separately solved in sequence. Free tetrahedral meshes are employed for discretization
of the full-scale 3D computational geometry used in the numerical simulation (Figure 1c), and the
maximum grid size near the electrode edges is assigned to be no more than 1/10 (2 μm) of the span of
an individual metal strip, with a grid growth factor of 1.05 as the meshes extend from the conducting
surface to the leaky dielectric bulk suspension. During the numerical computation, we preferentially
apply the PARDISO solver because of its quicker iteration speed. The Reynolds number in current
situation is no more than one, i.e., Rey = ρfuWe/η~O(0.02) < 1 for u = 1 mm/s and We = 20 μm, so
that MICEO slipping flow is laminar, not turbulent in essence. Even so, under externally-imposed
dual-Fourier-mode AC forcing, MICEO slip can still engender time-averaged axial pump flow and
transverse vortex streaming in the bulk phase, due to its quadratic voltage dependence no matter how
many actuating frequencies are engaged, which results in its dual functionality in simultaneous sample
delivery and convective mixing in microscale ducts.

3. Results and Discussion

3.1. Characterization of the ACEO Flow Component

For analytical convenience, geometry size of the device design keeps unchanged during the most
preliminary study: We =Wee = 20 μm, n = 4, Lc = 0.8 mm, Wc = 50 μm and Hc = 40 μm, i.e., with an
appropriate cross-sectional aspect ratio of 1.25. The PDMS channel walls on both sides sandwich a
central straight duct full of conducting electrolyte solution. The test values for various physicochemical
properties are as follows: σ = 0.001 S/m, ε = 80 ε0, Cs = 0.8F/m2, λD = 37.6 nm, δ = 0.0235, η = 0.001 Pa·s,
c0 = 1 mM, fRC = (1 + δ)σλD/2πεWE = 432.8 Hz, and λ = 8We = 160 μm. Since λD/λ = 2.35 × 10−4 <

0.001, it is reasonable to arouse the thin layer approximation in this situation.
Due to a dynamic force balance between Coulomb attraction and thermal diffusion at a

solid/saline-solution interface, a Debye screening layer, inside which counterion charge cloud
overwhelms the coion counterpart, would develop naturally due to the fixed free charge density
chemically adsorbed on the surface of a solid object immersed in electrolytes, or compulsively
under externally-imposed electric fields. In this work, since there is no DC voltage applied to the
driving electrode array, electrostatic force within the native EDL always time-averages to zero under
multifrequency AC forcing. For this reason, we mainly concentrate on the latter effect of field-induced
diffuse charge dynamics, that is, capacitive charging of the IDL on ideally polarizable surfaces of
the blocking electrodes caused by the hybrid sinusoidal SW/TW signals imposed sequentially on the
consecutively-distributed metal strips.

At the very start, we pay attention to the flow pattern due to the separate action of ACEO and
TWEO above the phase-shifted 3D sidewall electrodes. First and foremost, when only SW signals are
supplied to the microsystem (V1 � 0 and V2 = 0), although TWEO is absent, a series of chaotic EHD
micro-vortices are induced throughout the channel by ACEO (Figure 2).
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Figure 2. Computational visualization of the ACEO fluid motion due to the individual application of
the SW signal voltage, namely, VTW = 0 V. (a) ACEO streamline distribution in the 3D microfluidic
device embedding double-sided four-phase discrete electrode array of n = 4 repeating wavelength, and
(b) A surface and arrow plot of ACEO vortex flow field at VSW = 4 V, fSW = 1800 Hz in the horizontal
central plane of the fluidic chamber with z = 20 μm.

In DC limit, considering rather complete Debye screening effect, most of the applied SW voltage
drops across the diffuse screening cloud formed at the electrode/suspension interface, resulting in
negligibly small electric field strength in the bulk phase. As the actuating frequency of the SW voltage
grows and exceeds the reciprocal RC time scale fRC for the equivalent circuit of the double-layer
impedance in series connection with the bulk resistance, incomplete charge screening occurs on the
electrode surface when considering electrochemical relaxation within the thin boundary layer, resulting
in evident leakage of electric field lines into the liquid suspension.

In this way, the potential drop between the metal surface and electrolyte bulk drops rapidly for
frequencies beyond f ≈ 700 Hz (the black line in Figure 3a), and the enhanced electric field intensity
caused by this factor (Figure 3b) helps push forward the counterions accumulated within the IDL
more fiercely, giving rise to a single relaxation peak of out-of-phase Debye screening charge on each
electrode surface around f = 700 Hz (the red line in Figure 3a). As the field frequency further increases
and even exceeds the reciprocal RC time scale f ≈ 700 Hz, however, electrochemical ion relaxation
takes place on those metal surfaces, so that both the real and imaginary components of the induced
zeta potential from ACEO would decay at the electrode/electrolyte interface.

Accordingly, as we raise the electric field frequency of the SW voltage signal from DC limit to
1 MHz, the in-phase double-layer voltage drop decreases monotonously due to a relaxation process.
On the contrary, however, the out-of-phase counterpart is maximized within an intermediate frequency
range around f = 700 Hz and manifests as a bell-shaped curve (the red line in Figure 3a), implying
ACEO flow velocity would be appreciably suppressed once the signal frequency further keeps away
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from the key frequency. At low signal frequencies, all of the applied SW voltage drops across the IDL
above the double-sided electrode array, leaving no electric field in the bulk (the red line in Figure 3b).
Under the high frequency limit, relaxation dynamics starts to become apparent, namely, there is
insufficient time for the induced space charge to accumulate within the diffuse double layer on the
surface of blocking electrode in each half cycle of the AC voltage wave, giving rise to negligibly small
tangential field component (the black line in Figure 3b). Therefore, double-layer charging is most
evident around the critical frequency for ACEO, and any aberration of imposed field frequency from
this key point would attenuate the ACEO phenomenon.

 
Figure 3. Quantitative calculation results of the electric field (a,b) and flow field (c,d) information in
the situation of ACEO. (a,b), for a given voltage amplitude VSW = 1 V, (a) real and imaginary parts of
the zeta potential induced by the applied SW voltage signals as a function of the imposed frequency,
(b) Frequency dependence of the tangential and normal components of the electric field vector right
outside the IDL on those conducting surfaces. (c) Frequency dependence of hydrodynamic vorticity
magnitude from ACEO for a series of SW voltage amplitude, wherein the ideal driving frequency that
holds potential for convective mixing has always an identical value around f = 1800 Hz; (d) ACEO
flow velocity as a function of vertical distance from the channel bottom surface at fsw = 1800 Hz and
Vsw = 4 V.

As the frequency rises, the normal electric field component right outside the IDL would increases
gradually as well (the red line in Figure 3b), while its tangential counterpart varies non-monotonically
and reaches a single peak value at an intermediate frequency (the black line in Figure 3b). Since the
electrode bars would recover from an insulator in low-frequency limit to its intrinsic role of an ideal
conductor (Figure 3b) within high-frequency range with a characteristic microscopic distance scale
O(λD) off these ideally polarizable surfaces, it behaves more as a typical leaky dielectric around the RC
dispersion frequency where the tangential part of the electric field lines maximizes.

Besides the effect of induced double-layer charging, another indirect consequence of
electrochemical polarization is the induction of fluid motion due to ICEO slipping at low signal
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frequencies. When employing a SW voltage wave, ICEO manifests as a series of counter-rotating
micro-eddies near the electrode array, namely, ACEO. As shown in Figure 2a,b, for the full-scale 3D
computational space where a double-sided discrete electrode array of four repeating wavelengths is
integrated into both sidewalls of a straight fluidic channel, since ACEO is originated by nonlinear
Coulomb force inside the thin IDL, the time-averaged ACEO flow velocity is quickest right outside
the Debye layer (in coincidence with the electrode surface in the simulation), and vanishes in the
midchannel located in between the opposing electrode array due to viscous diffusion of liquid
momentum (Figure 2b). From the linear asymptotic analysis by Gonzalez et al. In [57], ACEO is only
significant around RC relaxation frequency, and vanishes in both low (due to complete Debye screening)
and high (due to electrochemical ion relaxation) frequency limit. This can be well validated by Figure 3c,
in which the vorticity magnitude due to ACEO attains a single relaxation peak at the inverse RC time
constant for capacitive charging of electrical double layer f SW

RC = 1.8 kHz, which is about two orders of
magnitude smaller than the Debye relaxation frequency fMW = σf/2πεf= 225 kHz of the bulk fluid.
In the analytical model of linear RC circuit theory, the characteristic inverse RC time scale for charging
of the induced double layer on ideally polarizable surfaces is given by fRC = (1 + δ)σλD/2πεR, which
should be in accordance with the simulation result 1.8 KHz from the bi-layer mathematical model used
in current work. Here, δ denotes the surface capacitance ratio, σ the liquid conductivity, λD the Debye
screening length, R the characteristic microscopic length scale for ACEO. In this sense and in order for
the theoretical prediction to match the simulation results, R ought to equal approximately one-fourth
of the electrode width, i.e., R =We/4 = 5 μm.

Since a full-scale 3D numerical model has been adopted in our simulation analysis, the ACEO
flow velocity also makes a change with a variation in the suspension height of the particle sample
(Figure 3d). As shown in Figure 3d, the surface-averaged electrokinetic flow rate attains a peak value
at the middle horizonal section of the fluidic chamber, while it decays sharply once the place of interest
further approaches the channel top and/or bottom surface, as caused by an adverse influence of the
presence of viscous boundary layer at the boundary of the simulation domain.

3.2. TWEO Pump Behavior Driven by A Single Phase-Shifted Harmonic Field

We then arbitrarily remove ACEO by constraining VSW = 0 and focus on the effect that an
externally-imposed traveling potential wave may have on the resultant ICEO flow field, that is, TWEO.
Pumping of electrolytes by TWEO arises from the action of an applied TW electric field on its own
induced Debye screening charge within the thin IDL, which is formed on top of the ideally polarizable
surface immersed in saline solution. In this study, we realize such a traveling field via the same
double-sided discrete electrode array as used in previous simulation analysis for ACEO convection
(Figure 4a), upon which the corresponding sinusoidal voltages of correct phase sequence are imposed.

Unidirectional movement of liquid element is observable on application of a traveling wave
potential to the double-sided electrode structure at frequencies on the order of the inverse RC time
constant of the saline solution. On imposing a TW signal propagating downstream, the fluid motion
is directed straightly to the right electrolytic port, as shown in Figure 4a,b. On inversing the travel
direction of the sinewave, the parallel laminar streamlines reverse direction and move from the right to
the left side (not shown). Thereby, it is definite that the traveling wave potential is responsible for the
phenomenon of directed liquid transport.

As shown in Figure 4c, at very low frequencies, the double-layer charge and tangential field
component have a 90◦ phase difference and are completely out of phase, so no net flow can be produced.
At the same time, the electric field in the bulk phase is weakened to great extent due to the formation
of dynamic IDL in quasi-equilibrium state. As the signal frequency of the traveling potential wave
approaches an intermediate characteristic relaxation frequency f TW

RC = 400 Hz, the phase lag between
the Debye screening charge and tangential AC forcing decreases so that a time-averaged fluid motion
in the direction of the travel of the TW takes place (the peak point in Figure 4c). Although the density
of the induced charge cloud may decrease, the electric field right outside the Debye layer increases in
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strength. Since we have employed herein the linearization theory, the ideal operating frequency of
the electroosmotic pump is independent of the TW voltage amplitude (Figure 4c), while this would
not hold true when nonlinear effects such as surface conduction and anisotropic IDL capacity have
to be taken into account. With further increase of the signal frequency, the pump flow rate decays
monotonously because of the occurrence of incomplete Debye screening. As a consequence, similar to
ACEO, TWEO always exhibits a single relaxation peak arising from double-layer dispersion.

Even so, ACEO and TWEO have distinct ideal manipulation frequency, which is 1800 Hz and
400 Hz in current device design, respectively. According to Equation (4), a large deviation of the two
characteristic peak-flow frequencies greatly facilitates the independent control on electrokinetic fluid
transport and convective mixing via separately adjusting the TW and SW voltage signals.

 
Figure 4. Numerical investigation of TWEO fluid motion caused by a pair of progressively phase-shifted
TW potential signals synchronously moving along the top and bottom rows of the double-sided electrode
arrays. (a) TWEO pumping streamline distribution in the 3D microfluidic device with a channel height of
Hc = 40 μm, and (b) a surface and arrow plot of TWEO pump flow field at VTW = 2 V and fTW = 400 Hz in
the horizontal central plane of the fluidic chamber, with the most salient feature of TW-induced co-field
unidirectional fluid transport; (c) frequency dependence of the averaged pump flow rate in the direction
of the traveling wave within the range of TW voltage amplitude from VTW = 1 V to 5 V.
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3.3. Multi-Frequency ICEO from Combined ACEO and TWEO

In previous sections, we have demonstrated the respective role of SW and TW excitation
in correspondingly producing transversal ACEO chaotic vortex and axial TWEO pump behavior.
Accordingly, it is then of paramount significance to unite both ICEO phenomena and test their combined
contribution to the synthetic electroosmotic flow field. For realizing MICEO, a hybrid sinewave of
dual oscillating frequencies is applied to the double-sided discrete electrode array, with the specific
voltage-phase sequence matching that shown in Figure 1b.

For analytical convenience, the TW voltage amplitude is fixed at VTW = 2 V, and the two voltage
modes oscillate at their optimum driving frequency for enabling the most effective ACEO vortex and
TWEO liquid transport in light of the flow speed, i.e., fSW = 1800 Hz and fTW = 400 Hz. As shown in
Figure 5, with an increase in the SW voltage amplitude from 1 V (Figure 5a), 3 V (Figure 5b) to 5 V
(Figure 5c), the resultant ICEO fluid motion transits from almost a pure pump mode moving in the
direction of the travel of the TW signal to a more complicated EHD flow pattern affected simultaneously
by a series of local ACEO vortices and global TWEO medium delivery towards downstream. That
is, at a given TW field strength, increasing the SW signal is able to enhance the electrokinetic flow
vorticity, while it plays a negligibly small effect on the pump behavior.

 
Figure 5. Simulation analysis of the MICEO flow behavior from combined ACEO and TWEO actuated
by AC forcing of two distinct oscillating frequencies, 1800 Hz and 400 Hz, respectively, in the horizontal
central plane of the 3D device design. (a–c) Impact of VSW on the resultant electroosmotic flow field,
as the amplitude of TW voltage is fixed at VTW = 2 V (unit: m/s), (a) VSW = 1 V, (b) VSW = 3 V, (c)
VSW = 5 V. Accordingly, the vorticity grows sharply with the amplitude of SW signal, while the pump
motion remains almost unchanged.
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Besides these qualitative pictures, flow vorticity and pump performance due to MICEO are
further mathematically quantified in Figure 6. According to Figure 6a, the pump flow rate can be
merely controlled by tuning the TW signal, and the SW electric field has indeed no contribution
to the unidirectional fluid transport whatever the TW field strength is. The pump flow rate grows
quadratically with the TW voltage, since TWEO is a nonlinear electrokinetic effect where the electric field
propels its own induced charge within the IDL at the electrode/electrolyte interface. On the other hand,
from Figure 6b, although it is possible for both TWEO and ACEO to adjust the magnitude of the vorticity
field, SW signal input serves as a better method of choice for achieving separate control on device dual
functionality since its variation does not exert an impact on the ultimate MICEO pump performance
(Figure 6b). In this sense, the comprehensive fluid physics of MICEO can be arbitrarily reconfigured by
delicately recombining a hybrid SW/TW sinewave, whose functionality can be oriented towards either
convective mixing when ACEO vortex flow field dominates or fully-automated external-pump-free
liquid delivery when horizontal TWEO streaming is more efficient.

 
Figure 6. Analysis of the interplay of ACEO and TWEO with respect to the MICEO device performance
in terms of simultaneous on-chip fluid delivery and electroconvective mixing. (a) VSW-dependence of
the electroosmotic pump behavior (the flow speed along the channel length direction) for different
TW voltage amplitude; (b) VTW-dependence of the resultant hydrodynamic vorticity for different SW
potential amplitude.

3.4. Experimental Observation of MICEO Flow Field Above a Confocal Spiral Microelectrode Array

3.4.1. Device Configuration and Experimental Method

To demonstrate the availability of current MICEO flow theory, a multiphase electrokinetic
microfluidic device is fabricated and then we conduct the particle tracing experiment. Multilayer
fabrication process has to be applied if the configuration of a linear electrode track of different voltage
phases is adopted. To avoid complicated wiring, we come up with a special device design of a confocal
spiral quarter-terminal electrode array of n = 5 repeating wavelength, as has been used in our previous
work (Figure 1 in [80]), so it is not shown here. These conducting rings are deposited on a thick glass
substrate and covered by a PDMS microchannel with two opening cylindrical electrolytic ports of
2 mm in radius. The four circulating metal strips share an equal width of LE = 100 μm, and the nearest
gap size between adjacent electrode phases equals LG = 30 μm. Consequently, the wavelength of single
repeating spatial period is L = 4(LE + LG) = 520 μm, and the diameter of the whole helix is about 6 mm.
One great benefit of this circulating design is that, inter-phase insulation and external wiring of the four
sequential terminals can be accomplished at the periphery of the circular electrode system at a time,
with much more convenience of device operation compared to that for a linear multi-phase array [67].

We choose aqueous saline solution as the potential candidate of the working fluid, its ionic
conductivity is carefully controlled by modulating KCl salt and supervised via a conductivity meter.
The solution conductivity for flow tracing experiment is σ = 0.001 S/m, which is in the dilute limit for
actuating MICEO in the absence of ion overcrowding effect [81–83]. Considering the much lower ionic
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strength of the bulk fluid, the ITO metal strips can be treated as ideally polarizable solid conductors
in current device design. The sample particles used here were polystyrene nanospheres (Molecular
Probes Co.) with diameter of r = 250 nm. To prepare the fluorescent nanocolloids, a 10 μL liquid
solution containing 10% particle samples was diluted with the 10 μS/cm KCl solution into 2 mL, so as
to keep track of the dynamic motion behavior of latex beads caused by MICEO streaming flow. The
working fluid with tracer particles is then injected into the fluidic channel and eventually stuffs it.

We employ a commercial multichannel function generator (TGA12104, TTi, Cambs, UK) to
generate dual-frequency sinusoidal voltage signals with controllable spatial-temporal phase transition
trait. The specific transient waveform of the applied voltage is monitored using a commercial digital
oscilloscope (TDS2024, Tektronix, Beaverton, OR, USA). Besides, the experimental observation window
is selected preferentially at the lower left side of the ring-shaped electrode array.

3.4.2. Experimental Results and Discussion

In essence, a hybrid phase-shifted dual-Fourier-mode sinewave is required for actuating MICEO
along the electrode track in the annular device design. We introduce here a special transient powering
technique, however, in order to differentiate ACEO and MICEO merely using a single experimental
video (see Supplementary Video and Figure 7). At the very beginning, with the function generator
switched off, the nanoparticle samples are distributed homogeneously in the electrolyte solution, and
no obvious concentrating phenomenon is observable due to the domination of stochastic Brownian
motion of nanoscale entities (not shown).

On application of a SW voltage signal of Vsw = 2 V, fsw = 50 Hz, and 180◦ phase lag to
the adjacently-arranged electrode strips, vortex flow field due to ACEO slipping transports the
nanoparticles from the surrounding bulk medium to the centerline of the surface of the blocking
electrodes, resulting in the formation of 10 particle assembly lines, as shown in Figure 7a, and it
takes about 20–30 s for the dynamic trapping process to reach the steady state, when the number of
particles around the flow stagnation region becomes almost saturated and cannot increase any longer.
Once the SW signal has been maintained for 30 s and the 10 circular assembly lines have been well
developed (Figure 7a), a traveling field with VTW = 2 V, fTW = 70 Hz and 90◦ phase difference between
consecutively distributed metal strips is superimposed with the preexisted SW signal (Figure 7b).
In this scenario, according to the theory of MICEO streaming established in preceding sections, a
unidirectional pump flow component of TWEO is induced by the additional TW voltage signal, and it
can effectively superimpose with the series of lateral ACEO micro-vortices along the channel length
direction. In this sense, MICEO fluid motion from combined ACEO and TWEO is much stronger than
ACEO or TWEO works alone, so more latex beads are transported and then adhered onto the ideally
polarizable surfaces of the phase-shifted metal strips by the synthetic flow field of MICEO, which gives
rise to an increase in the number of assembly line from 10 to 20 (Figure 7b). Very interestingly, the
newly formed 10 circular trapping lines by TWEO are much thinner than that due to ACEO, so that
the complete sample distribution pattern under the influence of MICEO is now characterized by the
repeating spatial periodicity of one thin line from TWEO and one neighboring thick counterpart from
ACEO (Figure 7b), which also takes about 20–30 s to achieve the stable state.

As long as the MICEO-induced fluorescent lines with alternatively-placed thick and thin
counterparts have been completely assembled, we switch off the TW voltage component immediately.
With time goes on, the 10 thin trapping lines by TWEO vanish, and the sample distribution pattern
recovers to the original 10 thick lines due to the action of ACEO (Figure 7b’). However, the fluorescence
intensity in Figure 7b’ is made much higher than that before the application of MICEO (Figure 7a).
It is our speculation that although the TWEO pumping effect no longer exists once the TW signal
is withdrawn, the samples originally captured by TWEO would enter the actuating range of ACEO
whirlpool in the bulk fluid and then be attracted onto the flow stagnation region defined by ACEO.
That is, with the TW signal powered off while the SW voltage invariably maintained, the particles
originally occupying these thin lines would move to their adjacent thick lines (Figure 7b,b’), resulting
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in further thickening of the particle trapping lines formed by ACEO, which indicates a better device
performance in sample collection (Figure 7b’).

 

Figure 7. Top view of the flow tracing experiment of MICEO, which takes advantage of the confocal
spiral four-phase electrokinetic microchip introduced in [80], and the observation window is chosen
at the lower left side of the annular array. (a) At the most initial time, only a SW voltage signal with
Vsw = 2 V, fsw = 50 Hz and 180◦ phase difference between every adjacent electrode is imposed to
the annular array with 4 (number of discrete voltage phase) × 5 (number of repeating wavelength)
metal strips, 10 particle trapping lines are formed on the annular electrode strips by ACEO vortex
streaming; (b) after 30 s, another TW voltage sequence with VTW = 2 V, fTW = 70 Hz and 90◦ phase
difference between consecutively distributed metal strips is superimposed with the already-existed SW
signal, which generates stronger vortex flow field and an additional outward pump flow component,
resulting in doubling in the number of particle assembly line, as characterized by the repeating spatial
periodicity of one thin line and one neighboring thick counterpart. (b’) 30 s later, the traveling sinewave
is withdrawn with the SW signal being invariably maintained, although the number of collection lines
is reduced from 20 to 10, the fluorescent intensity becomes stronger indicating a better particle trapping
performance. (c,c’) The second cycle of adding and removing the TWEO flow component with respect
to the ACEO fluid motion that has always been maintained for a same time period of 1 min (30 s +
30 s). (d,d’) The fourth cycle of adding and deleting the TWEO pump flow component relative to the
maintained ACEO for an identical time period of 1 min (30 s + 30 s). It is noteworthy that, by using the
particular technique of MICEO, the particle trapping performance of ICEO is enhanced to great extent,
as can be evidenced from (a,b’,c’) to (d’). Please refer to the Supplementary Video.
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The above experimental procedure—namely, actuating MICEO for 30 s and then remove TWEO
leaving only ACEO for 30 s—is repeated four times in total, as sequentially shown in Figure 7(c,c’,d,d’).
The sample assembly pattern remains identical as that in Figure 7b,b’, respectively, while the trapping
performance becomes more appreciable as the repetition cycle increases, as can be clearly evidenced
by a stark contrast in the fluorescent intensity between Figure 7a,d’. In this way, the existence of
the physical phenomenon of MICEO streaming flow is preliminarily demonstrated by conducting
particle tracing experiments, which holds great potential for flexible sample handling in modern
microfluidic systems.

3.5. Influence of Electrolyte Conductivity and Channel Height on MICEO Streaming

All the preceding simulations have assumed the working fluid has a quite low electric conductivity
of 0.001 S/m. For the sake of biological applications, however, the buffer solution and cell culture
medium usually require the liquid conductivity to be no less than 0.1 S/m, so it is necessary to test the
feasibility of the actuation of an effective MICEO fluid motion at higher ion concentrations.

For high-conductivity environment, the linear RC polarization model may not be so accurate as
the dilute electrolyte condition, but it can still capture the most salient feature of MICEO beyond the
Debye-Huckel limit. In this sense, we calculated the frequency dependence of MICEO fluid motion at
four distinct level of ionic strength (Figure 8). As shown in Figure 8a, whatever the specific solution
conductivity is, the flow vorticity caused by ACEO always exhibits a single double layer dispersion
process at the characteristic inverse RC time constant of electrochemical polarization on the blocking
electrodes. While the ideal flow frequency rises with the ionic strength, the peak electrokinetic flow
vorticity decreases as the liquid conduction increases. Similar variation trends also hold true for the
TWEO pump flow velocity (Figure 8b). That is, the optimal pump frequency enhances at higher ion
concentrations, but the peak flow rate decreases sharply once the solution conductivity increases by
three orders of magnitude from 0.001 S/m to 1 S/m. The reason behind is quite clear: on one hand,
the rise in solution ionic strength shrinks the double-layer thickness, so that the Stern layer becomes
more dominant over the diffuse screening cloud at a larger solution conductivity, which suppresses the
induction process of the counterions and thereafter lowers the ICEO flow velocity and vorticity; on the
other hand, a higher liquid conduction implies a smaller impedance of the bulk fluid, and accordingly,
a higher characteristic relaxation frequency is needed to short-circuit the double-layer voltage drop by
half and provide sufficient electric field leakage for enabling appreciable EHD fluid motion.

 
Figure 8. Effect of liquid electric conductivity on the resultant MICEO flow field under a finite channel
height of Hc = 40 μm. (a) For VTW = 0 and VSW = 2 V, the frequency dependence of vorticity due to
ACEO at varying medium conductivities. (b) For VTW = 2 V and VSW = 0 V, the frequency dependence
of electrokinetic pump flow rate due to TWEO for different level of solution ionic strength.
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A finite channel height, which is usually encountered in practical experiment, may also exert a
negative influence on MICEO fluid flows. As shown in Figure 9, although a moderate cross-sectional
aspect ratio of 1.25 has been applied in preceding analysis (Hc = 40 μm), both ACEO fluid motion and
TWEO pump behavior are very susceptible to changes in the channel vertical dimension. On one hand,
as Hc increases from 10 μm to 160 μm, the global electroosmotic flow velocity enhances monotonously
(Figure 9a,b), due to, in part, the less negative influence from the viscous boundary layers formed at
the channel top and bottom wall. On the other hand, although an increase in the height of the fluidic
chamber helps improve the electrokinetic flow status, the ideal operating frequency is not affected in
any way (Figure 9a,b), in that it is the electrode width and separation in the horizontal plane rather
than the vertical dimension that determine the characteristic polarization length scale for the actuation
of ICEO. As a consequence, considering a practical application in sample manipulation with MICEO in
microfluidics, it is quite feasible to raise the channel height for engendering stronger electroosmotic
fluid motion and better device performance.

Figure 9. Effect of the finite channel height on the resulted MICEO fluid motion for a given liquid
conductivity 0.001 S/m. (a) For VTW = 0 and VSW = 2 V, the frequency dependence of ACEO flow
velocity for varying channel vertical dimension. (b) For VTW = 2 V and VSW = 0 V, the frequency
dependence of TWEO pump flow rate for different channel height.

3.6. Simulation Study of Simultaneous Pumping and Convective Mixing by MICEO

From the above analysis, MICEO is capable of achieving a high degree of freedom control on
the resultant ICEO flow pattern, this excellent feature makes it convenient to use the fluid physics of
MICEO for developing multifunctional fluidic devices at the micrometer dimension. As an illustrative
example, we still employ the device design with n = 4 repeating wavelength of linear TW electrode
track embedded along both sidewalls of a straight microchannel, as shown in Figure 1a,c.

For the sake of analyte mixing, a T-shape junction is arranged at the upstream section, where there
are a pair of face-to-face inlets for injection of two co-flowing liquid solution of identical properties.
The solution passing through inlet 1 is an aqueous electrolyte containing target nanoparticles, while
that entering inlet 2 is a pure saline solution of same electric conductivity and does not have any
solid-state solutes. An eligible liquid mixture in high-throughput is obtainable at the channel outlet
(the green plane in Figure 1a) right downstream the double-sided quarter-phase metal strip array, as
long as appropriate AC voltage waves are imposed to the set of electrode pads. From the preceding
analysis, however, it is appropriate for us to arbitrarily increase the height of the channel from 40 μm to
500 μm for achieving an ideal MICEO-enabled sample treatment, which is able to evidently diminish
the adverse vertical channel confinement effect.

In the simulation analysis of the device dual-functionality, the actuating frequencies are still set
as these ideal ones, that is, fSW = 1800 Hz and fTW = 400 Hz, and we fix the TW voltage amplitude at
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VTW = 1.5 V, so as to focus on the effect that the SW signal has on the pump and mixing performance.
As shown in Figure 10a, in the absence of ACEO whirlpools with the supply of the SW voltage source
turned off (VSW = 0 V), the electrolyte solution is indeed solely pumped by TWEO from the T-junction to
the downstream outlet port, and the average transportation speed ux = 2.89 mm/s is totally determined
by the TW signal. However, under this situation, the two-coflowing side-by-side laminar streams move
parallelly along the channel length direction, and there is no apparent advective perturbation to the
two-phase contact interface. Therefore, sample stirring, if there is any, is merely caused by molecular
diffusion effect across the concentration gradient perpendicular to the phase boundary, giving rise to a
humble mixing performance no more than 20% at the exit plane (Figure 10a).

Figure 10. Simultaneous external-pump-free sample delivery and convective stirring completely driven
by multifrequency induced-charge electroosmosis with a sufficient channel height of Hc = 500 μm
compared to the lateral dimension Wc = 50 μm. (a–c) Sample treatment with MICEO under given fTW

= 400 Hz, fSW = 1800 Hz and VTW = 1.5 V, a surface plot of analyte concentration and a streamline
plot of MICEO flow field as a function of VSW in the horizontal central plane of the fluidic channel; (a)
VSW = 0 V where the interface between the two co-flowing laminar streams is mainly expanded by
Brownian diffusion mechanism; (b) VSW = 4 V where both diffusion and lateral ACEO chaotic advection
contribute to perturb the contact-interface; (c) VSW = 5 V where the strong EHD shear stress is main
mechanism responsible for splitting and recombination of the central phase boundary. (d) Analyte
concentration distribution along the channel centerline of the exit plane. In ((a–c), it is noteworthy that
the length scale in the y-direction is arbitrarily extended twofold for enabling better visual clarification
of MICEO-induced dual-functionality in simultaneous analyte pumping and mixing.
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On the contrary, on switching the SW signal on with voltage amplitude VSW = 4 V, a series
of turbulent ACEO micro-vortices in opposite rotating directions takes place in the vicinity of the
double-sided electrode array, being symmetric with respect to the horizontal centerline of the fluidic
channel (Figure 10b). The lateral ACEO electrokinetic eddies distributed along the flow path intersect
orthogonally with the laminar pump streamlines in the longitudinal direction induced by TWEO,
resulting in the formation of double helical streamlines that move along the channel length direction
until reaching the downstream outlet, where a liquid mixture of moderate mixing efficiency γ = 85.31%
can be collected manually (Figure 10b). On increasing the SW voltage amplitude from 4 V to 5 V,
although the TWEO pump flow rate keeps the same, the lateral electro-convective perturbation acting
on the phase boundary becomes larger in strength, giving rise to a more helical flow profile and a
better device mixing performance γ = 95.11% with an identical sample throughput (Figure 10c).

As shown in Figure 10d, this can be reflected by the distribution of sample concentration gradient
inside the outlet plane as well. To be specific, the lateral concentration profile varies from 0 mol/m3 to
1 mol/m3 quite sharply at VSW = 0 V (the blue line in Figure 10d), with the particle number density
gradient similar to that at the channel inlet (not shown). As the SW voltage grows up gradually, the
concentration profile has a propensity to become much flatter (from the green to the purple line in
Figure 10d). What is more, as VSW further increases and approaches 7 V (the yellow line in Figure 10d),
the concentration profile becomes almost a straight line oriented along the channel width direction
and is of a constant value c = 0.5 mol/m3, that is, the surface-averaged analyte concentration in the
inlet plane.

In this sense, as the incoming liquid solution is continuously delivered by horizontal TWEO
pump streamlines towards the channel exit, ACEO vortex flow field of sufficient actuating range
exerts an effective hydrodynamic stress on the concentration gradient, which alternatively splits
and recombines (SAR) the diffusing interfaces along the channel axial direction, that is, it serves
as a category of field-induced chaotic advection mechanism similar to the previous passive SAR
micromixer exploiting more complicated 3D channel structures [84]. Although the turbulent MICEO
streaming induced by the hybrid AC signals promotes the molecule exchange rate across the diffusing
phase interface by accelerating convective mass transfer along the channel width direction, the most
prominent improvement of the proposed microdevice over those active micromixers reported in
previous literatures is that there is no need for an external mechanical syringe to enable sample delivery
in current fluidic mixer, since the liquid medium can be automatically pumped by TWEO originated
by phase-shifted component of the applied voltage gradient.

At last, it is essential to present some quantitative calculation data about the device
dual-functionality and make a pertinent analysis. As shown in Figure 11a, within the framework of
ideal working frequencies (ftw = 400 Hz, fsw = 1800 Hz), whatever the traveling wave signal is, the
device mixing performance always enhances with the rise of the magnitude of the standing wave
voltage, since the TWEO pump flow rate remains unchanged at a fixed TW signal while the lateral
ACEO electroconvective perturbation reinforces by raising the SW voltage in this scenario. Besides,
as displayed in Figure 11b, whatever the SW signal is, the mixing index at the outlet plane always
decreases as voltage amplitude of the TW electric field increases. As for the second case, the vertical
EHD shear stress on the interface keeps the same at a given SW voltage, while the horizontal pumping
body force is made more potent by increasing the TW signal, and thereby, though the mixing index
drops, the axial flow flux increases resulting in a higher sample throughput. To this end, it is quite
convenient to regulate the ratio of mixing efficiency to the device throughput by adjusting the relative
magnitude of the SW and TW voltage signal, implying a high degree of freedom control on the
dual-functionality of the microfluidic chip in simultaneous analyte transport and convective mixing at
the nanoliter scale.
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Figure 11. Quantitative characterization of the mixing efficiency of the dual-functionality MICEO
microfluidic device, which makes use of pure nonlinear electrodynamic effect in double Fourier-mode AC
fields. (a) VSW-dependence of the mixing index for different TW voltage amplitude; (b) VTW-dependence
of the sample mixing performance under different SW voltage magnitude.

3.7. Advantages and Limitations of the Method of MICEO

One distinguished trait of MICEO is that the electrokinetic flow profile is easily controllable by
coordinating the voltage ratio between the SW and TW signal, as long as the ideal frequencies for
ACEO and TWEO to operate separately have been confirmed by theoretical prediction. The convection
mode can be made either more chaotic as ACEO predominates or more parallelly streaming when
TWEO pumping of electrolytes is dominant. In addition, with appropriate voltage combinations, it is
quite feasible to realize simultaneous delivery and convective mixing by exploiting a general device
design into which a double-sided quarter-phase linear electrode array is embedded. What is more,
induced-charge electroosmotic trapping performance of nanoparticles can be enhanced to great extent
via utilizing the unique technique of MICEO introduced herein.

Frankly speaking, in spite of these aforementioned advantages, there are still two limitations that
potentially affect the actual performance of current method for practical on-chip applications: on one
hand, since it has been reported that the physics of ICEO is mainly apt for driving fluid motion in the
limit of dilute electrolyte, MICEO may malfunction in highly concentrated buffer solutions where ion
overcrowding overwhelms ion overscreening inside the IDL on the ideally polarizable surface; on the
other hand, since there is a 90◦ voltage phase shift between consecutively distributed metal strips in
each repeating wavelength, it is inevitable to apply multilayer fabrication process if the configuration
of a linear TW electrode track is to be utilized.

3.8. Guidelines on the Usage of MICEO for Improving Real Microfluidic Systems

According to the discussions in Section 3.7, if researchers want to make use of MICEO to improve
their own microfluidic systems, they should at first make a judgement on whether their fluidic sample
can survive in low-conductivity buffer solutions. As previously reported, ICEO is effective for liquid
electric conductivity being no more than 0.02 S/m. Moreover, no ICEO fluid motion is observable on
top of the electrode array in high-conductivity liquid buffers, when considering a shrinkage in IDL
thickness and an enhancement in the steric effect with growing ionic strength. So, biological materials,
it they require low conductivity buffers, can still be utilized in ICEO experiments. In this sense, ICEO
is merely apt for handling low-conductivity solutions where the induced double layer can be fully
developed. Even so, there are still many kinds of samples needing electrokinetic manipulation in dilute
electrolytes, e.g., bacteria particles dispersed in tap water, whose content is of great importance for
human’s physical health. Indeed, it is counterintuitive to deal with biological samples suspended in
highly conductive fluids by electroosmotic streaming. By taking suitable pre-processing steps, however,
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this drawback can be alleviated to some extent. For example, resuspending the samples of bioparticles
in low-conductivity sucrose media not only can maintain their viability, but solution conductivity is
lowered to the level of DI water enabling an effective actuation of ICEO on polarizable surfaces as well.

Once the issue of medium conductivity is addressed, it is then necessary to make use of the
simulation model outlined in Sections 2.2 and 2.3 to test the feasibility of the device design with distinct
electrode patterns in practical on-chip sample handling. In the simulation study, researchers ought
to take advantage of multifrequency phase-shifted AC sinewaves exerting on the discrete electrode
array for inducing the phenomenon of MICEO, under the synergy of both in-phase and out-of-phase
electrochemical polarizations and explore the effect that different voltage parameters would have on
the resultant electroosmotic flow pattern. The optimized experimental parametric space at a given
channel structure can be discovered as well for producing the anticipated helical streamlines with a
prescribed axial-pump/transversal-mixing flow velocity ratio. In this sense, numerical prediction in
advance with Equations (1)–(7) has the potential to help improve the success rate of realistic experiment
in which MICEO is employed for a series of particle manipulation process.

4. Conclusions

To summarize, we have presented results from both simulation analysis and experimental
observation, to introduce a brand-new physical concept of multifrequency induced-charge
electroosmotic (MICEO) slipping on ideally polarizable surfaces of a series of parallelly-placed
metal strips. In MICEO, a phase-shifted hybrid AC voltage signal is imposed to a double-sided discrete
electrode array arranged along channel sidewalls, and the time-averaged nonlinear Coulomb force
within the induced-double layer, wherein the Debye screening charge has two components oscillating
at distinct frequencies and spatial phase gradients, gives rise to simultaneous directed transport
and convective mixing of the working fluid under a subtle combination of lateral ACEO turbulent
perturbation and axial TWEO pumping motion. Our theoretical analysis and experimental validation
demonstrate, for the first time, that induced-charge electroosmosis can be actuated by multi-frequency
AC electric fields of different phase-transition characteristics at the same time. This kind of multiple
Fourier-mode ICEO streaming is directly related to several exciting applications, including particle
preconcentration, simultaneous sample delivery and stirring, as well as any subsequent biochemical
analysis in microfluidics. The horizontal TWEO streamlines (rotating ACEO micro-vortices) are either
profitable for pumping (mixing) or harmful for mixing (pumping), and our physical descriptions
on multi-frequency ICEO above driving electrode arrays can guide the elaborate design of flexible
electrokinetic frameworks to either strengthen or suppress them. The most salient feature about MICEO
is its robust dual-functionality in unidirectional delivery and chaotic mixing of chemical analytes
in a synergistic mode, and it is quite feasible to reconcile their relative importance by adjusting the
ratio of standing and traveling wave voltage amplitudes. It is highly anticipated that multifrequency
ICEO would actively stimulate the interdisciplinary research on nonlinear electrokinetics, analytical
chemistry, and condensed matter physics in the broad context of microfluidics, nanofluidics, and
lab-on-a-chip in the near future.
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Abstract: In this paper we present a novel microfluidic approach for continuous, rapid and
switchable particle concentration, using induced-charge electroosmosis (ICEO) in 3D electrode
layouts. Field-effect control on non-linear electroosmosis in the transverse direction greatly facilitates
a selective concentration of biological yeast cells from a straight main microchannel into one of
the three downstream branch channels in our microfluidic device. For the geometry configuration
of 3D driving electrode plates on sidewalls and a 2D planar gate electrode strip on the channel
bottom surface, we briefly describe the underlying physics of an ICEO-based particle flow-focusing
method, and provide relevant simulation results to show how gate voltage amplitude can be used to
guide the motion trajectory of the concentrated particle stream. With a relatively simple geometrical
configuration, the proposed microfluidic device provides new possibilities to controllably concentrate
micro/nanoparticles in continuous flow by using ICEO, and is suitable for a high-throughput
front-end cell concentrator interfacing with various downstream biosensors.

Keywords: microfluidic particle concentrator; continuous and switchable particle flow-focusing;
composite electrode arrangement; induced-charge electroosmosis; field-effect flow control

1. Introduction

In a number of biomedical and analytical applications, it is a crucial step to purify or extract target
micro- or nano- particles from various sample matrices. To process samples with a low number of
particles, a concentration step is usually imperative to abate the sample volume to an effective range (nL
to μL) that microfluidic devices can handle [1,2]. Numerous methods have been developed concerning
microfluidic particle concentration and manipulation in lab-on-a-chip systems such as direct current
(DC) electrokinetics [3,4], alternating current (AC) electrohydrodynamics [5–18], dielectrophoresis [19–25],
hydrodynamics, ultrasonic wave [26–28] magnetism, and ion concentration polarization [29–31].

Induced-charge electrokinetic phenomenon occurs as an applied electric field E induces a
bipolar diffuse screening cloud adjacent to a polarizable solid surface immersed in electrolyte, then
forces that induced double-layer (IDL) into an induced-charge electroosmotic (ICEO) flow [32–45].
This promising technique has been utilized to realize many microfluidic applications, including
liquid pumping [33,46–49], mixing [50–52], as well as induced-charge electrophoresis of polarizable
particles [53–59]. However, the use of ICEO fluid motion to achieve flexible particle manipulation has
rarely been exploited. Recently, we reported position-controllable trapping of microscale particles
on a bipolar metal strip in static flow condition by exploiting a tunable ICEO technique, termed the
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AC-flow field effect transistor (AC-FFET) [60]. To generate AC-FFET, a gate electrode (GE) is placed
inside an externally-applied AC electric field for introducing biased ICEO slipping flow on its ideally
polarizable surface, and can be flexibly addressed. By contrast with traditional methods, one important
feature of AC-FFET is that a change in the gate voltage amplitude enables a variation in lateral ICEO
flow profile above GE, greatly facilitating a flexible particle trapping technique [60].

Although AC-FFET is flexible in particle manipulation, in most situations, a microfluidic device
that is able to focus incoming particle samples in a continuous pressure-driven fluid flow rather than
a static condition is often of greater scientific significance [20,29,61]. Inspired by this, on the basis
of AC-FFET, we present herein a novel microfluidic approach for continuous, rapid and switchable
particle concentrating with 3D electrode layouts. The microfluidic device with composite electrode
structure consists of a pair of face-to-face 3D silver-polydimethylsiloxane (Ag-PDMS) [62] driving
electrodes fabricated on both sidewalls of the device channel and a planar indium tin oxide (ITO)
metal strip acting as the gate electrode (GE), all of which are disposed along the longitudinal direction
of the main channel bifurcating into three downstream branch channels (Figure 1).

 
Figure 1. A 3D schematic of the presented microfluidic particle concentrator that is capable of
continuously focusing the incoming particle samples into a switchable downstream branch channel by
adjusting the voltage amplitude of the indium tin oxide (ITO) gate electrode (GE): (A) when the middle
ITO electrode floats in potential, i.e., A2 = A1

2 , the two opposite induced-charge electroosmotic (ICEO)
eddies above the electrode surface divert the trajectories of the incoming particles to the middle branch
B; (B) when the biased gate voltage of ITO GE is more than its floating potential, i.e., A2 > A1

2 , the
single dominating ICEO micro-vortex which is clockwise rotating above the electrode surface makes
particles move into the left branch A; (C) when A2 < A1

2 , particles move into the right branch C due to
the action of the counterclockwise rotating ICEO vortex.

The performance of the concentration device is validated by flow-focusing yeast cells of 5 μm
in diameter suspended in low-conductivity KCl aqueous solution. By controlling the gate voltage
amplitude, transverse ICEO convective rolls of adjustable flow profiles are induced above the surface
of the planar GE, so that the device can continuously concentrate the incoming yeast cells into a
switchable downstream branch channel (Figure 1). The proposed approach of continuous label-free
sample processing provides a robust front-end concentration interface for a variety of biosensors and
detection systems, without major limitation in downstream integration.
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2. Mechanism of Switchable Particle Concentration by Using Alternating Current-Flow Field
Effect Transistor (AC-FFET)

A bi-layer asymptotic model of ICEO convective flow has been proposed in our previous work [60],
where a non-linear slip profile above the reciprocal resistor-capacitor (RC) time scale explains the
stable and position-controllable trapping of yeast cells on the surface of a bipolar metal strip. In this
study, by combining this non-linear ICEO slip profile with an incoming laminar flowing stream from
the inlet to the outlets, we develop a novel microfluidic device to focus particle samples continuously
from the suspending medium into a selective downstream branch channel (Figure 1).

We first deal with the standard physical process of ICEO at the liquid/floating electrode interface.
As Figure 2A shows, on switching the AC voltage wave on, initial normal component of electric
field vector on the ITO electrode surface brings mobile counter-ions to the metal/electrolyte interface,
where they pile up and form a dipolar IDL after a characteristic RC time scale τRC = aCD/σf (1 + δ) =

ε f a/σf λD(1 + δ) (a = 0.5 L) is the macroscopic length scale, L = 500 μm the width of ITO strip electrode,
CD = ε f /λD the diffuse layer capacitance, δ is the surface capacitance ratio) due to a force equilibrium
between electrostatic attraction and thermal diffusion as shown in Figure 2B. The Debye length of IDL
λD =

√
Dε f /σf lies in the range of 0.5–100 nm for aqueous solutions, where D = 2 × 10−9 m2/s is

the ionic diffusivity, while ε f = 7.08 × 10−10 F/m and σf = 0.001 S/m are the dielectric permittivity
and electrical conductivity of the bulk fluid, respectively.

 
Figure 2. (A,B) Formation of ICEO around an ideally polarizable ITO metal strip, a floating ITO
electrode (orange) is polarized by ionic current in a suddenly applied background electric field supplied
by the sidewall 3D silver-polydimethylsiloxane (Ag-PDMS) driving electrodes (black), with the black
lines and green arrows representing the electric field lines and ICEO flow velocity vectors, respectively.
(A) Mobile counter-ions follow the electric field lines to the electrode surface; (B) at steady state, an
induced double-layer (IDL) of dipolar nature and finite Debye length is formed at the metal/electrolyte
interface, leaving only tangential bulk electric field forcing the IDL into ICEO convective flow. (C–E) A
surface and arrow plot of ICEO flow field in the x-z plane for switchable particle concentrating (unit:
m/s): (C) when the ITO electrode floats in potential, i.e., A2 = A1/2, at f = 300 Hz and A1 = 30 V for
concentrating particles into the middle branch; When different biased gate voltage A2 is imposed on
the ITO GE at f = 30 Hz and A1 = 15 V; (D) A2 = 14.875 V for concentrating particles into the left branch;
and (E) A2 = 0.125 V for concentrating particles into the right branch.
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At steady state, an inhomogeneous distribution of the induced surface charge in the diffuse
screening cloud fully repels the bulk field lines, so the ideally polarizable metal surface of the
floating electrode behaves as an insulator from the perspective of an observer at very low frequencies
(Figure 2B). The tangential field component acting on its own induced ionic charge in the IDL gives rise
to two opposite ICEO eddies in the transverse x-z plane, resulting in a lateral flow stagnation line at the
center of the electrode surface which can be exploited for particle concentration at proper conditions
(Figure 2B). When the field frequency exceeds the surface-averaged reciprocal RC charging time
fRC−average = σf (1 + δ)/2πCd(0.5L) = 37 Hz for the equivalent circuit of the interfacial double-layer
capacitance coupled to the bulk resistance, incomplete double-layer charging takes place due to the
relaxation process. As a consequence, the metal surface recovers to a perfect conductor for frequency
beyond fRC−average, and ICEO flow velocity decreases by half at fRC−average = 37 Hz.

Long–range ICEO micro-vortices constantly transport particles from the bulk fluid to the
transversal flow stagnation region at the electrode center (Figure 2), where they can be stably trapped if
the upward ICEO fluidic drag can be balanced by the downward buoyancy force [60]. In our previous
work, we report that for field frequency above the reciprocal RC charging time fRC−average = 37 Hz,
a spectrum of charging modes results in a nonlinear ICEO slip profile on the surface of the planar
ITO electrode [60]. Since the nonlinear ICEO slip profile above fRC−average induces a negligibly small
upward ICEO flow component, the downward buoyancy force is able to overcome the upward fluidic
drag, which makes the cells entrained by bulk ICEO flow trapped at the center of the electrode surface.

Now we introduce the above idea of ICEO-based particle trapping into a continuous-flow
microfluidic device, where an incoming Poiseuille stream of inlet flow velocity u0 is stably flowing
from the inlet to the three downstream outlet branches (Figure 1).

By energizing the sidewall 3D Ag-PDMS driving electrodes with an AC voltage signal A1 cos(ωt)
and keeping the potential of the planar ITO strip electrode A1

2 cos(ωt) floating, ICEO flow is induced
above the ITO electrode surface with a symmetrical flow profile perpendicular to that of the forward
laminar stream carrying the particle sample to be concentrated. Here, f = 2π/ω, ω and A1 are the
field frequency, angular frequency, and voltage amplitude of the AC voltage, respectively.

From Figure 1A, as transported by transverse ICEO flow in the x-z plane from the bulk fluid to
the electrode center, particles are at the same time dragged forward by the incoming Poiseuille flow
from the inlet to the downstream outlets. A combined action of the transverse ICEO flow and the
forward laminar flow diverts the trajectories of most incoming particles to branch B.

By adopting the tunable ICEO technique, AC-FFET [60], and energizing the ITO GE with a
biased AC gate voltage A2 cos(ωt) different from its floating potential A1

2 cos(ωt), ICEO flow with an
asymmetric flow profile is produced in the transverse direction. As a result of one dominating ICEO
micro-vortex above the surface of the ITO electrode, the incoming particles move into the left (or right)
branch as A2 > A1

2 (or A2 < A1
2 ) (Figure 1B,C).

As a consequence, by controlling the gate voltage amplitude and, therefore, generating transverse
ICEO convection of adjustable flow profiles above the ideally polarizable surface, continuously
focusing the incoming particle samples into a preferential branch channel is achieved in this
microfluidic device (Figure 1).

To demonstrate the feasibility of the particle concentrator, numerical simulation of ICEO flow
using Comsol Multiphysics 5.3a is performed in the x-z plane, with the detailed simulation procedure
provided in Section 3.5. ICEO flow indeed yields vortices over the ITO electrode for achieving particle
concentration in the transverse direction (Figure 2C–E). By comparing the cases with different biased
gate voltage A2, broken symmetry of ICEO convective rolls occurs once the gate voltage A2 deviates
enough from the natural floating potential of GE A1

2 .
When A2 = A1

2 , the two opposite eddies above the electrode surface (Figure 2C) can focus the
incoming particles into the middle branch B. When A1

2 < A2 < A1, the only clockwise ICEO vortex
over the ITO diverts the trajectories of the incoming particles to the left branch A (Figure 2D). When
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0 < A2 < A1
2 , particles move into the right branch C due to the action of the counterclockwise rotating

ICEO vortex (Figure 2E).

3. Materials and Method

3.1. Device Geometry and Fabrication

The microfluidic chip was composed of a main microchannel branching into three downstream
outlets, as shown in Figure 3A. The four branch channels were connected to 4 respective reservoirs—the
inlet, outlet A, outlet B and outlet C. The inlet and outlets were all of 6 mm in height and 6 mm in
diameter, giving rise to volumetric capacity of about 170 μL. Under such capacity, the liquid level
difference was able to drive a steady flow for about 15 min in the main channel.

Figure 3. (A) A photograph of the microfluidic particle concentrator; (B) 2D illustration of the device
geometry; (C) fabrication process of the experimental chip.

A pair of face-to-face 3D Ag-PDMS driving electrodes of 60 μm in thickness were fabricated on
both sidewalls of the device channel, resulting in a 1.2 mm effective channel width (Figure 3B). The
sidewall 3D electrodes were linked to the outer AC source through ITO leads. A planar ITO strip
electrode of L = 500 μm in width and 200 nm in thickness was symmetrically disposed along the
bottom centerline of the main channel and acted as GE. The length of Ag-PDMS electrodes was 4mm
and equalled that of the ITO electrode. All the channels were 60 μm in height, while some other major
dimensions of the configuration are shown in Figure 3B.

The device was fabricated following the similar procedures as presented in our previous work [63].
In brief, the fabrication procedure consists of four steps as shown in Figure 3C: ITO leads etching, 3D
electrodes patterning, PDMS channel processing, and alignment and bonding.

First, a clean ITO glass slide was laminated by negative dry film resist (Riston SD238, DuPont,
Wilmington, DE, USA), followed by a photolithography process. The slide with patterned dry film
was submerged into an etching solution to obtain the ITO leads, and then the dry film was stripped
off by NaCO3 solution. After that, the slide was then laminated by two layers of dry film, followed
by another photolithography process, hence generating the dry-film mold. Conductive Ag-PDMS
gel [62] was then filled into the dry-film mold to form the sidewall 3D electrodes. After the fabrication
of 3D Ag-PDMS electrodes, a PDMS microchannel was fabricated using conventional soft lithography
method. Finally, the PDMS slab and the glass substrate with composite electrode structure were
aligned under an optical microscope and bonded by oxygen plasma treatment.
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3.2. Quantification of Particle Focusing Efficiency

Particle focusing efficiency ηX for branch X among A, B and C can be defined as:

ηX =
NX

Ntotal
=

NX
NA + NB + NC

× 100% (1)

Here Ntotal = NA + NB + NC is the total number of particles moving into the three branch
channels as counted per half minute, and NX the number of particles moving into branch X over the
same time period.

3.3. Sample Preparation

The performance of the microfluidic particle concentrator was validated with yeast cells as the
incoming particle samples, which were suspended in 0.001 S/m KCl aqueous solution. To prepare the
sample solution of viable yeast cells, we suspended 50 mg of Baker’s dry yeast in 20 mL DI water to
make a mixture and put this mixture in an oven at 30 ◦C for 1 h. After reactivation, we transferred 1 mL
of the yeast suspension to a centrifuge tube. The yeast suspension was then washed and centrifuged
with DI water for three times. After removing the supernatant, we transferred the precipitation of yeast
cells to 1 mL of a 1 mS/m KCl aqueous solution. Prior to every experiment, the yeast cell solution was
diluted 20 times in KCl solution of identical electrical conductivity, and a 5% bovine serum albumin
(BSA) solution was applied to coat the microchannel for ~1 h to prevent the particles from adhering to
any solid walls.

3.4. Experimental Setup

A sample solution suspended with microparticles was first injected into the inlet. An AC signal,
which was applied to the 3D electrodes through ITO leads, provided an AC electric field in the main
channel. ICEO vortex flow was then formed on top of the ITO strip electrode, which dragged the
particles from the surrounding medium to the ITO surface.

The AC voltage signals applied to all the electrodes were produced by a series combination
of a function generator (TGA12104, TTi, Buckinghamshire, UK) and a signal amplifier (Model2350,
TEGAM, Geneva, OH, USA), and their waveforms were monitored by a digital oscilloscope (TDS2024,
Tektronix, Beaverton, OR, USA).

A sinusoidal voltage signal A1 cos(ωt) was applied to the left sidewall Ag-PDMS electrode,
and the right one was grounded (Figure 1). The middle ITO GE was either floating in potential for
concentrating particles into the middle branch B, or imposed with a biased voltage A2 cos(ωt) for
selectively focusing particles into a desired side branch A or C.

The yeast cell solution was injected through the microchannel with an approximate inflow velocity
u0 = 200 μm/s at the channel inlet. Without a background AC electric field, the cells were distributed
uniformly in the main channel and no obvious cell-concentrating phenomenon occurred (Figure 4A).
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Figure 4. (A–D) Experimental observation of switchable particle concentrating at the main
channel/branch channel junction for fixed inlet flow velocity u0 = 200 μm/s and different gate voltage
A2: (A) initial distribution of yeast cells without AC power; (B) continuous-flow cell concentrating into
the middle branch B by ICEO at f = 300 Hz and A1 = 25 V when the ITO electrode floats in potential,
i.e., A2 = A1

2 ; Continuous-flow cell concentrating into a desired side branch by AC-flow field effect
transistor (AC-FFET) at f = 30 Hz and A1 = 15 V for different biased gate voltage A2, (C) for A2 =
14.875 V, 78% cells move into the left branch A, and (D) for A2 = 0.125 V, the trajectories of 78% cells
are diverted to the right branch C. (E,F) Simulation results for A1 = 30 V: (E) ICEO slip profiles on the
surface of ITO electrode at different field frequencies; (F) frequency-dependent upward ICEO flow
velocity at z = 2.5 μm (half of the cell diameter) above the center of ITO electrode surface.

The behavior of particles was observed under an optical microscope (BX53, Olympus, Tokyo,
Japan) and video-taped by using a Charge-coupled Device (CCD) camera (RETIGA2000R, Qimaging,
Surrey, BC, Canada). As we concerned particle focusing near the outlet branches, the experimental
observation window was chosen at the main channel/branch channel junction.

3.5. Simulation Procedure

A standard bi-layer asymptotic model of the ICEO flow had been derived in our previous work,
which made the electrokinetic problem readily decouple into one of electrochemical ion relaxation and
another of viscous fluid flow originated by nonlinear electroosmotic slip at the polarizable surface.
In this study, numerical simulation of the ICEO flow was acquired via Comsol Multiphysics 5.3a to
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enable a better understanding on how the particle concentrator works, with the simulation procedure
provided below.

(a) Electrochemical ion relaxation
In the bulk, potential phasor φ̃ satisfies the Laplace equation due to a constant conductivity

throughout the entire channel:
∇2φ̃ = 0 (2)

And Ẽ = −∇φ̃ is the electric field phasor.
As for thin IDL approximation, the following RC boundary condition can be used to describe the

double-layer charging process on the ideally polarizable metal surface of the floating electrode:

σf
(
n · ∇φ̃

)
= jω

CD

1 + δ

(
φ̃ − Ṽ0

)
(3)

Here δ = CD
CS

is the surface capacitance ratio of the diffuse layer capacitance CD =
ε f
λD

to the

compact layer capacitance CS = 0.2 F/m2, ω = 2π f the angular frequency of the applied sinusoidal
voltage, Ṽ0 = A1/2 the floating potential or Ṽ0 = A2 the fixed potential of the middle ITO GE, φ

the potential in the fluid bulk just outside the diffuse double-layer, C0 = CD
1+δ the total area-specific

capacitance at the metal/electrolyte interface, and n a unit normal vector on the surface of ITO electrode.
Double-layer polarization around the driving electrodes was neglected due to a much lower

characteristic charging frequency, so we imposed a fixed-potential boundary condition there:

φ̃ = A1 (On the left electrode) (4a)

φ̃ = 0 (On the right electrode) (4b)

The condition of zero normal electric current was imposed on insulating channel walls:

n · ∇φ̃ = 0 (5)

(b) Induced-charge electroosmotic flow
After solving for the electrostatic potential, the next step was to solve for the ICEO fluid flow

velocity u satisfying the Stokes equation for creeping flow:{
−∇p +∇ ·

(
η
(
∇u + (∇u)T

))
= 0

∇ · u = 0
(6)

where p is the hydraulic pressure, and η = 0.001 Pa · s the viscosity of KCL aqueous solution.
The expression for time-averaged ICEO slip velocity on the polarizable surface of the floating

electrode can be derived from the generalization of Helmholtz–Smoluchowski formula〈
uslip

〉
= − ε

η
〈ζEt〉 = − ε

η

1
2

Re
(

ζ̃Ẽt
∗)

=
1
2

ε f

η

1
1 + δ

Re
((

φ̃ − Ṽ0

)(
Ẽ − Ẽ · n · n

)∗)
(7)

Here < > means the time-averaged value in a harmonic field, * the complex conjugate operator,
and Re() the real part of a complex number. Ẽt =

(
Ẽ − Ẽ · n · n

)
is the tangential component of electric

field vector on the electrode surface, and ζ̃ = 1
1+δ

(
Ṽ0 − φ̃

)
the induced zeta potential contributing to

the ICEO fluid flow.
Besides, we applied no slip wall boundary condition on the surface of the driving electrodes and

other insulating channel walls:
u = 0 (8)

(c) Modeling settings of the particle concentrator
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To clarify the importance of ICEO flow effect on continuous and switchable particle concentrating,
a numerical simulation employing COMSOL Multiphysics 5.3a was performed in the x-z plane.

The proposed 2D simulation model (Figure S1) was comprised of a microchamber with a pair of
sidewall 3D Ag-PDMS driving electrodes. One planar indium tin oxid (ITO) electrode was deposited
at the center of the channel bottom. The corresponding boundary conditions for electrostatics and
hydrodynamics are summarized in Table S1, as shown in the Supplementary Information.

4. Results and Discussion

From Figure 4A,B, when ITO electrode floats in potential, yeast cells that stably move into middle
branch B consist of two components: (1) incoming particles that are initially located above the surface
of the ITO electrode; (2) particles that are not initially situated above the electrode surface but in
close proximity to it can be transported by bulk ICEO vortical flows onto the electrode surface and
subsequently enter branch B. However, incoming cell samples far away from the ITO electrode cannot
be effectively influenced by ICEO flow, and hence move into the side branch A or C, which indicates
the effective actuating range of ICEO convective flow is quite limited in this microfluidic device
(Figure S2).

The simulated ICEO slip profile on the surface of ITO electrode transits gradually from a linear
one in DC limit to a nonlinear one at 300 Hz beyond the RC relaxation frequency f RC-average = 37 Hz
(Figure 4E), resulting in negligibly small upward ICEO fluidic drag acting on the cell samples beyond
200 Hz (Figure 4F).

We chose 300 Hz as an appropriate field frequency to concentrate cells into branch B by considering
two aspects. On the one hand, below 200 Hz, the strong upward ICEO fluidic drag at the electrode
center can overcome the downward buoyancy force, so cells make circulating motion with ICEO
eddies. On another hand, at much higher frequencies, ICEO diminishes due to the mechanism of
double-layer relaxation. Consequently, at 300 Hz, not only there is sufficient transverse ICEO driving
force to push particles onto the electrode surface, but also the downward buoyancy force can overcome
the upward ICEO fluidic drag to achieve stable cell trapping.

In contrast with the 25% particle-focusing efficiency in the absence of ICEO, ηB increases by 30%
once AC background field of f = 300 Hz and A1 = 25 V is provided. With a further increase in A1 from
25 V to 30 V, however, ηB stays around 55%, partly due to the limited actuating range of ICEO eddies
from vertical channel confinement (Figure S2A).

Besides the limited effective range of ICEO flow, another important characteristic of particle
focusing is that cell samples cannot aggregate transversely to form a thin particle assembly line located
at the center of the electrode surface, in stark contrast with our previous ICEO-based cell-trapping
device [60]. What actually happens is that the incoming cells move along the longitudinal direction
of the ITO electrode in the form of a wide particle stream instead of a thin assembly line (Figure 4B),
due to the negative effect of vertical channel confinement on ICEO slip velocity along the ITO surface
(Figure S3).

By employing the concept of AC-FFET and applying a second AC voltage signal V2(t) = A2

cos(ωt) to the middle ITO GE different from its floating potential V2-0(t) = A1/2 cos(ωt), we are able to
continuously concentrate the incoming cells into the side branch at a low field frequency f = 30 Hz
slightly below the double-layer relaxation frequency f RC-average = 37 Hz (Figure 4C,D). Since a much
lower frequency 30 Hz is chosen this time, the voltage amplitude A1 imposed on the sidewall Ag-PDMS
electrode pair is lowered to 15 V for avoiding electrolysis and bubble formation. To induce effective
AC-FFET phenomena, voltage amplitude A2 = 14.875 V or 0.125 V is applied to the ITO GE.

When A2 = 14.875 V is applied to GE, the trajectories of 78% cells are diverted to branch A
(Figure 4C). Due to a voltage symmetry effect, when A2 = A1 − 14.875 V = 0.125 V is applied, 78% of
cells move into branch C (Figure 4D).

From Figure 2D, when A2 = 14.875 V > A1/2, the field intensity in the right inter-electrode gap
dominates over that in the left gap, which leads to a more intense double-layer charging effect on
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the right side of the electrode surface and, therefore, makes the right ICEO eddy dominate over the
left one. Moreover, under the circumstance that A2 is sufficiently approaching A1, there is only a
single dominating ICEO micro-vortex above the electrode surface (Figure 2D). This ICEO vortex is
clockwise-rotating, acting as the role of the original right ICEO eddy (Figure 2C). The ICEO flow
tends to push the cells from the right side of the ITO electrode to the left side, and has negligibly
small upward flow component at the left side due to the vertical channel confinement effect (analysis
not shown). Once particles are transported to the left side of the ITO electrode by transverse ICEO
convection, they are pushed forward by the incoming Poiseuille stream with almost the same height
due to the weak upward fluidic drag. Since they can never circulate back to the right side of the ITO
electrode due to the negligible upward flow component at the left side, the cells finally move into
branch A, which is in good accordance with Figure 4C.

Vice versa, from Figure 2E, under the condition of A2 = 0.125 V that is sufficiently approaching the
grounding state, the counterclockwise ICEO eddy above the electrode surface diverts the trajectories
of most cells to branch C, in qualitative agreement with Figure 4D.

Although we have made use of yeast cells of 5 μm in diameter suspended in low-conductivity
KCl aqueous solution for confirming the actual device concentration performance in dynamic flow
condition, our method is apt for dealing with any other micro/nanoscale sample as well. Particles
having different mass density and geometric size may be collected at different height above the surface
of GE, considering their positive effect on the gravitational force that acts downward. That is, particles
of smaller radius or lower mass density would be arrested by the ICEO vortex at a larger vertical
distance from the channel bottom surface, and thereby suffer from weakened lateral ICEO fluidic drag
and enhanced forward transport compared to larger or heavier colloids. As a result, lighter or smaller
incoming particle samples may form a wider colloid stream and transport more quickly along the
channel length direction. As a consequence, a microfluidic separation device can be then developed by
combining AC-FFET and distinct levels of ICEO arresting force in the lateral direction for continuously
separating particle species maintained at different height away from the substrate surface, which
serves potentially as an important topic of our future research.

5. Conclusions

In summary, we have demonstrated a microfluidic particle concentrator with composite 3D
electrode structures, which utilizes AC-FFET to continuously focus the incoming particles into a
switchable downstream branch channel at high throughput. When the ITO electrode floats in potential,
transverse ICEO micro-vortexes with a symmetrical flow profile guide most of incoming yeast cells
to move into the middle branch. By applying a second AC voltage to the ITO GE with amplitude
deviating enough from its floating potential, the single ICEO eddy induced above the electrode surface
successfully diverts the trajectories of incoming cells to the left or right branch at 30Hz, depending
on whether the rotation direction of this dominating ICEO vortex is clockwise or counterclockwise.
Such a continuous-flow and branch-switchable microfluidic particle concentrator presented here
would be flexible for integration with various kinds of downstream devices, and is suited to front-end
concentration interfaces for a variety of biosensors and detection systems.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/2/135/
s1, Figure S1: 2D simulation model of ICEO flow (not to scale), Table S1: Boundary conditions used in numerical
simulation, Figure S2: Influence of vertical channel confinement on the actuating range of ICEO flow: a surface
and arrow plot of ICEO flow field in the x-z plane at f = 300 Hz and A1 = 30 V for different channel height H (unit:
m/s), (A) H = 60 μm (experimental condition); (B) H = 500 μm (hypothetical); (C) H = 1000 μm (hypothetical),
Figure S3: Simulation results at f = 300 Hz and A1 = 30 V: (A) ICEO slip profiles on the electrode surface for
different channel height H; (B) ICEO slip velocity at x = 50 μm as a function of channel height, Video S1: Video
clip of 3D electrode-induced field-effect-resettable particle flow-focusing.
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Abstract: In this study, we make use of the AC field-effect flow control on induced-charge
electroosmosis (ICEO), to develop an electrokinetic micromixer with 3D electrode layouts,
greatly enhancing the device performance compared to its 2D counterpart of coplanar metal
strips. A biased AC voltage wave applied to the central gate terminal, i.e., AC field-effect control,
endows flow field-effect-transistor of ICEO the capability to produce arbitrary symmetry breaking in
the transverse electrokinetic vortex flow pattern, which makes it fascinating for microfluidic mixing.
Using the Debye-Huckel approximation, a mathematical model is established to test the feasibility
of the new device design in stirring nanoparticle samples carried by co-flowing laminar streams.
The effect of various experimental parameters on constructing a viable micromixer is investigated,
and an integrated microdevice with a series of gate electrode bars disposed along the centerline of the
channel bottom surface is proposed for realizing high-flux mixing. Our physical demonstration on
field-effect nonlinear electroosmosis control in 3D electrode configurations provides useful guidelines
for electroconvective manipulation of nanoscale objects in modern microfluidic systems.

Keywords: electrokinetic micromixer; induced-charge electroosmosis; field-induced Debye screening;
AC field-effect flow control; electrochemical ion relaxation

1. Introduction

Stirring two or more sample streams is crucial and challenging for clinical diagnostics,
thermal management and drug development in micrometer scale [1]. A myriad of approaches
have been discovered since the last decade to enhance sample mixing in microfluidic channels,
including either active or passive micromixer, considering the driving mechanism upon which they
work [2]. Because passive mixing stretches the two-phase contact surface, increases the time of
interfacial mass exchange and perturbs the laminar streamlines between co-flowing buffer media by
embedding solid obstacles into the microchannel, it is completely dependent on the molecular diffusion
effect or chaotic convection [3]. On the contrary, active micromixers employ external energy input
for arousing dynamic fluid motion to improve the mixing efficiency, such as Rayleigh streaming [4],
magnetic [5], and electrokinetic [6–8].
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Among them, electrohydrodynamic has been extensively exploited in microsystems to achieve
flexible sample manipulation. In particular, recent progress of microelectronic processing makes
the integration of compact microelectrode arrays into microchannels much easier, offering precious
opportunities for exerting active Coulomb/dielectric forces on the fluid bulk during exposure to AC
electric fields [9,10]. In contrast with dc electroosmotic (DCEO) slipping on insulating charged channel
sidewalls [11–13], electroconvection emerges as a series of vortex flow along a discrete electrode array
with voltage of merely several volts, so AC electrokinetics is able to achieve more flexible control on the
local flow pattern, and is appropriate for some interesting applications, such as fluid transport [14–16],
sample mixing [17–19] and generation of concentration-gradient [20] in microdevices. Taking into
account the high degree of freedom controllability by adjusting the magnitude, phase relation and
field frequency of the imposed voltage signal, both AC electrothermal (ACET) flow [21–23] and
induced-charge electroosmosis (ICEO) [24–26] have been gaining unprecedented attention from the
microfluidic community.

The origin of ACET consists in smeared structural polarization [27–29]. Since electric properties
are usually a function of local temperature elevation, Joule heating gives rise to inhomogeneous liquid
conductivity and permittivity in applied AC fields. Both free and bound charges are induced by the
interaction of the dielectric gradient with the AC fields, which also accounts for the dielectrophoretic
force acting on each liquid element, so that ACET is a nonlinear electrokinetic phenomenon and
can therefore survive in AC fields [30–32]. Since the electrothermal body force density increases
with temperature gradient, it is efficient to make use of ACET to manipulate high-conductivity
biological buffers that can even produce sufficient electric heat generation at small voltages [33–35].
Artificial heating elements have to be embedded into the device internal, however, in order for ACET
to act effectively on dilute electrolyte, which requires intricated micro-processing techniques [36].

Different form ACET which appears as a kind of bulk electroconvection due to Maxwell-Wagner
structural polarization, induced-charge electrokinetics (ICEK) originates from diffuse charge dynamics
over ideally or even weakly polarizable surfaces driven by external DC/AC fields [37–39]. That is,
ICEK occurs when a background electric field induces a Debye screening layer at a polarizable
solid/liquid interface due to a balance between electrostatic attraction and thermal diffusion, and then
forces the counterionic charge within the induced double layer (IDL) into ICEO streaming flow [40–42].
Since the Debye length containing mobile ions decays with increasing ionic strength [43–45], ICEO is
particularly effective for manipulating low-conductivity liquid medium [46–51].

To our best knowledge, field-effect flow control is most initially proposed for accelerating
traditional DCEO pump flow [52–54]. In this study, however, we innovatively introduce this concept
to the field of nonlinear electrokinetics. Specifically, AC field-effect control through a gate terminal
immersed in buffer solution enables ICEO to generate arbitrary symmetry breaking in flow pattern of
induction whirlpools. This idea of field-effect control on nonlinear electroosmosis is vividly referred
to as ‘AC flow field-effect transistor’ (AC-flow-FET) [55,56]. With appropriate device architecture,
asymmetric ICEO micro-vortices resulted from biased gate voltages in AC-flow-FET would bring great
benefits to sample mixing in dilute electrolyte, as is the major focus of subsequent analysis.

2. Materials and Methods

2.1. Device Design of Micromixers with AC Field-Effect Flow Control on ICEO

On the basis of field-effect nonlinear electroosmosis control, we then attempt to develop active
electrokinetic micromixers of optimal performance for dilute fluids. The basic structure of the
micromixer using AC-flow-FET is schematically exhibited in Figure 1a,b. The microdevice has three
branch channels, including two inlets for flow injection and a single outlet for sample discharge,
in correspondence to three reservoirs, respectively. The entrance of the microchannel is of a ‘Y’
structure (not shown).
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Figure 1. Device design of field-effect-reconfigurable ICEO micromixer with the configuration of three
parallel metal strips. (a) An AC-flow-FET micromixer using 2D electrode structures, in which the
co-flowing laminar streams intersect perpendicularly with the transversal asymmetric ICEO whirlpool,
rending the two-phase contact interface rotate in counterclockwise direction on the surface of the
central GE strip, helping mingle the analyte carried by the incoming pressure-driven flow to certain
extent; (b) An ICEO micromixer in 3D electrode configurations, in which a pair of 3D sidewall DE
is in perpendicular orientation to the flat GE metal strips placed along the centerline of channel
bottom surface, this can greatly enhance the device performance compared with its 2D counterpart
(a), taking into account the vanishing ACEO on DE and enhanced double-layer polarization on GE.
(c) An integrated high-throughput ICEO micromixer with 3D electrode layouts, where four GE are
disposed sequentially along the channel length direction, and controlled by two oppositely polarized
gate terminals. It is noteworthy that the rotating direction of ICEO micro-eddy on each individual GE
can be arbitrarily adjusted by applying different gate polarity, so as to spin and enlarge the diffusing
phase boundary more efficiently and lead to better mixing performance than that of only having one
gate terminal (b).

Two distinct designs of electrode structure are conceived here. The 2D and 3D electrode
configurations are shown in Figure 1a,b, respectively. The 2D case employs three ideally polarizable
metal strips, including a pair of driving electrode (DE) of same length LD and a central gate electrode
(GE) of length LG arranged on the surface of glass substrate in parallel along the longitudinal channel
of length LC. In contrast, under 3D situation, a pair of Ag-PDMS conducting electrodes are embedded
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into the channel sidewalls, in perpendicular orientation with the gate strip positioned on the channel
bottom surface (Figure 1b). A proper application of 3D DE can enhance double-layer polarization
at the solid/electrolyte interface and thereby accelerate the turbulent electroconvection on the GE
surface, which improves substantially the device performance in comparison with the 2D layout using
coplanar metal bars.

For the simulation analysis of both configurations, a straight PDMS microchannel of height H
is tightly bonded with a glass base (not shown). The GE bar at the channel centerline has a width of
WG, and the 2D DE of WD, respectively, with an interelectrode separation WDG between DE and GE
adjacently placed, resulting in a total span WC = 2WDG + WG + 2WD of the microchannel (Figure 1a).
With 3D electrodes (Figure 1b), however, the nearest distance between the central GE and sidewall DE
equals WDG3D = WD + WDG, such that the channel width WC would keep the same for both geometry.

In the calculation, the fluidic channel is first flushed with a buffer solution of ionic conductivity
σ = 0.001 S/m and dielectric permittivity ε = 80ε0. The left inlet branch continuously injects fresh liquid
of identical electrical properties, which carries the fluorescein nanoparticles for mixing, while the right
entrance pumps aqueous electrolyte without colloidal particles. On account of the molecular diffusion
effect, the phase boundary between the co-flowing laminar streams is slightly expanded, mingling the
fluorescein to a minor degree, and a limited mixing performance lower than 20% is anticipated at the
exit of the main channel.

For both device structures (Figure 1a,b), nevertheless, once we switch the multichannel function
generator on, imposing a harmonic driving voltage of VDcos(2πft) to the pair of DE (either 2D or
3D), and an in-phase gate voltage wave VGcos(2πft) of identical exciting frequency to the central gate
terminal. Here, VD and VG stand for the amplitude of driving and gate voltage signals, f and ω = 2πf
the linear and angular frequency, respectively. With the help of AC field-effect flow control, a rotating
ICEO vortex of adjustable flow profile would be produced on the surface of gate bars in the lateral
direction, which perpendicularly intersects with the two side-by-side incoming laminar streams to
result in helical particle-flow locus toward the channel exit, such that the phase interface stretches and
rotates more rapidly than the situation merely exploiting molecular diffusion effect in a concentration
gradient. For this reason, field-effect-reconfigurable ICEO whirlpools in the device structure of
ac-flow-FET can flexibly direct the mixing behavior of incoming fluidic samples, especially with the
3D electrode layout (Figure 1b), as will be discussed in Section 3.1.

To further witness the viability of field-effect flow control on ICEO, a paradigm of high-flux
3D micromixer using ac-flow-FET is developed, where a series of gate electrode bars rather than a
single one are placed sequentially along channel length direction, as shown in Figure 1c. In this
highly-integrated microdevice, as asymmetric ICEO eddies with opposite streaming directions
alternate along the path of Poiseuille flow, the rotating direction of the diffusing phase interface
can be arbitrarily tuned by imposing distinct ac voltage phase to each individual gate terminal.
Consequently, with a moderate distance cycle for bidirectional double-layer polarization of the lateral
electroosmotic flow, we can obtain better device efficiency from this advanced mixer in terms of
high-throughput and optimal mixing performance (Figure 1c) than the simplified case only taking
advantage of unidirectional electrochemical polarization (Figure 1b).

2.2. Theoretical Basis

For mathematical simulation, we can partition the entire microsystem into two correlated
regions, including the IDL at the surface of ideally polarizable metal electrodes and bulk of the
buffer medium. Within the latter, the liquid electrical properties are homogeneous to the leading
order. The charge conservation for the AC potential is therefore governed by the Laplace equation.
For analytical convenience, we introduce the complex amplitude for harmonic electric field variables,
e.g., the transient potential φ(t) = Re

(
φ̃ejωt), in which φ̃ with a tilde symbol denotes the voltage
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phasor in frequency domain. In this way, current continuity condition in the bulk under sinusoidal
steady state becomes:

∇2φ̃ = 0 (1)

Under the Debye-Huckel limit, we set aside those non-ideal effects that may suppress ICEO fluid
motion, including electrode reaction, concentration polarization, steric effect and so on. The IDL around
the polarizable surfaces consists of a compact Stern layer of capacitance CS, and a diffuse double-layer
of capacitance CD = ε/λD, and they are placed in series to sustain the entire overpotential at the
electrode/medium interface. Here, λD is the Debye length, and ε the buffer permittivity. Accordingly,
the total capacity of IDL comes from the combination of the above two layers C0 = CDCS/(CD + CS) =

CD/(1 + δ), with δ = CD/Cs being the surface capacitance ratio. Since the electrode surface blocks
any normal ion motion within a thin boundary layer, Ohmic current from the bulk has to relay the
displacement current running across the IDL at the outer edge of Debye layer [57]:

σn · ∇φ̃ = jω
CD

1 + δ

(
φ̃ − φ̃E

)
(2)

where σ denotes the medium conductivity, φ̃ the complex potential in the bulk right outside the
IDL, φ̃E the voltage phasor of either the driving or gate electrode, and n the unit vector normal to
the electrode surfaces. It is assumed the IDL can only be short circuited by polarization current in
harmonic AC fields. We need not resolve the internal structure of Debye screening layer, and instead,
surface impedance layer on the electrode surface is treated as a Robin-type boundary condition
Equation (2). In this way, capacitive charging of IDL at the electrode/electrolyte interface can be
numerically reconstructed. A scaling analysis of Equation (2) presents a characteristic RC relaxation
frequency fRC = (1 + δ)σλD/2πεR = O(100) Hz for dilute sample solution at micrometer dimension,
with R denoting the macroscopic distance scale of electrochemical polarization, e.g., R = WG/2 for ICEO
on GE and R = WG + 2WDG ≈ WC for ACEO on DE. After substitution, f RC

GE = (1 + δ)σλD/πεWG and
f RC
DE = (1 + δ)σλD/2πεWC, with f RC

DE always no more than f RC
GE in current device design.

A portion of the applied voltage difference drops across the diffuse double-layer, with its phasor
amplitude given by [58]:

ζ̃ =
1

1 + δ

(
φ̃E − φ̃

)
(3)

Since all the electrodes are fixed in space, electrostatic force within the diffuse screening
cloud gives rise to steady ICEO slip fluid motion on electrode surfaces in the presence of a
tangential field component Et = Re

(
Ẽtejωt

)
= Re

((
Ẽ − Ẽ · n · n

)
ejωt
)

according to the generalized
Helmholtz formula:

uslip(t) = − εζ

η
Et = − ε

η
Re
(

ζ̃ejωt
)

Re
((

Ẽ − Ẽ · n · n
)

ejωt
)

(4)

where η is the dynamic viscosity of the liquid medium.
For analytical convenience, we take advantage of the time-averaged counterpart of Equation (4):〈

uslip(t)
〉
= − ε

2η Re
(

ζ̃ ·
(

Ẽ − Ẽ · n · n
)∗)

= ε
2η(1+δ)

Re
((

φ̃E − φ̃
) · (∇φ̃ −∇φ̃ · n · n

)∗) (5)

where <A> denotes the time-average of A, and asterisk * the complex conjugate operator.
The time-averaged ICEO slipping

〈
uslip(t)

〉
is inserted to the steady-state full Stokes equation

by subjecting these ideally polarizable surfaces to slip-wall boundary conditions, so as to numerally
describe electroconvection from AC field-effect flow control:

−∇p + η∇2u = 0 (6a)
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∇ · u = 0 (6b)

where p denotes the scalar field of hydraulic pressure.
The standard convection-diffusion equation is utilized in current analysis to obtain the

concentration distribution of analyte injected from the left entrance:

∇ · (uc − D∇c ) = 0 (7)

where D represents the thermal diffusivity, and c the concentration field of fluorescein samples that
ought to be well mixed before performing any following analysis.

2.3. Numerical Simulation

We use a commercial software package, Comsol Multiphysics (version 5.3a, COMSOL, Stockholm,
Sweden), to analyze the ICEO fluid motion with field-effect flow control and its application to sample
mixing in microchannels. The simulation procedure of electroosmotic flow field and convective mass
transfer in the fluidic channel is as follows. Firstly, we compute the Laplace equation (Equation (1)) to
get the AC potential phasor within the buffer solution. RC charging condition Equation (2) is imposed
to the electrode/electrolyte interface, where φ̃E = VD, φ̃E = VG, and φ̃E = 0 for the left DE, central GE
and right DE, respectively, to delineate electrochemical ion relaxation within the IDL. The normal
current vanishes on other insulating surfaces, i.e., n · ∇φ̃ = 0.

Next, the full Stokes equation (Equation (6)) is solved for obtaining the synthetic flow field,
incorporating an axial Poiseuille flow due to a pressure difference externally applied across the inlet
and outlet of the fluidic channel, and the transversal ICEO vortex streaming on application of an ac
voltage wave. On one hand, an inlet flow velocity u0 is designated at the channel entrance, and zero
hydrodynamic pressure is assumed at the channel exit, so as to mimic the pressure-driven flow for
downstream transport of the incoming nanoparticles along channel length direction. On the other
hand, the ICEO fluid motion is embodied by inserting the time-averaged electrokinetic slip expression
Equation (5) as a leaking-wall boundary condition on all the blocking electrodes, while other channel
sidewalls are strictly subjected to no slip and no penetration.

Finally, the mass-transfer equation (Equation (7)) is computed in the fluidic channel, any normal
flux is inhibited at all the solid/liquid interfaces. We use fluorescein spheres of 40 nm in diameter with
Brownian diffusivity D = 10−11 m2/s as the test particles for mixing, the concentration value of which
is c = 1 mol/m3 at the left inlet (red color in Figure 1) and 0 mol/m3 (blue part in Figure 1) at the right
entrance, respectively, coinciding with the realistic situation of continuous sample mixing. In addition,
normal diffusive mass transfer approaches zero at the channel exit.

Stationary solvers are employed for all the governing equations subjected to given boundary
conditions. The AC potential phasor, fluid dynamics and sample delivery are solved sequentially with
PARDISO algorithm, and grid-independence is scrutinized for each calculation result.

2.4. Development of the Mathematical Model

In a standard Cartesian coordinate system with three orthogonal axis (x, y, z), all the fundamental
equations and boundary conditions possess explicit mathematical expressions, complying with the
simulation method depicted in Section 2.3.

As for governing equations, we have:

∂2φ̃

∂x2 +
∂2φ̃

∂y2 +
∂2φ̃

∂z2 = 0 (8)

∂ux

∂x
+

∂uy

∂y
+

∂uz

∂z
= 0 (9)
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− ∂p
∂x

+ η

(
∂2ux

∂x2 +
∂2ux

∂y2 +
∂2ux

∂z2

)
= 0 (10)

− ∂p
∂y

+ η

(
∂2uy

∂x2 +
∂2uy

∂y2 +
∂2uy

∂z2

)
= 0 (11)

− ∂p
∂z

+ η

(
∂2uz

∂x2 +
∂2uz

∂y2 +
∂2uz

∂z2

)
= 0 (12)

ux
∂c
∂x

+ uy
∂c
∂y

+ uz
∂c
∂z

− D
(

∂2c
∂x2 +

∂2c
∂y2 +

∂2c
∂z2

)
= 0 (13)

To close the boundary-value problem, we analyze the integral form of above partial differential
equations (PDE) to obtain the rational boundary condition at different structural interfaces:

At the channel inlets, we have:

∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz = 0; ux = u0(y, z); c = c0(y, z) (14)

At the channel exit:

∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz = 0; p = 0;

∂c
∂x

nx +
∂c
∂y

ny +
∂c
∂y

ny = 0 (15)

where n = (nx, ny, nz) represents the local unit normal vector on the surface of interest.
At the electrode/electrolyte interface, including both DE and GE:

σ

(
∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz

)
= jω

CD
1 + δ

(
φ̃ − VD/G

)
;

ux =
ε

2η(1 + δ )
Re

((
φ̃E − φ̃

) ·(∂φ̃

∂x
−
(

∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz

)
· nx

)∗)
;

uy =
ε

2η(1 + δ)
Re

((
φ̃E − φ̃

) ·(∂φ̃

∂y
−
(

∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz

)
· ny

)∗)
; (16)

uz =
ε

2η(1 + δ )
Re

((
φ̃E − φ̃

) ·(∂φ̃

∂z
−
(

∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz

)
· nz

)∗)
;

∂c
∂x

nx +
∂c
∂y

ny +
∂c
∂y

ny = 0

At other insulating surfaces:

∂φ̃

∂x
nx +

∂φ̃

∂y
ny +

∂φ̃

∂z
nz = 0; ux = uy = uz = 0;

∂c
∂x

nx +
∂c
∂y

ny +
∂c
∂y

ny = 0 (17)

Equations (8)–(13) subjected to boundary conditions Equations (14)–(17) met the definite solution
condition of boundary value problem. That is, our mathematical model invariably has a unique
solution under a given set of experimental parameters.
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2.5. Evaluation of the Mixing Performance

The mixing index γ can correctly quantify the device performance once the concentration
distribution of nanoparticle samples at the channel outlet is known:

γ =

(
1 −

�
S |c−0.5[mol/m3] |dA�

S 0.5[mol/m3]dA

)
× 100%

=

⎛⎝1 −
∫

0<z<H

∫
0<y<WC

|c−0.5[mol/m3]|dydz∫
0<z<H

∫
0<y<WC

0.5[mol/m3]dydz

⎞⎠× 100%
(18)

In this equation, the area integral performed on the channel exit S is transformed into a double
integral, since dA = dydz for a plane of interest that is perpendicular to the x axis.

3. Results and Discussion

3.1. A Comparative Study of ICEO Micromixers with 2D and 3D Electrode Layouts

An investigation on ICEO streaming reconfigurable through field-effect flow control may provide
a theoretical foundation for developing high-efficiency active micromixers. At the very beginning,
we focus on the traditional ICEO vortex flow pattern with central GE free from external wiring, i.e.,
VG = VD/2. A suitable parametric space is selected for the numerical simulation: WC = 400 μm,
WD = 50 μm, WG = 200 μm. WDG = 50 μm, f = 200 Hz, LD = LG = 2 mm, LC = 3.3 mm, H = 250 μm.
To make a fair comparison between micromixers of 2D (Figure 1a) and 3D electrode layouts (Figure 1b),
VD = 6 V and VD = 8 V are imposed to the 2D (Figure 2a,c) and 3D DE pair (Figure 2b,d), respectively.

 

Figure 2. Under identical electric field intensity, a comparison of the basic trait of unbiased ICEO
eddies above one central GE in the flow-FET configuration with 2D and 3D driving electrodes at
given field frequency f = 200 Hz. For 3D electrode layouts in (b,d), VD = 2VG = 8 V; while for the 2D
counterpart in (a,c), VD = 2VG = 6 V, such that they share a same magnitude of background electric field
of Eb = 20,000 V/m. (a) A surface and arrow plot of electric field distribution (unit: V/m) in the 2D,
and (b) 3D electrokinetic micromixer. (c) Transversal ICEO fluid motion (unit: m/s) with GE floating
in the 2D, and (d) 3D device design.
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In ICEO, a background electric field acts on its own induced Debye screening charge within
the EDL, resulting in time-averaged electroosmotic streaming on ideally polarizable surfaces even in
oscillating AC fields (Figure 2). In the early stage, the buffer solution is supposed to have an ionic
strength of 0.001 S/m, resulting in a bulk charge relaxation frequency f bulk = σ/2πε = 225 kHz. In the
device of 2D electrodes, strong electric field is produced at the corner-field-singularity of DE on both
sides, indirectly weakening the potential gradient across the planar surface of GE strip (Figure 2a).
On application of a low-frequency ac signal, ICEO streaming appears and behaves as two pairs of
counter-rotating micro-vortices above the three parallel electrode bars (Figure 2c). Focusing on one
of the electrode spacings, ICEO vortex flow field resembles ACEO induced on a single coplanar
electrode pair. That is, ICEO whirlpool in 2D flow-transistor cascades within interelectrode gaps,
sweeps across the ideally polarizable surface, then streams upward, giving rise to four recirculating
fluid loops (Figure 2c).

In stark contrast, as to the 3D layout Figure 2b,d, a relatively large area of the sidewall DE pair
makes the electric field distribution much more uniform, and a local maximum intensity exists in the
immediate vicinity of two edges of GE (Figure 2b), rather than the corner of DE pair in 2D configuration
(Figure 2a). At the price of same energy dissipation, the usage of 3D sidewall electrodes enhances
electrochemical polarization at GE/electrolyte interface (Figure 2b), and therefore produces stronger
ICEO fluid motion inside the microchamber (Figure 2d). For this special device design, however, it is
not possible for the ACEO convection to occur with no tangential field component on the DE surface,
so that there is merely one pair of counter-rotating ICEO micro-vortices on GE along the transversal
direction (Figure 2d). Even so, both the flow velocity and actuating range of ICEO vortex are greatly
enhanced by exploiting 3D sidewall DE (Figure 2d) in comparison to coplanar arrangement (Figure 2c).

Above results about electro-convective streaming suggests that the 3D device design (Figure 1b)
is of more superiority in developing high-performance micromixer than its 2D counterpart (Figure 1a).
We then need to make a test validation on this inference. As shown Figure 3, the incoming
pressure-driven laminar stream has a parabolic profile, with flow velocity of u0 = 3 mm/s at the channel
entrance. Without external powering, any mixing effect in a straight fluidic channel is in essence
caused by molecular diffusion across the phase boundary. At the channel exit, the vertical contact
interface stretches little in the absence of lateral perturbation, generating a very poor mixing efficiency
γ = 22.83% (not shown). On switching the signal generator on, with the GE strip floating, symmetric
ICEO vortex flow pattern appears on the surface of GE along channel width direction, and the lateral
electro-convective perturbation intersects perpendicularly the axial Poiseuille flow, giving rise to
rotating streamlines on top of the metal strips (Figure 3a,c). As a result, not only does thermal diffusion
takes effect, but also transversal electroconvection of the nanoparticle samples contributes to expanding
the phase boundary of a sharp concentration gradient (Figure 3b,d). Because of a higher efficiency
in electromechanical energy conversion, as has been demonstrated in Figure 2, the 3D device design
(Figure 3d) performs much better, in terms of producing a higher mixing performance γ = 50.1% than
the 2D electrode configuration (Figure 3b) with γ = 26.48%.
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Figure 3. Simulation result of ICEO sample mixing in axial continuous flow of inlet flow rate
u0 = 3mm/s and solution conductivity 0.001 S/m in the fundamental configuration of single floating
gate terminal under given frequency f = 200 Hz and field intensity EB = 20,000 V/m. (a,b) With 2D
electrode layouts, symmetrically circulating ICEO vortex flow induced on the surface of gate strip
intersects perpendicularly with the incoming sample stream, resulting in a mixing performance of
γ = 26.48% by lateral electroconvection which extends the phase interface without any hydrodynamic
torque, (c) a streamline and multi-slice surface plot of flow field (unit: m/s), (d) a multi-slice surface
plot of analyte concentration distribution affected by symmetric electroosmotic whirlpools in the
transverse plane (unit: mol/m3). (c,d) Corresponding simulation results in 3D electrode configuration,
with an enhanced device efficiency of γ = 50.1%, albeit still not ideal.

Though the contact interface is simultaneously extruded by molecular diffusion and circulatory
ICEO streamlines, it does not undergo any rotating motion because of the geometric symmetry in
field-induced Debye screening on GE surface even in 3D electrode configuration. Since the rate
of substance exchange across the phase boundary has a limitation without electrohydrodynamic
torques, sample mixing above a floating gate is still unsatisfactory using sidewall DE (Figure 3d).
Achieving further improvement through the AC field-effect control on ICEO is urgently needed.

3.2. Mixing with AC Field-Effect Flow Control in the 3D Device Design

It has been demonstrated that the 3D electrode layout is an improved device design in terms of
developing microfluidic mixers. In this sense, unless otherwise noted, all the subsequent analysis
is concentrated on the 3D microdevice. When the central GE is exempt from external wiring
(Figure 2b), electroosmotic eddies in reverse rotating directions encounter and counterbalance one
another at the center of GE surface, developing an in-situ flow stagnation line (FSL) (Figure 2d).
Symmetrically-distributed stagnation areas can be fully exploited for preconcentration of colloidal
particles, but are not efficient in steering the motion of two-phase contact interface for sample stirring.

Prompted by the previous work on field-effect flow control in microfluidic networks [53], a biased
gate voltage VG can help adjust electro-convective mass transport along channel transverse direction.
As exhibited in Figure 4a,c, corresponding to a negatively- or positively- polarized gate terminal,
the electric field intensity augments on the left or right side of gate strip surface, but decreases
on the other side. This directly results in asymmetric distribution of the electrostatic potential
gradient, which interplays with enhanced electrochemical polarization at the same site to induce
biased ICEO vortex flow field (Figure 4b,d). The flow velocity and rotating direction can be arbitrarily
reconfigured by adjusting the gate voltage amplitude VG. For this reason, AC field-effect control on
ICEO circulation opens up new opportunities for handling nanoscale entities in dilute electrolyte in
the context of microfluidics.
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Figure 4. Simulation result of AC field-effect control on ICEO with non-neutral gate voltages in 3D
electrode configurations, i.e., VG 
= VD/2 = 4 V, reconfigurable vortex flow pattern can be induced
across channel width direction. (a,b) When the gate polarity is negative VG < VD/2 (VD = 8 V,
VG = 2 V), electrochemical polarization becomes more significant adjacent to the left side of gate
terminal, giving rise to a single large-scale ICEO vortex flow rotating counterclockwise, (a) a surface
and streamline plot of the asymmetric electric field distribution (unit: V/m), (b) a surface and arrow
plot of ICEO flow field, in which an anticlockwise eddy overwhelms the fluid motion within the entire
fluidic channel (unit: m/s). (c,d) As GE is positively polarized VG > VD/2 (VD = 8 V, VG = 6 V), gradients
of both the electric field and flow field variables reverse in the horizontal direction with respect to (a,b),
respectively. Most importantly, the rotating direction of ICEO vortex is inverted, and the clockwise
electroosmotic micro-vortex near the right rim of GE governs the transverse electroconvection.

As shown in Figure 5, by imposing a sufficiently large offset voltage |VG − 0.5VD| to the gate
terminal, biased ICEO whirlpool twirling in either anticlockwise (Figure 5a, for negative gate polarity)
or clockwise direction (Figure 5c, for positively-polarized GE) can be generated above the metal strip.
The asymmetric electroosmotic vortex flow exerts a time-averaged electrohydrodynamic torque on
the buffer solution, rendering the phase boundary revolve in pace with the transversal electrokinetic
circulation. The additional rotating motion twists and expands the two-phase contact interface in a
more effective manner than the unbiased situation for an identical longitudinal distance. So, swapping
of substance between the co-flowing buffer streams is sped up, irrespective of the rotating direction of
ICEO vortex flow field (Figure 5b,d), leading to an elevated mixing efficiency γ = 76.1% compared to
the symmetric configuration of γ = 50.1%. The incoming laminar streams intersect perpendicularly
with the asymmetric ICEO eddy, resulting in helical streamlines rolling forward above the GE surface
(Figure 5a,c). Although the forward helix in Figure 5a,c rotates in opposite directions, however, there is
not a clear difference in mixing of nanoparticles on account of symmetry in the magnitude of gate
voltage offset.
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Figure 5. Calculation result of sample mixing behavior via field-effect-reconfigurable ICEO vortex
flow field under distinct gate polarities and a fixed driving voltage VD = 8 V, the device performance
is improved greatly, taking into consideration an additional electrohydrodynamic torque exerted on
the phase boundary. (a,b) Nanoparticle mixing reinforced by a single dominating ICEO vortex with
anticlockwise recirculation as the gate voltage VG = 2 V is lower than the balance potential VD/2 = 4 V
(VG − VD/2 = −2 V, negatively polarized GE), with mixing performance γ = 76.1%, (a) a streamline
and cross-sectional magnitude plot of the helical flow field rolling counterclockwise (unit: m/s), (b) a
multi-slice magnitude plot of sample concentration distribution (unit: mol/m3). (c,d) Mixing behavior
with clockwise ICEO vortex as the gate voltage VG = 6 V is beyond the neutral one VD/2 = 4 V (VG −
VD/2 = 2 V, positive gate polarity), with same device efficiency γ = 76.1% owing to a mirror image of
the gate voltage offset, (c) a streamline and cross-sectional magnitude plot of the helical streamlines in
clockwise rotating direction (unit: m/s), (d) a multi-slice surface plot of nanoparticle concentration
distribution (unit: mol/m3).

3.3. Effect of Different Experimental Parameters on the 3D ICEO Micromixer

Based upon the above simulation studies, asymmetric ICEO whirlpool is more efficient in
engendering active mixing in microfluidics than the symmetric case in which the central gate terminal
floats in potential. It is then essential to elucidate how the different experimental parameters including
the harmonic frequency, gate potential offset and inlet flow velocity, can exert an impact on device
performance of the 3D ICEO micromixer

3.3.1. Frequency-Dependence

Since both DE and FE undergo electrode polarization that is strongly affected by electrochemical
ion relaxation in alternating fields, the frequency-dependence of ICEO flow velocity with field-effect
control must be quite complex. In DC limit, with the field frequency much lower than the inverse
double-layer relaxation time on DE pair, i.e., f � f RC

DE = (1 + δ)σλD/2πεWC, most of the applied
AC voltage drops across the IDL at the DE/electrolyte interface due to complete Debye screening,
leaving no electric field in the bulk to force the mobile ions into ICEO streaming. For frequency
well beyond the characteristic relaxation frequency of the blocking surface of GE, i.e., f � f RC

GE =

(1 + δ)σλD/πεWG, there is not enough time for the counterionic charge to accumulate in the IDL at
the GE/electrolyte interface within each harmonic cycle, resulting in null ICEO fluid motion once
again due to incomplete Debye screening on GE. So, the best mixing behavior should take place in the
intermediate frequency range, i.e., f RC

DE < fideal < f RC
GE .

As indicated by the calculation results in Figure 6a with a positive gate polarity chosen in priority,
there is single peak of mixing performance of γ = 80% around f = 100 Hz, either increase or decrease
the field frequency would abate the device efficiency, in good accordance with this simple physical
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argument. Besides, the worst performance is lower than 25%, implying that sample mixing is chiefly
induced by diffusive mass transfer for f ≤ 10 Hz and f ≥ 5 kHz. As a consequence, to acquire perfect
mixing behavior with AC field-effect control of ICEO, we should carefully seek the ideal operation
frequency, with reference to the reciprocal double-layer relaxation time of both DE and GE, which has
a strong dependence on the ionic strength of the buffer medium.

 

Figure 6. A parametric study of the 3D ICEO micromixer with ac field-effect control of lateral ICEO
convection. (a) Frequency-dependence of mixing performance, for VD = 8 V and VG = 2 V; (b) Effect
of gate potential offset on the device mixing behavior at frequency f = 100 Hz and driving voltage
VD = 8 V; (c) Effect of inlet flow rate on the mixing efficiency under given frequency f = 100 Hz,
driving voltage VD = 8 V, and gate voltage VG = 1.5 V, being equivalent to an offset ratio of 0.625.

3.3.2. Influence of the Gate Voltage Offset

For practical applications, it is of great importance to quantify how the specific value of
gate potential offset affects field-effect-reconfigurable ICEO mixing at a given field frequency, e.g.,
f = 100 Hz in current device geometry. With the definition of absolute offset voltage VG − 0.5VD,
a nondimensional mathematical expression |VG − 0.5VD|/0.5VD is extractable, and its value is bounded
between zero and unit in real situations where 0 ≤ VG ≤ VD. When the offset ratio |VG − 0.5VD|/0.5VD
of gate potential becomes zero, the GE strip floats in external fields and no symmetry breaking in
ICEO vortex flow pattern takes place. As the value of |VG − 0.5VD|/0.5VD approaches one, the voltage
offset reaches the peak magnitude for VG = VD or VG = 0, resulting in the largest electroosmotic
whirlpool regardless of the specific rotating direction. So, the value of |VG − 0.5VD|/0.5VD is able to
correctly evaluate the extent of symmetry breaking in transversal electroconvection. Theoretically,
as |VG − 0.5VD|/0.5VD becomes larger, AC field-effect control on ICEO becomes more evident and
thereby ICEO vortex has a propensity to roll in a preferential direction, as demonstrated by the
increasing trend of field-effect-reconfigurable device performance with |VG − 0.5VD|/0.5VD (Figure 6b).
The best mixing efficiency emerges at the largest offset voltage, in which the most asymmetric ICEO
vortex exerts the most potent electro-rotational torque on the fluidic sample, but this would take a
lot of energy. Accordingly, application of a moderate gate potential offset, which can well enhance
convective mixing at no cost of severe power dissipation, ought to be our first choice. For this reason,
a specific offset ratio |VG − 0.5VD|/0.5VD = 0.625 is chosen for further theoretical studies (VG = 1.5 V
for negative and 6.5 V for positive gate polarity with VD = 8 V).
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3.3.3. Effect of Inlet Flow Rate

A square crossing of the axial laminar streams and lateral ICEO vortex on top of GE gives rise to
forward helical streamlines, which is responsible for improving the mixing dynamics in the fluidic
channel. For this reason, the flow velocity at the channel entrance fiercely influences the device
efficiency. When the inlet flow velocity is slow and the Reynolds number is small, there is sufficient
time for the incoming colloidal particles to get well mixed along the channel length direction as they
are slowly delivered toward the outlet, producing a high mixing performance while greatly sacrificing
the sample flux. On the contrary, at a high inlet flow rate, there is almost no chance for the helical
streamlines to rotate a circle on the surface of gate terminal, and consequently the mixing dynamics is
suppressed but high-throughput is obtainable at the channel exit, as verified by the calculation result
in Figure 6c where the mixing efficiency declines as the inlet flow velocity increases.

Then, we have to address the issue about how to mingle fluidic samples efficiently without loss
of throughput.

3.4. 3D High-Throughput Mixing with AC Field-Effect Flow Control

To accomplish sample mixing at a relatively large Reynolds number, electroconvection in the
lateral direction must be promoted to compete against the axial pressure-driven flow. A scaling
analysis of Equation (16) indicates the flow velocity of ICEO abides by a general scaling law:

∣∣∣uICEO
y

∣∣∣ ≈ C · εV2
DWG

4η(1 + δ)W2
C

(
1 + (ωτRC)

2
) (19)

where C is a geometry-dependent prefactor, and τRC = εWG/2(1 + δ)σλD the RC charge relaxation
time of interfacial capacitance. From Equation (19), once all the geometric and physicochemical
properties are preset values, it is possible to improve the device performance by adjusting the applied
voltage VD and chip structure C. Accordingly, we then focus on AC field-effect nonlinear electroosmosis
control for high-throughput mixing, in terms of adjusting either the background field intensity or the
discrete layouts of central GE strips.

3.4.1. Voltage-Dependence

According to Equation (19), the transversal electrokinetic turbulence is linearly proportional to
the input voltage squared, implying it is a utilitarian method to rectify the mixing behavior by just
increasing the magnitude of the background field strength EB = VD/WC, as shown in Figure 7a with a
given gate voltage offset ratio of 0.625, inlet flow velocity of 10 mm/s, and signal frequency of 100 Hz.
Besides, it is noteworthy that for the peak voltage VD = 20 V, the electrical field intensity reaches
20 [V]/200 [μm] = 100 [V/mm] within the electrode spacing. This order of magnitude of driving
voltage indicates there is a potential drop of 1V across a gap of 10 μm in size, which is no less than the
common situation of 0.5–1.5 V used in experimental observation of ACEO. In addition, there is always
a dead zone of ICEO vortex flow field at the upper left (or upper right, Figure 7b) of the channel cross
section with a unipolar gate terminal, which is positively (or negatively) polarized.
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Figure 7. Effect of the imposed voltage magnitude on the device mixing efficiency under given voltage
offset ratio 0.625, inlet flow velocity 10 mm/s, and field frequency 100 Hz. (a) Voltage-dependence of
the mixing performance; (b) High-throughput mixing at VD = 20 V and VG = 3.75 V, while there is still
a dead zone of ICEO turbulence on the upper right of the channel cross section.

3.4.2. Integrated 3D ICEO Micromixer with Bipolar Gate Terminals

To enlarge the actuating range of ICEO mixing streamlines, we propose a more advanced discrete
electrode layouts for field-effect-reconfigurable sample mixing, as shown in Figure 8. In this integrated
device design, an array of GE with four coplanar metal bars subjected to different gate voltage polarities
is arranged consecutively along the centerline of the insulating substrate surface. To further miniaturize
the device, the length of all the GE strips is reduced to LG = 500 μm, and the separation between adjacent
GE is WGG = 100 μm. The ion conductivity of the suspension medium is 0.001 S/m, low enough to
evade any steric effect. Because of a decrease in the dead zone of transversal electroconvection, an
AC voltage signal of moderate amplitude VD = 14 V at f = 100 Hz is imposed to the 3D sidewall DE.
The four sequential GE strips are labelled as G1, G2, G3 and G4, and are imposed with gate potentials
of VG1, VG2, VG3 and VG4, respectively. We herein utilize two opposite gate polarities for convenience
of simulation analysis, VGi = 11.375 V for the positive gate bias “+”, and VGi = 2.625 V for the negative
counterpart “−”, where 1 ≤ i ≤ 4 represents the i-th gate electrode from upstream to downstream.
To test the feasibility of the integrated device structure in high-throughput sample mixing, the inlet
flow velocity is enhanced to u0 = 10 mm/s.
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Figure 8. At an inlet flow velocity u0 = 10 mm/s and ion conductivity 0.001 S/m, a simulation study
on the influence of different combinations of ICEO vortex polarity on mixing improvement in the
integrated tandem device structure with four sequential GE strips subjected to various of gate voltage
sequence. (a) In the absence of external powering, the phase boundary between the co-flowing laminar
streams is stretched only by diffusive mass transfer with γ = 23.54%. (b,c) For VD = 14 V, (b) and VG1

= VG2 = VG3 = VG4 = 2.625 V are imposed on the four sequential GE, respectively, ICEO vortex in
anticlockwise direction appears on the ideally polarizable surface of all the GE strips, which twists
and stretches the phase interface in synergy with mass diffusion, resulting in an nonideal device
performance of γ = 88.67%, (c) with a given gate potential sequence of VG1 = VG2 = 2.625 V and
VG3 = VG4 = 11.375 V, ICEO eddy rotates anticlockwise on the surface of two GE upstream, but polarity
of the electroosmotic vortex makes a reversal on the two GE downstream, so the distance scale of
electrochemical polarization equals two gate length, and the transformation in rolling direction of the
phase boundary at such a longitudinal displacement leads to better mixing efficiency γ = 92.41% than
(b); (d) An more frequent alternation in flow direction of lateral ICEO vortex at a shorter distance (one
GE length) gives rise to even more superior device performance γ = 95.233% than (c).
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Without input of external electrical energy to the microdevice, there is no ICEO turbulence for
electro-convective mixing, and the sole action of molecular diffusion produces a poor mixing efficiency
of γ = 23.32% even using an GE array (Figure 8a and Table 1). On switching the multichannel function
generator on, as the four GE in the strip array share an identical polarity, e.g., with a gate potential
sequence −/−/−/−, anticlockwise ICEO micro-vortices of consistent flow direction appear on the
ideally polarizable surface of the four GE, which convectively stretch and twist the phase boundary
in synergy with diffusive mass transfer, giving rise to a modest device performance of γ = 88.67%
(Figure 8b).

Table 1. Device efficiency for the integrated 3D high-throughput micromixer (Figure 8) with the central
GE array subjected to different gate voltage sequence.

Specific Gate Voltage Sequence for the Ge Array Mixing Performance

No Electric Field Supplied 23.54%
−/−/−/− 88.67%
−/−/+/+ 92.41%
−/+/−/+ 95.233%

Notes: The driving potential amplitude is VD = 14 V, while the gate voltage is VG = 11.375 V for positive gate
polarity “+” and VG = 2.625 V for its negative counterpart “−”.

If we make use of two gate terminals of opposite polarities rather than a single, although there
are numerous combinations of vortex-flow direction, two symmetric powering conditions are studied
preferentially, as shown in Figure 8c,d, since they can best represent AC field-effect control on ICEO
sample mixing. With a potential sequence −/−/+/+ of two reversed gate polarities, anticlockwise and
clockwise ICEO eddies are produced above the upstream and downstream two gate strips, respectively
(Figure 8c). In other words, electro-convective fluid motion reverses in lateral flow direction at the
downstream end of the 2nd GE, which alters the direction of rotation of the two-phase contact interface
on a distance scale of double GE length, leading to an improved mixing efficiency γ = 92.41% from
double gate polarity (Figure 8c) than γ = 88.67% with unipolar gate terminal (Figure 8b).

This astonishing result encourages us to adjust the polarity of electrochemical polarization
with an even shorter repeating length, as shown in Figure 8d, where the specific sequence of gate
potential −/+/−/+ is imposed on the GE array. In this situation, the circulatory ICEO whirlpool
changes the sense of rotation even more frequently (Figure 8d) than the “−/−/+/+” condition
(Figure 8c), and inversion of electroconvection takes place on every adjacent GE of reversed gate
polarity, further boosting the device performance to 95.233% (Figure 8d). To our best knowledge,
an optimum distance scale in reverse of electrode polarization always exists in practical experiment,
which should be the longitudinal displacement need for the phase boundary to rotate an entire
circle of 360◦ as the fluidic samples are transported downstream. Accordingly, we can optimize
field-effect-reconfigurable ICEO mixing by pursuing the best gate voltage sequence for a preset GE
array in the integrated 3D high-throughput micromixer, which could help diminish the dead zones of
transverse ICEO turbulence to great extent (Figure 8d).

3.4.3. Conductivity-Dependence of the Integrated Micromixer

The simulation analysis above has mainly concentrated on the influence of a variety of electric
field parameters and the discrete electrode layout on the mixing dynamics due to AC field-effect
control on ICEO. Nevertheless, medium conductivity is also a pivotal factor that greatly affects the
functionality of sample mixing in the 3D micromixer. Generally speaking, a decrease in solution
conductivity can extend the thickness of IDL, so the diffuse layer becomes much more important than
the Stern layer in dilute electrolyte, resulting in an enhancement of ICEO flow velocity for convective
mixing in low-conductivity suspension. In this way, the optimum mixing performance boosts with
decreasing liquid conductivity (Figure 9b).
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Figure 9. Effect of liquid conductivity on mixing efficiency of the integrated micromixer.
(a) Frequency-dependent mixing performance for different ionic strength; (b) Conductivity-dependent
optimum mixing efficiency at corresponding ideal operation frequencies.

At the same time, the rise in ionic strength increases the double-layer relaxation frequency, since
the IDL capacitance and resistor of the bulk fluid are connected in series to comprise the whole electric
circuit system. The ideal operating frequency of the micromixer f ideal, which is bounded between f RC

DE
and f RC

GE , then makes a change for different solution conductivities. Specifically, the ideal frequency
f ideal increases from 100 Hz to 2 KHz, as the ionic conductivity grows from 0.001 S/m to 0.2 S/m
(Figure 9a), while the mixing efficiency at corresponding peak frequencies decays due to a shrink
in Debye screening length. For analytical convenience, however, we have disregarded the possible
action of nonlinear diffuse charge dynamics beyond the Debye-Huckel limit. In fact, when the medium
conductivity surpasses a threshold value on the order of O(0.01) S/m, ionic species would overcrowd
inside the IDL at the electrode/electrolyte interface, and this steric effect severely exacerbates as the
ion concentration further increases, which is prone to evaporate the fluid motion of ICEO with ionic
strength exceeding ~0.05 S/m. As a consequence, the integrated 3D device design is eligible for
convective mixing of dilute electrolyte at the micrometer dimension.

4. Conclusions

In summary, we have put forward the physical concept of AC field-effect flow control on nonlinear
electroosmosis, where arbitrary symmetry breaking in transversal ICEO vortex flow pattern can be
realized via adjusting the AC voltage imposed to the central gate terminal immersed in buffer solution.
A rigid mathematical model is established in the framework of 3D Cartesian coordinate system to
study the feasibility of this unique device structure for field-effect electro-convective mixing in straight
microchannels, and the earliest comparison studies indicate the 3D electrode configuration with
arrangement of sidewall DE is able to achieve better field-effect mixing control than its 2D counterpart
using coplanar metal strips in microsystems. The effect of various experimental parameters, such as
the driving frequency, ratio of gate voltage offset and inlet flow velocity, on the performance of this
3D micromixer is investigated by direct numerical modeling. To suppress the dead zone of ICEO
turbulence within the channel cross section, an integrated 3D micromixer with high-throughput is
developed by employing an array of bipolar GE, in which ICEO vortex streaming on the surface of
each GE can be separately addressed. With double gate terminals of reverse polarities, alternation in
circulating direction of ICEO whirlpool at modest space intervals can rotate and extend the diffusing
phase boundary more intensively, giving rise to even better mixing performance in the context of dilute
electrolyte. The mathematical model of AC field-effect mixing control developed in this work is merely
valid under Debye-Huckel approximation, and the action of nonlinear diffuse charge dynamics is
excluded in this work. On account of this limitation, possible extensions of current work may include
the investigation of using more complex electrode structures for controlling the field-effect-tunable
mixing behavior and the coupling of asymmetric electrode polarization with effects of a relatively large
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Dukhin number, including bipolar Faradaic reactions, nonlinear surface capacitance, non-uniform
surface conduction, ion concentration polarization, steric effect and so on. Under such situations,
the linear asymptotic analysis applied herein would malfunction, and alternative mathematical models
are pursued to account for the influence of nonlinear diffuse charge dynamics on AC field-effect mixing
control. We believe that AC-flow-FET would inspire interdisciplinary research focusing on condensed
matter, electrokinetic phenomena, and micro/nanofluidics in the near future.

Author Contributions: K.D. wrote the paper and made the analysis; W.L. developed the mathematical model and
carried out the numerical simulations; Y.R. guided this project; T.J. and J.S. conceived and designed the simulation
experiment; Q.W. and Y.T. did the literature retrieval.

Funding: This project is financially supported by the National Natural Science Foundation of China (No. 11702035,
No. 11672095, No. 11702075), the Chang’an University Fundamental Research Funds for the Central Universities
(No. 310832171008, No. 300102328201, No. 300102328501), Shaanxi kefa [2018] No. 9 key industrial innovation
chain (group)-industrial field (No. 2018ZDCXL-GY-05-04, No. 2018ZDCXL-GY-05-07-02), and Self-Planned Task
(SKLRS201803B) of State Key Laboratory of Robotics and System (HIT).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lee, C.Y.; Chang, C.L.; Wang, Y.N.; Fu, L.M. Microfluidic mixing: A review. Int. J. Mol. Sci. 2011, 12,
3263–3287. [CrossRef] [PubMed]

2. Green, J.; Holdø, A.; Khan, A. A review of passive and active mixing systems in microfluidic devices.
Int. J. Multiphys. 2009, 1, 1–32. [CrossRef]

3. Chen, L.; Wang, G.; Lim, C.; Seong, G.H.; Choo, J.; Lee, E.K.; Kang, S.H.; Song, J.M. Evaluation of passive
mixing behaviors in a pillar obstruction poly(dimethylsiloxane) microfluidic mixer using fluorescence
microscopy. Microfluid. Nanofluid. 2009, 7, 267–273. [CrossRef]

4. Shilton, R.J.; Yeo, L.Y.; Friend, J.R. Quantification of surface acoustic wave induced chaotic mixing-flows in
microfluidic wells. Sens. Actuators B 2011, 160, 1565–1572. [CrossRef]

5. Rida, A.; Gijs, M.A. Manipulation of self-assembled structures of magnetic beads for microfluidic mixing
and assaying. Anal. Chem. 2004, 76, 6239–6246. [CrossRef] [PubMed]

6. Sasaki, N.; Kitamori, T.; Kim, H.B. Fluid mixing using ac electrothermal flow on meandering electrodes in a
microchannel. Electrophoresis 2012, 33, 2668–2673. [CrossRef] [PubMed]

7. Liu, W.; Ren, Y.; Tao, Y.; Chen, X.; Yao, B.; Hui, M.; Bai, L. Control of two-phase flow in microfluidics using
out-of-phase electroconvective streaming. Phys. Fluids 2017, 29, 112002. [CrossRef]

8. Jia, Y.; Ren, Y.; Hou, L.; Liu, W.; Deng, X.; Jiang, H. Microreactions: Sequential coalescence enabled two-step
microreactions in triple-core double-emulsion droplets triggered by an electric field (small 46/2017). Small
2017, 13, 1702188. [CrossRef] [PubMed]

9. Ramos, A. Electrokinetics and Electrohydrodynamics in Microsystems; Springer Science & Business Media:
Berlin/Heidelberg, Germany, 2011; Volume 530.

10. Morgan, H.; Green, N.G. AC Electrokinetics: Colloids and Nanoparticles; Research Studies Press: Birmingham,
UK, 2003.

11. Yariv, E. “Force-free” electrophoresis? Phys. Fluids 2006, 18, 031702. [CrossRef]
12. Xuan, X.; Li, D. Electroosmotic flow in microchannels with arbitrary geometry and arbitrary distribution of

wall charge. J. Colloid Interface Sci. 2005, 289, 291–303. [CrossRef] [PubMed]
13. Hu, G.; Li, D. Multiscale phenomena in microfluidics and nanofluidics. Chem. Eng. Sci. 2007, 62, 3443–3454.

[CrossRef]
14. Olesen, L.H.; Bruus, H.; Ajdari, A. Ac electrokinetic micropumps: The effect of geometrical confinement,

faradaic current injection, and nonlinear surface capacitance. Phys. Rev. E 2006, 73, 056313. [CrossRef]
[PubMed]

15. García-Sánchez, P.; Ramos, A.; González, A.; Green, N.G.; Morgan, H. Flow reversal in traveling-wave
electrokinetics: An analysis of forces due to ionic concentration gradients. Langmuir 2009, 25, 4988–4997.
[CrossRef] [PubMed]

16. García-Sánchez, P.; Ramos, A.; Green, N.; Morgan, H. Traveling-wave electrokinetic micropumps: Velocity,
electrical current, and impedance measurements. Langmuir 2008, 24, 9361–9369. [CrossRef] [PubMed]

155



Micromachines 2018, 9, 432

17. Harnett, C.K.; Templeton, J.; Dunphy-Guzman, K.A.; Senousy, Y.M.; Kanouff, M.P. Model based design of a
microfluidic mixer driven by induced charge electroosmosis. Lab Chip 2008, 8, 565–572. [CrossRef] [PubMed]

18. Gunda, N.S.K.; Bhattacharjee, S.; Mitra, S.K. Study on the use of dielectrophoresis and electrothermal
forces to produce on-chip micromixers and microconcentrators. Biomicrofluidics 2012, 6, 034118. [CrossRef]
[PubMed]

19. Cao, J.; Cheng, P.; Hong, F. A numerical study of an electrothermal vortex enhanced micromixer.
Microfluid. Nanofluid. 2008, 5, 13–21. [CrossRef]

20. Mavrogiannis, N.; Desmond, M.; Ling, K.; Fu, X.; Gagnon, Z. Microfluidic mixing and analog on-chip
concentration control using fluidic dielectrophoresis. Micromachines 2016, 7, 214. [CrossRef]

21. Liu, W.; Ren, Y.; Tao, Y.; Yao, B.; Li, Y. Simulation analysis of rectifying microfluidic mixing with
field-effect-tunable electrothermal induced flow. Electrophoresis 2018, 39, 779–793. [CrossRef] [PubMed]

22. Wu, J.; Lian, M.; Yang, K. Micropumping of biofluids by alternating current electrothermal effects.
Appl. Phys. Lett. 2007, 90, 234103. [CrossRef]

23. Stubbe, M.; Holtappels, M.; Gimsa, J. A new working principle for ac electro-hydrodynamic on-chip
micro-pumps. J. Phys. D Appl. Phys. 2007, 40, 6850. [CrossRef]

24. Bazant, M.Z.; Squires, T.M. Induced-charge electrokinetic phenomena: Theory and microfluidic applications.
Phys. Rev. Lett. 2004, 92, 066101. [CrossRef] [PubMed]

25. Yossifon, G.; Frankel, I.; Miloh, T. Symmetry breaking in induced-charge electro-osmosis over polarizable
spheroids. Phys. Fluids 2007, 19, 068105. [CrossRef]

26. Yossifon, G.; Frankel, I.; Miloh, T. On electro-osmotic flows through microchannel junctions. Phys. Fluids
2006, 18, 117108. [CrossRef]

27. Gimsa, J.; Stubbe, M.; Gimsa, U. A short tutorial contribution to impedance and ac-electrokinetic
characterization and manipulation of cells and media: Are electric methods more versatile than acoustic and
laser methods? J. Electr. Bioimpedance 2014, 5, 74–91. [CrossRef]

28. Li, Y.; Ren, Y.; Liu, W.; Chen, X.; Tao, Y.; Jiang, H. On controlling the flow behavior driven by induction
electrohydrodynamics in microfluidic channels. Electrophoresis 2017, 38, 983–995. [CrossRef] [PubMed]

29. Williams, S.J. Enhanced electrothermal pumping with thin film resistive heaters. Electrophoresis 2013, 34,
1400–1408. [CrossRef] [PubMed]

30. González, A.; Ramos, A.; Morgan, H.; Green, N.G.; Castellanos, A. Electrothermal flows generated by
alternating and rotating electric fields in microsystems. J. Fluid Mech. 2006, 564, 415–433. [CrossRef]

31. Liu, W.; Ren, Y.; Tao, Y.; Chen, X.; Wu, Q. Electrode cooling effect on out-of-phase electrothermal streaming
in rotating electric fields. Micromachines 2017, 8, 327. [CrossRef]

32. Salari, A.; Navi, M.; Dalton, C. A novel alternating current multiple array electrothermal micropump for
lab-on-a-chip applications. Biomicrofluidics 2015, 9, 014113. [CrossRef] [PubMed]
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Abstract: Liquid lenses are the simplest and cheapest optical lenses, and various studies have been
conducted to develop tunable-focus liquid lenses. In this study, a simple and easily implemented
method for achieving tunable-focus liquid lenses was proposed and experimentally validated. In this
method, charges induced by a corona discharge in the air were injected into dielectric liquid, resulting
in “electropressure” at the interface between the air and the liquid. Through a 3D-printed U-tube
structure, a tunable-focus liquid lens was fabricated and tested. Depending on the voltage, the focus
of the liquid lens can be adjusted in large ranges (−∞ to −9 mm and 13.11 mm to∞). The results will
inspire various new liquid-lens applications.

Keywords: tunable focus; liquid lens; electrohydrodynamics; charge injection

1. Introduction

There has been a long history since liquid surfaces were adopted as optical lenses [1,2]. Liquid
lenses have many advantages over traditional solid lenses, including simplicity, low cost, smoothness,
and flexibility [3,4]. Additionally, liquid lenses can be easily integrated into the optical system or the
observed objects [5,6]. As liquid surfaces can be flexibly adjusted and form various geometries, liquid
lenses can realize many optical functions, such as in varying the focus [7], optical waveguides [8,9],
gratings [10,11], liquid lenses [12–14], optical switches [15], optical attenuators [16], and optofluidic
prisms [17].

In order to utilize the advantages, it is essential to manipulate the liquid surface morphology.
Thus, various efforts have been devoted to controlling liquid surfaces [18,19]. Due to the surface tension
effect, liquid surfaces usually present a spherical shape and capillary pressure exists on the surfaces.
The capillary pressure varies with the surface morphology [20]. Thus, external forces are introduced to
balance the capillary pressure, and the liquid surface morphologies are tuned by the imposed external
forces [21]. Hydraulic force is the most common one, actuated by mechanical pumps [22]. However,
this technique needs complex liquid transfer systems [23]. A thermal stimulus can be introduced into
the manipulation mechanism [24,25]. Thermal actuation can lead to liquid expansion and change the
liquid surface [24]. Additionally, thermal actuation can change the surface tension and, consequently,
the capillary pressure [25]. However, it is difficult to precisely control liquid surfaces through the
thermal method. In addition, for evaporable liquid, the thermal stimulus has some adverse effects.
Stimuli-responsive hydrogel can also be employed as a viable tool for manipulating the curvature of
the water–oil interface to produce micro lenses with variable focal lengths [26].

Apart from the above methods, the electrically driven method is the most common technique
used for manipulating liquid lenses [27–29]. The electrically driven mechanism mainly consists of
electrowetting [27,28] and dielectrophoresis [29]. Owing to high accuracy and flexibility, the electrically
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driven method has been widely investigated for many applications, such as adaptive optics, optical
switching, and displays. It shows the greatest potential for becoming the dominant technique. However,
the current electrically driven methods need complex electrode configurations, which increase the
fabrication cost and limit their application.

In this study, we proposed a simple and easily implemented electrically driven method for the
liquid lens through charge injection. A prototype was designed and fabricated with a 3D printer, and
the proposed method was experimentally validated. The optical performance of the tunable-focus lens
by charge injection was characterized and analyzed.

2. Principle and Experiments

Figure 1 schematically depicts the principle of the proposed tunable-focus liquid lens by charge
injection. A U-shaped tube with ends of different heights was used to connect the dielectric liquid.
A needle-plate electrode configuration was placed in the higher tube end (the right-hand end in Figure 1)
and at the bottom of the channel. When a high voltage was applied between the two electrodes, a
corona discharge phenomenon occurred. Positive ions generated by the needle drifted toward the plate
electrode, were deposited, and accumulated at the interface of the air and the dielectric liquid within the
right-hand end of the tube due to the lower electrical conductivity of the liquid. Interactions between
the imposed electric field and the ions that had accumulated at the interface generated a Coulomb
force, which induced pressure at the interface. We named the induced pressure electropressure, Pe.
Under electropressure, liquid flowed to the left-hand, lower tube end, as schematically shown in
Figure 1. With an increase in voltage (i.e., U3 > U2 > U1), the electropressure increased. The initial
liquid morphology in the left-hand end of the tube had a concave shape, and its capillary pressure, Pc,
was negative. The flow created by the induced electropressure pushed the liquid outside and pinned
it to the left-hand tube end. Then, the liquid morphology in the left-hand end of the tube became
convex in shape and its radius decreased. As the voltage increased, the capillary pressure turned from
negative to positive and its value increased to balance the increasing electropressure.

Figure 1. Principle of tunable-focus liquid lens by charge injection. As the imposed voltage increased
(i.e., U3 > U2 > U1 > 0), more positive ions accumulated at the air/liquid interface in the right-hand end
of the tube, and the induced electropressure pushed the fluid toward the left-hand end of the tube.

Figure 2a schematically shows our experimental setup. A needle-plate electrode configuration
was applied to generate a corona discharge. The curvature radius of the needle electrode made of steel
was about 30 μm. The indium tin oxide (ITO) glass plate with a thickness of 2 mm was used as the
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plate electrode and to support the 3D-printed U-tube and the dielectric liquid. The 3D-printed U-tube
was made of a kind of curing polymer using the stereolithography method on ITO glass. The curing
polymer was a dielectric material. We used 3D-printing equipment (Form2, Formlabs, Somerville, MA,
USA) to print the U-shaped tube. The thickness of the tube wall was 0.5 mm. The left-hand end of
the tube had an inner diameter of 3 mm, an outer diameter of 4 mm, and a height of 6 mm, while the
other larger end had an inner diameter of 6 mm. A high-voltage direct current (DC) power source
(DW-P303-5ACCC, Dongwen Corp., Tianjin, China) connected the two electrodes with the needle as the
anode and the ITO plate as the cathode. The voltage could be changed from 0 to 30.0 kV continuously.
The distance between the needle electrode tip and the ITO electrode was controlled by a micro motion
frame during all the experiments. A digital camera (C13440, Hamamatsu, Japan) was adopted to
record the liquid surface and measure the lens focus. When the camera was placed vertically, it was
used to record the image of the object; when it was placed horizontally, it took photographs of the
liquid morphologies. A LED lamp was used to illuminate the object, and a low-voltage power was
applied to light the lamp.

Figure 2. Experimental setup. (a) Schematic of experimental setup. (b) Schematic of U tube. (c) Picture
of needle and U tube.

A dielectric fluid, silicone (OE-6650, Dow Corning, Midland, MI, USA), was adopted in all
experiments. Its viscosity, electrical conductivity, and surface tension are about 4.0 Pa·s, 10−8 μS/cm,
and 0.021 N/m, respectively. Its refractive index is 1.47. The liquid silicone with a volume of 25 μL
was first injected using a microliter syringe with a needle into the U-tube, as shown in Figure 2. There
were some air bubbles trapped in the U-tube during the injection process. Due to the low density
of the bubbles, some of them moved toward the upper ends of the liquid and escaped at the open
surfaces in the two ends of the tube. However, some bubbles were trapped near the upper wall of
the center part of the U-tube, as shown in Figure 2c. These bubbles, however, did not affect the lens
performance, because they remained almost at the same locations and were far away from the light
and charge transfer paths. After loading the liquid into the tube, the high-voltage DC power source
was turned on and the corona discharge phenomenon occurred.
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3. Results and Discussion

We first measured the corona discharge characteristics. Figure 3 shows the corona current as
a function of the corona voltage imposed between the needle-plate electrodes in the log-log format.
From this figure, we can see that the relationship between the current (I) and the voltage (V) almost
follows I α Vn. In our experiments, different voltages ranging from 0 to 9.2 kV were applied to the two
electrodes and the resulting corona currents were measured. The corona discharge occurred at about
2.0 kV with a current of 0.01 μA. The corona current increased slowly with an increasing voltage from
2.0 to 7.0 kV and increased rapidly with an increasing voltage from 7 to 9.2 kV. At a voltage of 9.2 kV,
the current reached 0.54 μA. An arcing appeared when the voltage was larger than 9.2 kV. During the
whole corona discharge process, power consumption was less than 5 mW.

Figure 3. Corona discharge characteristics of the needle-plate electrode configuration.

We measured the temperatures of the two electrodes, the needle, the ITO glass, and the liquid
silicone using an infrared camera (FLIR, E6, Wilsonville, OR, USA) at a room temperature of 12.5 ◦C.
Figure 4 shows the temperatures at the applied voltages of 2 kV and 9.2 kV, respectively. Within the
range of the applied voltages, the temperatures of the electrodes and the liquid silicone did not deviate
significantly from the room temperature. The maximum temperature occurred at the needle tip when
the applied voltage was 9.2 kV. Thus, the corona discharge did not introduce an obvious thermal effect,
due to very low power consumption and heat dissipation to the environment by natural convection.

The side-view images of the liquid lens were recorded by the digital camera. The liquid surface
morphologies are shown in Figure 5. Due to the low transparence of the 3D-printed tube, we could
not observe the liquid surface inside the tube. Figure 5 only shows the liquid surface morphologies
when the liquid was bulged outside the tube. The liquid was pinned at the outer edge of the tube and
presented a convex shape. With an increase in voltage, the height of the liquid lens increased. Through
imaging processing software, Image J (version 1.8.0, National Institutes of Health, Bethesda, MD, USA),
the height could be measured based on the obtained images. For example, when the voltage was
8.2 kV, the height was 0.82 mm.
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Figure 4. Temperatures of the two electrodes and the liquid silicone at the applied voltages of 2 kV
and 9.2 kV: (a–c) are the infrared images of the needle, liquid, and indium tin oxide (ITO) glass at the
voltage of 2.0 kV, while (d–f) are the infrared images of the needle, liquid, and ITO glass at the voltage
of 9.2 kV.

 

Figure 5. Surface evolution of the liquid lens with an increasing voltage, which shows the liquid
silicone bulging outside of the tube.

The liquid surface morphologies in Figure 5 assumed spherical shapes. The radius of the spherical
cap can be calculated by

Rs = (h2 +
D2

4
)/2h (1)

where Rs is the radius of the spherical cap and h is the height of the liquid lens. D is the outer diameter
of the tube, and its value is 4 mm. The capillary pressure of the liquid lens can be calculated according
to Laplace’s law,

Pc = 2γ/Rs, (2)

where γ is the surface tension of the liquid silicone with a value of 0.021 N/m. Based on Equations (1)
and (2), we can obtain the curvature radiuses and the capillary pressures of the liquid lens at different
voltages. The results are shown in Figure 6. The dots are the measured or calculated data. The two
solid lines were obtained by fitting the data according to the B-spline algorithm, which shows the
dependence of capillary pressures and curvature radiuses on voltages. As the voltage increased from
7.6 to 9.2 kV, the curvature radius decreased from 10.3 to 5.5 mm, while the capillary pressure increased
from 4.0 to 7.6 Pa.
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Figure 6. Capillary pressure and curvature radius of the liquid lens as a function of the voltage when
the liquid silicone bulged outside of the tube.

Figure 7 depicts the images of the characters “WHU” through the tunable-focus lens. The characters
were clear in all the images. With an increasing voltage, the images of the characters enlarged. When the
voltage was larger than 7.6 kV, the images of the characters were inverted. As the voltage increased
further, the characters became smaller. Pincushion distortion was not observed in the images, which
suggests that the surface curvature was uniform.

Figure 7. Recorded images of the characters “WHU” through the tunable-focus lens at different voltages.

If the liquid surfaces assume a spherical shape, the focal length of the liquid lens can be calculated
based on the curvature radius, Rs, as follows:

F = Rs/(nl − 1) (3)

where F is the focal length and nl is the refractive index of the liquid silicone with a value of 1.47.
The focal length of the liquid lens can also be calculated from the images shown in Figure 6.

Considering the droplet as a thin lens, F was calculated using the following equation:

F = hil/(hi + h0) (4)

where hi is the image size of the object with the liquid lens, l is the distance between the lens and the
test object, and h0 is the image size of the object without the liquid lens.

Figure 8 shows the focal length of the liquid lens calculated by Equation (3) (black line with solid
squares) and Equation (4) (red line with solid circles). The two solid lines were also obtained by fitting
the calculated data according to the B-spline algorithm. The results from Equation (3) show that the
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focal length decreased from 22.9 to 12.2 mm with the increasing voltage, while the focal length ranged
from 23.1 to 13.1 mm based on the results from Equation (4). The results from both equations are
in good agreement, and the largest deviation of 7.3% occurred at a voltage of 9.0 kV. Therefore, the
morphologies of the liquid lens were very close to a spherical shape.

 

Figure 8. Focal length of the convex liquid lens as a function of the voltage.

Figure 7 shows the detailed information of the images that we obtained using the Image J software.
By comparing the images with and without the liquid lens, we could calculate the focal length of
the liquid lens according to Equation (4). For example, we obtained the pixel length of the character
“H” with and without the liquid lens and then measured the distance between the lens and the test
object. From these measurements, we could get a focal-length value. If the images with and without
the lens had a same-direction arrangement, the focal length was negative, which means that the lens
interface was concave. When the images with and without the lens had an inverted arrangement, the
focal length was positive, suggesting that the lens interface was convex. Based on this method, we
could calculate the whole focus range of the liquid lens when the voltage was varied from 0 to 9.2 kV.
Figure 9 presents the relationship between the focal length and the applied voltages. When the voltage
increased from 0 to 6.25 kV, the focal length declined from −10 mm to negative infinity. When the
voltage was further increased to about 7 kV, it turned into a convex lens and the focal length decreased
from positive infinity to 10 mm.

 

Figure 9. Focus range of the liquid lens with the voltage varying from 0 to 9.2 kV.
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We conducted three experiments to test the robustness of this liquid-lens manipulation technique.
The voltages of 8.4 kV and 9.0 kV were chosen, and at each voltage three experiments were repeated.
Figure 10 shows three different experiments at voltages of 8.4 kV and 9.0 kV. At a voltage of 8.4 kV, the
focal lengths were 14.9, 14.7, and 15.2 mm and their deviation was 0.5 mm. For a voltage of 9.0 kV, the
focal lengths of the three experiments were, respectively, 11.1, 11.6, and 11.9 mm and their deviation
was 0.8 mm.

Figure 10. Focal length at two different voltages in three repeated experiments.

Figure 11 illustrates the focal length as a function of the voltage when we cyclically increased (solid
squares) and decreased (solid circles) the voltage. A little hysteresis existed in the cycle. The majority
of the focal lengths could be restored to their original state within a deviation of 2.5% after the corona
voltage was increased from 0 to 9.2 kV and then returned to 0 kV.

 

Figure 11. Focal length as a function of the voltage, which was gradually increased from 0 to 9.2 kV
and then gradually decreased to 0 kV.

4. Conclusions

In summary, a new method of realizing tunable-focus liquid lenses through charge injection was
proposed and demonstrated. By a corona discharge in the air, electropressure with a magnitude of
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10 Pa was generated at the interface between the liquid silicone and the air. Using only a 3D-printed
U-tube and liquid silicone, the focus of the liquid lens varied from −∞ to −9 mm and from 13.11 mm to
∞. The robustness of this liquid-lens manipulation method was examined by testing the focus with an
increasing–decreasing voltage loop. Such a simple and easily implemented liquid-lens manipulation
method can be applied in many potential fields.
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Abstract: Droplet microfluidic technology achieves precise manipulation of droplet behaviors by
designing and controlling the flow and interaction of various incompatible fluids. The electric field
provides a non-contact, pollution-free, designable and promising method for droplet microfluidics.
Since the droplet behaviors in many industrial and biological applications occur on the contact surface
and the properties of droplets and the surrounding environment are not consistent, it is essential
to understand fundamentally the sessile droplet motion and deformation under various conditions.
This paper reports a technique using the pin-plate electrode to generate non-uniform dielectrophoresis
(DEP) force to control sessile droplets on hydrophobic surfaces. The electrohydrodynamics phenomena
of the droplet motion and deformation are simulated using the phase-field method. It is found that
the droplet moves along the substrate surface to the direction of higher electric field strength, and is
accompanied with a certain offset displacement. In addition, the effect of pin electric potentials,
surface contact angles and droplet volumes on the droplet motion and deformation are also studied
and compared. The results show that higher potentials, more hydrophobic surfaces and larger droplet
volumes exhibit greater droplet horizontal displacement and offset displacement. But for the droplet
vertical displacement, it is found that during the first revert process, the release of the surface tension
can make the droplet with low potentials, small contact angles or small droplet volumes span from
negative to positive. These results will be helpful for future operations encountered in sessile droplets
under non-uniform electric fields towards the droplet microfluidics applications.

Keywords: dielectrophoresis; droplet; electrohydrodynamics; phase field method; non-uniform
electric field

1. Introduction

Recently the dynamic behavior of sessile droplets on substrate surfaces have received considerable
attention, especially for superhydrophobic surfaces with low adhesion resistance and ultra-low
surface energy [1]. The research results of dynamic behaviors of droplets have been widely used
in broad applications, such as self-cleaning [2,3], anti-icing [4], heat transfer [5,6], electronics [7–9],
and microelectromechanical systems [10], etc. Typically, there are two types of ways to drive the
dynamic behavior of sessile droplets. One is to make full use of the droplets’ own gravity or surface
tension. The gravity can play a major role when the droplet volume is large enough. The dynamic
behavior of droplets can be enhanced by increasing tilt angles of substrate surfaces or using a more
hydrophobic substrate structure and so on. On the other hand, surface tension plays a major role
when the droplet volumes are small enough to ignore their own gravity, which are mainly manifested
in promoting the droplet coalescence-driven jump [11,12]. Another method is to apply an external
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force to drive the dynamic behavior of sessile droplets. The existing methods include applied electric
fields [13–17], magnetic fields [18], pressure [19], air flow [20–22], laser [23] and so on. In these
methods, the electric field driving the dynamic behavior of sessile droplets has been developed as a
relatively technology exhibiting promising perspective for the droplet control [24,25]. Takeda et al. [13]
experimentally studied the effects of direct current (DC) and alternating current (AC) electric fields
on water droplets on superhydrophobic surfaces, demonstrating that superhydrophobic surfaces are
beneficial for controlling water droplets through small electric fields. Sakai et al. [14] developed a
particle image velocimetry (PIV) system to evaluate the internal fluidity of water droplets moving
on a superhydrophobic surface by electric fields. Zhu Y et al. [15] experimentally studied the water
droplet behaviors on superhydrophobic surfaces under an increasing AC voltage, and numerically
simulated the electrification characteristics of water droplets deposited on hydrophobic surfaces
and their influence on a driven discharge in an AC electric field. Wei et al. [16] experimentally
conducted the rolling behavior of the water droplet on superhydrophobic surfaces under electrical
fields, and built a finite element modeling (FEM) simulation model to indicate that an electrostatic force
produced by electrical fields drove a water droplet to roll. Adamiak [17] numerically simulated the
deformation of an ideally conducting liquid droplet deposited on the flat dielectric surfaces by solving
the capillary Laplace–Young equation. Liu [26] conducted numerical simulations and experiments
on the dynamic mechanism of water droplet formation with different applied voltages and droplet
distribution, and drove surface discharges on the insulator surface under an AC electric field. However,
existing research on electric fields driven dynamic behaviors of sessile droplets is mainly experimental,
and the simulation research efforts are few and mainly focused on the polarization analysis of
stationary droplets [2,5,27]. In addition, since sessile droplets constitute the three-phase contact line,
the simulation research on the dynamic behavior of sessile droplets is naturally complicated [28,29].
The polarization effect during the electric-driven motion and deformation of sessile droplets remains
unclear. There is still a need for a robust model of an electric-driven droplet to predict changes in
droplet dynamic behaviors.

In this study, therefore, a phase-filed two-phase flow model under simplified non-uniform electric
fields is developed to simulate the electrohydrodynamic behaviors of sessile droplets on hydrophobic
surfaces. With this model, the electro-driven motion and deformation of water droplets in the oil
phase are analyzed, and the horizontal displacement, vertical displacement and offset displacement of
droplets are quantified to express the effect of non-uniform electric fields. In addition, the effects of pin
electric potentials, surface contact angles and droplet volumes on the droplet motion and deformation
are also studied and compared. This characterization will help the optimization of the electro-driven
deformation and motion of sessile droplets for a variety of engineering and technological applications.

2. Construction of Dynamic Model

2.1. Model Description

The two-dimensional simulation model and corresponding boundary conditions based on
previous experimental conditions and theoretical research [13–16] is developed as shown in Figure 1a.
The computation area contains the droplet and oil phase. A droplet with a certain volume is placed in
the middle of substrate surfaces and forms a certain contact angle θ. The substrate bottom surface is
considered to be in a wetted wall condition, the top and side surfaces of the computational domain are
considered to be pressure outlet boundaries to ensure there are no pressure and velocity gradient effects.
In order to simplify the problem and highlight the effect of a non-uniform electric field, the electric
field structure is simplified to a pin-plate electrode structure that locates at the left and right sides,
respectively. Specific model sizes and parameter values used in these simulations are listed in Table 1.
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Figure 1. (a) Computational domain and boundary conditions with (b) the example of mesh used
in simulations.

Table 1. Simulation parameter setting.

Parameter Symbol Value Units

Plate electrode potential V− 0 kV
Pin electrode potential V+ 0–20 kV

Droplet volume Z 2–6 mm3

Droplet contact angle θ 90–170 ◦
Length of air domain L 20 mm
Height of air domain H 8 mm

Permittivity of vacuum ε0 8.85 × 10−12 F/m
Acceleration of gravity g 9.81 m2/s

Density of water ρ1 998 kg/m3

Dynamic viscosity of water μ1 0.001 Pa·s
Relative permittivity of water ε1 80 -

Conductivity of water σ1 1 × 10−5 S/m
Density of oil ρ2 884 kg/m3

Dynamic viscosity of oil μ2 0.474 Pa·s
Relative permittivity of oil ε2 2.2 -

Conductivity of oil σ2 1 × 10−4 S/m
Surface tension α 0.03 N/m

The model is divided by free triangle meshes and there is the refined meshes in and near the
droplet region. By using virtual operations and mesh controlled edges, a rectangular virtual domain
with higher resolution than the remaining domain is introduced to decrease the number of elements
and thus reduces the computational load considerably. An example of such a mesh is shown in
Figure 1b and a mesh independence study is performed to validate the numerical stability of the
simulation. The conditions of V+ = 15 kV, Z = 4 mm3 and θ =150◦ are used as a mesh correction
benchmark. By changing the number of meshes from 46,646 (mesh 1) to 60,996 (mesh 2), the final
horizontal displacement of the droplet with 3 s is less than 2.77%. The error caused by finite mesh is
relatively small and the mesh 1 is sufficiently precise for the present model. Therefore, the structure of
the mesh 1 above is adopted for all cases in this study.

2.2. Two-Phase Flow Equations

The whole system can be considered as an isothermal and incompressible laminar flow due to
small changes in temperature and velocity. Based on mass and momentum conservation, the governing
equations for both phases are the incompressible Navier–Stokes equations:

∇ · →u = 0 (1)
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ρ
∂
→
u
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+ ρ
(→
u · ∇

)→
u = ∇ ·

[
−pI+μ

(
∇→u +

(
∇→u

)T)]
+ ρg + Fst + Fe (2)

where
→
u (m/s) is the velocity, ρ (kg/m3) is the density, p (Pa) is the pressure, μ (Pa·s) is the dynamic

viscosity, I is the unit matrix, g (m2/s) is the acceleration of gravity, Fst (N/m3) is the surface tension per
unit volume on the water–oil interface, and Fe (N/m3) is the electric stress per unit volume respectively.

Phase field method, an effective tool for exploring the multiphase flow behaviors and interfacial
phenomena, used in this paper is relatively effective in multiphase flow research efforts. The water–oil
phase interface is described by a phase field variable, ϕ, whose evolution is governed by the
Cahn–Hilliard equation [19]:

∂φ

∂t
+
→
u · ∇φ = ∇γ∇G (3)

where γ (m3·s/kg) is the mobility parameter that controls the diffusion scale, and (Pa) is the chemical
potential at the phase interface respectively. The formulas of γ and G are depicted as follows:

γ = χep f
2 (4)

G = λ

⎡⎢⎢⎢⎢⎢⎢⎣−∇2φ+
φ
(
φ2 − 1

)
ep f

2

⎤⎥⎥⎥⎥⎥⎥⎦ (5)

where χ (m·s/kg) is the mobility tuning parameter and set to 1 m·s/kg that is a good starting point for
current models, epf (m) is capillary width that scales with the thickness of the interface and is set to
R/20 (R is the droplet radius), and λ (N) is the mixing energy density respectively. λ and epf are related
to the surface tension coefficient, α (N/m), through the equation:

α =
2
√

2
3

λ
ep f

(6)

The parameters appearing in equations are determined by the phases. These quantities are
modeled as global variables that vary across the interface with respect to volume fraction. Therefore,
the density and dynamic viscosity in the two-phase flow are defined as:

ρ = ρ1V f 1 + ρ2V f 2 (7)

μ = μ1V f 1 + μ2V f 2 (8)

where subscript 1 and 2 represent the water phase and oil phase respectively. The volume fraction V f
of phase 1 and phase 2 is calculated as: ⎧⎪⎪⎨⎪⎪⎩ V f 1 =

1−φ
2

V f 2 =
1+φ

2

(9)

Phase 1 corresponds to the domain where ϕ = −1, and phase 2 corresponds to the domain where
ϕ = 1. The interface between the two fluids is evolved by a fixed contour of a phase field function ϕ = 0.

The surface tension force Fst is added to the Navier-Stokes equations as a body force by multiplying
the chemical potential of the system by the gradient of the phase field variable.

Fst = G∇φ (10)
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2.3. Electric Field Equations

An idealized case that the both phases (the droplet and the oil) are leaky dielectrics in a DC electric
field is considered. Therefore, the governing equation for the electric field is expressed by Maxwell’s
equation [30]:

−∇ ·
(
ε0ε
→
E
)
= 0 (11)

where ε0 (F/m) is the free space permittivity, and ε is the relative permittivity, and
→
E (V/m) is the electric

field strength, which can be expressed as the gradient of electric potential, V (V):

→
E = −∇V (12)

The relative permittivity ε can be calculated similarly to the density and viscosity:

ε = ε1V f 1 + ε2V f 2 (13)

The electric force Fe, as a source term of the Navier-Stokes equations, can be calculated by the
divergence of the Maxwell stress tensor, τM (SI unit: N/m2) [31,32]. Under the conditions of the perfect
dielectric model and incompressible fluid, the electric force per unit volume is given as:

Fe = ∇ · τM = ∇ε0ε
[→
E
→
E − 1

2
E2I

]
(14)

The electric force is along the normal direction of two-phase interface. In the case of non-uniform
electric fields, the electric force of the polarized dielectric is referred to as the DEP force.

3. Results and Discussion

The motion and deformation of droplets on the substrate surface under electric fields are mainly
affected by the inertial force, viscous force, electric field force, surface tension and substrate adhesion.
The characteristic phenomena are determined by the relative importance of the forces in the flow. It is
useful to calculate several dimensionless numbers based on the relative magnitudes of key physical
parameters before performing full time-dependent simulations, which characterize fluid behavior in
multiphase and microfluidic flows. In many cases it is not necessary to calculate dimensionless numbers
accurately, and just simply estimating its magnitude is sufficient [33]. The two-phase characteristic
flow under the electric field is mainly determined by the Reynolds number (Re), capillary number
(Ca) [34,35] and electric Bond number (BoE) [33]:

Re =
ρ1uR
μ1

(15)

Ca =
μ1u
α

(16)

BoE =
ε0εRE2

α
(17)

here the characteristic length of the two-phase flow is represented by the droplet radius, R (mm),
which can be calculated at the given droplet volume and contact angle:

R =
(
Z/(

4π
3
− π

3
(1 + cosθ)2(3− (1 + cosθ)))

) 1
3

(18)

The Re number, Ca number and BoE number are, respectively, the ratio of inertial forces to viscous
forces, viscous forces to surface tension forces and electric forces to surface tension forces. Using these
definitions, the Re number varies between about 0.9 and 1.5, which means viscous forces are sufficiently
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strong to prevent the flow from becoming turbulent; the Ca number ranges between about 0.014 and
0.024, which means the interface shape and velocity distribution are driven by the surface tension;
the BoE number varies between about 3.3 and 5.6, which means electric field force can overcome
the surface tension and change the interface shape and velocity distribution. Therefore, the above
assumptions and equations are applicable to the numerical simulation study of this paper.

In this paper, COMSOL Multiphysics 5.4 (COMSOL, Inc., Burlington, MA, USA), the multiphysical
field coupling software, is employed to perform the numerical simulations. The second-order quadratic
basic functions used for the phase-field varies, the velocity is filed, and the electric potential is recorded,
while the pressure is solved using linear basic functions. The transient solver PARDISO is adopted
with phase initialization. The time step is set to 0.01 s and 0.02 s according to the degree of the droplet
movements. The time step 0.01 s is used to calculate the droplet movement within 0 to 0.2 s, and the
time step 0.01 s is used to calculate the remaining time period. The fully coupled system is solved by
the backwards Euler method.

3.1. Deformation and Motion of the Droplet

The droplet with the condition of V+ = 15 kV, Z = 4 mm3 and θ = 150◦ is considered first,
whose angle is the demarcation contact angle between hydrophobic and superhydrophobic structures.
The time-lapse evolutions and local velocity field inside the droplet are shown in Figure 2. As can
be seen that under the effect of non-uniform electric fields, the droplet deforms to the left offset
and slides to the left side along the substrate. During the motion, the droplet offset is becoming
larger, corresponding to this is the gradually increasing advancing angle and the gradually deceasing
receding angle. The droplet finally moves to the left side, which is the direction of increasing electric
field strength.

 
Figure 2. Time-lapse evolutions of droplet morphology (V+ = 15 kV, Z = 4 mm3 and θ = 150◦).

The above phenomenon can be explained by the non-uniform DEP force of droplets under
non-uniform electric fields [36]. In the absence of electric fields, the stationary sessile droplet on
substrate surfaces maintains its spherical cap shape and forms a certain contact angle because of the
effect of interfacial tension. The droplet is polarized under the effect of electric fields: the electric dipole
moments are generated along the direction of the electric field inside the droplet, and polarization
charges are generated on both sides of droplet surface. As the electric field strength increases, the charge
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density on both sides of the droplet increases, which means the electric field force on both sides of
the droplet also increases. When electric fields are non-uniform, the electric dipole is subjected to
an uneven electric field force, so that the force on both sides of the droplet is uneven. When the
electric field force on both sides of the droplet is large enough, the droplet can be deformed against
the surface tension, and even moves against the substrate adhesion. When the polarization degree of
the droplet is higher than that of the surrounding phase, the positive DEP force occurs, resulting in
a net DEP force pointing to the direction of increasing electric field strength; by contrast, when the
polarization degree of the droplet is lower than that of the surrounding phase, the negative DEP
force occurs, resulting in a net DEP force pointing to the direction of decreasing electric field strength.
In this paper, the relative permittivity of the droplet phase (ε1 = 80) is much larger than that of the
oil phase (ε2 = 2.2), so that there is a positive DEP force acting on the droplet under non-uniform
electric fields. In addition, there is an adhesion force on the contact surface between the droplet and the
substrate, resulting in sluggish motions of the bottom surface of the droplet, thus causing droplet offset.
In summary, under the combined action of the gravity, surface tension, non-uniform DEP force and
substrate adhesion, the droplet deforms and moves to the left side, which is the direction of increasing
electric field strength.

The electric polarization degree of the droplet, represented by the norm of polarization charge,
is shown in Figure 3, in which the black line is electric field lines around the droplet. As can be seen that
the electric polarization degree and electric lines vary with the droplet motion and deformation pattern.
There is a greater polarization degree inside the droplet and electric field lines shrink in the droplet
phase. More specifically, the polarization degree of the droplet increases with time, and the polarization
degree on both sides of the droplet is different: the left is higher and the right is lower. The reason for
these phenomena is due to the fact that the droplet is more easily polarized than the oil (ε1 > ε2) and the
polarization degree increases with the increase of electric field strength. As time increases, the droplets
is closer to the pin electrode with higher electric field strength, so that the polarization degree inside
the droplet increases and the difference in the polarization degree on both sides of the droplet is more
distinct. The velocity and pressure distributions are shown in Figures 4 and 5, respectively.

Figure 3. Electric polarization and electric field lines around the droplet (V+ = 15 kV, Z = 4 mm3 and
θ = 150◦).

Figure 4. Velocity distribution around the droplet (V+ = 15 kV, Z = 4 mm3 and θ = 150◦).
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Figure 5. Pressure distribution around the droplet (V+ = 15 kV, Z = 4 mm3 and θ = 150◦).

In order to quantitatively show the effects of electric fields on the droplet motion, variations of
the droplet horizontal displacement dx (mm) and vertical displacement dy (mm) of droplet centroids
are shown in Figure 6a,b. The droplet centroid is the value of the two-dimensional coordinates x
and y of the droplet, which are calculated as

� (
x×V f 1

)
/
�

V f 1 and
� (

y×V f 1

)
/
�

V f 1, respectively.
It can be seen from Figure 6a that the droplet horizontal displacement value increases with time and
is nearly linear. The negative sign represents the horizontal displacement direction of the droplet
from the right to the left. Within 3 s, the horizontal displacement value of droplet centroids reaches
3.4106 mm. Comparing the horizontal displacement curves of droplet centroids and contact surface
centers, the former responds to the DEP force relatively quickly about 0.02 s. This means that under
the effects of non-uniform electric fields, the droplet first deforms against the surface tension, that is,
the droplet centroid begins to move first; then the droplet is driven to move against the substrate
adhesion, this is, the droplet-substrate contact surface center moves later. In addition, there is always a
difference between the droplet centroid horizontal displacement and the contact surface horizontal
displacement, indicating that the droplet is deformed. It can be seen from Figure 6b that the vertical
displacement of the droplet centroid firstly moves downward quickly under the non-uniform DEP force,
and then reverts upward due to the release of the surface tension caused by the droplet deformation.
The maximum revert displacement of the droplet is 0.0082 mm at 0.7 s. The negative sign represents
the vertical displacement direction of the droplet from the up to the down. This is because the pin
electrode is located below the droplet, so that the vertical component of the non-uniform DEP force
makes the droplet move vertically downward. After that, the vertical displacement of the droplet
centroid gradually moves downward due to the enhancement of the electric field strength as the
droplet gets closer to the pin electrode.

  
(a) (b) 

Figure 6. Variations in (a) the horizontal displacement and (b) vertical displacement (V+ = 15 kV, Z = 4
mm3 and θ = 150◦).
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In order to show the effects of electric fields on the droplet deformation, the droplet offset
displacement do (mm) is defined as the horizontal displacement difference between the contact surface
center and the droplet centroid, do = dcenter − dx. The variation of the droplet offset displacement is
shown in Figure 7. As displayed, the droplet offset displacement is sharply increased within 0.3 s.
This is due to the fact that the droplet centroid moves faster in response to the non-uniform DEP force
relative to the contact surface center. Then the increase in the droplet offset displacement becomes slow
because the motive of the contact surface center is gradually synchronized with the droplet centroid.
Finally the droplet offset displacement continues to increase almost steadily and keeps oscillating
around 0.0091 mm. In the process of a non-uniform electric field driving droplet motion, the droplet
does not maintain a constant deformation state, but the deformation relaxation occurs with a slight
oscillation phenomenon due to its own inertia. By contrast with the one-time revival phenomenon of
the vertical displacement, the oscillation phenomenon of the horizontal offset displacement exists all
the time. In summary, the non-uniform electric fields can induce positive electrophoresis motion and
deformation of the droplet.

 
Figure 7. Variations in the offset displacement (V+ = 15 kV, Z = 4 mm3 and θ = 150◦).

3.2. Effects of the Potential

It has been revealed that the electrohydrodynamic phenomenon of the droplet with the contact
angle of 150◦ under non-uniform electric fields, which the non-uniform polarization force can cause
droplets to offset deform and move along substrate surfaces. Therefore, the electric field potential
has an important impact on the droplet electro-driven deformation and motion. In this section, the
effects of different pin electrode potentials on the deformation and motion are discussed. The droplet
volume is 4 mm3 and the contact angle is maintained at 150◦. There is the same droplet radius of
0.9890 mm which is calculated according to Equation (18). The results on the droplet motion of
different pin potentials are shown in Figure 8a,b. It is observed from Figure 8a that the horizontal
displacement is increased when increasing the potential. This is because the electric field intensity and
its gradient increase with the increase in the pin electrode potential at the same pin-plate electrode
distance. According to Equation (12) and Equation (14), the non-uniform DEP force on the droplet also
increases. Therefore, the horizontal displacement is increased with increasing the potential. Moreover,
as shown in Figure 8b, there are some differences in the patterns of the droplet vertical displacement for
different potentials. The vertical displacement of the first revert of the droplet increases as the potential
increases. For the low potential, the droplet vertical motion direction can change. For example,
the droplet vertical displacement changes from negative to positive at about 0.45 s for the potential of
5 kV, and at about 0.57 s for the potential of 10 kV. But for the potentials of 15 kV and 20 kV, the droplet
vertical displacement are always negative. The smaller the potential, the lower the vertical component
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of the non-uniform DEP force, and the smaller the binding effect on the droplet. Therefore, for the
low potential, the release of the surface tension caused by the droplet deformation not only makes
the droplet revert, but also makes the droplet vertical displacement span from negative to positive.
In this paper, the vertical displacement for the low potential does not change from positive to negative.
In addition, the results on the droplet deformation of different pin potentials are shown in Figure 9.
The horizontal component of the DEP force causes the horizontal displacement of the droplet. As can
been seen, because the non-uniform DEP force increases with the increase in the pin electrode potential
at the same pin-plate electrode distance, the offset displacement is increased with the increase in the
potential. The closer the droplet moves to the pin electrode, the greater the effect of the non-uniform
DEP force, resulting in a rapid increase in droplet offset displacement, such as the droplet for the
potential of 20 kV.

 

 

(a) (b) 

Figure 8. Effects of the potential on (a) the horizontal displacement and (b) vertical displacement.

 
Figure 9. Effects of the potential on the offset displacement.

3.3. Effects of the Contact Angle

The contact angle is a measure of substrate wettability, that is, hydrophilic or hydrophobic.
Typically, the contact angle less than 90◦ is referred to as hydrophilic; the contact angle greater than 90◦
is referred to as hydrophobic; and the contact angle greater than 150◦ is referred to as superhydrophobic.
The contact angle is related to the surface tension and the substrate adhesion; thus, it can also affect the
droplet deformation motion under non-uniform electric fields. Therefore, the effect of the contact angle
is discussed in this section. The pin potential is set to 15 kV and the droplet volume is 4 mm3. According
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to Equation (18), the droplet radii are calculated as shown in Table 2. The results on the droplet motion
of different contact angles are shown in Figure 10a,b. For ease of analysis, the calculated contact angles
are divided into two categories: hydrophobic, which is 90◦ and 120◦, and superhydrophobic, which is
150◦, 160◦ and 170◦. It is observed from Figure 10a that the horizontal displacement is increased by
increasing the contact angle. The larger the contact angle, the more obvious the effect of non-uniform
electric fields, as evidenced by the gap of the horizontal displacement curve. This is because the droplet
with larger contact angles has the smaller contact area with the substrate surface, which means that the
substrate adhesion is relatively small. Under the effect of same non-uniform electric fields, the droplet
with larger contact angles are more susceptible to motion. Therefore, the horizontal displacement is
increased with increasing the contact angle. Moreover, as shown in Figure 8b, there are great differences
in the patterns of the droplet’s vertical displacement for different potentials. For the droplet with
hydrophobic contact angles, 90◦ and 120◦, the vertical displacement direction first changes at about
0.14 s and 0.21 s, respectively. The vertical displacement of the droplet with the contact angle of 90◦
changes from negative to positive after the revert. For the droplet with superhydrophobic contact
angles, 150◦, 160◦ and 170◦, the vertical displacement direction first changes at about 0.13 s, 0.15 s and
0.18 s, respectively. The droplet vertical displacement is always negative. The smaller the contact
angle, the lower the vertical component of the non-uniform DEP force, and the smaller the binding
effect on the droplet. Therefore, the vertical displacement of the droplet with the contact angle of 90◦
changes from negative to positive after the revert. The stronger vertical component of the non-uniform
DEP force results in the large revert vertical displacement and longer revert duration time, like dy (90◦)
< dy (120◦), dy (150◦) < dy (160◦) < dy (170◦). The reason why all contact angles cannot be compared
is that there is an important factor affecting the droplet motion and deformation when the contact
angle changes to cause a large change in the droplet radius, the additional pressure, Δp = 2α/R. It is
caused by the interfacial tension and toward the inside of the droplet. Among them, the radius of the
droplet with contact angles of 90◦ and 120◦ varies greatly, so that the effect of the additional pressure is
quite different from the other three. Furthermore, the results on the droplet deformation of different
contact angles are shown in Figure 11. As can been seen, the same as the comparison of the horizontal
displacement between contact angles, the offset displacement is increased with increasing the contact
angle. As mentioned above, the droplets are more susceptible to motion and deformation as the contact
angle increases under the effect of non-uniform electric fields.

Table 2. Relations between droplet contact angles and radius at the same droplet of 4 mm3.

θ (◦) 90 120 150 160 170

R (mm) 1.2407 1.0421 0.9890 0.9856 0.9848

 

 

(a) (b) 

Figure 10. Effects of the contact angle on (a) the horizontal displacement and (b) vertical displacement.
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Figure 11. Effects of the contact angle on the offset displacement.

3.4. Effects of the Droplet Volume

The droplet volumes on substrate surfaces are not all the same in practice; therefore, they can
also affect the droplet deformation and motion under non-uniform electric fields. For this reason,
the effects of the droplet volume are discussed in this section. The pin potential is set to 15 kV and
the contact angle is maintained at 150◦. The droplet radius is calculated according to Equation (18) at
different volumes as shown in Table 3. The results on the droplet motion of different droplet volumes
are shown in Figure 12a,b. It is observed from Figure 12a that the horizontal displacement is increased
as the droplet volume increases. The enhancement effect of non-uniform electric fields decreases as
the droplet volume increases, as evidenced by the gap of the horizontal displacement curve. This is
because the non-uniform DEP force is increased as the droplet volume increases, which has more
polarization charges. On the other hand, the additional pressure decreases with increasing the droplet
volume, which has larger droplet radii. At this time, the increase of the substrate adhesion due to
the increase of the droplet volume can be ignored, so that the droplet with larger volume has larger
horizontal displacement under the effect of the same electric fields. Moreover, as shown in Figure 12b,
there are some differences in the patterns of the droplet vertical displacement for different droplet
volumes. The vertical displacement of the first revert of the droplet increases as the droplet volume
increases. For the small droplet volume, the droplet vertical displacement can change from negative to
positive, such as the droplet with the volume of 2 mm3 and 3 mm3. For the droplet with the volume of
4 mm3, 5 mm3 and 6 mm3, the droplet vertical displacement are always negative. This is because the
effect of gravity decreases as the droplet volume decreases, the release of the surface tension caused
by the droplet deformation is sufficient to cause the droplet vertical displacement to change from
negative to positive. Furthermore, the results on the droplet deformation of different droplet volumes
are shown in Figure 13. As can been seen, the same as the comparison of the horizontal displacement
between droplet volumes, the offset displacement is increased with increasing the droplet volume.
As mentioned above, the droplets are more susceptible to motion and deformation as the contact angle
increases under the effect of non-uniform electric fields. As mentioned above, the droplets are more
susceptible to motion and deformation as the droplet volume increases under the effect of non-uniform
electric fields.

Table 3. Relations between droplet volumes and radius at the same contact angle of 150◦.

Z (mm3) 2 3 4 5 6

R (mm) 0.7850 0.8986 0.9890 1.0654 1.1321
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(a) (b) 

Figure 12. Effects of the droplet volume on (a) the horizontal displacement and (b) vertical displacement.

 
Figure 13. Effects of the droplet volume on the offset displacement.

4. Conclusions

In this study, the electrohydrodynamics phenomena of sessile droplets on hydrophobic surfaces
under non-uniform electric fields are simulated using the phase field method. Dynamics behaviors of
the electro-driven deformation and motion of water droplets in the oil phase are analyzed. The results
show that under the effect of non-uniform DEP force, the droplet moves along the substrate surface to
the direction of increasing electric field strength, and is accompanied with a certain deformation of
the offset displacement. More specifically, the horizontal displacement of the droplet increases with
time; and a revival phenomenon occurs in the direction of the vertical displacement; for droplet offset
displacement, it first increases sharply and then slowly rises to a relatively stable value. The slight
oscillation phenomenon in the horizontal offset of the droplet always occurs due to the deformation
relaxation and its own inertia. In addition, the effect of pin electric potentials, surface contact angles and
droplet volumes on the droplet motion and deformation are also studied and compared. The results
show that the horizontal displacement and offset displacement of the droplet increase with the increase
of pin potentials, contact angles and droplet volumes. For the vertical displacement, it is found that
during the first revert process, the release of the surface tension caused by the droplet deformation
can make the droplet with low potentials, small contact angles or small droplet volumes span from
negative to positive. On the contrary, due to the effect of the non-uniform DEP force, the vertical
displacement of the droplet with high potentials, and larger contact angles or large droplet volumes is
always negative although it reverts. The results obtained in this study will be helpful for the future
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operation encountered in the electro-driven deformation and motion of droplets on hydrophilic and
hydrophobic surfaces.
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Abstract: Bloodstream infection with Candida fungal cells remains one of the most life-threatening
complications among hospitalized patients around the world. Although most of the cases are still
due to Candida albicans, the rising incidence of infections caused by other Candida strains that may not
respond to traditional anti-fungal treatments merits the development of a method for species-specific
isolation of Candida. To this end, here we present the characterization of the dielectrophoresis
(DEP) response of Candida albicans, Candida tropicalis and Candida parapsilosis. We complement such
characterization with a study of the Candida cells morphology. The Candida strains exhibited subtle
differences in their morphology and dimensions. All the Candida strains exhibited positive DEP in
the range 10–500 kHz, although the strength of the DEP response was different for each Candida
strain at different frequencies. Only Candida tropicalis showed positive DEP at 750 kHz. The current
results show potential for manipulation and enrichment of a specific Candida strain at specific DEP
conditions towards aiding in the rapid identification of Candida strains to enable the effective and
timely treatment of Candida infections.

Keywords: characterization; dielectrophoresis; carbon electrodes; three-dimensional (3D); diagnostics;
Candidiasis

1. Introduction

Candida species are one of the most prevalent fungal pathogens in hospitals around the world. In
the United States alone, 5%–10% of hospitalized patients will acquire a nosocomial infection and 80% of
such infections are caused by Candida species [1]. As early as 1995, Candida species became recognized
as the fourth most common cause of nosocomial bloodstream infections in the United States, and most
recently reported as the 3rd most common cause of nosocomial bloodstream infections in the intensive
care unit (ICU) [2]. Concerningly, nosocomial bloodstream infections from Candida have a crude
mortality rate of 39% overall, and this figure can be as high as 47% for patients infected in the ICU [2].
More than 17 different Candida species have been identified as responsible for invasive candidiasis (IC),
an umbrella term referring to various severe diseases resulting from Candida infection [3]. While Candida
albicans remains the most frequently isolated Candida strains from infected blood [4], the incidence of
the infections caused by other species has increased significantly worldwide. For example, a survey
in European countries showed that around 50% infection was caused by Candida albicans, whereas
incidence rates were 14% for each Candida glabrata and Candida parapsilosis, 7% for Candida tropicalis
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and 2% for Candida krusei [5]. In Chile, the most frequently isolated non-albicans species was Candida
parapsilosis, followed by Candida tropicalis and Candida glabrata [6]. The emergence of non-albicans
species as pathogens is concerning because many of them do not respond to conventional anti-fungal
therapy, which are generally targeted for Candida albicans. For example, Candida tropicalis is less
susceptible to fluconazole, a common anti-fungal medication, when compared to Candida albicans [7].
Hence, with an increased incidence of infections with different Candida species, there is a need for a
method that allows for rapid identification of the Candida species, so that timely measures can be taken
towards species-specific treatment of Candida infections.

Dielectrophoresis (DEP) is a technique that offers the potential for sorting different Candida species
in a label-free fashion towards a rapid and affordable assay. DEP is a relatively simple procedure
that works by exploiting the specific response of different cells to an electric field gradient [8–12], and
has been used for the manipulation, separation, and enrichment of many bioparticles that include
bacteria and other bloodborne pathogens [13–20] including Candida albicans [21–27]. The fact that
DEP has been demonstrated in the sorting of cells featuring minor observable differences between
them [9,28–30] encourages the study of DEP to isolate specific Candida strains. However, till date,
no DEP characterization of Candida strains other than Candida albicans is available. Hence, there is
a knowledge gap preventing the wider use of DEP as a method to sort Candida strains. Methodical
characterization of the DEP response of Candida strains can enable the use of different DEP platforms
towards a more rapid way to identify the type of Candida causing an infection and an informed
approach to combat it. For example, specific Candida strains can be isolated and enriched from a dilute
sample in a timely manner in a DEP-based sample preparation protocol previous published by the
authors [8], which can increase sensitivity of common detection techniques [31].

In this work, we present the morphological characteristics and a first study on the DEP response
of three different Candida strains: Candida albicans, Candida parapsilosis, and Candida tropicalis; which
are three of the most frequently isolated Candida strains from infected samples. We used 3D carbon
microelectrode arrays to obtain the results presented here due to their improved performance over
more traditional planar electrodes [13,32,33].

2. Materials and Methods

2.1. Cell Culture and Sample Preparation

Candida albicans (ATCC 18804), Candida parapsilosis (ATCC22019), and Candida tropicalis (ATCC750)
were cultured in dynamic conditions at 37 ◦C and 215 rpm in yeast malt broth (YMB) and passed
regularly to maintain a healthy culture. To prepare the sample for DEP experiments, 100 μL of 4-day
old cell culture were mixed with 2.5 mL of an optimized DEP buffer solution composed of 8.6 wt%
sucrose, 0.3 wt% dextrose and 0.1 wt% bovine serum albumin to achieve a concentration of around
106 cells/mL. The electrical conductivity of this DEP buffer solution was 20 μS/cm. Cells were then
pelleted through centrifugation at 5000 rpm for 5 min and then resuspended into fresh DEP buffer
solution. This centrifugation and re-suspension protocol were repeated three times to ensure complete
removal of any remaining YMB culture media.

2.2. Device Fabrication

The microfluidic DEP device used in this study featured 3D carbon microelectrode arrays.
The fabrication of the carbon microelectrodes has been reported several times in our previous
work [8–12,31,34–37]. Briefly, the fabrication process included two-step photolithography of SU-8
(Gersteltec, Switzerland), a negative tone photoresist, on a Si/SiO2 substrate. The SU-8 microstructures
were carbonized at 900 ◦C in a nitrogen environment using a heating rate of 5 ◦C/min to obtain carbon
microstructures. The resultant carbon electrode array (3161 electrodes total) featured intercalated 3D
electrodes as shown in Figure 1a; each carbon microelectrode had a height of 100 μm and diameter of
50 μm while the spacing between them was around 58 μm in all directions. A thin layer of SU-8 was
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then patterned around the 3D carbon electrodes to insulate the connecting planar leads and planarize
the channel bottom. On a parallel process, a 1.8 mm-wide and 32 mm-long channel was patterned from
127 μm-thick sheet of double sided pressure sensitive adhesive, or PSA (Switchmark 212R, Flexcon,
Spencer, MA, USA), using xurography and adhered to a previously machined polycarbonate (PC)
piece. The details of this method are detailed in our previous publication [38]. The DEP chip was then
assembled by manually positioning the PC/PSA arrangement around the carbon microelectrode array,
followed by sealing using a rolling press. The cross-section of the assembly of the microfluidic device
is illustrated in Figure 1b.

 

Figure 1. Experimental set up for the characterization of DEP response of the Candida strains using 3D
carbon microelectrodes. (a) Scanning Electron Microscope (SEM) image of the 3D carbon microelectrodes.
(b) Cross section of the microchannel showing the different elements of the DEP device. The polarity
of the 3D carbon electrodes to induce the non-uniform electric field for DEP is also illustrated. The
region of interest (ROI) during experiments was immediately after the last column of the electrode
array. The ROI for (c) the control experiment (no field applied); (d) during the trapping stage when
cells displayed a strong DEP trapping behavior; and (e) immediately after turning the field off to release
any previously trapped cells. The black dots in these images are Candida cells. (f) An indicative plot of
the normalized intensity obtained after computational analysis of the ROI throughout an experiment.
The blue dashed line denotes the time when the electric field was turned off, and marks the transition
between the wash and release stages. The area under the curve in the “Release” section is identified by
the green area, which is reported here as the DEP trapping response of the cells in each experiment. At
least three experiments were conducted for each data point, i.e., a given Candida strain and frequency.
See text for further details.

2.3. Experimental Protocol

Experiments revolved around characterizing: (1) cell morphology and (2) DEP response. Few
studies are available regarding the morphological characterization of few Candida strains [39,40] and
a morphology study was performed here to better understand how the unique morphology of the
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cells from each species may contribute to a difference in their response to an electric field. To this end,
4-day cell cultures were observed under an optical microscope (Nikon Eclipse LV100, Tokyo, Japan) to
measure the dimensions of at least 30 cells per strain. Images were recorded through an Andor Zyla
CMOS camera.

The experimental set up for characterization of the DEP response of the cells at different frequencies
is illustrated in Figure 1. The experimental protocol followed can be separated into 3 stages: (1)
cell trapping, (2) washing, and (3) cell release. Of note, cell release only occurred in the frequencies
that lead to cell trapping due to positive DEP: this is when the cells were attracted to the regions of
high field gradient that are around the carbon electrodes in this work. The desired flow rate in the
experimental device was implemented using a syringe pump (FusionTouch 200, Chemyx, Stafford, TX,
USA). The electrode array was polarized as illustrated in Figure 1a using a function generator (BK
Precision 4052, Yorba Linda, CA, USA). During the first experimental stage, trapping, 20 μL of the
sample containing the cells was flowed at 10 μL/min through the electrode array polarized at specific
frequency (10 kHz–1 MHz) and magnitude of 20 Vpp. In the second stage, washing, a cell-free DEP
buffer solution was flowed with a flow rate of 10 μL/min through the still polarized electrode array
for 5 min to wash any non-trapped cells. In the last stage, release, the polarizing signal was turned
offwhile maintaining the same flow rate. This last stage lasted for 110 s. The entire experiment was
monitored through a 10× objective lens in a Nikon Eclipse LV100 microscope. However, only the
release stage and the last 10 s of the wash stage were recorded using an Andor Zyla CMOS camera
running at a frame rate of 5 frames per second. Hence, each of the video recordings used for data
analysis was 120 s, or 600 frames, long. The electric field was turned off at frame 50.

2.4. Data Analysis

Images of cell cultures were manually analyzed in the NIS Element Basic software native to the
microscope to measure the major (x) and minor axes (y) of at least 30 cells per strain. The major
and minor axes were identical for a perfect circle. The average values and standard deviation for all
measurement were calculated using built-in mathematical functions in Microsoft Excel.

The videos obtained during DEP experiments were analyzed with ImageJ (National Institutes of
Health, Bethesda, MD, USA) to plot the average pixel intensity at a region of interest (ROI), with area
830 μm × 700 μm and established immediately after the electrode array, throughout each experiment
done for a particular cell strain and frequency of interest (Figure 1c–e). The analysis was designed
such that a difference in the intensity of the ROI before and after turning the field off can be directly
correlated to the strength of the trapping DEP force acting on a given sample at that specific frequency.
To this end, the average intensity in the ROI was measured for a total of 600 frames, where frames 1–50
were for the frames recorded before turning the field off and frame 51–600 were recorded after the field
was turned off. In order to properly isolate the DEP response from each experiment, all the intensity
values after turning the field off were normalized against the average intensity before the field was off.
These normalized values were then plotted using Origin Pro software (OriginPro 2016, Northampton,
MA, USA). An example of such plot is shown in Figure 1f for an experiment that exhibited cell trapping
and release. The larger the curve would denote a larger number of cells trapped, and released, and
thus a stronger DEP trapping response. No DEP trapping resulted in no curve, i.e., a flat line after
turning the field off. Here, we report the area under the curve in frames 51–600 to represent the DEP
trapping response of the Candida strains.

3. Results

3.1. Morphology of the Candida Strains

Candida albicans (Figure 2a) displayed an average spherical morphology, which means the major
axis diameter (x) of Candida albicans is identical to the minor axis diameter (y). Candida albicans
featured an average diameter of x = y = 5.12 ± 0.75 μm, as depicted in Figure 2d. In addition to their
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largely spherical morphology, Candida albicans were commonly found in their budding phase of
reproduction offering an alternate morphology of two or more attached spheres, as indicated by the
dashed circles in Figure 2a. Such morphologies of the Candida albicans cells are in agreement with
previous reports [39,40].

 

Figure 2. Morphology of (a) Candida albicans, (b) Candida tropicalis, and (c) Candida parapsilosis.
The dashed circles indicate the budding behavior of the cells. (d) Plot of the major (x) vs minor diameter
(y) of the different Candida strains. The diameters in the major and minor axes of a cell are illustrated
in the inset. For a spherical cell, x is identical to y as denoted by the red dashed line. Each data point
represents the average from at least 30 cells for each strain. The error bar represents the standard
deviation from all measurements.

Candida tropicalis exhibited multiple morphologies. The first was a spherical morphology similar
to that of Candida albicans but with larger diameter of x = y = 5.98 ± 0.75 μm, which is consistent
with previous findings by other authors [39]. As in the case for Candida albicans, Candida tropicalis
also displayed spherical morphology in its budding phase of reproduction. The second shape is
referred to as pseudohyphae [39,41,42] and resulted when cells began to bud but instead of separating
the membranes of the cell merged to become one elongated cell. This happened multiple times in
our observations, leading the pseudohyphae to have elongated ellipsoidal morphology and even
beginning to resemble a tree when multiple branches of elongated ellipsoids formed. The length of the
pseudohyphae ranged from 7 μm to 27 μm with an average width of 1.89 ± 0.4 μm as seen in Figure 2b.

Candida parapsilosis shown in Figure 2c displayed an ellipsoidal morphology. The diameters
of each of the two axes were found to be x = 6.29 ± 0.83 μm and y = 3.8 ± 0.84 μm, and these values
are in the range of the dimensions reported elsewhere for this strain [39]. Although less frequent
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than in Candida albicans, Candida parapsilosis was also found in its budding stage but with a featuring
morphology that resembled two or more attached ellipsoids instead of spheres.

3.2. Trap, Wash and Release of Candida Cells

We were able to trap, wash and release different Candida strains at will. Upon applying the electric
field at specific frequencies, the Candida cells experienced positiveDEP force and got trapped in the
regions of high field gradient around the carbon microelectrodes (Figure 3). Our DEP device has
a capacity of trapping around 4000 cells as previously reported [8]. In our DEP experiments, the
microchannel was loaded with an experimental sample featuring a cell concentration of 106 cells/mL,
which translates to a total number of cells ~7000 present in the microchannel to start with. Hence,
upon applying the electric field, our device could trap the Candida cells to its capacity, and the wash
protocol ensured carrying away the untrapped cells, enabling purification of the trapped cells. Due
to the cell trapping, no cells were seen in the flow in the recording area at the end of the electrode
array before the cell release (Figure 1d). Upon turning off the electric field, the trapped cells on the
electrodes were eluted through the recording area (Figure 1e). Of note, a small number of cells was
observed to be non-specifically adhered to the electrodes after turning off the polarizing signal. The
number of such cells was significantly smaller than those released. Furthermore, this non-specific
adhesion was observed for all strains studied in this work. Hence, the effect of such adhesion on the
characterization of the DEP response for the different strains, and the differences between them, was
deemed not significant. This non-specific adhesion may be detrimental to future assays where the
recovery of targeted cells would be required but this out of the scope of the work presented here.

 

Figure 3. Examples of trapping of (a) Candida albicans, (b) Candida tropicalis, and (c) Candida
parapsilosis cells on the carbon microelectrodes (the dark circles and connecting lines) due to positive
dielectrophoresis. These specific examples are when the frequency of the applied electric field is
100 kHz. Note that for Candida tropicalis, few short length pseudohyphae cells were also trapped and
indicated with the red dotted ellipse in (b).

3.3. DEP Response of the Candida Strains

The DEP trapping response for the different Candida species characterized in this work is plotted
in Figure 4. Candida albicans and Candida parapsilosis exhibited a trapping DEP response in the frequency
range 10–500 kHz. Candida tropicalis also showed a trapping positive DEP response at 750 kHz. No
positive DEP was observed beyond 750 kHz for any of the Candida strains. Although all the three
strains showed positive DEP response in the range 10–500 kHz, the strength of the DEP response was
different for each strain. The highest DEP trapping response for Candida tropicalis and Candida albicans
was at 50 kHz, whereas Candida parapsilosis showed the peak DEP response at 100 kHz. Candida albicans
exhibited relatively weak DEP trapping compared to the other two strains of Candida in the frequency
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range 50–500 kHz. However, at 10 kHz, the positive DEP response was strongest for Candida albicans
among the three Candida strains.

 

Figure 4. The DEP trapping response of Candida albicans, Candida tropicalis, and Candida parapsilosis at
frequencies ranging from 10 kHz to 1 MHz. At least three experiments were carried out for each data
point, bars denote the average values while the bars represent standard deviation. The upward arrow
indicates that the higher value represents higher cell trapping due to DEP.

4. Discussion

The Candida strains studied here showed subtle differences in cell morphologies. Figure 2d
shows how the cells dimensions overlap for all the strains, making it difficult to sort Candida strains
solely based on their sizes. The dimensional overlap is more prevalent when comparing Candida
albicans and Candida tropicalis. Moreover, both Candida albicans and Candida tropicalis exhibited spherical
morphology, further complicating differentiation based on shape. Although pseudohyphae forms of
Candida tropicalis exhibits different shape than the spherical cells, Candida albicans is also known to
transform to hyphal state during infectious process [43–45] and this must be taken into account even
when we did not observe hyphal forms in our handling of C. albicans. Although size and shape are not
enough for cell separation, these can be complemented with the DEP response of specific strains.

All the Candida strains exhibited positive DEP response in the frequency range 10–500 kHz.
However, Candida tropicalis and Candida parapsilosis consistently exhibited higher positive DEP response
than Candida albicans in the frequency range 50–250 kHz. Such behavior might be a result of the budding
behavior of Candida albicans. Candida albicans were more commonly found in their budding stage as a
group of multiple attached spheres. The drag force created by a conglomeration of attached spherical
entities would have a higher magnitude than the drag force of a smaller spherical entity [46]. If the
drag force becomes larger than the DEP force created from the electrical field gradient, the cells would
not attract to the electrodes [30]. However, at 10 kHz, different DEP behavior was observed, where
Candida albicans exhibited strongest DEP response. Our hypothesis is that different Candida strains
might feature different cell membrane potential, which resulted in different behaviors in different
frequency range. However, the cell membrane potentials for Candida strains are unknown at present.
A separate, more extensive study to determine the cell membrane potential of these Candida strains is
ongoing and will be reported in a future work.

Candida tropicalis shows both spherical and pseudohyphae morphology in the media studied here
as shown in Figure 2b. However, mostly spherical Candida tropicalis cells were observed on the carbon
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microelectrodes during trapping (Figure 3b). A small amount of short ranged pseudohyphae cells
with length ranging from 7 μm to 12 μm were also trapped on the carbon electrodes. No long range
pseudohyphae cells were trapped on the carbon microelectrodes. We speculate that as the Candida
tropicalis cells transforms to pseudohyphae cells, the cell membrane potential might also change. The
difference in the cell membrane potential of the spherical and pseudohyphae cells might be in direct
proportion of the length of the pseudohyphae cells. For example, the short pseudohyphae cells might
feature a cell membrane potential close to that of the spherical cells. This may lead to trapping of short
length pseudohyphae cells in the current DEP conditions along with the spherical cells, whereas the
long pseudohyphae cells did not experience any positive DEP force and flow with media during the
washing step.

The current results indicate a potential for DEP to be utilized to distinguish between different
types of Candida strains from an already purified blood sample and help diagnose the specific strain
causing disease. One of the important results in this direction is that Candida tropicalis was the only
Candida strain to show a positive response at 750 kHz. In terms of strain identification, a sample could
be subjected to an electric field with frequency of 750 kHz to only trap C. tropicalis while eluting Candida
albicans and Candida parapsilosis. Further separation between C. albicans and C. parapsilosis could be
done in a second stage, i.e., polarized at 10 kHz to emphasize trapping of C. albicans, in a multi-stage
carbon-electrode DEP device as previously reported [47]. Furthermore, each Candida strain exhibited
a difference in the strength of the positive DEP response, which can be also utilized for diagnosis
purposes. This characteristic could be used in multiple ways. One potential method would be to
tailor the strength of the electric field within the DEP device to be strong enough to attract one type of
cell, but too weak to trap another Candida strains allowing these Candida strains to be eliminated as
the cause of infection. The trap and wash protocol demonstrated here can be used to enrich desired
Candida cells in a small sample volume for further analysis. Using the current DEP set up, it is possible
to enrich a cell sample up to 150 folds within a few hours as we previously reported [8]. This rich
enrichment can lead to a timely detection of the Candida cells by enabling concentrated and purified
samples to improve the sensitivity of common detection protocols such as PCR [31]. Another approach
might be using streaming DEP for rapid cell sorting, where cells are focused into specific streams of
elution instead of trapping cells on the electrodes. Streaming DEP can enable focusing of different
Candida cells into different streams utilizing the different strength of DEP on the different Candida
strains [11,30]. The streams can be collected separately at the outlet of the microfluidic system and
used for cell detection. Such timely detection of the Candida cells can enable timely initiation of medical
treatment specific to the responsible Candida strains.

It should be noted that the value of DEP in a practical solution for rapid diagnosis of Candida
infection is envisioned to be the isolation of different strains of Candida from each other, but not
directly from blood. A multi-stage protocol is preferred when attempting to isolate potential targets
of interest from a blood sample in clinical diagnostics. For example, centrifugation can enable a first
rapid coarse separation of serum, buffy coat and red blood cells (RBC) [48], with the Candida cells
expected to be in the buffy coat [49]. Buffer exchange protocols common in clinical diagnostics can
then be implemented to re-suspend the cellular content of the buffy coat in a buffer optimized for
DEP and any other downstream processing. Further stages in the process can include size exclusion
to further isolate Candida cells from other blood cells until only particles that may resemble Candida
are present in the sample. At this stage, a DEP assay for fine separation could be used to perform
isolation and purification of specific strains to increase the performance of detection assays such as
PCR as detailed above. If necessary, the DEP properties of blood cells with similar sizes than Candida
have been characterized [9,50,51] and such knowledge could be used to aid in their separation. Such
a multi-stage process can be readily implemented in a clinical setting. However, the details of such
integrated assay are out of the scope of this paper. Of note, the integration of DEP with centrifugal
microfluidics towards enabling such integrated assay has been reported by one of us [13,35].
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5. Conclusions

The characterization of the morphology and DEP response of three frequently isolated Candida
strains from infected samples: Candida albicans, Candida tropicalis, and Candida parapsilosis was presented
here. The studied Candida strains only exhibited subtle differences in morphology that makes direct
observation an incomplete method to sort them. 3D carbon electrode DEP was implemented for
characterizing the DEP response of the Candida cells. All three Candida strains showed a strong positive
DEP response in the frequency range 10–500 kHz. However, positive DEP at 750 kHz was only
observed for Candida tropicalis. Furthermore, the Candida strains exhibited the positive DEP at different
strength. Candida tropicalis and Candida parapsilosis showed relative high DEP response than Candida
albicans in the frequency range 50–250 kHz, whereas at 10 kHz, the DEP response was strongest for
Candida albicans. Together, the morphological and DEP differences among the different strains could
provide a framework to enable sorting different strains.

This is to the best of our knowledge the first study reporting the DEP responses of different Candida
strains. The current results show promise towards using DEP as a tool to enable separation of different
Candida species. Ongoing work focuses on characterizing the membrane capacitance of the strains
presented here and expanding this study to other relevant strains such as Candida glabrata and Candida
krusei. The results presented here indicate that one can potentially manipulate and enrich a specific
Candida strain at specific DEP conditions and encourages further work towards rapid identification to
the enable effective and timely treatment of candidiasis.
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Abstract: Bacterial viruses or phages have great potential in the medical and agricultural fields
as alternatives to antibiotics to control nuisance populations of pathogenic bacteria. However,
current analysis and purification protocols for phages tend to be resource intensive and have
numbers of limitations, such as impacting phage viability. The present study explores the potential
of employing the electrokinetic technique of insulator-based dielectrophoresis (iDEP) for virus
assessment, separation and enrichment. In particular, the application of the parameter “trapping
value” (Tv) is explored as a standardized iDEP signature for each phage species. The present
study includes mathematical modeling with COMSOL Multiphysics and extensive experimentation.
Three related, but genetically and structurally distinct, phages were studied: Salmonella enterica phage
SPN3US, Pseudomonas aeruginosa phage φKZ and P. chlororaphis phage 201φ2-1. This is the first
iDEP study on bacteriophages with large and complex virions and the results illustrate their virions
can be successfully enriched with iDEP systems and still retain infectivity. In addition, our results
indicate that characterization of the negative dielectrophoretic response of a phage in terms of Tv
could be used for predicting individual virus behavior in iDEP systems. The findings reported here
can contribute to the establishment of protocols to analyze, purify and/or enrich samples of known
and unknown phages.

Keywords: bacteriophage; dielectrophoresis; electric field; electrophoresis; electrokinetics; virus

1. Introduction

Bacteriophages, estimated to have a total population of 1031, are possibly the most abundant and
genetically diverse biological entities on earth [1,2]. Over the past decade, there has been an increase
in observations of antibiotic resistance leading to the need for alternative treatments for bacterial
infections. Phage therapy possesses great potential to control multi-drug resistant organisms, such as
in the medical and agricultural fields [2]. To employ phages safely for such purposes it is important
to have an in-depth knowledge of a representative for each phage group. Our research focuses on
understanding the biology of unusually large, so-called “giant” phages, with >200 kb dsDNA genomes,
such as Salmonella enterica phage SPN3US (240 kb). Increasing numbers of phages that share a core set
of genes with SPN3US have recently been isolated, most for the goal of using them for phage therapy
purposes. Despite their obvious potential for biocontrol applications, in reality little is known about
the biology of these phages. For instance, the virions of giant phages related to SPN3US are comprised
of many (>70) different proteins ranging in copy numbers from just a few to 1560 copies per virion,
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a large proportion of which (~80%) have no known specific function. These characteristics have led us
to conduct genetic studies on SPN3US as a model for related “giant” phages.

To conduct characterization studies on SPN3US, or any phage, requires the use of techniques to
purify and enrich particles from a non-homogenous sample containing bacterial cells, cellular debris,
and virions, as illustrated in Figure 1. Traditional bacteriophage purification methods, developed for
model phages, such as T4 and T7, have numbers of limitations, including being time and labor intensive
and often involving a complex series of steps (e.g., CsCl gradient ultracentrifugation) [3]. However,
due to the great variability in virion composition between different phages, traditional procedures are
frequently not suitable for the purification of many of the newer “environmental” phages, damaging
their virions and causing loss of viability. For instance, CsCl gradient purification causes the virions of
Bacillus virus, phageG to completely disintegrate, and those of B. thuringiensis phage 0305φ8-36 to lose
infectivity by several orders of magnitude [4]. Similarly, even environmental phages that are related
to model phages, such as T4, can respond very differently to the protocols employed for the model
phage (e.g., [5]). To further complicate matters, standard purification protocols often do not completely
remove all bacterial debris, such as cell wall proteins and endotoxins, which can impede downstream
analyses (e.g., mass spectrometry) and represents a major problem for therapeutic preparations of
phages [6,7]. Given these limitations of traditional phage purification techniques, alternative separation
and enrichment processes are being explored [6–8].

 

Figure 1. Transmission electron microscopy (TEM) of SPN3US-infected Salmonella and purified SPN3US.
(A) Negatively stained thin section showing two Salmonella cells in the process of being lysed at the
end of infection by SPN3US. Regions of the cell walls undergoing rupture due to phage enzymes are
indicated with black arrowheads. Particles of SPN3US progeny are indicated with white arrowheads.
Note the extensive amount of cell debris in the sample. (B) Negatively stained image of a single SPN3US
virion from a preparation that has undergone purification via CsCl gradient ultracentrifugation to
remove cellular debris from the sample. SPN3US virions consist of a head (which contains the dsDNA
genome) and tail which ends in a complex baseplate that attaches to a Salmonella cell to initiate infection.

Microfluidics has revolutionized the manner in which many bioanalytical assessments are
performed. It has opened the doors to perform high resolution and sensitivity purification assays [9].
Electrokinetics (EK), electric field-driven techniques, is one of the main pillars of microfluidics due to
its great flexibility and simplicity of application. Dielectrophoresis (DEP) has proven to be a robust
platform for the separation, sorting and enrichment of a wide array of biological particles ranging
from macromolecules to parasites [10–14]. Dielectrophoresis is the migration of particles under the
influence of a non-uniform electric field. Unlike electrophoresis (EP), DEP exploits particle polarization
effects, not the electrical charge, leading to a greater flexibility since it works with both DC and AC
electric potentials [15]. Insulator-based DEP (iDEP) is a technique where non-uniform electric fields
are produced employing insulating structures, usually embedded in a microchannel, creating a truly
3-dimensional dielectrophoretic effect [16]. Is it important to note that iDEP systems can suffer from
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electrolysis and Joule heating effects [17] due to the requirement of high voltages. Therefore, operating
conditions need to be carefully selected.

Microorganisms have been extensively studied in dielectrophoretic-based systems, including both
electrode-based DEP (eDEP) and iDEP systems [18]. A challenge in the dielectrophoretic manipulation
of viral particles is the inherently small size as larger applied electric potentials are required to generate
sufficient dielectrophoretic forces [19]. Some of the first studies were focused on the assessment of
viruses that are pathogenic to humans. In 1996 the Furh research group demonstrated the enrichment
and stable trapping of influenza and Sendai viruses in an eDEP system with two sets of planar electrodes
that allowed for the creation of 3D field cages [20,21]. This work was later extended by Grom et al.
demonstrating the ability to transport and accumulate hepatitis A virus in a field cage consisting of
eight microelectrodes. [19]. Hughes et al. reported a series of studies on the characterization of herpes
simplex virus with DEP [22–24]. Akin et al. reported an iDEP system with an interdigitated electrode
array for real-time trapping and imaging of vaccinia virus [25]. Masuda et al. presented a 3-dimensional
iDEP system that allowed the filtration and selective transportation of a single influenza to promote
single-virus cell infection [8]. Prakash et al. employed a droplet-based system for the detection of
influenza viruses using PCR; illustrating the potential of DEP for diagnostics [26]. Ding et al. utilized
gradient iDEP to concentrate Sindbis virus to increase the concentration of the virus from two to six
times within the channel using voltages as low as 70 V [12]. Other recent reports have focused on the
development of sensors. Singh et al. created a sensor for influenza virus employing carbon nanotubes
that were electrodeposited by means of DEP [27]. Madiyar et al. reported the capture and detection of
vaccinia virus with DEP by using carbon nanoelectrode arrays [28]. Some earlier studies involved plant
viruses. Morgan and Green demonstrated the first application of eDEP for the manipulation of tobacco
mosaic virus (TMV) using AC electric fields [29]. Ermolina et al. characterized the dielectric properties
of cow pea mosaic virus and TMV in a system with castellated electrodes [30,31]. Lapizco-Encinas
reported the enrichment of TMV in an iDEP system with cylindrical insulating posts [32].

In contrast to human and plant viruses, there have been few studies on the suitability of DEP
for phage enrichment. Sonnenberg et al developed an eDEP system for the isolation detection of
T7 bacteriophage from whole blood [33], illustrating the potential of DEP for clinical applications.
Madiyar et al. demonstrated single virus and large ensemble trapping of T4r and T1 bacteriophages
from a dilute solution under conditions with a nanoelectrode array made of carbon nanofibers [34].

The contributions mentioned above are excellent examples of some of the latest advancements
in the dielectrophoretic manipulation of viral particles. However, it is evident that systems capable
of purifying newer “environmental” phages, including giant phages, are still an unexplored area.
Similarly, unexplored are systems capable of handling a larger throughput containing several viral
species which would be of potential value in phage therapy as typically cocktails or mixtures of different
types of phages are employed. In this contribution, we present the first report on the assessment and
enrichment of Salmonella phage SPN3US, and for comparison purposes, two related giant Pseudomonas
phages: φKZ and 201φ2-1, in two distinct iDEP systems. In particular, the application of the parameter
“trapping value” (Tv) is explored as a standardized iDEP signature for each virus species. This work
includes mathematical modeling with COMSOL Multiphysics®(version 4.4, COMSOL Inc., Stockholm,
Sweden) and experimentation with iDEP devices containing an array of circular or oval-shaped
insulating posts. For model information, please see the supplementary material. The dielectrophoretic
trapping of viral particles under the influence of DC electric potentials was fully characterized in order
to discern the specific trapping conditions (“sufficient” trapping) for each one of the distinct viral
species. All viruses in this study exhibited negative dielectrophoretic behavior. The results illustrating
virus trapping and enriching allowed the identification of the specific Trapping value (Tv, Equation (3))
for each type of phage [35,36]. This is the first iDEP study on large bacteriophages and these findings
could be used for the design of new iDEP systems aimed to separate and enrich samples of both known
and unknown phages.
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2. Theory

Particles can exhibit either positive or negative DEP, depending on their relative polarizability with
respect to the suspending media [37]. Positive DEP (pDEP) occurs when the particle is more polarizable
than the medium, resulting in particle attraction to the regions with higher electric field gradient.
Negative DEP (nDEP) is the opposite effect. In our iDEP channels (Figure 2A,B), the constrictions
between posts are the areas of high field gradients. Under nDEP, all virus species in this study could be
trapped in the constriction regions. In iDEP systems particles are captured when the effects of DEP and
linear EK forces, which are opposite, are balanced [38]. For a particle to become trapped the following
condition has been identified [39,40]:

μDEP∇E2 ·→E
μEK E·→E

≤ −1, (1)

Separating the above expression into system-dependent and particle-dependent parameters:

∇E2 ·→E
E2 ≤ − μEK

μDEP
, (2)

where the left-hand side of the equation is the Trapping value which is independent of particle

properties, as it only depends on the electric field magnitude (
→
E) and gradient of the electric field

squared (∇E2). This parameter, identified by the Casals-Terré [35] and Hayes [36] groups, characterizes
the condition required to trap a specific type of particle:

Tv =
∇E2 ·→E

E2 . (3)

 

Figure 2. Schematic representation of one insulator-based dielectrophoresis (iDEP) channel employed
in this study. (A) Top view of a full channel for design Circle-200-220. (B) 3D representation of the
channel. For the two designs analyzed in this study, an illustration of four insulating posts with
dimensions is included: (C) Circle-200-220, (D) Oval-200-220&80-170. Design names illustrate post size
and post spacing.

3. Materials and Methods

3.1. Microdevices, Viral Samples and Suspending Medium

Experiments were conducted in two distinct microchannel designs made from PDMS
employing standard soft lithography techniques; microfabrication information is included here [40].
The microchannels were 10.16 mm long, 40 μm deep and 880 μm wide, specific post dimensions
are included in Figure 2C,D. This study employed high titer stocks (1010–1012 pfu (plaque-forming
units)/mL) of three related viruses: Salmonella Typhimurium phage SPN3US [41], Pseudomonas aeruginosa
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phage φKZ [42] and P. chlororaphis phage 201φ2-1 [43]. These phage stocks underwent a low speed
clarification spin (~8000 g, 10 min, 4 ◦C) to remove large bacterial debris. All virus samples were
fluorescently labeled as follows: 1 mL of a phage stock was spun down at 13,000 rpm for 10 min,
after discarding the supernatant the pellet was resuspended in 0.5 mL of distilled water. Then, 2 μL
of SYTO 11 dye (Invitrogen, Carlsbad, CA, USA) was added to the sample and incubated for 20 min.
After removing the excess dye, the sample was resuspended in 0.5 mL of the suspending medium.
The suspending medium was sterilized deionized water with a conductivity of 14 μS/cm and a pH of
7.07; under these conditions the zeta potential of the PDMS channel was approximately −108.57 mV.

Phage samples were assayed for viability via plaque assays in triplicate using the standard double
overlay technique using LB agar bottom plates and overlays made from LB broth and 0.34% agar.
Briefly, each phage sample underwent a 10-fold dilution series in SM buffer and these were spotted
onto overlays made containing 100 μL of a fresh overnight culture of the appropriate bacterial strain.
Plaques were enumerated after overnight incubation at 30 ◦C.

3.2. Equipment and Experimental Procedure

Phage response was observed and recorded as videos with a Leica DMi8 inverted microscope
(Wetzlar, Germany). Direct current (DC) electric potentials were applied with a high voltage supply
(Model HVS6000D, LabSmith, Livermore, CA, USA). COMSOL Multiphysics®4.4 was used to predict
the magnitude of the trapping value (Tv, Equation (3)). Each experiment started with a clean channel
to which a 5–10 μL sample of the corresponding labeled virus was added, followed by the application
of DC electric potentials. For the purpose of this study, a “sufficient” trapping voltage was determined
as the required voltage to obtain a visually observable band or cluster of trapped viral particles.

4. Results and Discussion

4.1. Experimental Characterization of the Dielectrophoretic Trapping of Phage Virions

A series of experiments were carried out to characterize the required voltage to trap and enrich
each type of phages in both iDEP devices with nDEP. After a sample of the fluorescently labelled
virus was introduced into the channel, the applied voltage was manually increased until “sufficient”
trapping of the viral species was observed. Each experiment was repeated at least five times to
ensure reproducibility, a summary of these results is included in Table S1 (supplementary material).
Figure 3A,C illustrate images of the trapping of all three phage species in the circle-shaped iDEP
channel at applied potentials between 1100 and 1200 V. Lower voltages, in the range of 750–800 V,
were required with the oval-shaped posts, as depicted in Figure 3D,F. Figure 3G shows a plot of
the required trapping voltage necessary to achieve “sufficient” trapping. As expected, for all viral
species, the required voltages are lower with the oval-shaped posts, since narrower posts generate
higher electric field gradients (∇E2), producing greater dielectrophoretic forces [40]. The characteristic
trapping voltage and Tv for each viral species is a strong function of the size, shape and polarizability
of the viral species. As demonstrated by Hughes et al. [44] the total conductivity of a particle depends
on the conductivity of the bulk material, and the individual conductances of the compact and diffuse
layers of the electrical double layer (EDL). This group successfully extended this analysis with the
dielectrophoretic characterization of simplex virus-1 capsids [45]. In a later contribution, Ermolina et
al. [30] illustrated that surface conductance, which is directly related to polarizability, is a dominant
parameter in the EP response of submicron particles, such as viruses.

4.2. Modeling Predictions for the Trapping of Phage Virus

The trapping value (Tv), which characterizes the conditions required to trap a specific type of
particle [35,36], was determined using COMSOL Multiphysics®software (Table S1). The geometries of
interest were imported into COMSOL along with trapping voltage (Figure 3G) associated for each

species in order to predict the parameters ∇E2,
→
E and E2. These values were estimated across a cutline
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located at the centerline of one constriction between two posts. Images depicting the cutlines used in
these estimations are illustrated in Figure S1.

 
Figure 3. Results of the dielectrophoretic trapping of all three phages. Circle-shaped posts: (A) SPN3US
at 1200 V, (B) φKZ at 1100 V and (C) 201φ2-1 at 1100 V. Oval-shaped posts: (D) SPN3US at 800 V,
(E) φKZ at 750 V and (F) 201φ2-1 at 750 V. (G) Experimental characterization of the trapping voltage,
and (H) Estimation of the trapping value (Tv) in both iDEP channel designs for the three types of
bacteriophages in this study. Table S1 in the Supplementary Material includes a summary of the
trapping voltage and Tv estimations.

As defined by Casals-Terré [35] and Hayes [36] groups, the Tv parameter normalizes the required
conditions for trapping a specific type of particles for any type of iDEP design. The results in Figure 3H
confirm the applicability of Tv. It can be observed for each one of the three viral species that the
Tv values for both iDEP designs are quite similar, a finding which is consistent with our previous
analyses that each of these three phages has a large virion composed of mostly homologous proteins
and very similar dimensions [46]. Notably, the trapping voltage (Figure 3G) for each phage was
unique, which indicates that if, in future studies, the separation of a mixture of similarly related
viruses was required, we should focus on the trapping voltages, not the trapping values. In addition,
our results indicate that devices with wider posts might be more suitable for such separation purposes
(i.e., wider posts (circles) produced trapping voltages with a larger distribution between the three
virus species than obtained with narrow posts (ovals)). Furthermore, these findings open the exciting
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possibility of using Tv for the designing of iDEP devices with distinct post geometries; and also for
predicting the trapping conditions of different types of particles (from viruses to cells) in a given
iDEP device. Consequently, these findings will be relevant for future studies on mixtures of phages,
even those including related phages, as found in phage therapy cocktails.

4.3. Viability Assessments after Dielectrophoretic Trapping

To evaluate the potential of iDEP for bacteriophage purification and enrichment, the phage
samples were assessed for viability after exposing them to high voltages. To do this, the stained input
samples that had been previously fluorescently stained for the trapping voltage experiments were
run on a circle post design in triplicates, and exposed to the following sequence of voltages: 400 V
for 30 s, 800 V for 20 s and 400 V for 10 s. The voltages were chosen to represent the experimental
conditions with an initial voltage to move the sample to the post array, followed by a trapping voltage
and a release voltage to move the sample to the outlet reservoir prior to extraction. While some sample
did reach the outlet reservoir without experiencing the total magnitude of the electric field gradient
within the constrictions at 800 V, all viruses retrieved were still exposed to high voltages for at least one
minute. Upon extraction of the samples from their respective channels, the samples of each phage were
plated on their respective bacterial host. The clearings in the bacterial lawns observed in Figure 4A
represent bacterial cell lysis generated by the presence of viable bacteriophages. Remarkably, the two
Pseudomonas phages, φKZ and 201φ2-1, had titers in the high range after trapping (Figure 4B, Table S2),
a finding which supports that iDEP can indeed be used as a purification technique and not only as
an analytical tool for bacteriophages.

 

Figure 4. Qualitative viability assessments for all three phages studied here. (A) Three samples of
phages SPN3US, φKZ and 201φ2-1 that had been fluorescently labelled and treated were spotted onto
the lawns of their respective bacterial hosts in three replicate experiments. Volumes of phage spotted
are indicated at the bottom of the image. (B) Enumeration of viable particles (plaque-forming units,
pfu) of the samples in (A) for phages SPN3US, φKZ and 201φ2-1, with the exception of SPN3US sample
1 which was not able to be titered.
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The titers of SPN3US after iDEP were more variable despite comparable trapping magnitudes of
its virions in the iDEP channels relative to φKZ and 201φ2-1 (Figure 4). Potential causes for the SPN3US
titer variability include that certain parts of its virion may be more susceptible to damage during
trapping after virions have been treated with SYTO 11 than similar structures in φKZ and 201φ2-1.
This seems highly likely as our analyses indicate that each phage has a reduced viability immediately
after SYTO 11 treatment (Table S3). It is also feasible that some of the variation in the viability of
the SPN3US sample extracted from iDEP may have been the consequence of variation within the
channel to the outlet reservoir. Potential future research directions could focus on increasing the yield
of enriched phages, and quantification of iDEP relative to existing phage purification techniques with
regard the amount of bacterial contaminants removed.

5. Conclusions

Presented here is the assessment of three phages: SPN3US, φKZ and 201φ2-1 in two distinct
iDEP devices, one with circle-shaped and one with oval-shaped insulator posts. Experimental work
demonstrated the successful trapping of all three phage species, where the voltage requirement to
achieve trapping of virions was lower in devices with circular insulating posts, since these produce
lower dielectrophoretic forces than the oval-shaped posts. A mathematical model created with
COMSOL was then employed to estimate the trapping value (Tv) for each phage type. This parameter,
as identified by other research groups, normalizes the required conditions, in terms of electric field
and electric field gradient, for trapping a specific type of particle. The results demonstrated that the
Tv for a specific species is reasonably constant within the two distinct designs studied here, opening
the exciting possibility of using Tv for the designing of iDEP devices targeting specific viral species,
and also for predicting the required voltage for trapping a specific type of particle, including viruses,
in distinct iDEP devices. In addition, these findings suggest that iDEP has potential for analyses of
mixtures of phages, even those including related phages, such as found in phage therapy cocktails.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/7/450/s1.
Figure S1: Representation of the cutline employed in COMSOL for the determination of Tv. Table S1: Comparison
between trapping voltages and Tv of SPN3US, φKZ, and 201φ2-1 in the circle and oval post channel designs.
Table S2: Enumeration of viable particles of phages SPN3US, φKZ, and 201φ2-1 after trapping in the circle designs.
Table S3: Enumeration of viable particles of phages SPN3US, φKZ, and 201φ2-1 before and immediately after
staining with SYTO 11.
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Abstract: Particle separation is important in chemical and biomedical analysis. Among all particle
separation approaches, microstructure filtration which based particles size difference has turned into
one of the most commonly methods. By controlling the movement of particles, dielectrophoresis
has also been widely adopted in particle separation. This work presents a microfluidic device which
combines the advantages of microfilters and dielectrophoresis to separate micro-particles and cells.
A three-dimensional (3D) model was developed to calculate the distributions of the electric field
gradient at the two filter stages. Polystyrene particles with three different sizes were separated
by micropillar array structure by applying a 35-Vpp AC voltage at 10 KHz. The blocked particles
were pushed off the filters under the negative dielectrophoretic force and drag force. A mixture of
Haematococcus pluvialis cells and Bracteacoccus engadinensis cells with different sizes were also
successfully separated by this device, which proved that the device can separate both biological
samples and polystyrene particles.

Keywords: Microfilter; Dielectrophoresis; Particle separation, micropillar

1. Introduction

Microfluidic technology involves the control and manipulation of small amount of fluid confined
in micron-sized geometry [1,2]. Microfluidic operations have many advantages, including faster
analyses, minimum consumption of samples and reagents, shorter reaction times, and high-throughput
screenings [3]. Moreover, miniaturization makes it possible to develop portable devices, which means
that miniaturized laboratory equipment can be taken where it is needed. The influence of microfluidic
technology in the academic community has rapidly increased over the last ten years because it has a
number of potential applications in such areas as biological analysis [4], clinical examination [5], and
food safety inspection [6,7].

Particle separation is important in chemical and biomedical analysis [7], and microfluidic
techniques have been effective at separating particles. Many microfluidic methods have been developed
to separate particles [8] using the flow field, microstructure, or forces created by electricity [9],
optics [10–13], acoustics [14,15], magnetics [16–18], hydrodynamics [9,19,20], or gravity [20,21]. Some of
these methods require fluorescent immunolabeling or magnetic labeling of the targeted or non-targeted
particles, which is not only complicated but also possibly pollutes the reactants [22]. Other methods
do not require label and separate particles by their intrinsic qualities, such as dielectric properties,
deformability, size, deterministic lateral displacement, etc.

Microfilters, which are frequently used in many fields for tasks such as particle capture,
enrichment and separation, have a controllable pore size and distribution. Microfilters do not need
sophisticated injection systems, which make them efficient, fast, and simple.
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Wilding et al. [23] demonstrated a micropillar array structure to separate blood cells and particles
from nanoliter samples. However, the use of micropillar array structures to separate cells can lead
to blockages in the flow path, limiting the development of the structure. Recently, different kinds of
microfluidic chips were developed to avoid blockages, such as independent micropillars based filter,
etc. Mohamed et al. [24] designed a sorting chip consisting of four channel segments. The channel’s
width sequentially contracts from 20 μm to 15 μm, then to 10 μm, and ends at 5 μm, while the height
remains constant. Cells injected into the chip were captured at different segments according to their
sizes. Tan et al. [25] proposed another filtering structure to separate cancer cells. On the microfluidic
device, each filter element consists of three independent micropillars arranged in a circular arc with a
5 μm gap, which ensured that only larger cancer cells cannot pass and other cells can bypass from the
side due to the increased flow resistance. McFaul et al. [26] developed a funnel-shaped micropillar
array with a large gap in upstream and a small gap in downstream to reduce the influence of blockages.
These methods can alleviate the degree of clogging to a certain extent, but they cannot completely
prevent blockages.

Dielectrophoresis (DEP) is also a useful and simple technology for particle separation [27]. Positive
dielectrophoresis (pDEP) and negative dielectrophoresis (nDEP) are both used to separate blood cells,
tumor cells (including CTCs), algae cells, etc. The DEP force is a net force caused by the non-uniform
electric field around the particles, which could be generated by the geometry of the electrodes or
insulators [28]. The most frequently used DEP approaches are electrode-based DEP and insulator-based
DEP [8,29,30]. The electric field gradient in iDEP is produced by using insulator micropillars, which
in eDEP is produced by complex shaped electrodes. Particle separation using iDEP can avoid many
problems that may occur in eDEP. Mohammadi et al. [31] developed an efficient micropost array
to capture particles using insulator-based dielectrophoretic generated by a DC voltage source, and
did numerical simulation to find the most efficient design of the post array, which demonstrated the
effectiveness of the combination of micropost array and dielectrophoresis

However, the blockage problem frequently occurs in particle separation by using microfilter
devices. Recently, our group developed a new microfluidic device made of a series of filters to separate
particles using AC voltages. AC voltages were chosen to generate iDEP because the electrodes in AC
voltages were less likely to be electrolyzed than in the DC voltages. Compared with the proposed
methods, our device combined the advantages of microfilters and dielectrophoresis. Under the
manipulation of dielectrophoretic force, the blocked particles were pushed off from filters to ensure
that the particles can be separated continuously. This device can separate particles of three or more
different sizes simultaneously, by adding more separation stages. More importantly, all filter stages
can work at a constant frequency and voltage, by adjusting the geometry parameters of micropillars
and ITO electrodes.

2. Materials and Methods

2.1. Related Theories

The DEP technology is an electrokinetic transport mechanism driven by polarization [32] that
could be a useful tool to control the motion of particles. When surrounded by an electric field,
homogeneous dielectric particles will be polarized [33,34] and the time-averaged DEP force can be
expressed as [35,36]:

FDEP = 2πεma3Re[K(ω)]∇|Erms|2 (1)

where εm is the permittivity of the medium, a is the particle radius, ∇|Erms|2 is the gradient of the
square of the RMS electric field, and K(ω) is the Clausius–Mossotti factor. For a particular sphere,
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the real part of K(ω) ranges from −0.5 to 1, and is determined by the frequency of the applied field
and the complex permittivity of the medium [37]. K(ω) can be calculated by:

K(ω) =
ε̃p − ε̃m

ε̃p + 2ε̃m
(2)

where ω is the angular field frequency, ε̃p is the complex permittivity of the particle and ε̃m is
the complex permittivity of the medium. For isotropic homogeneous dielectrics [38], the complex
permittivity can be expressed as:

ε̃ = ε − j
σ

ω
(3)

with j =
√−1, ε and σ being the is permittivity and conductivity, respectively.

FDEP is balanced with the drag force of particles in the fluid [39]. For a homogeneous spherical
particle in a laminar flow regime, the Stokes drag force can be expressed as:

Fdrag = 6πηav (4)

where η is the fluid viscosity, a is the radius of the particle, and v is the velocity of the particle relative
to the fluid.

2.2. Experiment

2.2.1. Microfabrication

The microfilter device in the experiment was fabricated using the standard soft lithography
technique [22,40,41]. To produce a 50 μm thickness structure, a positive mold was fabricated by
using SU-8 3050 (Microchem, Westborough, MA, USA) spin-coated on a 3-inch silicon wafer (ePAK,
Austin, TX, USA) at 3000 rpm for 30 s [42]. A mold was realized by using a photolithography aligner
device (URE-2000/25, Institute of Optics and Electronics, Chengdu, China). Replicas of the mold were
made in polydimethylsiloxane (PDMS, Dow Corning, Midland, MI, USA). As shown in Figure 1A,
the microfluidic filter device had two reservoirs with a diameter of 4-mm and a long micro-channel
with a length of 2.3 cm, a width of 6 mm, and a depth of 50 μm. Considering the convenience and
reliability of connection between the signal generator and ITO electrodes, a 30 mm × 6 mm ITO glass
was chosen to fabricate ITO electrodes. In addition, to integrate more separation stages and induced a
high strength DEP force under a lower voltage, the distance between electrodes should be miniaturized.
Finally, the distance between two ITO electrodes was 200 μm, which was wider than the micropillars
(shown in Figure 1A). The filter consisted of a series of hexagonal micropillars (Figure 1C,D), which
had two interval sizes inside the microchannel (25 μm and 14 μm). The injection port was fabricated
using a 3-mm diameter puncher and the port to plug outlet tubing was fabricated using a 1-mm
diameter puncher.

For better observation, indium-tin-oxide (ITO) [43] (220-nm ITO film thickness, 7 Ω/sq.) was
used to fabricate the electrodes due to its good transparency. A bare ITO electrode should be carefully
washed by using acetone, isopropanol, ethanol, and ultrapure water in turns before use. Then the ITO
electrode was fabricated with a SU-8 2000 series negative resin using the standard soft lithography
technology. Finally, the PDMS replica was sealed onto the ITO glass with electrodes via O2-plasma
activation (PDC-MG, Chengdu, China) of both surfaces.
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Figure 1. (A) Schematic illustration of the microfilter device, the distance of the two ITO electrodes
is 200 μm; (B) a picture of the microfilter device; (C,D) scanning electron micrograph of micropillar
structures with a height of 50 μm, and the gap of the micropillars are 25 μm and 14 μm, respectively.

2.2.2. Experimental Solutions

Polystyrene particles were suspended in a 1-mM phosphate-buffered saline (PBS) buffer with
a low electrical conductivity of 0.17 S/m to minimize Joule heating in the filter region [8,44,45].
Polystyrene particles of 37-μm, 16.3-μm, and 9.7-μm diameters were suspended in the PBS buffer at
a concentration of 104−105 particles per milliliter. To avoid the adhesion of particles to the channel
walls and minimize the interactions between particles, Tween 20 (TP1379, Bomeibio, Hefei, China) was
added to the mixture solution at a concentration of 0.1% v/v [41].

Haematococcus pluvialis (FACHB, Wuhan, China) and Bracteacoccus engadinensis (FACHB,
Wuhan, China) were cultured in Blue-Green Medium (BG11, FACHB, Wuhan, China). A mixture of
Haematococcus pluvialis and Bracteacoccus engadinensis were diluted in the culture medium at a
concentration of 104−105 cells per milliliter, and 0.4 g/mL sorbitol was added to suspend the cells.

2.2.3. Experimental Manipulation and Visualization

A pipe connecting the outlet and the peristaltic pump was inserted into the outlet reservoir.
The particle solution was added in the inlet reservoir by a pipette and introduced into the micro-channel
by suction provided by the peristaltic pump. Serious leakage may occur during solution injection, but
suction can help avoid this disadvantage because of the excessive pressure. Before the experiment,
the microfluidic filter device was washed with 1-mM PBS buffer without particles for 5 min [46].
The inlet reservoir was brimmed with the particle mixture solution using a 100-μL pipette when the
experiment began. As shown in the Figure 2, the sinusoidal signal used in the experiment was supplied
by a function generator (SDG1020, Siglent, Solon, OH, USA) and a high-voltage amplifier (ATA-2042,
Agitek, Xi’an, China) [41]. The AC electric field was fixed at 10 KHz and 35 V peak-to-peak value
during polystyrene particles experiments. For algal cells, the AC electric field was fixed at 8 KHz and
100 V peak-to-peak value [47,48]. A microscope (IX73, Olympus, Tokyo, Japan) was used to monitor
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particle motion, and a digital single lens reflex (Canon, Tokyo, Japan) was used to record videos and
images in the microfluidic filter device through the microscope.

 

Figure 2. Experimental setup including the microfilter device, microscope, peristaltic pump, signal
generator, and high-voltage amplifier.

3. Results and Discussion

3.1. Electric Field Gradient Distribution

Clausius-Mossotti factor value will determine whether the particles were subjected to positive
dielectrophoresis (pDEP) or negative dielectrophoresis (nDEP). It depends on the parameters of
particles, buffer solution, and applied electric signal. In our separation system, 1mM phosphate buffer
was used as a buffer solution. The conductivity σm and permittivity of buffer solution are 0.17 S/m
and 7.04 × 10−10 F/m, respectively. And the conductivity of polystyrene particles could be calculated
by σp = 2Ks/r (r: the radius of the particle). The recommended value of Ks for surface conductance
is 10−9 S. The permittivity of polystyrene particles is 2.04 × 10−10 F/m. Clausius–Mossotti factor
could be calculated by Equation (2) and Equation (3). The results showed that the value was always
negative in the frequency range of 0–107 Hz. In addition, considering the ITO electrodes are easier for
electrolysis at a frequency less than 10 KHz and the same DEP force can be induced by a lower voltage
and higher frequency electric signal, 10 KHz was selected as the operating frequency.

To find a proper structure of the filter to separate particles of three sizes in two stages of filters by
applying the same voltage, we developed a three-dimensional (3D) model in COMSOL Multiphysics 5.0
(COMSOL, Newton, MA, USA) to investigate the distributions of the electric field gradient and intensity.
Figure 3 illustrates the distributions of the electric field gradient at the two stages. The strongest
intensity is 9.46 × 1016 V2/m3 in Figure 3A and 1.65 × 1017 V2/m3 in Figure 3B. The electric field
gradient at the second stage must be higher than that at the first stage because the DEP force is
proportional to the cube of the particle radius (a3).

The non-uniform electric field is generated by applying an AC electric field of 35 Vpp and 10 KHz
using ITO electrodes placed as shown in Figure 1A [49,50]. The strongest intensity and gradients of
the electric field exist near the edge of filter. The particle mixture was injected into the inlet well and
flew through the two-stages filter in sequence due to pressure-driven flow. When entering into the
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non-uniform electric field region, the trajectories of some particles change because of the nDEP force.
When the particles passed the first stage filter, 37-μm particles moved to the opposite direction of the
flow because of the strong DEP force, while 16.3-μm and 9.7-μm particles passed through the first
stage filter. In the second stage filter, 16.3-μm particles were trapped before the second stage filter,
while 9.7-μm particles passed through the second stage filter.

Figure 3. Distributions of ∇|Erms|2 near the two stages microfilters (A,B), when 35 Vpp at 10 KHz
is applied.

3.2. Separation of Three Different Particles

For particular particles and media, changing the AC frequency influenced the direction of the
DEP force. A frequency of 10 KHz was chosen to ensure the particles experienced a negative DEP force.
During the experiment, we found that if the flow velocity was fixed, the filters were easily clogged
at low AC voltages; however, a strong DEP force generated at high AC voltages, which prevented
all particles from passing through the first stage filter. Similarly, if the AC voltage was fixed, a high
velocity caused congestion, while a low velocity influenced the separation efficiency. Thus, there
is a balance between voltage and fluid velocity [51]. To achieve better continuous microfiltration,
voltage and velocity should be optimized. Experiments were conducted with AC voltages ranging
from 30−50 Vpp and flow velocities ranging from 0.5−2 μL/min [51]. The best separation condition
for the particles was found to be 35 Vpp and 1 μL/min, where in the first stage the 16.3-μm and 9.7-μm
particles can pass through and in the second stage the 9.7-μm particles can pass through the filter;
none of them got trapped when the voltage was above 35 Vpp.

Figure 4 shows a continuous separation of 37-μm, 16.3-μm, and 9.7-μm polystyrene particles in
the microchannel (The complete separation process is recorded in Video S1 and Video S2). The AC
voltage and frequency imposed were 35 Vpp and 10 KHz, respectively, and the flow velocity was
1 μL/min. As seen in Figure 4A1–A4, in the first stage, only the 16.3-μm and 9.7-μm particles could
pass through the filter, while 37-μm particles were stopped by the filter (25-μm interval). Figure 4B1–B4
show results near the second stage; the filter (14 μm interval) stopped the 16.3-μm particles and pushed
them to the roof of hexagon and only allows the 9.7-μm particles to pass through. It can be seen from
Figure 4B1–B4 that not all 9.7-μm particles can pass through the second stage filter at once. Some
particles were bunched to form a pearl chain and suddenly pass through the filter as a group.

The microfilter would be blocked right after the 50-μL particle mixture is pumped into the
micro-channel without applying AC field [51], which limits the popularization and application of
microstructure filtration methods. Figure 4 demonstrate that the device kept working when the AC
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field (35 Vpp, 10 KHz) was applied, indicating the microfluidic device solved the blockage problem
successfully, which makes continuous separation possible.

Figure 4. The separation process of 37-μm, 16.3-μm and 9.7-μm particles. (A1–A4) The first stage.
(B1–B4) The second stage.

3.3. Separation of Algae Cells

Haematococcus pluvialis and Bracteacoccus engadinensis were also used to verify the feasibility
of the device. Haematococcus pluvialis is famous for its high content of astaxanthin, which is the
strongest antioxidant in nature and plays an important role in aquaculture, health care, and cosmetics
industries [52]. Haematococcus pluvialis cells are often mixed with other algae cells in nature, thus, it
is necessary to sort and purify Haematococcus pluvialis. Bracteacoccus engadinensis cells were mixed
with Haematococcus pluvialis cells to mimic the natural condition.

The sizes of Haematococcus pluvialis cells are between 15 and 30 μm, and the sizes of
Bracteacoccus engadinensis cells are 10 to 15 μm. In this study, we applied an AC signal with a
voltage of 100 V and a frequency of 8 KHz, and the flow velocity is the same as the particle separation.
As shown in Figure 5A1–A4, all of the Bracteacoccus engadinensis cells and some of the smaller
Haematococcus pluvialis cells can pass through the filter unimpededly in first stage with a pore size
of 25 μm, but larger Haematococcus pluvialis cells larger than 25 μm cannot pass. Like the 37-um
particles, large Haematococcus pluvialis cells were pushed away by the negative dielectrophoretic force
near the entrance of the first stage filter. The results of the second stage are depicted in Figure 5B1–B4.
Smaller Bracteacoccus engadinensis cells can pass through the filter with the size of 14 μm, while
Haematococcus pluvialis cells and large Bracteacoccus engadinensis cells were trapped before the filter
under dielectrophoretic force. The complete separation process is recorded in Video S3 and Video S4.

Due to large size, only a few Haematococcus pluvialis cells can pass the first stage since more
Haematococcus pluvialis cells can been seen before the entrance of the first stage filter (Figure 5A1–A4),
while only a few Haematococcus pluvialis cells can be seen in the second stage (Figure 5B1–B4).
Accordingly, because of the small size, all of the Bracteacoccus engadinensis cells can pass through
the first stage, and most of them can pass through the second stage and reach the outlet directly.
After separation, there are only Haematococcus pluvialis cells left in the channel before the first stage,
Bracteacoccus engadinensis cells in the outlet, and merely a small amount of these two algae cells
with similar sizes in the channel between the first stage and the second stage. Thus different sizes of
Haematococcus pluvialis cells and Bracteacoccus engadinensis cells were separated.
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. 
Figure 5. Separation process of Haematococcus pluvialis cells and Bracteacoccus engadinensis cells
at a voltage amplitude of 100 V and a frequency of 8 KHz. (A1–A4) The first stage. (B1–B4) The
second stage.

4. Conclusions

We presented a microfluidic filter device that combines the advantages of negative
dielectrophoretic force and microfilters, to separate particles of different sizes. Microfilter is one
of the most widely used particle/cell separation methods due to simple operation. However, blockages
limit its popularization and applications. We were committed to solving the blockage problem of
microfilter and purify Haematococcus pluvialis cells using the simplest filter structure in this study.
A 3D model was developed to analyze electric field distribution. Based on the simulation results
and particles size, micropillars based separation device was designed and fabricated. In addition,
the geometry parameters of micropillars were optimized to ensure two separation stages work by
using a generator. The feasibility of this method was demonstrated by the continuous flow separation
of polystyrene particles with three different sizes. Haematococcus pluvialis cells and Bracteacoccus
engadinensis cells were also separated in this device without blockages phenomenon.

Considering our device is based on the filtration theory, this microfluidic device could separate
complex sample, which contains many kinds of (bio)particles with different size, by integrating several
separation stage with appropriate micropillars and applying appropriate AC signal. By optimizing the
geometry parameter of micropillars, and adjusting the distance between two adjacent micropillars,
circulating tumor cells, white blood cells, red blood cells, or blood plasma could be separated from
whole blood samples [53–55].

The developed microfluidic filter device can be conveniently fabricated and generates a strong
dielectrophoretic force near the filter of each stage. The device can separate particles of different
sizes efficiently with minimal Joule heating due to the use of pressure-driven flow and AC electric
field. However, some particles, which should theoretically pass through the filter, were trapped due
to the too strong DEP force and adhesion between particles. It reduces the separation efficiency [6].
Additionally, (bio) particles collection structures should be integrated, to avoid too much (bio) particles
block the flow path.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/2/103/
s1, Video S1: The separation process of particles in the first stage, Video S2: The separation process of particles
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in the second stage, Video S3: The separation process of Haematococcus pluvialis cells and Bracteacoccus
engadinensis cells in the first stage, Video S4: The separation process of Haematococcus pluvialis cells and
Bracteacoccus engadinensis cells in the second stage.
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