
Renegotiating 
Disciplinary 
Fields in the 
Life Sciences

Printed Edition of the Special Issue Published in Philosophies

www.mdpi.com/journal/philosophies

Alessandro Minelli
Edited by

 Renegotiating Disciplinary Fields in the Life Sciences   •   Alessandro M
inelli



Renegotiating Disciplinary Fields in
the Life Sciences





Renegotiating Disciplinary Fields in
the Life Sciences

Editor

Alessandro Minelli

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editor

Alessandro Minelli

University of Padova

Italy

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Philosophies (ISSN 2409-9287) (available at: https://www.mdpi.com/journal/philosophies/special

issues/renegotiating disciplinary fields in life sci).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-0124-6 (Hbk)

ISBN 978-3-0365-0125-3 (PDF)

Cover image courtesy of Alessandro Minelli.

© 2021 by the authors. Articles in this book are Open Access and distributed under the Creative 
Commons Attribution (CC BY) license, which allows users to download, copy and build upon 
published articles, as long as the author and publisher are properly credited, which ensures maximum 
dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons 
license CC BY-NC-ND.



Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface to ”Renegotiating Disciplinary Fields in the Life Sciences” . . . . . . . . . . . . . . . . ix

Alessandro Minelli

Renegotiating Disciplinary Fields in the Life Sciences
Reprinted from: Philosophies 2020, 5, 43, doi:10.3390/philosophies5040043 . . . . . . . . . . . . . 1

Alessandro Minelli

Disciplinary Fields in the Life Sciences: Evolving Divides and Anchor Concepts
Reprinted from: Philosophies 2020, 5, 34, doi:10.3390/philosophies5040034 . . . . . . . . . . . . . 5

Igor Y. Pavlinov

Multiplicity of Research Programs in the Biological Systematics: A Case for Scientific Pluralism
Reprinted from: Philosophies 2020, 5, 7, doi:10.3390/philosophies5020007 . . . . . . . . . . . . . . 21

Salvatore Ivan Amato

EvoDevo: An Ongoing Revolution?
Reprinted from: Philosophies 2020, 5, 35, doi:10.3390/philosophies5040035 . . . . . . . . . . . . . 53

Rolf Rutishauser

EvoDevo: Past and Future of Continuum and Process Plant Morphology
Reprinted from: Philosophies 2020, 5, 41, doi:10.3390/philosophies5040041 . . . . . . . . . . . . . 75

Chris Fields and Michael Levin

How Do Living Systems Create Meaning?
Reprinted from: Philosophies 2020, 5, 36, doi:10.3390/philosophies5040036 . . . . . . . . . . . . . 113

v





About the Editor

Alessandro Minelli (Full Professor of Zoology at the University of Padova until retirement

in 2011) served as Vice-President of the European Society for Evolutionary Biology. For several

years, his research focus was biological systematics, but since the mid-1990s, his research interests

have turned towards evolutionary developmental biology and the philosophy of biology. He is

the author of ‘Biological Systematics’ (1993), ‘The Development of Animal Form’ (2003), ‘Forms of

Becoming’ (2009), ‘Perspectives in Animal Phylogeny and Evolution’ (2009) and ‘Plant Evolutionary

Developmental Biology’ (2018).

vii





Preface to ”Renegotiating Disciplinary Fields in the

Life Sciences”

Recent and ongoing debates in biology and the philosophy of biology reveal a widespread

dissatisfaction with traditional explanatory frameworks. This is, for instance, the case of

Neo-Darwinism, as it has been frequently advocated that evolutionary biology should replace the

traditional gene-centered perspective with an organism-centered extended evolutionary synthesis,

to account, e.g., for inclusive inheritance extending beyond genes and for phenotypic variation

resulting from nonrandom mutation or biased by developmental processes. There are also problems

with the current definitions or circumscriptions, often vague or controversial, of key concepts such

as gene, species, and homology, and even of whole disciplinary fields within the life sciences,

like developmental biology. To some extent, growing awareness of these conceptual issues and the

contrasting views defended in their regard can be construed as marks of healthy debates in the field;

however, this is also arguably a symptom of the need to revisit traditional, unchallenged partitions

between the specialist disciplines within the life sciences. In the diversity of topics addressed and

approaches to move beyond the current disciplinary organization, this Special Issue will hopefully

stimulate further exploration towards an improved articulation of life sciences at the service of both

science and philosophy.

Alessandro Minelli

Editor
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The general problem around which this Special Issue revolves is that the way in which science is
organized into specialties can have negative consequences on the progress of knowledge. Specifically,
research priorities in biology and the circumscription of core concepts, both in biology and in the
philosophy of biology, are very sensitive to the articulation of the Life Sciences in specialties.

The problems deriving from an inadequately critical attitude towards this issue affect biology
as a whole due to the widespread lack of critical attitude, both in defending traditional disciplinary
areas and in promoting new, or newly characterized and newly named, areas of research, often with an
aggressive strategy.

In a well-documented and incisive article entitled ‘Inclusion and Exclusion in the History
of Developmental Biology’, Nick Hopwood [1] demonstrates how the articulation of a science in
specialties impinges on decisions on what the important problems are and how these must be addressed.
This conditioning has a social dimension, as the division of a science into specialized disciplines very
strongly affects the identity of a scientific community, and consequently the strategies of academic
affirmation, and the criteria for the allocation of funds and the organization of undergraduate degree
programs (see also [2,3]).

As soon as we become aware of the issue, action becomes possible. To use Hopwood’s words [1]
(p. 1), ‘Disciplines are made, not found.’ Quite a few disciplines, indeed, are simply defined on the
basis of inclusion or exclusion criteria. This is more frequent in the case of ancient disciplines and
those of an applied nature, e.g., in the domains of medicine and agriculture. There is nothing to blame,
from an operational point of view, if individual researchers or institutions (including scientific societies
and their journals) address sets of biological phenomena that only have in common the fact of dealing
with the diseases of humans or domestic animals (human or veterinary pathology), or with crop plants,
or aquatic animals relevant to fisheries. A very different thing, however, is to consider these disciplines
as areas suitable for the development of general concepts, or theories, with regard to the living.

In the course of time, new disciplines emerge, generally characterized by a distinct set of problems
or by a common technique, but often energetically pursuing less scientific targets such as the personal
affirmation of a scholar or the creation of a new lobby aiming at success in the competition for funding
and academic positions [1,4,5]. This must be seriously addressed if we wish to identify an organization
of the biological disciplines that is able to stimulate and support the conceptual refreshment of
the sciences.

To date, insufficient attention has been paid to the new perspectives that show up every time the
boundaries between two or more disciplines are questioned or newly determined, often facilitating,
in this way, the emergence of new questions, new research directions, and, in any case, helping to
refresh notions and terms, including general and fundamental ones, which interest the philosopher no
less than the biologist, such as individual, generation, development, reproduction, and evolution.

A collective effort is needed to move forward in this direction, which I hope the essays forming this
Special Issue will contribute to. None of us are claiming to write a new biology, or a new philosophy
of biology. Our pages, however, express an effort towards a vision of the living world that is both
integrated and flexible in the identification of problems, concepts and their mutual relations.

Philosophies 2020, 5, 43; doi:10.3390/philosophies5040043 www.mdpi.com/journal/philosophies1
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Inevitably, it is difficult for each of us to avoid privileging the biological discipline to which we
have devoted a lifetime of research. Even a scholar of the stature of Ernst Mayr, one of the most
prestigious figures in evolutionary biology of the last century, insisted that there could not be a biology
as a unitary science before the acceptance of an evolutionary vision of the living [6]—a questionable
statement that neglects the importance of the cellular theory, as formulated by Schwann [7] ca. 20 years
before the Origin [8]: ‘it may be asserted, that there is one universal principle of development for the elementary
parts of organisms, however different, and that this principle is the formation of cells. [ . . . ] The development
of the proposition, that there exists one general principle for the formation of all organic productions,
and that this principle is the formation of cells, as well as the conclusions which may be drawn from
this proposition, may be comprised under the term cell-theory.’ ([9]; pp. 165–166; italics as in the
original). The insistence on the role of evolutionary theory as a unifying principle of biology also
overshadows another great merit of Charles Darwin, naturalist extraordinaire, who developed his
works, including the Origin, on a documentary basis, without taxonomic restrictions.

This Species Issue includes five contributions. In their diversity, both the topics addressed and
the approaches adopted to address them, these articles will hopefully stimulate further exploration
towards an improved articulation of the Life Sciences at the service of both science and philosophy.

My main intended message in ‘Disciplinary Fields in the Life Sciences: Evolving Divides and
Anchor Concepts’ is that advances in both biology and the philosophy of biology will benefit from a
degree of flexibility in the way in which problems’ agendas [10] are organized around (and through)
concepts: this may require adopting unconventional perspectives and arguably, as suggested by other
articles in this collection, a degree of pluralism too.

Indeed, Igor Pavlinov defends in his essay, a ‘Multiplicity of Research Programs in the Biological
Systematics: A Case for Scientific Pluralism’. Moving from a general philosophical position dominated
by ideas of contemporary conceptualism and evolutionary epistemology, Pavlinov defends taxonomic
pluralism. Biological diversity explored by biological systematics is a complex yet organized
natural phenomenon that can be partitioned into several aspects, defined naturally with reference to
various causal factors. These aspects are studied by research programs based on specific taxonomic
theories. According to Pavlinov, each taxonomic theory is characterized by a unique combination
of interrelated ontological and epistemological premises, which are most adequate to address one
aspect of biological diversity. Phenetic, rational, numerical, typological, biosystematic, biomorphic,
phylogenetic, and evo-devo research programs in systematics are recognized. From a scientific
pluralism perspective, all of these research programs are of the same scientific significance, as possible
parts of a generalized faceted classification.

The main message of Chris Fields and Michael Levin’s paper titled ‘How Do Living Systems Create
Meaning?’ is that the fundamental goal of Life Sciences is to understand how living systems create
meaning. The authors discuss this question at multiple scales, from molecular interaction networks to
the biosphere. Their focus is on identifying and understanding the roles of the reference frames that
systems use, at each scale, to interpret their inputs. This involves understanding attention, memory,
and the representation of self at multiple scales. From the perspective of disciplinary boundaries,
Fields and Levin try to dissolve the one between biology and cognitive science.

In ‘Evo-Devo: An Ongoing Revolution?’, Salvatore Ivan Amato discusses the epistemological
status of Evo-Devo as a theory. Evo-Devo has been considered as a new paradigm, a new research
program or a revolutionary science within biology, but the variety of stances within this field makes
it difficult to establish whether we are facing a new evolutionary synthesis. What is desirable is an
adequate problematization of development, which can help clarify the relationship with both evolution
and inheritance and take it one step further in the search for the identity of Evo-Devo.

Rolf Rutishauser revises ‘The Past and Future of Continuum Plant Morphology’ from a
process-thinking perspective that allows to perceive and interpret growing plants as developmental
continua, as process combinations rather than as assemblages of structural units (“organs”) such as
roots, stems, leaves, and flowers. This philosophical perspective was already favored by Agnes Arber
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(e.g., in her book on The Natural Philosophy of Plant Form [11]), and by Rolf Sattler, who first proposed
his continuum approach in plant morphology exactly 50 years ago. This dynamic approach, known as
continuum plant morphology, allows developmental geneticists and evolutionary biologists to move
towards a more holistic understanding of multicellular plants in time and space.
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Abstract: Recent and ongoing debates in biology and in the philosophy of biology reveal widespread
dissatisfaction with the current definitions or circumscriptions, which are often vague or controversial,
of key concepts such as the gene, individual, species, and homology, and even of whole disciplinary
fields within the life sciences. To some extent, the long growing awareness of these conceptual issues
and the contrasting views defended in their regard can be construed as a symptom of the need to
revisit traditional unchallenged partitions between the specialist disciplines within the life sciences.
I argue here that the current relationships between anchor disciplines (e.g., developmental biology,
evolutionary biology, biology of reproduction) and nomadic concepts wandering between them is
worth being explored from a reciprocal perspective, by selecting suitable anchor concepts around
which disciplinary fields can flexibly move. Three examples are offered, focusing on generalized
anchor concepts of generation (redefined in a way that suggests new perspectives on development
and reproduction), organizational module (with a wide-ranging domain of application in comparative
morphology, developmental biology, and evolutionary biology) and species as unit of representation
of biological diversity (suggesting a taxonomic pluralism that must be managed with suitable
adjustments of current nomenclature rules).

Keywords: nomadic concept; nomadic discipline; anchor concept; anchor discipline; life cycle;
generation; organizational module; species

1. Introduction

The traditional articulation of biology into main research domains is not always satisfactory.
For example, delimiting reproduction from other biological processes is not as easy as it might seem [1].
Let us focus on a strawberry plant. This produces runners that elongate horizontally on the ground,
behaving like the branches of a growing plant, but after some time roots and leaves sprout on their
lower face: a new plant takes shape, which ends up separating from the parent when the runner
connecting them dries up. To use the terms introduced by John L. Harper and James White [2], even in
the presence of a single genet (genetic individual), the production of runners leads to the formation of
a new ramet, an anatomically separate individual, which therefore is the outcome of a reproductive
event. Is this thus growth, or reproduction, or both?

Another difficult border separates developmental biology from some chapters of physiology,
for example the physiology of nutrition or metabolism. In large snakes, e.g., pythons, in conditions of
prolonged fasting the intestine undergoes a morphological and functional regression [3]; after a meal,
cell proliferation reactivates the intestinal epithelium, which resumes its organization and functionality.
This is accompanied by a rapid change in gene expression [4]. In terms of the mechanism, this is
development; in terms of the function, this concerns the physiology of nutrition.

Cellular metabolites can modulate the activity of epigenetic factors that establish functional links
between nutrition and gene expression [5,6]. More generally, intricate connections between anabolic
processes and developmental transitions have been discovered [7,8].

Philosophies 2020, 5, 34; doi:10.3390/philosophies5040034 www.mdpi.com/journal/philosophies5
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As discussed below, recent and ongoing debates in biology and in the philosophy of biology reveal
widespread dissatisfaction with the current definitions or circumscriptions, often vague or controversial,
of key concepts such as gene, individual, species, and homology, and even of whole disciplinary fields
within the life sciences. To some extent, the long growing awareness of these conceptual issues and the
contrasting views defended in their regard can be construed as a symptom of the need to revisit traditional,
unchallenged partitions between the specialist disciplines within the life sciences.

The problems deriving from an inadequately critical attitude towards the disciplinary partitions affect
biology as a whole because of the unique diversity of the biological phenomena and the ubiquitous contrast
between the inertial tendency to defend traditional disciplinary areas and a lively and often aggressive
tendency to promote new or newly characterized and newly named research fields. The present paper is
intended to contribute to a refreshment of this conceptual area. I articulate my argument as follows.

In the next Section, I focus on concepts as units of scientific knowledge that “continuously undergo
transformation, and [ . . . ] function by guiding ongoing scientific practice. A biology concept can motivate
future scientific efforts, and it can also provide a scaffold to direct the generation of new knowledge
and the organization of complex knowledge.” [9] (p. 82, italics as in the original). I offer examples of
concepts that change meaning according to the disciplinary context in which they are discussed and
disciplined, including intentionally created ‘hybrids’ [10].

In Section 3, I suggest one of the possible strategies we could adopt in revising the disciplinary
structure of biology. The current relationships between the traditional disciplines and a number of core
concepts that change meaning while used in widely different disciplinary contexts is worth being explored
from a reciprocal perspective, by selecting suitable anchor concepts around which disciplinary fields can
flexibly move. Three tentative examples are offered. The first example suggests redefined concepts of
generation as units in a periodization of the life cycles that opens new perspectives on both development and
reproduction, and their evolution. The second example focuses on a notion of organizational module flexible
enough as to be equally of use in comparative morphology, developmental biology and evolutionary
biology, without the requirement for morphological, developmental and evolutionary modules to be
overlapping or hierarchically nested. The third example suggests adopting a similarly flexible notion of
species as unit of representation of biological diversity, as anchor species within which the different species
notions can be accommodated in a disciplined form of pluralism.

2. Questionable Boundaries between Biological Disciplines

2.1. Multidisciplinary or Interdisciplinary?

In biology, as in other sciences, interdisciplinarity has been steadily increasing in the last decades,
but with a diversity of levels, intensity and outcome. The transfer of concepts, problems, and tools
between disciplines is often strongly polarized, with the receiving discipline adopting them from a
donating discipline [11], but often it is a two-way affair. In this case we can characterize the process as
one of integration, either epistemic or organizational, or both [11]. Moreover, it is an accepted notion
that in modern science many key concepts are shared by traditionally separate disciplines, and these
are often concepts that do not lend themselves to precise definitions [12].

The biological concepts whose definition has proved more problematic and is still controversial
are probably those of species, homology, gene, and individual. In the first case the controversy
is particularly strong within the single biological discipline of systematics [13]; in the second case
it involves different disciplines (morphology, phylogenetics etc.), mostly insofar as that these are
united by the adoption of the comparative method [14]; see [15] for a broader perspective on these
cases. The definition of gene has an overt transdisciplinary value, involving genetics in its various
declinations, evolutionary biology, developmental biology, and the philosophy of biology [16–19];
the same applies for the definition of individual [20–25].

The need to address seriously, in a flexible and pluralistic way, the problem of a re-determination
of the boundaries between biological disciplines is demonstrated by the number of concepts that
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in recent decades have assumed the value of nomadic concepts [26,27]. This term was proposed to
describe concepts for which the meaning and domain of application changes with the new contexts into
which they migrate. This has soon proved true also of the very notion of the nomadic concept [28–30].
I will use it to describe concepts that seems to be flexible enough to serve an epistemic role in different
disciplinary contexts, but risk taking ever changing and not necessarily overlapping meanings.

It is legitimate to think that the lack of shareable definitions for the terms listed in the penultimate
paragraph is not only a consequence of progress in the disciplines in which each of them originated,
but also evidence of the disputable delimitation of biological disciplines. Eventually, we must acknowledge
the historical specificity of individual disciplines, and possibly also the historical specificity of our own
concepts of discipline [31] (p. 51).

2.2. Hybrid Disciplines—The Case of Evolutionary Developmental Biology

Gross conceptual rearrangements may be required by the emergence of a new hybrid discipline.
This happened, in the last two decades of the 20th century, at the interface between evolutionary
biology and developmental biology.

Interestingly, these two disciplines had been diverging more and more during most of the
century. In the mind of authoritative evolutionary biologists, development was a black box between
genotype and phenotype whose content could be ignored [32]. On the other hand, the transition from
the descriptive embryology of the 19th century (which had provided valuable contributions to the
understanding of phylogenetic relationships) to the experimental embryology of the following century
had seen a progressive loss of interest in the comparative aspects of developmental processes and
a growing focus on experimental work restricted to a very small number of model species [33,34].
Eventually, however, formidable technical advances in the second half of the 20th century made it
possible to implement a developmental genetics program. One of the most sensational results was the
discovery of the involvement of homologous genes in the development of such different organisms
as mouse and fruit fly. The increasingly accessible contents of the black box between genotype and
phenotype proved to be of utmost interest not only for development biologists, but also for evolutionary
biologists. The emergence of a new research field in this interface area is conventionally fixed by two
books whose publication dates and titles respectively mark the completion of the maturation phase
and the first full expression of the new discipline. In 1983, Rudy Raff and Thomas Kaufman published
a book [35], the title of which (Embryos, Genes, and Evolution) clearly identified the subject, approach,
and problems of this discipline, while Evolutionary Developmental Biology, the title of the book published
nine years later by Brian K. Hall [36], provided the name (often abbreviated as evo-devo) by which the
latter was definitively identified [37,38].

Gilbert and Burian’s early summary [39] that evo-devo “is both a synthesis between evolutionary
biology and developmental biology and an ongoing negotiation between these two disciplines” (p. 61)
is still up-to-date [40]. Winther [41] proposed to characterize evolutionary developmental biology as a
trading zone, a catching term introduced by Galison [42] to indicate those interdisciplinary areas in
which specific adoption and redefinition of both the concepts and the environment where they are
implemented allow successful conceptual transfers [12,30].

For sure, conflicts cannot be avoided even in the best trading zones. In the case of evolutionary
developmental biology, Love [43] has pointed to a hardly erasable tension between the two ‘souls’.
Repeatability of experimental results requires the highest possible uniformity in the strains (often long
inbred laboratory lines) used in the tests. But this choice potentially deletes all the intraspecific variation
on which evolution is deemed to happen. In this tug of war between developmental biology and
evolutionary biology, it is not surprising that studies effectively coupling developmental genetics and
population genetics (devgen-popgen [44]) are still few, despite a few excellent examples such as the
already classic studies on the beaks of Darwin’s finches revisited from an evo-devo perspective [45,46]).
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2.3. Beyond Hierarchies and Facile Interdisciplinary Transfers

In these years that witness so much talk about the need to broaden the traditional neo-Darwinian
vision of evolution to move towards an extended synthesis [47–49] it is necessary, in my opinion,
to make an even more generous and adventurous effort and to seek, in an ever wider trading zone,
to refresh the relationships between biological disciplines.

An overarching question is the relationship between the disciplinary articulation of the natural
sciences and a hierarchical vision of nature structured into levels of organization.

The starting point of a debate that continues to this day [50,51], with an unceasing renewal of
points of view and arguments, is a 1958 article by Oppenheim and Putnam [52] postulating both an
articulation of nature in terms of levels of organization, and a close reciprocal correspondence between
levels of organization in nature and the sciences that describe their components and develop theories
on the relationships between them [53]. From these premises, Oppenheim and Putnam derived an
entire reductionist program.

A description of reality in terms of levels of organization seemed useful even to those who
were ready to recognize that theories are not always “limited to single levels, that levels are always
well defined, or that two or more entities can always be unambiguously ordered with respect to
level” [54] (p. 215). But in more recent times, the progressive move away from the reductionist
program of Oppenheim and Putnam was one of the reasons for the decreasing favor of the very
notion of levels of organization [55–57], until its total rejection by some authors [58]. Others have
brought their arguments against these dismissionary positions, while nevertheless proposing new
interpretations (and new epistemic roles) for the notion of organizational levels. While rejecting an
ontological interpretation according to which the world would be structured by levels of organization,
Brooks and Eronen [59]; see also [60,61] nevertheless save this notion as useful in the abstract description
of systems and as a guide in the search for new areas of investigation to be explored. On the other
hand, DiFrisco [62,63] rejects the criteria thus far used in identifying organization levels, in terms of
compositional relationships or spatial scale, and suggests a dynamic approach that recognizes levels
defined on the basis of rates or time scales of processes. Baedke [64] challenges the general acceptance
of a never changing existence of levels of organization such as cells, tissues, organs, and individual
organisms and points to the necessity of addressing their dynamical nature over developmental time
and in evolution.

An overlooked consequence of the generalized acceptance of a vision of the living world in terms
of compositional levels organized in part-whole relations [65] is the creation of disciplines through
a copy-and-paste process. If in the study of humans and, more generally, of animals, it has proved
useful to recognize a science of cells (cytology), a science of tissues (histology), a science of embryonic
development (embryology) etc., this disciplinary articulation was accepted as sensible for all animals
and even for multicellular organisms at large and corresponding disciplines were created for plants.
Many biologists may take for granted, for example, the legitimacy of a plant embryology, but this
should be resisted. In plant science, the use of the term embryo for the future seedling still enclosed
within the seed casings was virtually unknown until 1788, when Gaertner [66] successfully introduced
it in his treatise De fructibus et seminibus plantarum (On Plant Fruits and Seeds). Gaertner borrowed a
number of terms and concepts from animal embryology. Some of these terms have remained in use for
both plants and animals, but nobody would venture today to say, for example, that the placenta of
plants is homologous to the placenta of mammals. Unfortunately, instead, the idea of an equivalence
between what is called an embryo in either kingdom is still widespread, even among professionals [67].

3. Moving Ahead—Nomadic Concepts or Nomadic Disciplines?

I mentioned above that several core concepts of the life sciences have been taking continuously
new meanings as long as their domain of application has been shifting from one biological discipline
to another. Other adjustments to the meaning of concepts have accompanied the emergence of new
subdisciplines within an older research area in which the concept was already in use, but with a
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different meaning. In a dialectic relationship between concepts and disciplines, the former have been
continuing their nomadic existence, taking different meanings as a consequence of their changing
association with disciplines, each of which acts as a semantic anchor context.

Traditionally, disciplines are taken for granted, as anchor disciplines, and concepts may nomadically
wander from one to another. My suggestion here is, that a reversed relationship between disciplines
and core concepts may prove useful, at least as an epistemic tool to be used to refresh the traditional
divides separating a number of biological disciplines. I am suggesting indeed that we should perhaps
move from a few anchor concepts around which nomadic disciplines may continuously evolve.

In this reversed perspective, a suitably chosen concept becomes the anchor around which important
problems agendas in a number of traditional disciplines can nomadically move. To be sure, within the
general framework I am suggesting, one of disciplinary flexibility, no anchor concept shall be regarded
as definitely fixed, but it may be worth exploring for a while its possible epistemic usefulness. I will
offer here three examples.

3.1. Anchor Concept 1—Nomadic Disciplines in the Study of the Life Cycle

Much of biology deals with objects, processes, and concepts about reproduction, development, or
evolution. A great many problems have been successfully addressed by restricting attention to one
or another of these main themes and often accepting—operationally at least—variously restrictive
and partial notions of reproduction, development, or evolution. These partitions, however, limit the
formulation of potentially interesting questions and thus constrain progress both in the life sciences
and in the philosophy of biology. Therefore, it may be sensible to explore in a free, innovative way the
notoriously difficult and therefore challenging border areas between development and reproduction,
and those between development and evolution. As mentioned above, the latter frontier came into
the spotlight at the end of the last century and has been generally managed by making room for a
new discipline, evolutionary developmental biology, within which new key concepts have emerged
such as evolvability [68,69], modularity [70] and innovation [15,71–73]. However, a small number
of scholars prefer a different path, suggesting a much closer integration between the two traditional
disciplines [74,75].

The other boundary, the one between reproduction and development, may deserve a conceptual
re-organization by treating these two chapters of biology as nomadic disciplines whose core problems
vary according to their various association with a small number of anchor core concepts.

To the best of my knowledge, this reversal of perspective has not been formalized before; however,
to see how this may operate, we can get advice from the literature. Let us start by comparing the
complementary approaches of Paul E. Griffiths, Karola Stotz, and James Griesemer to the relationships
between reproduction and development. On the one hand, Griffiths and Stotz take development as the
core process, and reproduction as the linking one: “It is the developmental process that replicates itself
across the generations” [76] (p. 227). A complementary proposal, centered instead on reproduction,
comes from Griesemer, who takes reproducers as the units of multiplication, hereditary variation,
and development: by reproduction, a parent generates an offspring that is able to develop so
as to generate its own offspring [77]. Both perspectives have their merits and can suggest new,
original research programs. In this context, it is fitting to remark that “Dobzhansky’s declaration
(1973) [78] that nothing in biology makes sense except in the light of evolution notwithstanding, it is
equally clear that evolution does not make sense except in the light of the rest of biology [79]. So, it is a
toss-up which concepts must “come first” in order to understand “the rest”” [80] (p. 140).

By introducing unprecedented perspectives on reproduction and development, these proposals
contribute to the debates on the notion of the individual [22–27], the nature of development [81–83],
and the diversity of hereditary mechanisms, which include Mendelian ones but are not limited to
these [84–90]. These theoretical approaches put center stage the biological cycle, rather than the individual
organism, both in ontogenetic and evolutionary perspectives [91–93].
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Largely overlooked, however, is the problem of a segmentation (periodization) of biological cycles
suitable for comparisons across the different branches of the tree of life. Current textbook descriptions
do not help much [1]. For example, it is taken for granted that the biological cycle of most animals is
monogenerational. Two generations are recognized only in particular instances, for example in those
cnidarians in which an asexually reproducing polyp alternates with a sexually reproducing medusa.
In plants, the haploid cells that derive from meiosis do not behave like gametes. Instead, each of them
(a spore) gives rise to a multicellular organism. Two generations are also recognized in plants, a diploid
sporophyte alternating with a haploid gametophyte. In the flowering plants, the sporophyte is the
conventional individual plant, while the gametophyte is much less conspicuous: in the male version,
the gametophyte is the pollen grain, made up of only three cells; in the female version, it is the complex
of an egg plus an embryo sac of six cells.

To identify comparable generational units in the life cycles of organisms belonging to the
different evolutionary lines, a suitable periodization is required. Gorelick [94] proposed to recognize
the beginning of a new generation every time a sexual phenomenon brings about changes in the
chromosomal set. In the typical biological cycle of animals, we should therefore recognize two
generations, respectively initiated by meiosis (which leads from diploid to haploid condition) and
karyogamy (the fusion of the haploid nuclei of the gametes, which reinstates diploidy). If we accept
Gorelick’s proposal, eggs and spermatozoa represent a haploid generation distinct from the diploid
generation that begins with the zygote.

Gorelick’s suggestion is very reasonable, irrespectively of whether or not it is advisable to retain
the term generation for each of the two segments of an animal’s life cycle. The real problem with
this proposal is instead that it does not work for many groups, e.g., plants or ciliate protozoans.
The articulation of the biological cycle into a haploid and a diploid generation separated from each
other by meiosis and karyogamy works only for diplobiont organisms, i.e., those in which the cells
that derive from meiosis are the gametes, and for haplobionts, i.e., those in which the diploid condition
is restricted to the zygote, that directly undergoes meiosis, starting a new haploid generation, as in
Volvox and other green algae [1]. But plants, as said, are haplodiplobiont. To dissect their life cycle into
meaningful phases, Gorelik’s periodization is insufficient.

To describe the different relationships between sexuality and reproduction in the biological cycle,
irrespective of its haplobiont, diplobiont, or haplodiplobiont nature, I proposed [95] to recognize two
kinds of generations (and, correspondingly, two kinds of individuals):

Demographic generation: the individuals produced by sexual or asexual reproduction by individuals
of a parent generation.

Genetic generation: a set B of individuals produced by a set A of individuals (which represents a distinct
genetic generation) by a sexual process (sexual reproduction or pure sexuality, i.e., sexuality without
reproduction, as in the ciliate protozoans, see below).

Based on these definitions (but also based on Gorelik’s proposal), in the life cycle of animals like
humans there are two generations. More precisely, the haploid generation (gametes) is a demographic
generation, while the diploid generation (the conventional individual organisms) is a genetic generation
(beginning with karyogamy), but it is not a new demographic generation (fertilization does not increase
population size).

In plants, however, the biological cycle includes three generations, separated either by a
reproductive event (production of gametes without meiosis), by a sexual event (karyogamy followed
by sporophyte development) or by overlapping sexual and reproductive events (production of spores
through meiosis).

The case for ciliate protozoans is very different. In these single-cell organisms, there is no
association between sexuality and reproduction. Sexuality consists here of the exchange of nuclei
between two cells that retain their somatic identity and resume independent life after the exchange:
two ex-conjugants are genetically ‘renewed’, but this has no demographic consequence; reproduction
is achieved by simply dividing the diploid cell into two daughter cells, without any genetic change.
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Therefore, in ciliates, genetic generations separated by meiosis and fertilization do not coincide with
the demographic generations punctuated by mitoses.

A periodization of the biological cycle based on the notions of generation defined above opens the
way to comparisons between the most diverse groups of living beings and suggests new perspectives,
both for developmental biology and reproductive biology. For example, recognizing the meaning of
generation (demographic and genetic) in the unicellular phase of a typical animal life cycle legitimizes
the description of gametogenesis in terms of developmental biology (and therefore provides an
extension of developmental biology to unicellular organisms). At the same time, the distinction
between genetic generation and demographic generation leads to recognizing, in the biological cycle of
animals, the exclusively genetic nature of the diploid generation, except in the case of polyembryony,
that is to say, the production, through a reproductive event not accompanied by sexual phenomena,
of two or more embryos (twins) starting from the same zygote [1].

3.2. Anchor Concept 2—Organizational Module

Most of research in biology presupposes a sensible decomposition of the complex body architecture
of the individual into recognizable parts based on morphological or functional criteria. For example,
a textbook tradition made solid by the general acceptance of a hierarchical vision of nature suggests
an articulation of the body into organs, each of which is made up of variously differentiated tissues,
formed in turn by cells. This hierarchy continues with the subcellular structures, which for simplicity,
we can ignore here. For the same reason we will ignore the complications deriving from the interactions
between the cells of an animal and those of the prokaryotes forming the associated microbiome [96–100].
Instead, we will address the question, whether it is possible to identify, in the structure of a multicellular
organism, fundamental units on which we can focus in the most diverse disciplinary contexts:
for example, as structural units in comparative anatomy (homologues), and as largely autonomous
elements from the point of view of development or evolution.

A good starting point is Günter Wagner’s revisitation, first formulated towards the end of the last
century, of the concept of homology: “Structures from two individuals or from the same individual are
homologous if they share a set of developmental constraints, caused by locally acting self-regulatory
mechanisms of organ differentiation. These structures are thus developmentally individualized parts of the
phenotype.” [101] (p. 62). Subsequently, shifting the focus from development to evolution, Wagner stated
that “homologues can be understood as modular units of evolutionary transformation” [102] (p. 36).

In the same years the use of ‘module’ as a neutral term (in a disciplinary sense) began to spread,
to the point that Borja Esteve–Altava could affirm that “The study of modularity is commonplace in all
biological disciplines” [103]. However, difficulties in reaching agreement on a definition of module did
not take long to emerge [70,104,105].

A basic issue is the distinction between variational modules [106–110] vs. organizational
modules [103]. A variational module is a set of traits that vary in a coordinated manner, in some way
independent of other groups of traits within a given system, for example, within the same individual
organism. These patterns of (co)variation can be useful for recognizing units worth focusing on, but
this module concept is arguably too vague to serve as a useful anchor concept. More promising are the
organizational modules. These can be defined as groups of elements that establish more and/or stronger
interactions within the group than outside it. In this deliberately abstract definition, the nature of the
interactions that define a module is not specified. The concept is therefore applicable, within biology,
to the units on which the most diverse disciplines focus, facilitating comparisons and exchanges
between them [103,106]. Organizational modules are, for example, the parts of the body recognized by
the morphologist, based for example on relationships of contiguity and connection, or on the gene
regulatory networks of developmental genetics, or on the developmental modules on which Wagner’s
biological notion of homology is based, or on the morphofunctional units (e.g., the circulatory system,
heart, and brain) which the physiologist deals with, or on sets of traits that evolve in a coordinated
way, whatever the cause, such as selection or concerted evolution [101–113].
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Units defined from different perspectives do not necessarily overlap [114]. The correspondence
between developmental modules and evolutionary modules is a big problem for which we do not have
any general solution [8]. Characteristically, organs such as heart or brain are obvious morphological
and functional units, but are not modules from a morphogenetic point of view: in other terms, there are,
for example, hearts as modular organs, but not a ‘cardiogenesis’ as a correspondingly integrated and
largely autonomous developmental process [115–117].

3.3. Anchor Concept 3—Species as Unit of Representation of Biological Diversity

Few of the most important concepts in biology have taken on the character of nomadic concepts for
as long as the concept of species, to the point that the topic already turned into a ‘species problem’ more
than a hundred years ago. When this expression appeared for the first time in the title of a book [118],
the species problem had already been the subject of numerous articles, some of which date back to
the early years of the last century [119–121]. An article in Nature that highlighted the importance of
that book reported an impressive example of the consequences of the plurality of alternative species
concepts supported by taxonomists at the time: “Some years ago [ . . . ] I endeavored to get from
my colleagues at the Museum [=The British Museum (Natural History), as it was called at the time]
estimates of the numbers of species in the various groups with which they were specially conversant.
Some of the answers obtained were very interesting. With regard to mammals I was told “anything
from 3000 to 20,000, according to the view you take as to what constitutes a species”” [122] (p. 440).

Ninety years later, we are still witnessing an endless evolution of the species concept, as tagged in
the title of a recent article [123]. More or less formally, no less than 30 different notions of species have
been proposed to date [13,124].

Ironically, perhaps, it is precisely the substantial intractability of the ‘species problem’ the strongest
stimulus to adopt a ‘radical solution’ that may turn the species into a veritable anchor concept. The way
forward was suggested by Robert O’Hara towards the end of the last century: “Perhaps the species
problem is not something that needs to be solved, but rather something that [...] needs to be gotten
over” [125] (p. 232). In addressing the ‘species problem’, we do not face a problem of fact, but rather as
a problem of systematic representation [125]. Indeed, in agreement with Robert O’Hara’s revisitation
(and eventual dismissal) of the ‘species problem,’ I suggest here that, rather than accepting the species
concept as incurably nomadic, we can fix it by divesting it of all the special qualities that differentiate
its all too many notions, to fix it simply as a unit of systematic representation of biological diversity.
This simplified concept returns to the different disciplinary domains in which the term ‘species’ is
used the burden to customize it as required, whereas taxonomy continues to accommodate all the
taxonomic units that biology requires without introjecting the controversies about species concepts,
their legitimacy, and the priorities, conflicts, and compatibilities among them.

In principle, within one and the same set of organisms we can recognize groups on the basis of the
most diverse criteria, which may correspond to different concepts of species, e.g., biological species,
on the basis of reproductive isolation; morphological species, based on structural similarities, and so
on. In different contexts, one choice may be preferable to another, while the claim to recognize a
criterion of absolute validity appears unsustainable. Among others, Mishler and Donoghue [126]
consequently defended a certain degree of pluralism in biological classification. Among the positions
expressed in the last three decades, some authors (for example, [127–130]) support pluralism,
others (for example, [131,132]) reject it. Despite the intentions and efforts of many taxonomists,
current taxonomic practice is already remarkably pluralistic [133]. This choice, however, can be
sustained only if the various species concepts adopted in the different instances are stated explicitly or
are at least evident from the context [134].

Moreover, this pluralism may require adjustments in nomenclature [127]. Changes in a group’s
taxonomy are in fact a source of ambiguity in the meaning of species names. For example, until a few
years ago, almost all authors classified African elephants as belonging to a single species (Loxodonta
africana); at most, some zoologists distinguished the forest elephant as a subspecies (Loxodonta africana
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cyclotis) distinct from the savannah elephant (Loxodonta africana africana). However, recent studies [135]
have led to classifying the two forms as two distinct species, in which case the savannah elephant
retains the name Loxodonta africana, while the forest elephant takes the name Loxodonta cyclotis.

Diverging (or renewed) opinions about the taxonomic treatment of a group (for example, how many
species, and which ones, are best recognized within a genus) are current in zoology as well as in
botany. This circumstance, combined with the (otherwise sensible) rules of the international codes of
nomenclature [136,137] causes the names attributed to the species to become semantically unstable.
To avoid misunderstandings, it is sometimes necessary to specify the taxonomic concept [138], that is,
the precise meaning of the name as used in a particular work. For example, in the case of African
elephants, Loxodonta africana as used by [135], where the name is applied to the savannah elephant only,
is different from Loxodonta africana as used by [139], which refers to all African elephants, treated as a
single species: the latter taxonomic concept includes the former, but it is not identical to it [127,133].
The number of different taxonomic concepts that can correspond to a single Linnaean name is sometimes
impressive. Precise data are available regarding birds, where for approximately 10,000 species and
22,000 subspecies that are currently recognized, over 1.5 million taxonomic concepts are available in
the literature [140,141].

4. Summary and Conclusions

Until well into the second half of the 20th century, biology was accorded a status dramatically
lower than other sciences, physics in particular. Similarly, the philosophy of science of the time largely
disregarded the life sciences, to concentrate instead on those more mathematized and more rich in
theory. Things changed dramatically in recent decades. In the meantime, however, advances in
scientific knowledge have fragmented biology into an ever-growing plurality of disciplines, each of
which, at least for a time, has consolidated around more promising or more successful research agendas.
Only in exceptional cases, such as at the interface between developmental biology and evolutionary
biology, has a new discipline (evolutionary developmental biology) taken shape in which a debate
around the founding concepts is still in progress.

Today, the life sciences are extensively populated by nomadic concepts that take on the most
diverse meanings depending on the contexts in which they are recognized and used. This is possibly
attractive for the philosopher of science, but problematic and potentially dangerous for the scientist.

It is legitimate to ask whether in our day, it is still useful and appropriate to address the conceptual
problems of biology with the breadth of horizons of what two centuries ago took shape under the
name of biology. Today, in fact, this name often identifies only a large container, in front of which it is
not regarded necessary or useful to address critically and flexibly the possible relations between its
contents. This situation is arguably acceptable to many, or most, practicing biologists. However, it is
not so for the philosophy of biology, which up to now has taken into consideration only a part of the
concepts and problems faced by the life sciences.

Eventually, both biology and philosophy need a refreshment of the reciprocal relations between
the different disciplines recognizable in this field.

In the previous pages, I have suggested one of the possible strategies we could adopt in revising
the disciplinary structure of biology. The current relationships between anchor disciplines such
as comparative morphology, systematics, evolutionary biology, developmental biology, biology of
reproduction, and nomadic concepts wandering between them is worth being explored from a
reciprocal perspective, etc., by selecting suitable anchor concepts around which disciplinary fields can
flexibly move.

Advantages and shortcomings of a re-organization of biology as a set of nomadic disciplines
revolving around a small number of anchor concepts is a challenge whose results deserve careful
evaluation. As suggested by a referee, another nomadic concept that may deserve being re-refined
in such a way as to fix it as anchor concept is the concept of environment. This being already at the
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boundary between biology and many other sciences, and largely beyond my own field on enquiry,
I must leave it to others to explore the heuristic potential of this attractive suggestion.
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Abstract: Biological diversity (BD) explored by biological systematics is a complex yet organized
natural phenomenon and can be partitioned into several aspects, defined naturally with reference to
various causal factors structuring biota. These BD aspects are studied by particular research programs
based on specific taxonomic theories (TTs). They provide, in total, a framework for comprehending
the structure of biological systematics and its multi-aspect relations to other fields of biology. General
principles of individualizing BD aspects and construing TTs as quasi-axiomatics are briefly considered.
It is stressed that each TT is characterized by a specific combination of interrelated ontological and
epistemological premises most adequate to the BD aspect a TT deals with. The following contemporary
research programs in systematics are recognized and characterized in brief: phenetic, rational (with
several subprograms), numerical, typological (with several subprograms), biosystematic, biomorphic,
phylogenetic (with several subprograms), and evo-devo. From a scientific pluralism perspective,
all of these research programs, if related to naturally defined particular BD aspects, are of the same
biological and scientific significance. They elaborate “locally” natural classifications that can be
united by a generalized faceted classification.

Keywords: research programs; scientific pluralism; taxonomic theory; taxonomic pluralisms;
typology; phylogenetics; biosystematics; numerical taxonomy; biomorphics; evo-devo

1. Introduction: Monism vs. Pluralism in Biological Systematics

The dilemma of scientific monism vs. scientific pluralism arose simultaneously with the beginning
of modern science development. It can be represented, in a brief and simplified form, as follows [1,2].
In the first case, it is presumed that, both in science in general and in any science branch, there might
and should be the only one actually scientific approach providing the only one “right” theory or
concept most adequately describing the cognizable world. In the second case, it is presumed that any
natural phenomenon, be it entire nature or any of her manifestations, is too complex to be embraced by
only one approach and respective theory/concept. Correspondingly, such a “patched” phenomenon
might and should be described by several partial theories/concepts, with each capturing its particular
manifestation. Therefore, it is their combination that provides an integrated representation of the
phenomenon in question. Respectively, the science appeared to be “patched” by research programs,
with each developing a particular approach most relevant to a certain manifestation of the respective
phenomenon being perceived [3]. Acknowledging such partitioning of both the natural phenomena
and scientific activities is of fundamental importance for understanding how various disciplinary
fields are individualized and interrelated.

In the life sciences, biological systematics (or systematic biology) plays a fundamental role in
such partitioning of biological matter. It studies taxonomic diversity of living beings, as one of the
manifestations of the total biological diversity (a.k.a. biodiversity, in its widely adopted scientific sense),
which was defined by specific relations between organisms expressed in and revealed by analysis of the
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diversity of their proper (“inner”) features. Other manifestations of biodiversity, defined by relations
of organisms with their environments, are studied by other biological disciplines (biogeography,
synecology, sociobiology, etc.). The main function of systematics is to reveal and describe the structure
of taxonomic diversity and, thus, to shape, by and large, the subject areas for many other biological
disciplines. Due to this, it attracts the attention of both philosophers and biologists exploring the
foundations of biology and some of its key concepts such as evolution, hierarchy, species, etc. [4–11].

Taxonomic diversity itself is a multifaceted natural phenomenon because of the multiplicity
of relations between organisms shaping it and organismal features expressing these relations.
Therefore, systematics develops a variety of approaches for studying the various manifestations
of taxonomic diversity. The most important are formalized as taxonomic theories and developed into
research programs peculiar to this discipline. They differ in their ontological and epistemological
foundations, in their principles of defining objects and tasks, in the methods of exploration, and
in the modes of representation of the structure of biodiversity by classifications. These programs
change with the development of systematics and biology, depending largely on changes of general
scientific-philosophical contexts. In its turn, the changes of the programs dominating at one or another
stage in the history of systematics have a significant impact on understanding how biodiversity is
structured and, accordingly, what the structure of the entire subject area of biology is.

Since systematics deals with the same natural phenomenon (the above-mentioned taxonomic
diversity), a principal question arises, namely, whether it has to follow the only universal research
program or whether there can be several programs equally viable. These two positions, which are of a
rather philosophical nature, are known as taxonomic monism and taxonomic pluralism, respectively,
and they have been actively discussed over the last several decades [2,8,11].

Taxonomic monism presumes that taxonomic diversity should be considered within a unified
conceptual approach and described by a single “right” classification, be it either the Natural system of
earlier classics (Linnaeus), the general-purpose classification of phenetics (Gilmour), or the phylogenetic
classification of phylogenetics (Hennig). The most devoted adherents of each of these approaches,
being monists, believe that it is their theory that says the “final word” in biological systematics and
should be accepted as such by the entire taxonomic (and eventually biological) community.

On the contrary, taxonomic pluralism acknowledges that taxonomic diversity is multifold and
that all its manifestations are of more or less equal biological meaning and scientific (cognitive)
status. Respectively, neither taxonomic theories and research programs dealing with such particular
manifestations may pretend to gain a privileged position in biological systematics. Each is significant by
their careful examination of particular manifestations of taxonomic diversity. For instance, phylogenetic
program structures taxonomic diversity historically, while typological program does that structurally,
and biomorphic program uncovers complex morpho-ecological aspects of taxonomic diversity.

The first attempts to recognize explicitly and to discuss the research programs in systematics,
as well as to evaluate their scientific status, were undertaken in the 1960s–1970s. There appeared
to be acknowledged but three principal “systematic philosophies” most vividly discussed at that
time, namely, phenetics, cladistics, and evolutionary taxonomy [5,6,12–14]. However, this “three
philosophies” viewpoint did not take into consideration or drastically reduce the significance of other
“philosophies” that were not so actively discussed then (typology, biosystematics, ecomorphological
approach, etc.). Therefore, such an oversimplification provided a very distorted representation of the
theoretical foundations of biological systematics, including diversity of the research programs actually
operating in it, their historical and scientific-philosophical roots, their mutual interactions and influences,
and their contributions toward the development of both systematics itself and biology overall.

In this article, a brief overview of the principal research programs in biological systematics
is provided, guided by their scientific and philosophical foundations, regardless of their general
acceptance [11]. One of the main tasks is to show why and how these research programs in biological
systematics are developed, and why it is normal for the latter to be pluralistic in this respect. Therefore,
attention is paid toward ontological and epistemological prerequisites for elaborating taxonomic
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theories and for developing the research programs implementing them. The next key task is to show
the real diversity of these programs, contrary to a received viewpoint reducing it to a minimal level.
All these tasks explain a pretty extensive list of references, even though it only includes the most
important issues.

In accordance with the above tasks, the present overview begins with the illumination of some basic
ideas concerning the philosophical foundations of biological systematics, as they are understood by the
author. This includes also consideration of some general principles of construing taxonomic theory.

2. Some Basic Elements of the Systematic Philosophy

Any general philosophy of science deals primarily with the justification of theoretical knowledge
in science. Thus, the “philosophy of systematics” actually presumes analysis of the possible ways to
develop the theoretical foundations of biological systematics as a whole.

If systematics is considered a scientifically sound discipline, it is to develop its own taxonomic
theory (TT). However, despite a significant number of books, in which principles or foundations of
systematics are considered, no sufficiently well-substantiated TT has been elaborated so far. Moreover,
hardly any satisfactory understanding seems to exist among taxonomists as to what kind of theory
it should or could be. There were only a few earlier attempts to consider some basic premises and
principles of what might be called the beginnings of TT, but they were too formal to be biologically
sound [7,15,16]. The main reason for such a very deplorable situation is that the substantiations of
particular classification approaches have been predominated previously, instead of developing the TT
in its general understanding, which would cover the entirety of biological systematics. Such a theory
should deal with the multiplicity of both the manifestations of biodiversity and the ways to study it.

Any serious consideration of this important issue would first require an ascertainment of how
theories of various levels of generality can be built in different scientific disciplines. However, this
would lead us away from the main topic of the present paper, especially when taking into consideration
the diversity of the viewpoints on this matter. Therefore, without going deep into this issue, it seems
to be enough, for the purposes of this article, to offer the following general declarations concerning
just the taxonomic theory [11,17]. The latter is defined as a conceptual system containing generalized
theoretical knowledge about what and how biological systematics explores. The answers to the
question “what?” make up the ontological part of the theory: they fix the essential characteristics of the
object of systematic research. The answers to the question “how?” constitute the epistemological part
of the theory: they fix the basic principles of the study of this object. Together, these answers constitute
a conceptual framework for defining a TT.

It follows that the main purpose of any TT is framing the theoretical context in which systematic
research is conducted and concrete classifications are developed. As such, this theory serves as a
general basis for the formation and functioning of any research program in biological systematics.
Development of such a theory is the most important and an ultimate aim of taxonomy as a theoretical
part of biological systematics.

2.1. One Umgebung—Many Umwelts

One of the first tasks of TT, in its most general sense, is defining an object (or a subject area) of the
entirety of biological systematics. Many serious problems arise related not even to the theory itself,
but rather to the philosophy of systematics—not in the above Hull’s [13], but in a more general sense,
concerning its ontological foundations. They deal with illumination of what this biological discipline
and its various sections investigate.

All natural sciences, by an initial condition, are aimed ultimately at comprehending and describing
nature in its entirety. However, since nature is so global and diverse in all its manifestations, while the
human cognitive possibilities are so limited, it is fundamentally impossible to embrace it as a whole
with a single gaze and to reach a complete knowledge of nature expressed by a single exhaustive
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generalization. Instead of a “global” comprehension of nature, it is its “local” manifestations (particular
aspects, fragments, etc.) that are actually being explored.

According to the contemporary conceptualism, with Quine’s concept of ontological relativity
constituting one of its cornerstones [18,19], such fragmentation of nature is shaped by a knowing
subject (be it either a person or a scientific community) depending on the latter’s cognitive tasks.
In this connection, distinguishing the two main levels in reality suggested by the Baltic German
zoopsychologist von Uexküll [20,21] seems to be very attractive and thought-provoking. According to
his idea, the whole of nature as such (Umgebung) and its actually perceived manifestations (Umwelts)
are to be distinguished in a cognitive situation dealt with by natural science. Although Uexküll himself
meant selective “biological” perceptions of the environments by particular organisms, his rather
metaphoric concept may be widened to include human cognitive activity, which is no less selective
with respect to nature being perceived [22].

Thus, from a conceptualist perspective, each particular cognitive Umwelt is fixed by a knowing
subject in the course of the latter’s cognitive activity to shape a kind of conceptual reality not existing
out of this cognitive and perceptual activity. As such, it represents a particular cognizable reality, and
multiplicity of these Umwelts implies multiplicity of the approaches dealing with them. Therefore,
any cognitive activity begins with preliminarily outlining a particular Umwelt and continues with
exploring and describing its properties. In the case of biological systematics, taxonomic diversity can
be treated as its Umgebung, while its various manifestations are its various respective Umwelts.

Since systematics deals with taxonomic diversity as a natural phenomenon, its particular Umwelts
are to be distinguished as naturally as possible. The best way to ensure this seems to be to do so by
indicating the supposed objective causes (initial, proximal, formal, material, etc.) structuring the biota,
and, thus, generating various manifestations of diversity of organisms. It is presumed that a cognitive
Umwelt thus outlined corresponds to a certain biological phenomenon, which makes its exploration
biologically meaningful. On the contrary, an Umwelt fixed by a formal ontology, i.e., without reference
to certain natural causes, is apparently devoid of biological meaning.

Different cognitive Umwelts corresponding to particular manifestations of taxonomic diversity
are shaped by certain concepts, each defining the properties most significant for individualizing the
respective Umwelts. For example, this may be diversity of archetypes or biomorphs, or the hierarchy
of monophyletic groups, etc. The phylogeny that generates the latter hierarchy can be interpreted
classically in its wholeness (according to Haeckel or Simpson) or reduced to cladogenesis (according
to Hennig). On the contrary, one can discard all prior considerations of the structure and causes
of taxonomic diversity and deal with separate physically perceived organisms. This also requires
specific background knowledge, though, with very poor ontology greatly trimmed by means of the
“Occam’s razor”.

As is evident from the preceding, any transition from the whole Umgebung to one or another
particular Umwelt is based on a reduction operation, as far as any isolation of a part from its whole
means reduction of the latter. In systematics, such a reduction begins with “cutting” something called
biodiversity from the entirety of nature. At the next reduction step, taxonomic diversity is singled
out from the entirety of biodiversity, with the latter’s other manifestations (ecological, biogeographic,
biosocial, etc.) being discarded. Then taxonomic diversity undergoes further decomposition by
distinguishing its own aspects, e.g., phylogenetic (emphasis on kinship), typological (emphasis
on structural plans), ecogenetic (emphasis on diversity of populations), etc. Furthermore, within
phylogenetically defined diversity, its cladogenetic and anagenetic aspects can be distinguished and
analyzed separately.

Thus, the above transition from overall Umgebung to particular Umwelts can be represented
as a kind of reduction cascade at different steps of which particular exploratory tasks of different
levels of generality are successively formulated and solved. All of this is accomplished by a knowing
subject (as specified above) with the help of various epistemic tools. It is this subject that decides
what is significant and what is not for distinguishing particular Umwelts and extracting them from
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the Umgebung. Evidently, such a stepwise reduction leads to an unavoidable sequential loss of some
part of the objective content of the entire Umgebung at each reduction step. Therefore, an ontology
defined by this content is the richest at the very beginning of the reduction cascade and most poor
at its end. Accordingly, in the same direction, an accumulated effect of a subjective “input” into
particular conceptually construed Umwelts increases. This issue seems to be of prime importance
for understanding of “naturalness” (in the above sense) of particular manifestations of taxonomic
diversity and, respectively, biological meaningfulness of different taxonomic theories and research
programs studying them (see the next section).

It is also important to stress that such a reduction is potentially multiplied at every step of
the cascade. This is because taxonomic diversity as a complexly organized natural phenomenon
can be represented by several more simple cognitive models (in their general epistemic sense from
Reference [23]). Such a multiplicity of the Umwelts, recognized at each step of the reduction, is an
ontological prerequisite of an increase of taxonomic plurality descending from top to bottom of the
reduction cascade.

2.2. Taxonomic Theory as a Quasi-Axiomatics

Every natural science theory includes some elements of axiomatics. This means that it contains
more or less clearly formulated statements about the subject being studied (analogues of axioms)
and the principles of its research (analogues of inference rules). Considered from a philosophical
standpoint, the former constitute ontology, and the latter constitute epistemology. Such a construction
of a taxonomic theory (TT) by using at least some elements of the axiomatic method is advantageous in
that it allows us to formulate its basic statements more explicitly, and, thus, to structure the theory itself.

Attempts of this kind were undertaken repeatedly. Some were aimed at developing universal
mostly formal systems [7,15,16], while others dealt with the foundations of particular research programs
(phenetic, phylogenetic, etc., i.e., [24–27]). Here, the author’s position is presented very briefly to
show why and how taxonomic theories underlying research programs in biological systematics can be
structured and justified [11,17]. The main concern of this section is not to suggest a version of the TT
but rather to consider some general principles of its development.

It must be emphasized first that a TT is to be developed as a quasi-axiomatics. This means that,
unlike formal axiomatic systems of mathematics and logic, its basic conceptual constructs are initially
introduced as biologically sound. This is provided by direct reference to a certain objective (real)
manifestation of biodiversity (i.e., typological or phylogenetic pattern), which establishes desirable
correspondence between an Umwelt (naturally defined, see previous section) and respective set of
quasi-axioms, which makes the latter biologically meaningful. It is quite important to stress that the
same meaning can be ascribed to classifications based on these quasi-axioms, while formal axioms
with no reference to an Umwelt make respective classifications also formal (biologically meaningless).

Usually, in various systematic textbooks, all such theoretical premises are called principles without
distinguishing between their different cognitive functions. However, as seen from the example above,
in the framework of the axiomatic approach, it is necessary to divide them into two main categories,
namely, quasi-axioms and inference rules. The former have an ontological status and outline an Umwelt
under study, while the latter have an epistemological status and deal with the principles of investigation
of this Umwelt. Only these inference rules seem to deserve being termed “taxonomic principles”.

Though an axiomatic method of construing any theory presumes strict and unambiguous
definitions, this requirement cannot be followed literally in the case of natural science disciplines
including biological systematics. Its implementation is limited by the principle of an inverse relationship
between the rigor and the meaningfulness of the concept definition [28]. The more strictly a concept
is defined, the less likely there is something in nature to which it may correspond [29]. Therefore,
any definition of an Unmwelt, claimed to be biologically meaningful, is deemed to be imprecise
semantically and should be formulated by taking into consideration some conditions of the fuzzy
logic (as it is defined by Kosko [30]). The latter means, among others, that such “fuzzy” definitions
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seem to entail an unfeasibility of their strict and unequivocal applications in studying the structure of
biodiversity. The biological concepts that come to mind as most pertinent to this issue are those of
taxonomic rank [8,11,31], homology [32–35], and, of course, species [8–10,36–40]. The impossibility of
their strict and unambiguous definitions leads to the fuzziness of these concepts, which is reflected by
a plurality of their particular meanings.

It is to be stressed especially that quasi-axioms and inference rules within a TT do not work
separately, but conjointly in a single package. In general, this condition is formalized by the principle
of onto-epistemic correspondence, which means that the basic (for the given TT) statements relating to
ontology and epistemology should be meaningfully compatible with each other [11,17]. For example,
if an Umwelt is defined phylogenetically, then the principles specify how a classification should be
developed to reflect the phylogenetic pattern only.

It follows from the above stepwise reduction cascade (see Section 2.1) that the sequential reduction
of the overall Umgebung to a certain set of Umwelts results in the generation of respective particular
quasi-axiomatics of different levels of generality. It is presumed that each set of quasi-axioms outlines
a particular Umwelts of a certain level of generality. On this basis, a hierarchy of TTs allocated to these
levels can be consequently construed. Thus, taxonomic theory considered in its most general sense is a
rather complex multilayer construct. It consists of several levels of theoretical generalizations with
each solving specific tasks allocated to a respective level of a reduction cascade. Theoretical provisions
of the highest level of generality constitute the general taxonomic theory (GTT), while those belonging
to the lower levels are particular taxonomic theories (PTTs).

In this hierarchical conceptual pyramid, the GTT plays the role of a framework concept in relation
to various PTTs and can be considered a taxonomic meta theory (i.e., theory of theories) for them.
Within such a pyramid, particular PTTs arise as different details of the GTT statements. The main
task of the latter is to outline correctly (including being biologically sound) the cognitive situation for
the entirety of biological systematics, including its basic ontological and epistemological components.
Thus, GTT can be imagined as a set of interconnected general judgments about the general properties
of taxonomic diversity (ontology) and the general principles of its study (epistemology). This theory
is intended not to elaborate concrete classifications, but rather to formulate (as prescriptions and
restrictions) the grounds for possible ways to formulate and solve the exploratory tasks that systematics
deals with. Thus, it is the GTT that can more than justifiably be claimed as a systematic philosophy.

There are two principal modes of construing the GTT. One of them refers primarily to ontological
quasi-axioms from which certain principles are deduced, while another accentuates epistemological
reference rules (principles) equally applied to any natural phenomena. Thus, taxonomic pluralism is
observed even at the most general level of the theoretical basis of biological systematics.

The ontology-based GTT specifies first how a particular Umwelt is to be outlined. For instance, it
specifies whether causes of the diversity of organisms should be indicated or not, and if indicated,
which particular ones—historical in phylogenetics, structural in typology, or functional in biomorphic,
etc. If the evolutionary process is referred to as the main cause of taxonomic diversity, it can be
interpreted as an adaptatiogenesis or as a more “formal” cladogenesis. On this basis, it is then specified
(quasi-axiomatized) which particular relations between organisms are taken into account—only
kinship, only similarity, or some combinations thereof. Based on these basic assumptions, certain
taxonomic principles are developed. Some of them entail homologization, character weighting,
similarity assessment, etc., while others deal with inferring particular phylogenetic schemes, and the
next deal with elaborating phylogenetic classifications based on these schemes. The same general
design is true for any other biologically meaningful quasi-axiomatics, be it typological, biomorphic,
or otherwise.

On the other hand, the epistemology-based GTT presumes that any Umwelts, however defined,
are not specific with respect to their properties (ontology), so the main task is to elaborate certain
universal principles of their analysis (epistemology) independent of particular ontologies. The latter
means that systematic research should be subordinated to certain fairly formalized universal reference
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rules. Particular implementations of such accentuation are PTTs in which logical or computational
procedures are set as being of primary importance (see below).

From a formal standpoint, any properly construed quasi-axiomatic systems relevant to the task
systematics deals with have an equal cognitive potential. However, as stressed above, as far as
systematics is a biological discipline exploring biodiversity as a real phenomenon, evaluating the
research potentials of all possible TTs is to be based on their biological meaningfulness. The latter
means, first, that their basic quasi-axioms should refer to certain natural biological phenomena, and,
second, the respective Umwelts representing the latter should be as least reductionist as possible.
Therefore, ontology-based TTs seem to be more significant as compared to epistemology-based TTs,
and, among the former, those with a rich ontology are more significant.

As seen, the outlined quasi-axiomatic method of developing the theoretical foundations of
biological systematics makes it rather easy to understand the whole structure of both the GTT (which
is still an imaginary, rather than a well-established, construct) and the reasons of plurality of PTTs
detailing the latter.

3. An Overview of the Research Programs in Systematics

Research programs in biological systematics appear and function as a means of implementation
of particular taxonomic theories. The latter develop not by themselves, but in a certain
philosophical–scientific context, with one way or another responding to the challenges that systematics
faces at one or another stage of conceptual development of natural science.

The subsequent sections provide a review of the research programs in biological systematics
that have developed over the 20th and at the beginning of the 21st centuries. Some of them basically
continued the ideas formed in the 19th century (typological, phylogenetic, etc.) while others emerged
de novo in this period (phenetic, numerical, evo-devo, etc.). It is to be stressed that this review is
based on preceding considerations of the principles of construing and evaluating the corresponding
taxonomic theories. Accordingly, in characterizing the latter, the most focus is put primarily onto
their philosophical (ontological and epistemological) foundations, regardless of the popularity they
enjoy among biologists at various stages of the development of biological systematics. For this, the
order of presentation of these programs corresponds basically to a certain scale of the richness of their
ontologies. The below account opens the most reductionist programs (phenetic, rational, numerical)
and closes with the biologically soundest programs (typological, biomorphic, phylogenetic, evo-devo).

3.1. The Phenetic Program

This program develops and formalizes an old idea of empirical knowledge and, as such, goes back
to folk systematics (see References [11,41,42] on the latter). The beginning of its persistent formation in
scientific systematics was laid down by the works of the anti-scholastics of the second half of the 18th
century. Usually, the French naturalist M. Adanson’s approach is mentioned in this connection—to
the extent that the founders of modern numerical phenetics used to call it “neo-Adansonian” [24,25].
However, such identification was shown to be incorrect [5,43], as the Adansonian methodology actually
foreruns one of the numerical cladistic approaches [44]. The genuine phenetic concept was expressed
at that time by the German naturalist J. Blumenbach. He stated in his “Handbuch der Naturgeschichte”
that the “animals that are similar in 19 structures and differ only in the twentieth should be grouped
together” (see Reference [11]).

In the 20th century, the phenetic program in its rather strict sense was substantiated by a
classification theory based on the positivist philosophy of science, as its early ideologists stated
explicitly [24,25,45]. It is closely related to the numerical program (see Section 3.3), so they are often
considered conjointly. However, this is not correct. The phenetic theory deals with what is studied
(ontology), while the numeric one deals with how that “what” is studied (epistemology).

According to this philosophy, in a cognitive situation of phenetic systematics, the background
knowledge is minimized in order to exclude its “metaphysical” content (such a reference to evolution).
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Respectively, a phenetically defined Umwelt is simply a set of observable physical bodies with their
characters, i.e., organisms. At the same time, the subjective influence is also excluded as much as
possible. All operations on those “physical bodies”—their description, comparison, etc.—should be
depersonalized and reduced to some elementary automated actions. Phenetic classification is developed
as purely empirical (in a philosophical sense). It should be nothing more than a generalization of the
observed facts, which makes it independent of any biological theories.

In developing phenetic classifications, the only basis for grouping organisms is their mutual
similarity as such, which is assumed to be both objective and theory-neutral. However, both these
presumptions are not true, as any similar relation is established by a knowing subject depending
on the conceptually framed exploratory tasks [46–49]. Thus, the phenetic program seems to lack
its initial “as-if empiric” philosophical background. This similarity is evaluated across the totality
of the unit (elementary) characters used in the comparisons without any preliminary assessment of
their significance (“weight”). One of the most serious restrictions on the choice of characters is that
they should describe organisms themselves (morphology, physiology, genetics, etc.), but not their
relations to the environment (ecology, etc.) [24,25]. Such a “weighting” ascends the essentialism of
earlier (scholastic) taxonomic theory [11]. The resulting taxa in phenetic classifications are designated
as phenons [46–49]. Ontological interpretation of both them and their ranks is nominalistic.

The main purpose of phenetic classification is quite pragmatic. It should not reflect some
mysterious “naturalness”, but instead should be “useful”. The usefulness of a classification depends on
its informativeness, i.e., on the volume of information about the diversity of the organisms contained
within it. Maximizing the information content in the classification is achieved by increasing the
number of characters used for its elaboration. Roughly speaking, the more characters, the better.
This condition is substantiated by the positivist principle of total evidence coupled with an ad hoc
hypothesis of character non-specificity and the mathematical principle of convergence. It is assumed
that classifications, if starting from different initial sets of characters, should converge asymptotically
with the maximum possible increase of the number of characters [24,25].

The purely technical nature of phenetic classifications means that they are not evaluated from
the point of view of their naturalness in its traditional meaning. Instead, it is replaced by certain
operational criteria of the classification informativeness assessment (Gilmour-naturalness). The most
informative classifications that can be used to solve many different tasks are termed general purpose
ones. With reference to the above principle of convergence, the potential attainability of a single
stable reference system as an ideal of phenetic systematics is supposed. Along with it, various special
purpose classifications can and should be elaborated to solve certain particular research and applied
tasks. There can be a lot of them and they can be very different in their information content, but
all of them are subordinate with respect to the general-purpose classification. Thus, the phenetic
program is monistic with respect to the general-purpose classification and pluralistic with respect to
the special-purpose ones.

The phenetic program, supplied with the numerical methods, was most popular in the 1960s. At
present, it has been supplanted by the phylogenetic program in its cladistic and molecular versions
(see Section 3.7). In this regard, it is important to keep in mind that the latter borrowed some important
points of the phenetic theory. Thus, in molecular phylogenetics, an idea of the reduction of an organism
to a set of automatically identified unit characters appeared to be perfected: these are nucleotide base
pairs in DNA and RNA sequences. In cladistics, clear elements of the phenetic theory are introduced
by the above mentioned principle of total evidence according to which, roughly speaking, “the more
characters, the better” [50–52].

From the point of view of the philosophy of science that focuses on modern conceptualism (in the
above sense of Reference [18]), the main problem of the positivism based phenetic program is that a
strictly empirical knowledge, devoid of any theoretical basis referring to a certain natural ontology,
is impossible in the natural science [18,53]. This key standpoint means that both the phenetic theory
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itself and the program implementing it dropped out of the framework of contemporary science with
its dominating post-positivist philosophy.

3.2. The Rational Program

Rationality, understood in its general sense, constitutes the very basis of the science distinguishing
it from other forms of the cognitive activity. Among various versions of scientific rationality [54,55], a
deductive one is the most relevant for substantiation of the rational program in systematics, as it is
understood by the author [11,56]. It is based on acknowledging the paramount importance of such
syllogistics in which particular judgments are deduced from general ones. It is presumed that the
truth of the former entails the truth of the latter. The general aim of such an approach in biological
systematics is to develop a kind of rational classification, which may be classified as “all elements
of which are derived on the basis of some general principles, certain theory” [57]. It is clear that
formulation of taxonomic theory as a kind of quasi-axiomatics (see Section 2.2) fits completely the
conditions of such rationality.

Initial judgments, with which formation of the rational program in systematics began, are two-fold.
Some of them are related to the object being researched, i.e., to ontology: this can be termed as an ontic
rationality. Others relate to the principles of research, i.e., to epistemology: accordingly, they constitute
an epistemic rationality. Thus, this rational program is divided into two subprograms, which are called
onto-rational and episto-rational ones. They are similar in the deductive (with reference to the concepts
of higher levels of generality) substantiation of particular judgments but differ in the content of the
general ones [11,56].

One of the first versions of the onto-rational subprogram in systematics was proposed by the Swiss
botanist A.-P. de Candolle (actually, he was probably the first to coin the term “rational classification”
in biology) at the beginning of the 19th century, who based his theory on the principles of symmetry
borrowed from crystallography [58,59]. In a more general form, the idea of rational systematics
was formulated 100 years later by the German natural philosopher H. Driesch [60]. He called for
uncovering some general law of orderliness of diversity of biological forms that would be analogous
to the natural laws of orderliness of chemical elements in physical chemistry or geometric figures in
geometry. A rational classification based on such a law is presumed to become a powerful heuristic that
allows certain predictions about still unknown forms. Thus, it is reasonable to call the onto-rational
systematics nomothetic [61]. It reveals the general laws of taxonomic diversity instead of presenting
the latter as a list of taxa with their diagnostic characters. It is evident that the taxa recognized within
the onto-rational taxonomic theory are interpreted realistically as natural kinds in the sense of W.
Quine and others [62,63].

Implementation of one of Driesch’s ideas led to an aspiration to elaborate parametric classifications
of living forms analogous to the above periodic system of elements in chemistry [64,65]. The latter
means that such classifications should not be construed on a strictly hierarchical (vertical) basis, but
rather horizontal relations between biological forms being most important. The main problem in
this case is that the biological forms are much more complex than the chemical elements. Therefore,
it is difficult to recognize a key parameter by which their periodic system could be arranged. Such
a parameter is usually suggested to define the organismal complexity, but it does not lend itself to
a universal, satisfactory enough definition, which allows for the development of a single scale of
complexity [66,67]. Thus, the principal idea of this version of the onto-rational program in systematics
seems hardly resolvable in general. However, some of its applications are of certain interest as they
may uncover some important properties in the ordered structure of biodiversity.

There is another partial taxonomic theory called rational by its creators [68–70], which fits the
conditions of onto-rationality. In this case, rationality presumes deducing classifications from the
orderliness of the diversity of ontogenetic patterns. In this case, this version is considered a part of the
epigenetic typological subprogram (see Section 3.4).
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The episto-rational subprogram focuses on certain general inference rules governing the particular
exploratory procedures in systematics. Such a standpoint presumes that it is these rules that are
primary, and all taxonomic principles and methods are to be inferred from them, while ontological
considerations are minimized. In the classical systematics of the 16th to 18th centuries, this general
conception led to a fundamental monistic idea of the natural method, a proper application of which
would provide the natural classification. According to M. Adanson [71], this method “should be
universal or overall, i.e., there should be no exception for it”. This general idea was first implemented
by scholastic systematics of the 16th to the 18th centuries in a form of the universal genus-species
scheme [11]. Post-scholastic systematics rejected this particular scheme, but the very idea was retained
and led eventually to the development of two research subprograms. In one of these, the logical
argumentation is taken as the basis, while another accentuates on mathematically based judgments.

An idea of strict subordination of taxonomic principles of biological systematics to some general
logic was expressed in recent times by several authors [15,16,57,72]. As a matter of fact, it explicates
a rather old idea that any classification is but a logical procedure. Some fragmentary attempts to
implement it were based on application of the requirements of the formal axiomatic systems (see
Section 2.2). A more recent and quite developed general solution is offered by classiology [73].
Ideologists of the “logical systematics” presume that any classification theory derived from some
“general logic” is applicable to any phenomena (natural, social, etc.) studied by any classifying sciences,
regardless of their natural ontology. However, no one pure logical taxonomic theory for biological
systematics has been proposed so far, and no biological classifications of such a kind are known.
Thus, the main idea of a would-be logical research program in systematics still remains only a kind of
“declaration of intent”.

In considering the productivity of such a theory for systematics, of prime importance is the
fundamental issue whether its basic idea has any relevance to the tasks this biological discipline deals
with. As a matter of fact, systematics asks a question about objective (real) biodiversity and tries to
answer it in a sound manner. However, every logical system is merely a specific tool designed to
ensure the logical consistency of derivative particular statements with respect to the more general ones,
all within a particular formal axiomatic system. Such a tool asserts the logical truth of the conclusions
with respect to that system, but it does not say anything about their natural truth with respect to the
reality being studied because it does not consider this respect at all [74]. Thus, the program in question
does not seem to expect either the very question or an answer as to how “logical” classifications may
relate to the reality and, if they relate, how to ascertain this.

If the above declaration is followed literally, it is to be taken into consideration that any appeal to
some general logic looks very naïve, as there exist many formal logical systems [74,75], including some
(binary, probabilistic, fuzzy, modal, etc.) that are relevant to systematics. Thus, the next key question
arises—now it is about the basis for a choice of particular logical systems for deducing particular
taxonomic theories applicable for elaborating biologically meaningful classifications.

As far as such a question is concerned, one of the possible answers is provided by the above
principle of onto-epistemic correspondence (see Section 2.2). According to the modern conceptualist
standpoint [18] underlying this principle, it is ontology that drives epistemology (including logical
inference rules), and not vice versa. In other words, the principles of elaboration of biologically
meaningful classifications are to be inferred from background assumptions about properties of
taxonomic diversity rather than from any pure logic [11,17,76]. Thus, it becomes clear from this
standpoint that any kind of a pure logical research program in biological systematics seems to
be unfeasible.

A part of the episto-rational subprogram is the numerical one based primarily on the mathematical
foundations of taxonomic principles and methods. Because of its significant influence on the
development of biological systematics in the 20th century, it likely deserves the status of a research
program of its own, so it is considered in the following subsection.
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3.3. The Numerical Program

As noted, this is actually one of the versions of a wider episto-rational subprogram, though
deserving a status of a distinct program. Its source lies in the natural philosophical idea that the “book
of nature is written in the language of mathematics” announced by the Italian physicist G. Galilei in
the 17th century [77]. Based on this, the Prussian philosopher I. Kant at the end of the 18th century
expressed one of the key ideas of modern physicalism: “in any special doctrine of nature, there can be
only as much proper science as there is mathematics therein” [78].

The 19th century English naturalist H. Strickland should likely be considered one of the forerunners
of the numerical program. Based on the then rather popular so called “taxonomic map” metaphor [79],
he likened the similarity between groups of organisms to the distance between territories on a
geographical map: the longer the distance, the less the similarity [80]. At the beginning of the
20th century, the Russian biologist E. Smirnov put the key idea of this program this way: you
need to “establish those rules and laws that determine the relative position of the phenomena
studied. The expression of these laws in the form of mathematical formulas is the highest goal
that systematization strives for” [81]. Smirnov called such a taxonomy “exact”. In the future, its
supporters called it “numerical” and then, quite straightforwardly, “mathematical”. The general
design of the numerical program in taxonomy was framed mostly in the 1960s–1970s [11,82]. Based on
the above Kant’s aphorism, adherents of this program consider it the only one deserving the title of
scientific in the physicalist sense of the latter and deem it as the most significant scientific revolution in
contemporary systematics.

The main content of this program can be formulated in two general principles. First, relations
(similarity, kinship, etc.) between organisms and sets thereof can and should be measured quantitatively.
Second, the structure of relations thus quantified can and should be transformed into a classification
by means of quantitative methods. Implementation of this program is provided by many methods
developed to solve various particular classificatory tasks within the general numerical idea.

It is clear that the numerical program, based mainly on epistemology, does not have any subject
domain of its own. It concerns the issues related to ontology as far as an Umwelt to be studied is to be
adapted to the needs of quantitative methods by means of its significant reduction. For instance, the
organisms are reduced to a matrix of an uncorrelated formalized character. Thus, any function of this
program is limited to serve as an analytical supplement to research programs based on ontological
considerations—only those that consider such a reduction is acceptable.

Depending on particular biologically meaningful tasks solved using quantitative methods, the
program under consideration is divided into two main subprograms: viz. numerical phenetic and
numerical phyletic ones.

Numerical phenetics [24,25,83,84] provides quantitative methods for implementation of the
phenetic and, partly, the bio-systematic programs (see Sections 3.1 and 3.6 on them). In this case, a
classification procedure is based on quantitative assessments of the similarities as such, and character
weighting is minimized because of the lack of any background knowledge underlying it. The main
task is to produce such a pattern of similarity relations among phenons in which the differences within
each of them are minimized and the differences between them are maximized with this pattern being
transformed subsequently into a phenetic classification.

Numerical phyletics [83–87] develops quantitative methods for implementing the phylogenetic
program (see Section 3.7 on it). Its methods are designed to facilitate the reconstruction of phylogenetic
relationships. Accordingly, similarity is considered as an indicator of kinship, and characters are
weighed to select the most reliable indirect evidence of kinship. Construction of phylogenetic trees is
narrowed down to a formal graph theory without any biological considerations [88]. An ultimate goal
of numerical phyletics is to develop a tree-like structure that can be interpreted as a network of kinship
relationships among supposedly monophyletic groups, and, thus, is capable of being transformed into
a phylogenetic classification.

31



Philosophies 2020, 5, 7

Theoreticians of the numerical program, based on their scientific and philosophical preferences, see
its undoubted advantages in objectivity, formalization, repeatability, and exactness of the classification
techniques. However, the latter hold initially one fundamental limitation provided by axiomatic
justification of pure mathematical methods. The point is that any formal axiomatics contains a certain
element of subjectivity [89,90], so an objectivity attributed to both the methods developed on its basis
and the results of their application, considered philosophically, is nothing more than a myth, although
very widespread. Actually, it is eligible to discuss whether a method is true or false in the logical sense
only with respect to the axiomatics underlying it, but not with respect to a particular Umwelt analyzed
with it. Thus, it is hardly possible at all to say if a classification obtained by a pure formal method is
true or false as a cognitive model (in the sense of Wartofsky, see Reference [23]) of this Umwelt, which
makes no sense in any consideration whether such a classification is objective or not [4]. The only point
that can be discussed rightfully is intersubjectivity [53,91], which means that different researchers,
solving the same standard problem with the same standard method, get the same standard result
(notorious repeatability). As for the exactness of the axiomatically substantiated methods and the
results of their application, it is determined only within the framework of the formalizations embedded
in the initial axiomatics, and not necessarily so in others [89,90].

Opponents of this program consider its main idea—primacy of the formal method over biological
content—flawed. It reduces biologically meaningful tasks to purely technical ones and, thus, from
a metaphysical perspective, “puts the cart in front of the horse”. As a result, the problem of
instrumentalism arises, which means that it is the method as such that dictates how an Umwelt
should be analyzed, so properties of the former indirectly shape properties of the latter [11,92]. For
instance, application of a hierarchical classificatory algorithm necessarily provides a hierarchically
arranged classification, even if the respective real diversity pattern can be non-hierarchical. Extreme
formalizations implied by this idea are considered its main drawback from a biologically meaningful
standpoint, as they presume inevitably undesirable reductions (see above).

One of the important methodological problems of the numerical program results from a variety of
quantitative methods not reducible to either the most general or the most correct [25]. In such a pluralistic
situation, the same question inevitably arises, as in the case of the logical taxonomic subprogram
(see previous section). Now it is about selection of a particular method among several available.
Two general solutions are possible here. On the one hand, the above principle of onto-epistemic
correspondence can serve as a basis for such a selection. A method is preferable if it is more effective
with respect to the biological content of the task being solved. On the other hand, the choice of a method
should be justified “technologically”. The better it is formulated within a well-founded axiomatics,
the more preferable is it. The first approach is attractive from the point of view of biology, but it
contradicts the ideology of the numerical program. The second approach, advocated by proponents of
the “mathematical taxonomy” [93], as noted above, subordinates the solution of biologically sound
tasks to the authority of the formal method and, thus, brings forth the problem of instrumentalism.

If philosophical questions are left aside, then undoubted practical advantages of the numerical
program come to the fore. One of them is that numerical methods make possible comparative analyses
of large data arrays. This is especially true for the numerical phyletics operating with many thousands
of unit characters (nucleotide base pairs). A possibility of quantitative comparisons of different
classifications by their characteristics, as well as elaboration of the consensus classifications for those
derived from incompatible datasets, are also among the practical advantages of this program. At last,
computer experimentations with virtual models make it possible to simulate macroscopic phenomena
that are fundamentally unobservable and not amenable to direct experiments, such as the structure of
biodiversity, global phylogeny, etc.

3.4. The Typological Program

The typological way of perceiving and representing the qualitative structure of the world is among
the most basic aspects of cognitive activity [94]. It begins with personally perceiving and thinking of

32



Philosophies 2020, 5, 7

nature with gestalts, i.e., integrated images expressing essential features of its various manifestations
(aspects, fragments, etc.). The results of such an intuitive perception are then transferred to nature
itself. From this, an antique conception of archetype as an initial ideal form (“matrix”), giving rise to a
diversity of all real forms, emerged. It also occurred in the general idea of the prototype underlying the
natural philosophical concept of the Scala Naturae, which had a significant impact on the formation of
the worldview among many naturalists of the 18th and 19th centuries [95].

Typological views are usually derived by authorities from the essentialist ones, but this is
hardly true. Aristotle’s understanding of essence (ousia), which forms the basis of essentialism in its
widespread understanding (ascending basically to Popper), is functional [96,97]. It is this capacity that
inspired many taxonomists from scholastics (such as Cesalpino and Tournefort) to early post-scholastics
(such as Jussieu and Strickland). Contrary to this, the typology proper, as it appeared in the works of
French and German anatomists at the end of the 18th and the beginning of the 19th centuries, was based
on an idea of prototypes or archetypes understood structurally, as determined by spatial interrelations
of the body parts of organisms [98,99]. Therefore, the typological program was undoubtedly an original
product of the early post-scholastic development of systematics with one of its predecessors having
been most likely an Aristotelian I. Jung with his conception of the geometric construction of plants (see
Reference [11] for details). In the first half of the 19th century, this program dominated, especially in
systematic zoology.

The central element of the typology in general, and of the typological theory in systematics in
particular, is the type concept. The latter is very multifold and combines many different meanings
reflected in a rather rich terminology, so such a kind of typological pluralism is to be taken into
consideration when typology is discussed in general. Therefore, before exposing this program, it is
appropriate to consider the main attributions of this concept.

In its broadest natural philosophical sense, a type is likened to a natural Law of Nature. According
to the Swiss biologist A. Naef, “organisms relate to the type in the same way that events relate to the
law they manifest” [100]. From this point of view, both a physical or a chemical law and a type thus
understood are equally fundamental attributes of nature—though not directly observable and rather
conceivable, but, nevertheless, completely material as metaphysical natural phenomena.

In a more concrete and yet quite natural philosophical understanding, a type is thought of as a
kind of generalized structural characteristic of an organism, considered in a generalized (idealized)
form. Such type can be expressed as a general body plan (Cuvier) or as a developmental plan (von Baer)
or as a metamorphosis of parts of organismal archetype (Goethe). Thus understood, such a “natural
philosophical (arche)type” plays a key role in the initial development of the concept of structural
homology (R. Owen) without which no systematic (or any comparative) research is possible [33,34].

More empirically understood, a type corresponds to a combination of properties that are
characteristic (typical) for a certain group of organisms (or eventually, any other objects). Such
a group can be distinguished by a researcher on the basis of various reasons. It can be either a taxon in
its proper typological understanding, or a monophyletic group, or a life form, or even just a phenon,
etc. Thus, such an empirical type is largely viewpoint-dependent: it is the researcher who decides,
guided by a particular concept, which kinds of groups are to be recognized and which properties are
to be considered as constituting their types [101].

It is the natural philosophical concept of the archetype that is central to the typological research
program in biological systematics. This program realizes a typological theory, according to which the
Systema Naturae is a hierarchically ordered diversity of the (arche)types of various levels of generality,
with the most fundamental taking the highest position in this hierarchy. This conception underlies a
general idea of natural classification as the one most adequately representing the presumed hierarchical
structure of the diversity of the archetypes. Respectively, taxa are recognized following the general
principle of the unity of type. Each typological taxon is defined by an archetype of a certain level of
generality most fully expressed in the organisms belonging to that taxon. For this, the characters used
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to recognize taxa are weighed and ranked in a special way: the most significant are those that allow us
to characterize most completely the archetypes and their subordinations.

It is clear from the preceding that, in elaborating particular typological classifications, the analysis
of archetypes is primary with respect to the classification of organisms [11,61,101]. This means that the
hierarchy of archetypes is revealed first. Then the weighting/ranking of the characters attributed to
them is carried out, and the typological taxa are diagnosed by these characters. In order to proceed
properly from the hierarchy of archetypes through the analysis of the characters to the hierarchy of
taxa, the principle of ranks coordination is introduced. Characters attributed to the archetypes of
certain levels of generality are used to define the taxa of the same levels. This principle ascends to the
methodologies of the French naturalists A.-L. de Jussieu and G. Cuvier. Like taxa of the onto-rational
taxonomy (see Section 3.2), typological taxa are thought of quite realistically as the natural kinds.
Accordingly, an objective status is also presumed for their taxonomic ranks [101].

The typological program most fully implements the general ideas of the natural philosophy-based
typological theory (or theories) at the macro-systematic level, where differences in archetypes are most
evident. At the lower (generic and especially species) levels, its capabilities are significantly lower,
since the differences between organisms at these levels do not usually affect the body plans.

The natural philosophical typology has been developing from the very beginning in three main
versions, which are known as stationary, epigenetic, and dynamic. They were added subsequently
with several other versions, adapting the original ones to an evolutionary idea [11]. All of them might
be treated as particular taxonomic theories of the typological kind.

For stationary typology, going back to the ideas of the French naturalists F. Vicq d’Azyr, G. Cuvier,
and É. Geoffroy Saint-Hilaire, the central is an idea of a structural general plan (bauplan), determined
by the spatial (geometric) relations of its components in adult organisms. The overall organismal
diversity is structured by detailing these plans from the most to the least general. Accordingly, the
typological unity of taxa appears as a unity of the structural plans of the organisms belonging to them.

In epigenetic typology (i.e., epitypology) originating from ideas of the German naturalist K.
von Baer, the general plan is considered as coming through ontogenesis. The epigenetic type is
mainly a type of individual development of an organismal structural plan. In modern terms, such a
developmental type can be interpreted as an ontogenetic pattern. The general structure of the diversity
of these patterns can be represented by a branching tree, which was suggested to call “Baerian” [102].
The general idea of the modern ontogenetic systematics is most close to this version of typology. In it,
the diversity of taxa is analyzed from the standpoint of the diversity of the ontogenetic patterns of the
respective organisms and the taxa are diagnosed by specificity of the patterns characteristic to their
organisms [102–106].

Dynamic typology goes back to the ideas of the German poet and naturalist W. von Goethe. It
considers the general organismic construction also in a development, but the latter is understood as an
ideal (imaginary) metamorphosis (transformation) of different parts of an imaginary archetype of some
superorganism. Therefore, it is sometimes called transformational typology [107]. In accordance with
its principal idea, a taxon is characterized by a common pattern of particular transformations of the
basic archetype. This typological theory served in the mid-19th century as a basis of the typological
concept of homology (Owen). In the 20th century, it enjoyed popularity among some constructional
morphologists [100,108–110].

From the second half of the 19th century, and especially in the 20th century, the typological
program appeared to be in a “shadow” of the phylogenetic program and was almost completely
rejected by the phenetic one. Two main arguments were put forward against it: (1) the type is an ideal
construction, to which nothing corresponds in nature, and (2) the type is unchanged, which contradicts
the central evolutionary idea of recent biology. To some extent, such a negative attitude is aggravated by
the fact that the biochemical and especially molecular genetic attributes most preferred in contemporary
systematic studies seem not to be amenable to the classical typological interpretation [111].
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However, the traditionally negative attitude towards typology [4–6,8,112] began to be replaced
gradually by a more positive one in the second half of the 20th century. Some of its key ideas
were supported by the “new essentialism” [113,114], which is acknowledged to be compatible
with the evolutionary ideas [115–117], up to a proposal of the phylogenetic typology concept [118].
Very interesting in this respect are evolutionary typological concepts of the dynamic archetype
(phylocreod) [119–121] and the phylotype [122–124]. They refer to the stable trajectories of the
evolutionary development of both particular morphological structures and integrated ontogenetic
patterns. The most significant in its promising perspective seems to be a merging of the classical
epitypological and phylogenetic ideas about historical formation of the structural plans of organisms
with the most recent ideas on genetic regulation of ontogenesis within the framework of the evo-devo
program in systematics (see Section 3.8).

3.5. The Biomorphic Program

In the basic structure of biodiversity, two principal components are usually recognized, namely,
ecological and phylogenetic ones [125]. The former corresponds to the hierarchy of ecosystems, while
the latter corresponds to the hierarchy of monophyletic groups. However, according to a wider concept,
there are three such components. To those just indicated, the biomorphic component should be added,
which is a hierarchy of biomorphs, or life forms [126]. The first component is studied by ecology and
is outside of the scope of systematics. The second is explored by phylogenetics shaping a specific
Umwelt for the phylogenetic program in systematics (see Section 3.7). The third component is explored
by ecomorphology (in its taxonomic meaning, see below), or biomorphics. It is usually taken out
of the limits of proper systematics, but recently was suggested to be included in the scope of the
latter [11,127].

The need to develop natural classifications of the basic life forms rather than artificial diagnostic
keys of scholastic systematics (like that of Linnaeus) was declared by the German naturalist A. von
Humboldt at the beginning of the 19th century. This might have become one of the most important
ideas in early post-scholastic systematics, but Humboldt’s idea left no evident traces in the then
prevalent taxonomic theories [11]. Sufficiently developed classifications of the life forms in botany and
zoology began to appear in the late 19th and early 20th centuries [128,129]. Their main purpose was to
reflect the diversity of the complexes of morphophysiological adaptations of living beings as elements
of the ecosystems. By the end of the 20th century, a movement in this direction led to the emergence of
a fairly developed theory, which was proposed to designate ecomorphology [130,131].

However, the latter term has two meanings. One of them is connected with an ecological
interpretation of organismal morphology with its main task being an analysis of morphological
adaptations [132]. Another is associated with the classification of organisms according to their
ecomorphological (or biomorphological) similarities (references above). Taking this ambiguity into
account, an introduction of the above term biomorphics to designate only the taxonomic aspect of
ecomorphology and to consider it as one of the research programs within biological systematics
seems justified.

The main task of the biomorphic program is to recognize the biomorphs of different levels of
generality and to develop biomorphic classifications on this basis. Biomorphs are understood as groups
of organisms distinguished by their bio-morphological (eco-morpho-physiological) specificity. Thus,
biomorphically defined taxa unite organisms similar in their morpho-physiological features, which
ensures fulfillment of similar ecosystem functions. Thus, the definition of a biomorph includes neither
indication of kinship nor the time and place of the origin of organisms, nor their phenetic similarity
as such.

Such interpretation of biomorphs provides the research program under consideration with a
particular specificity that is not observed in other branches of biological systematics. As a matter of
fact, different organisms of the same species, and even different stages of development of the same
organism, can belong to different biomorphs if they differ significantly in their bio-morphological
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characteristics. For instance, biomorphologically different can be conspecific plants depending on their
growth conditions, or insect larvae and images playing significantly different roles in the ecosystems.
Thus, not the total organisms, but rather such elementary units (“bricks”) of biomorphic diversity are
united in the taxa in respective biomorphic classifications [133].

The elaboration of biomorphic classifications begins with character weighting and ranking. The
most significant are those describing the most important adaptive features of organisms as elements of
the ecosystems. Their ranks are determined by the levels of generality of the corresponding adaptations.
In the analysis of characters, any distinction between homologies and analogies does not matter—the
general morpho-physiological organization (an “adaptive syndrome”) of living beings is considered
instead. Based on the characters thus weighed and ranked, the entire classification of biomorphs is
built up in which the hierarchy is determined by the hierarchy of respective morpho-physiological
organizations of various levels of generality [130,131]. Thus, the classification algorithm of biomorphics
is deductive: a common basis for dividing the world of living organisms (for example, a type of
metabolism) is initially identified, and then the entire classification is construed from top to bottom
following a hierarchy of the syndromes detailing the chosen basis successively.

Thus, the biomorphic program is very similar, by its general classificatory algorithm, to the
typological program (see Section 3.4 on the latter). Their fundamental likeness is in considering a
timeless aspect of diversity of organisms and classifying them based on a prior character weighing and
ranking. A significant difference is that typological classifications are based mainly on homologies,
while biomorphics takes into consideration the entire adaptive syndrome of features. At the same
time, special emphasis on the functional significance of characters places biomorphics close to the
Aristotelian essentialism (ousiology), in which particular attention is paid to the functional destiny of
the organisms’ parts (see Section 3.4).

From an ontological point of view, this research program takes a very realistic stance toward
biomorphs. This is substantiated by reference with the processes in natural ecosystems shaping the
entire structure of biomorphic diversity. With this, it is often assumed that there is only one single
system of biomorphs because there is, supposedly, only one global functional structure of the entire
biota [130,131]. This idea ascends evidently to the Humboldtian monistic natural philosophy. However,
according to another point of view, it may make sense to develop different biomorphic classifications
in which the same organisms can be allocated to different taxa [134–136]. All this seems to be similar,
to a degree, to distinguishing between “general purpose” and “special purpose” classifications in
the phenetic program (see Section 3.1) and means a certain balance between taxonomic monism and
pluralism within biomorphics.

The program under consideration, by elaborating its biomorphic classifications, is of importance
for that division of ecology dealing with analysis of the structure of ecosystems. The biomorphs
recognized in such classifications relate, in a certain way, to classifications of the syntaxa considered,
according to one of the synecological conceptions, as fundamental units of that structure [137]. On the
other hand, properly construed biomorphic classifications provide very significant information for the
analyses of the interrelation between structures of phylogenetic and biomorphic aspects of biodiversity,
as they are shaped in the course of biological evolution.

3.6. The Biosystematic Program

The term biosystematics has two meanings. On the one hand, it is sometimes used to refer to the
entirety of biological systematics: it is simply a contraction of these two words. On the other hand, this
is one of the research programs in systematics dealing predominantly with the study of species and
intraspecific diversity. In this paper, this term is used in the second sense.

Biosystematics thus understood appeared to be one of two main programs, along with
phylogenetics (see the next section), implementing evolutionary ideas in biological systematics [138].
Its title biosystematics was meant to emphasize its main concern with the natural living populations,
and not with the dead museum specimens, and it became likely the first to have been officially called
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evolutionary systematics [139]. Its principal conceptual source was the classificatory Darwinism of
the second half of the 19th century, which was emphasized by calling it Darwinian systematics [140].
Accordingly, the beginners of this program declared persistently that the main lower taxonomic units
are not “Linnaean species” but geographic races, which are the only natural biological entities deserving
exploration and classification [138,140–144]. The term population systematics directly indicated the
level in the taxonomic hierarchy it deals with [144]. At last, to stress a novelty of this program against
the orthodox one, it was termed the “new systematics” [145–147].

Emergence of this taxonomic theory and program appeared to be, along with phenetics (see
Section 3.1), a specific response of biological systematics to the challenges of the positivist philosophy
of science. No less (if no more) important role in its shaping played an active formation of the new
contents of biology at the beginning of the 20th century with its interest in ecology, physiology, genetics,
and in its efforts to explain everything by evolutionary mechanisms acting at the population level.
Biosystematics absorbed new ideas and facts, considering them from a standpoint of the evolution of
populations. Due to this, it played an important role in the formation of an evolutionary concept called
the “Modern Synthesis” in the 1930s–1940s [147].

According to the specific understanding of its tasks, biosystematics (together with phenetics)
abandoned the general idea of the global natural system for the simple reason that supra-specific
systematic categories were excluded from its particular Umwelt. It is mainly engaged in elucidating
the ecological nature and genetic mechanisms of both the dynamics and the stability of intraspecific
categories and units called gene-ecological by the Swedish biologist G. Turreson [148]. It was
emphasized that these biosystematic units and their classifications should not necessarily coincide
with those of “orthodox” systematics, since they were distinguished on different grounds [149,150]. It
was also proposed, in addition to the classification of those units, to fix continuous trends (“clines”) of
geographic and ecotypic variability of particular characters over the entire ranges of widely distributed
species [151,152].

Biosystematic studies focused on comparative analysis of data using all available categories of
data to discriminate intraspecific gene-ecological units, thus realizing the phenetic idea. The only
significant difference between phenetics and biosystematics, from a taxonomic perspective, is that
the former uses only proper traits of organisms (see Section 3.1), while the latter pays attention to
their ecological characteristics. This circumstance has predictably caused an extensive employment
of numerical methods by biosystematics. In addition, within the framework of this program, a
special area of research has been formed, namely, experimental systematics [153,154], which may be
treated as a kind of response of systematics to the physicalist challenges, alongside with the above
numerical program. It is based on an idea that all judgments about the differentiation of closely related
species and intraspecific units should be subject to the experimental verifications under natural and/or
laboratory conditions.

Biosystematic research, from the very beginning to the present, have been most popular in
botany [154–160]. In particular, one of its leaders, the Soviet biologist A. Takhtadzhyan [157], defined it
as “a branch of botany studying the taxonomic and population structure of species, its morphological,
geographical, ecological, and genetic differentiation, origin, and evolution”. In zoology, biosystematics
(mostly under the name “new systematics”) was initially promoted by E. Mayr [144], but, later, interest
in it almost disappeared [161].

Recent phylogeography, dealing with reconstructions of the microphylogenies of widely
distributed species [162–164], may have certain concern for the biosystematics issues. However,
it restricts itself by the numerical phyletic methods and does not take into consideration other types
of data (morphological, ecological, etc.). Therefore, its results play but an auxiliary role in complex
biosystematic studies.

On the opposite side, the recently developed idea of the integrative systematics, as opposed to the
total molecularization of research at the species level, can actually be considered a certain revival of the
biosystematic theme in zoology. Its main idea is that the delimitation of species units by molecular
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genetic characters is only an initial stage in the study of species diversity in which the bulk should
involve analysis of all available characters, which allows us to consider various aspects of species’
natural history [165–168].

3.7. The Phylogenetic Program

This program is another version, along with biosystematics, of the implementation of evolutionary
ideas in biological systematics, in this case at macro-evolutionary levels. The first attempt to initiate it
was the “Philosophy of Zoology” by the French biologist Lamarck at the beginning of the 19th century.
It was actually focused on macro-evolution but appeared to be premature. The second attempt was the
“General Morphology of Organisms” by the German biologist E. Haeckel in the second half of the 19th
century, which turned out to be much more successful. One of its principal outputs became systematic
phylogeny (as Haeckel himself called it), associated with the historical interpretation of macro-taxa
and their characters. It is now commonly known as phylogenetic systematics.

The main parameters of the Umwelt shaping the ontological basis of the phylogenetic theory
and program can be briefly summarized and formalized as follows [26,27,169,170]. Phylogenetics is
based on an assumption (quasi-axiom) that the ordered diversity of organisms is a result of the global
long-term phylogenetic process encompassing biota as a whole. This process involves the origin of some
groups (descendants) from others (ancestors), and the emergence of new groups being accompanied by
the emergence of their specific properties (Darwin’s formula descent with modification). It encompasses
divergent (cladogenesis) and directed (anagenesis) components. Divergent evolution leads to an
irreversible decrease in both kinship and similarity, while anagenetic evolution can lead to a secondary
decrease in the similarity in some structures (convergence). Attributes of a newly emerging group of
organisms are inherited from its closest common ancestor by the latter’s descendants in both conserved
and modified forms, and this makes them more similar to each other than to members of other groups
(quasi-axiom of inherited similarity). Phylogeny thus understood produces a phylogenetic pattern
defined as a hierarchy of monophyletic groups of different levels of generality interconnected by kinship
(phylogenetic) relationships. It is evident that both the entire phylogenetic pattern and monophyletic
groups within it are treated realistically.

From these basic assumptions, it is deduced that the natural classification should be phylogenetic.
This means that any particular classification should reflect the structure of the respective phylogenetic
pattern as completely as possible. This general idea is implemented by the principle of monophyly: a
group should be characterized primarily by unity of origin, i.e., should include descendants of a single
ancestral form. This principle is crucial for the entire phylogenetic program: only the monophyletic
group (phylon), characterized by such a unity of origin, is thought to be natural and can be recognized
as a taxon in phylogenetic classification. On the contrary, any group that does not meet this criterion is
treated as polyphyletic and considered artificial in most schools of phylogenetic taxonomy. Accordingly,
in elaborating a phylogenetic classification, the most significant characters are those that allow us to
recognize monophyletic groups.

The main contribution of the phylogenetic program for the development of other branches of
biology is that phylogenetic reconstructions provide a sufficiently reliable basis for the historical
interpretations of similarities and differences between organisms by any kind of trait. One of the
instruments of such an interpretation is the detection of the “phylogenetic signal” in the overall
pattern of similarity relations, which means a measure of similarity of organisms due to their kinship
relationships rather than to ecological causes [171]. Besides, phylogenetic reconstructions play a key
role in the historical biogeography.

This program has been dominating in biological systematics since the mid-19th century. It was
represented first by what can be reasonably termed classical (Haeckelian) phylogenetics. Two other
main versions (subprograms) were added to it in the mid-20th century, namely, evolutionary taxonomy
and cladistics. These subprograms basically differ in their treatments of the phylogenetic process (less
or more reductionist), the relations between the phylogenetic pattern and the phylogenetic classification
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(less or more strict), as well as the methods of elaborating the latter (selection of characters, assessment
of similarity, ranking taxa, etc.). Another important difference between them is determined by two
particular interpretations of the principle of monophyly, which can be treated as either narrow or broad.
In the first case (holophyly), a group is considered monophyletic if it includes all descendants of the
same ancestor, with the latter being treated obligatory as a species. In the second case (paraphyly),
a monophyletic group includes only part of the descendants of the same ancestor, which may be a
supra-specific group. The groups defined according to these two versions of monophyly are termed
holo- and paraphyletic, respectively. By all of these features, classical (Haeckelian) phylogenetics and
evolutionary taxonomy are close to each other, while cladistics is the most specific.

The classical phylogenetic subprogram equally takes into account both cladogenetic and anagenetic
components of phylogeny, though it does not place a particular emphasis on the adaptive nature of
evolution. Evolutionary changes are considered mainly as transformations of the structural plans
of organisms, according to which their groups are interpreted as various implementations of such
plans. Thus, of great importance are the reconstructions of the ancestral body plans, which makes the
Haeckelian approach a phylogenetic interpretation of structural typology [100] (see Section 3.4 on the
latter). The geological time of existence of the groups is quite significant, as it allows us to treat some
earlier organisms as potential ancestors of some more recent ones. The phylogenetic tree in its classical
interpretation has a rather complicated configuration: it is “tied” to the geochronological scale and
shows a sequence of divergence, time of existence, and dynamics of diversity of the monophyletic
groups, as well as successive stages of transformations within respective prevailing anagenetic trends
(such as “arthropodization”, “mammalization”, “angiospermization”, etc.).

An emphasis on body plans implies that the monophyletic groups are characterized by
commonality of both conservative and innovative characters, some of which can be acquired as
a result of parallel evolution. Accordingly, monophyly is understood as “broad”, so both holophyletic
and paraphyletic groups are equally significant in the phylogenetic classifications of this kind.
The main argument in favor of the reality of paraphyletic groups is that they do not lose their
morphobiological specificity after cleavage of their “side branches” by developing their own novel
specializations [172–177]. Examples are bryophytes and vascular plants, actinopterygians and tetrapods,
archosaurian reptiles and birds, artiodactyls and cetaceans, etc.

The correspondence between the phylogenetic tree and a classification based on it is admitted
to be soft. It is sufficient that the latter should be compatible with the branching structure of the
tree and should not contain evident polyphyletic taxa (such as homoiotherms). Accordingly, the tree
being converted into a classification can be cut in different fragments both vertically and horizontally
to adequately reflect both the kinship relations and anagenetic specificity of the monophyletic
groups. Therefore, generally speaking, the same phylogenetic tree can be equally represented by
several phylogenetic classifications that have some different details. The hierarchy of phylogenetic
classification in its classical interpretation is ranked.

The evolutionary taxonomy subprogram was designated by its founding father, the American
biologist G. Simpson [178], in order to demarcate it terminologically from evolutionary systematics in
its biosystematic interpretation (see previous section). This phylogenetic subprogram resembles the
classical one by most of its key presumptions. Its specificity is determined by the great attention paid
to the adaptive essence of the evolutionary process, with the concept of the adaptive zone playing an
especially important role [179]. This makes evolutionary taxonomy similar, to an extent, to the above
biomorphics. The most fundamental demarcation between them is defined by including quasi-axiom
of evolution in shaping the former’s Umwelt. The adaptive zone is defined as a set of environmental
conditions that determine the general type of adaptation of organisms. With this, it is assumed that
the morpho-physiological specificity of a group, acquired in the course of its evolution, is a result of
a similar reaction of organisms with similar epigenetic organization, inherited from their common
ancestor, to similar environmental conditions. According to this evolutionary model, the acquisition
of a basic adaptative syndrome of a taxon due to parallel evolution of its members witnesses its
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evolutionary unity no less than the inherited features. Thus, taxonomic integrity is defined by three
interrelated evolutionary parameters, which include the unity of origin (monophyly in its broad sense),
the unity of morphobiological organization (anagenetic grade), and the unity of evolutionary trends
(parallelisms) [178,180,181]. In arranging phylogenetic classifications, an auxiliary principle of decisive
gap is introduced, according to which the levels of mutual distinctiveness of taxa should be taken into
consideration in both their individuation and their ranking.

The cladistic subprogram, in contrast to the two just considered, is based on a drastically
simplified representation of phylogeny, which is reduced to cladogenesis, and on a respectively
simplified interpretation of both phylogenetic relations and phylogenetically significant similarity.
The founding fathers of this version, the German biologists W. Zimmermann and W. Hennig,
designated their approach as phylogenetic systematics [26,182–185] and this designation currently
dominates [27,169,170,186,187]; sometimes it equates to the entirety of biological systematics [187–189].
However, as will be shown below, its differences from the other phylogenetic subprograms are
so significant that the term cladistics proposed by the American biologist E. Mayr [190] is more
than justified.

In cladistics, the phylogenetic tree is reduced to a fairly simple cladogram, and monophyly
is refined to holophyly. The phylogenetic (more correctly, cladistic) unity was determined initially
through a cladistic relationship as follows: two groups, A and B, are closer to each other than to another
group, C, if the nearest common ancestor of A and B is more recent than the common ancestor of all
three groups. In a later version currently dominating, this relationship is determined by reference
not to a hypothetical ancestor, but to some real remote group. Two groups, A and B, constitute a
holophyletic group if it is shown that they are sisters relative to a third group, C, external to them
(routinely called an outgroup). Thus, the concept of ancestor, and, with it, the geological time scale are
paradoxically excluded from an Umwelt of this branch of phylogenetics.

At an operational level, the principle of synapomorphy is introduced to reveal the hierarchy of
sister groups, according to which the holophyletic group is determined only by synapomorphies, i.e.,
by similarities in apomorphic (uniquely derived) characters, while simplesiomorphy (similarity in
ancestral and “parallel” characters) is not taken into account. This principle makes cladistic theory very
peculiar with respect to its logistics [11,169,191]. In all other classificatory approaches, the two-state
(Aristotelian) division logic dominates, in which judgments of “A” and “non-A” types (both presence
and absence of characters) are equally significant for identifying taxa. In cladistics, the one-state logic of
the Soviet logician Vasil’ev [192,193] actually operates. Only judgments of type “A” (synapomorphies)
are significant, while judgments of type “non-A” (non-synapomorphies, i.e., simplesiomorphies) are
insignificant for the recognition of holophyletic taxa. In addition, the above principle means that, for
delineation of a holophyletic group, only its inner similarity is significant, while its outer differences
from other taxa are insignificant. Thus, these two components of general similarity relations—similarity
and difference—turn out to be logically asymmetric with respect to their classification function. For
this reason, the above principle of the decisive gap is not relevant in cladistics. Lastly, the principle
of synapomorphy replaces the typological component of classical phylogenetics with a variant of
phenetic combinatorics of characters. A cladon (clade in a pure taxonomic sense) is identified more
reliably if it is diagnosed with a larger number of synapomorphies (“the more characters, the better”),
which presumes an active use of certain numerical methods.

Cladistic classification is based on a strict correspondence between the hierarchy of sister groups
in a cladogram and the hierarchy of taxa in the respective classification. For this, the initial cladogram
is cut vertically only, with all horizontal relations being discarded, which provides recognition of
cladistically consistent taxa (cladons). This is complemented with the principle of equal ranking of
sister groups: the groups descending to the same node (branching point) of a cladogram are treated in
their respective classification as the taxa of the same rank. As a result, the ranked hierarchy of cladistic
classifications for large diverse groups become very fractional and non-operational. This eventually
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leads to a suggestion to abandon fixed ranks from the hierarchy of cladistic classifications and to make
them rankless [8,194–196].

The general position of cladistics regarding the ontological status of holophyletic groups is
declared realistic [26,27,182–184]. However, as emphasized above (see Section 2.1), the more reduced
the Umwelt constituting the ontological basis of a particular taxonomic theory is, the less the portion
of objective reality of the original Umgebung it contains. This conclusion is clearly true in the case of
cladistics: it is based on quite a reductionist representation of phylogeny, and, therefore, has a poorer
ontology in comparison with both classical phylogenetics and evolutionary taxonomy.

In the contemporary phylogenetic studies of extant organisms, an approach called molecular
phylogenetics (phylogenomics, genophyletics) takes a leading position. It includes the analysis of DNA
or/and RNA nucleotide sequences, assessment of the similarity between organisms by these sequences,
and construction of molecular phylogenetic trees based on this similarity. All these procedures employ
numerical techniques, which makes numerical phyletics (see Section 3.3) an instrumental part of
molecular phylogenetics. The transformation of molecular phylogenetic trees into classifications in
practical studies strongly follows the above principles of cladistics. Thus, the molecular phylogenetics,
from a taxonomic standpoint, can rightly be considered as part of the cladistic subprogram. Therefore,
its taxonomic application is sometimes called genosystematics [11,197,198], even though it might be
more correct to call it genocladistics.

It is curious enough that the most recent development of phylogenetic systematics means that the
history of this biological discipline makes a kind of circle by returning to that stage when the scholastic
genus–species scheme dominated [11,199]. One feature of this return is signified by an idea of rankless
cladistic classifications, and another by using molecular genetic data exclusively for inferring these
classifications, which revives something like a unified division basis.

According to the original intention of the cladism ideologists, their approach should be common
for all living beings. This intention is implemented by the universal “Tree of Life” project [200].
However, as the recent results show, the hope for a universal “cladification” (see Reference [201]
for this term) of the living matter is hardly warranted. The reason is that the basal fragment of the
phylogenetic tree, shaped by the branching patterns of the prokaryote taxa, is not strictly divergent but,
rather net-like [202]. This obstructs the elaboration of strictly “vertical” classifications that cladistics
seek to achieve.

Currently, a conviction is gradually spreading among systematic theoreticians that cladistics,
especially with its molecular appendage, is too reductionist to adequately reflect the structure of
taxonomic diversity, even if the latter is simplified to being treated phylogenetically. This is reflected in
the appearance of some publications speculating on possible developments of biological systematics
beyond cladistics [199,203–205]. However, currently, the cladistic approach is actively developing at
the methodological level and still dominating in practical systematic research.

3.8. In a Shade of Dominance: The Evo-Devo Program

Generally speaking, this research program is just beginning to take shape and is poorly noticeable
against the currently dominating cladistics based on the analysis of molecular genetic data [199]. Its
specificity is in that it focuses on the evolutionarily interpreted variety of ontogenetic patterns of
multi-cellular organisms [206,207]. The basis for this is provided by a synthesis of the considered
phylogenetics in its rather widened sense, epigenetic typology (see Section 3.4 on it), and the evo-devo
concept (a well-known abbreviation for the evolutionary developmental biology). The concepts of
dynamic archetype (phylocreod) and phylotype (phylotypic stage) mentioned above (see Section 3.4)
fit well into the general context of this taxonomic theory. The first means a stable (canalized) trajectory
of the evolutionary development of ontogenetic patterns, and the second refers to those patterns that
are initial for particular phylocreods and changes of which lead to switching from one phylocrecode to
another mainly due to changes in the composition and function of the regulatory genes.
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From a historical perspective, this theory goes back to the classical principle of triple parallelism of
the mid-19th century. It links (a) the distribution of the body plans of organisms in the natural system,
(b) the sequence of appearance of organisms with various body plans in geochronology, and (c) the
successions of ontogenetic stages in the individual development of those organisms. Its fundamental
novelty is incorporation of the evo-devo concept that focuses on the historical changes of the genetic
mechanisms of regulation of ontogenesis [208–213].

As can be seen, the evo-devo (or phylo-evo-devo) taxonomic theory and respective research
program are based on a rather rich biologically meaningful ontology, which distinguishes it positively
from reductionist cladistics and molecular phylogenetics. This means another, newer version (along
with biomorphics and evolutionary taxonomy) of the most recent biologization of the systematics. At
the same time, as far as phylogeny is considered one of the cornerstones of this program, it is possible
to consider the latter as another branch of the phylogenetic program in its widest sense.

By focusing on the evolution of ontogenetic patterns and the epigenetic mechanisms ensuring
their historical stability and dynamics, this research program brings its own version of representing
historical patterns of biodiversity and respective classifications. The former can be represented by a
phylo-ontogenetic tree, which is actually a phylogenetically interpreted “Baerian tree” (see Section 3.4
on the latter). This tree is transformed into a corresponding evo-devo classification in the same manner
as the phylogenetic one with its ranking scale being derived from a sequence of appearances of
respective ontogenetic patterns in the evolution of multicellular organisms. The main characteristics of
an evo-devo taxon becomes its specific ontogenetic pattern as a whole dynamic system, not reducible
to any particular developmental stages [103–105,207]. All this provides biological systematics with a
rich ontological basis and allows it to get rid of the overload reductionism brought in it by the above
“genocladistics”. It deprives the molecular factology of its priority status and overcomes a kind of
traditional adultocentrism in the consideration of organismal anatomy [212].

It is evident that the evo-devo research program is not universal: its application is limited to the
groups of multicellular organisms with sufficiently developed ontogenetic cycles. Accordingly, many
protists and apparently all prokaryotes appear to be outside the scope of its competence. However,
this circumstance should hardly be considered a serious disadvantage. As emphasized above (see
Section 2.2), any research program in systematics—more precisely, each particular taxonomic theory
underlying it—is inevitably local with regard to its applications.

From an epistemological viewpoint, the research program under consideration faces a serious
problem caused by its rich natural ontology. The latter presumes that the elaboration of evo-devo
classifications should be based on a joint exploration of two complexly interacting multifaceted dynamic
systems known as phylogeny and ontogeny [106,214,215]. In such a knotty cognitive situation, the
so-called NP-completeness problem (see Babbitt [216]) becomes very relevant. This means that the
more complicated the initial conditions of a certain research task are, the less likely it becomes to find its
most optimal solution. In the case of systematics, this means a low probability to attain a classification
most optimally representing a specific multi-faceted Umwelt shaped by the evolutionarily interpreted
diversity of ontogenetic patterns [11,169]. Therefore, elaboration of the evo-devo natural classifications
turns out to be significantly more troublesome as compared to phenetically or cladistically consistent
ones. However, this problem is true for the evolutionary taxonomy (see previous section on it) as well,
as it also deals with a very rich natural ontology.

At the moment, classifications realizing the evo-devo taxonomic theory most consistently and,
thus, belonging to the program in question are very few [104,208–213,217,218]. The reason is that
detailed studies on diversity and evolution of the mechanisms of regulation of ontogenesis in animals
and plants on a modern epigenetic basis are just beginning. Therefore, as always occurs with new
disciplines, they involve analyses of only a few model organisms. Therefore, it seems premature to
consider how actively this research program will be developing, how productive it may turn out to be
for systematics, how serious the alterations of taxonomic classifications may be, and which particular
alterations will occur. Among the main tasks to be solved by the evo-devo taxonomic theory, to make
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the program in question more promising, seem to be the following: (1) elaboration of a calculus
for assessment of the relative significance (weight) of the differences in molecular sequences and
ontogenetic rearrangements, (2) elaboration of the general ranking scale for the evo-devo classifications
of different groups of organisms, and (3) development of an optimal way to combine vertical and
horizontal interrelations between groups with different ontogenetic patterns to reflect most adequately
both their primitive (ancestral) and derived features.

4. Conclusions: How to Handle Taxonomic Pluralism

As emphasized at the very beginning of this article, taxonomic pluralism is supported by the
conceptualism-based philosophy of science. Nevertheless, classical taxonomic monism is also very
common, and not only in academic circles but also (perhaps even more so) among practitioners. Thus,
the problem of their balance is very relevant for the contemporary systematics.

In a softer formulation, this problem can be represented not by confronting these positions but
rather by a question as to how limited taxonomic pluralism could and should be [219,220]. Such a
standpoint presumes implicitly that there are more or less good or bad taxonomic theories, so this
issue actually refers to how to “separate the clean from the unclean” and to eliminate somehow the
latter. This important question was considered briefly from a philosophical standpoint at the end of
Section 2. In this section, it is the right place to consider it from a more empirical standpoint.

One of the main practical outputs of taxonomic pluralism at a theoretical level (multiplicity of
taxonomic theories) is that it produces taxonomic pluralism at an empirical level (multiplicity of
classifications for particular groups). The latter means that the same organisms can rightfully be
allocated to different taxa in classifications based on different taxonomic theories. However, various
users of taxonomic classifications wish to obtain a unified and stable list of taxa and do not intend to
puzzle out differences between particular theories and research programs. Thus, practitioners seem
to vote uniformly for taxonomic monism by supposing there is actually only one natural pattern of
taxonomic diversity reflected by only one natural classification available for a uniform direct use in
various applied projects.

The simplest and most straightforward answer is offered by a pragmatic perspective, according to
which the main evaluating criterion for a taxonomic theory is the ability to convert it into an operational
concept most effective in resolving certain practical tasks. Such a theory deserves development by
providing support for the respective taxonomic community elaborating it, while others are doomed to
elimination because of the restricted resources for systematic studies. Quite a demonstrative case in
this respect is the recent short but hot discussion of the instability (plurality) of species classifications to
be used for the conservation purposes [221–223]. It illustrates how such a “scientific social Darwinism”
may turn the disagreement of scientific ideas into an administrative struggle for the limited resources,
which, in most recent times, is promoted indirectly by the system of grant support for scientific
activity [224].

Another approach, of an epistemological kind, appeals to the scientific consistency of a taxonomic
theory that has to correspond to certain criteria, which allows it to distinguish scientific knowledge
from others (religious, commonplace, etc.). In particular, it is presumed that such a theory should make
it possible to elaborate testable scientific hypotheses about the structure of taxonomic diversity [219].
The problem in this case is that such criteria vary with evolution of the philosophy of science, so the
theories consistent from one standpoint may appear to be inconsistent from another. Several decades
ago, numerical phenetics pretended to be both the most scientifically consistent and the most effective,
and struggled against phylogenetics [5]—and where is this theory now?

Lastly, it is possible to consider this question from a ontological (metaphysical) standpoint,
according to which the best taxonomic theories are those that are substantiated by referencing the
natural causes structuring biota, and, thus, are biologically meaningful enough (see Section 2.1). From
such a perspective, preference should be given to the theories with well-developed natural ontologies
modeling multifaceted taxonomic diversity as completely as possible. From this standpoint, any
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episto-rational theories (see Section 3.2 on these) are least relevant, whereas, among ontology-based
theories, those developed by evolutionary taxonomy and evo-devo research programs seem to be
more consistent and more effective as compared to, say, more reductionist cladistics (especially in its
genosystematic version).

From a scientific perspective, any culling of some research programs in favor of others, by
ascribing a privileged status to the latter, contradicts the fundamental principle of the freedom of
scientific activity. From a metaphysical standpoint, the only serious limitation of a rampant pluralism
of taxonomic theories seems to be imposed by the very most important task of biological systematics to
produce biologically sound classifications representing most comprehensively multifaceted diversity
of living matter. Theories that provide such a possibility are considered good while those that do
not are considered bad. However, it should be borne in mind that such categorization of taxonomic
theories should not be taken as universal; instead, they may appear to be either good or bad locally
in different cognitive situations. This is because the structure of the diversity in different groups of
organisms can be shaped by different causal factors, so the most pertinent (locally good) to them may
be different partial taxonomic theories referring to different Umwelts. At any rate, the optimal theories
seem to be those that (a) would embody the advances and diminish shortcomings of all three above
ideas concerning the limitation of taxonomic pluralism, and (b) would be flexible enough to allow to
take into account biological specifics of particular groups of organisms.

Facing irreducible multiplicity of the research programs in biological systematics, another more
relevant question seems to come to the fore [11,17]. How should different classifications be combined,
with each reflecting a particular manifestation of the entire taxonomic diversity, in order to get a whole
picture of the latter? As indicated above (see Section 2.1), it hardly seems possible to elaborate a
biologically sound integrated or “omnispective” classification. Thus, one of the possible answers to this
question may be an appeal to develop something like a combined faceted classification. It would likely
allow—for each group of organisms and, eventually, for the entire Tree of Life—to embody different
particular classifications based on different taxonomic theories into a single pool. In this connection,
one of the most pressing tasks of the general taxonomic theory would become the elaboration of an
appropriate meta language with an exhaustive natural (non-formal) ontology uniting those developed
under different particular theories.
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Abstract: Since its appearance, Evolutionary Developmental Biology (EvoDevo) has been called an
emerging research program, a new paradigm, a new interdisciplinary field, or even a revolution.
Behind these formulas, there is the awareness that something is changing in biology. EvoDevo
is characterized by a variety of accounts and by an expanding theoretical framework. From an
epistemological point of view, what is the relationship between EvoDevo and previous biological
tradition? Is EvoDevo the carrier of a new message about how to conceive evolution and development?
Furthermore, is it necessary to rethink the way we look at both of these processes? EvoDevo represents
the attempt to synthesize two logics, that of evolution and that of development, and the way we
conceive one affects the other. This synthesis is far from being fulfilled, but an adequate theory of
development may represent a further step towards this achievement. In this article, an epistemological
analysis of EvoDevo is presented, with particular attention paid to the relations to the Extended
Evolutionary Synthesis (EES) and the Standard Evolutionary Synthesis (SET).

Keywords: evolutionary developmental biology; evolutionary extended synthesis; theory of development

1. Introduction: The House That Charles Built

Evolutionary biology, as well as science in general, is characterized by a continuous genealogy of
problems, i.e., “a kind of dialectical sequence” of problems that are “linked together in a continuous
family tree” [1] (p. 148).

Let’s start with Charles Darwin, whose masterpiece On the Origin of Species still has a fundamental
influence on biological thinking [2]. Darwin specified three foundational problems on which every
evolutionary theory must be based: Variation, selection, and inheritance. The process of descent with
modification needs some source able to produce variation in organisms. This variation must be reliably
passed on to subsequent generations. Finally, variation will be maintained within a lineage if it confers
an adaptive advantage.

However, as observed by Darwin himself, it is not natural selection that induces variation, but its
role is limited to maintaining favorable variations and eliminating harmful ones [2] (p. 63). “Laws of
variations” and “laws of heredity” are the most notable absentees within Darwin’s long argument.
“The laws governing inheritance are quite unknown; no one can say why a peculiarity in different
individuals of the same species, or in individuals of different species, is sometimes inherited and
sometimes not so; why the child often reverts in certain characters to its grandfather or grandmother
or other more remote ancestor; [ . . . ].” [2] (p. 13).

“I have hitherto sometimes spoken as if the variations [ . . . ] had been due to chance. This, of
course, is a wholly incorrect expression, but it serves to acknowledge plainly our ignorance of the
cause of each particular variation.” [2] (p. 102).

Anyway, Evolution (Natural Selection), Variation, and Heredity represent the three foundational
issues from which are derived the genealogy of problems that have long affected evolutionary biological
thought. These three issues represent the conceptual triad to be taken into account in any evolutionary
theory [3,4].
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Nevertheless, biological thinking did not address these foundational problems in the same
way, and the phenomena and roles attributed to each element of the conceptual triad have always
been different.

Within the Modern Synthesis (MS), particular emphasis was placed on the role of natural selection
and genes, the latter being conceived both as unit of variation and unit of inheritance. In this framework,
evolution was defined as a change in the frequency of an allele within a gene pool [5] or, in a simpler
way, “biological evolution consists of changes in the genetic constitution of populations” [6] (p. 21).
However, as said by Scott Gilbert, reported in [7], “The modern synthesis is remarkably good at
modeling the survival of the fittest, but not good at modeling the arrival of the fittest” [7] (p. 281).

This is one of the reasons for dissatisfaction with the Modern Synthesis. Another reason is that
MS has black-boxed all the processes and mechanisms that are between genotype and phenotype or
between genetic mutation and natural selection [8]. As stated by one of the greatest critics of MS,
Conrad Hal Waddington: “It has been clear at least since von Baer’s day that a theory of evolution
requires, as a fundamental part of it, some theory of development. Evolution is concerned with changes
in animals, and it is impossible profitably to discuss changes in a system unless one has some picture
of what the system is like. Since every aspect of an animal is a product of development, or rather is a
temporary phase of a continuous process of development, a model of the nature of animal organization
can only be given in developmental terms” [9] (p. 11).

Evolutionary Developmental Biology (EvoDevo) is the theoretical proposal able to unlock the
black box of development, and also able to investigate the influence of development on evolution and
the influence of evolution on development [10,11]. So, one of the aims of EvoDevo is to investigate
the causal-mechanistic interactions which exist between the processes of individual development and
the processes of evolutionary change [12], and to identify the generative mechanisms responsible
for the variations presented by organisms (the arrival of the fittest). However, as we will see in
Section 3, the conceptual framework of EvoDevo is anything but homogeneous. This conceptual
framework is characterized by a set of core concepts, such as: Novelty [13,14]; homology [15,16];
genetic regulatory networks [17,18]; evolvability [19,20]; developmental bias [21]; modularity [22]; and
others. Evodevo makes use of a combination of “[ . . . ] tools, techniques, and findings of molecular
biology, anatomy, physiology, functional morphology, cell biology, embryology, developmental genetics,
paleontology, comparative genomics, and population genetics, [ . . . ]” [23] (p. 1). It is composed
of a variety of research programs, such as comparative embryology and morphology programs,
evolutionary developmental genetics programs, experimental epigenetic programs, and theoretical and
computational programs [12,24]. Finally, it is guided by several questions concerning the relationships
between evolution, development, and environment [10,12]. For these reasons, this pluralistic framework
has been rightly conceived as a “[ . . . ] loose conglomeration of research programs [ . . . ]” [25] (p. 265).

Anyway, EvoDevo represents a hard opponent for the MS. In fact, it was presented as:
A paradigm [24,26]; a research program [27]; a revolution or revolutionary science [17,28]; or a
new synthesis or a revolutionary synthesis [29,30]. These terms, far from being linguistic labels,
represent theoretical and conceptual tools useful for a theoretical comparison between different
perspectives; such as MS and EvoDevo. Nevertheless, the relationship between these two perspectives
is far from clear. Is EvoDevo an expansion, an extension, or a revolution compared to the Modern
Synthesis? EvoDevo “[ . . . ] is a discipline still in search of its identity” [27] (p. 213) whose conceptual
and theoretical foundation has not yet been properly founded [27,31].

Section 2 describes the pluralistic framework of EvoDevo, with particular attention paid to how
the various accounts conceive the processes of evolution and development.

In Section 3, we highlight the relationship between EvoDevo with the Extended Evolutionary
Synthesis (EES) and Standard Evolutionary Theory (SET).

In the last section, we present some theoretical proposals to make EvoDevo take a few steps forwards.
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2. One, No One, and Hundred Thousand EvoDevo

Vitangelo Moscarda is the protagonist of the novel ‘One, no one, and hundred thousand’, written
by the Sicilian Nobel laureate Luigi Pirandello. In this novel, the protagonist realizes how his identity,
contrary to what he believed, is not something certain, stable, and consistent for everyone, but each
person has their own view of the personality and characteristics of Moscarda. The result is that his
identity becomes questionable: From the certainty of a single initial identity to an identity distributed
over a multiplicity of individuals, and finally to the impossibility of any form of identity. Although not
afflicted by a comparable existential drama, we could say that the situation of the EvoDevo is similar,
in some respects, to that of Vitangelo Moscarda.

2.1. One EvoDevo

Frequently, EvoDevo is defined as the study of how Evolution and Development are interrelated
or, to put it another way, as the “evolution’s influence on development and development’s influence
on evolution” [32] (p. 9). Moreover, how to conceive EvoDevo, that is, what kind of problems, themes,
or aspects must be considered fundamental and worthy of investigation, “depends on whether the
scientist is a developmental biologist, a paleontologist or an evolutionary biologist”, or something
else [30] (p. 75). Although it is a discipline that is more than 30 years old, EvoDevo, from a theoretical
point of view, is (still) a discipline in search of its identity [27,32].

EvoDevo would like to be “[ . . . ] a synthesis of those processes operating during ontogeny with
those operating between generations (during phylogeny)” [33] (p. xiii) (Hall&Olson 2003, p. xiii), and
also an integration of several research areas such as genetics, ecology, paleontology, behavior, cognition,
physiology, and so on [34] (p. 499). This framework is characterized by several core concepts (from life
cycles evolution, modularity, plasticity, to evolvability, environmental induction, canalization, and
more) [34] (p. 505), and by a set of problems agenda, whose purpose is to investigate the questions
born at the interface between evolution, development (EvoDevo questions; DevoEvo questions), and
also environment (EcoEvoDevo questions) [12].

So, we can say that the general aim of EvoDevo is “[ . . . ] to provide a mechanistic explanation of
how developmental mechanisms have changed during evolution, and how these modifications are
reflected in changes of organismal form”, in such a way as to make possible “[ . . . ] to determine the
mechanisms behind the ‘arrival of the fittest’” [35] (p. 2). The problems begin when we enter in the
“[ . . . ] incredibly intricate multi-level domains, mechanisms, processes, structures [ . . . ]” [36] (p. 259)
that characterize development and start looking for the mechanisms responsible for the generation
and variation of forms.

However, “the way we perceive the field today is often reflected in the way we reconstruct its
history and, similarly, the way we reconstruct the history can reveal a lot about current assumptions” [37]
(p. 2).

2.2. No One EvoDevo

A revolutionary event in the history of developmental genetics, so prominent that for some
authors it represents the birth of the EvoDevo [17], has been the discovery of the homeobox [38,39] and
of the role that this plays in the evolution and development of animal forms. The discovery was made
in the 1980s. In the following years emerged what has been called the logic that controls development,
based on a regulatory system in which a set of genes and transcription factors acts on other genes,
activating or inhibiting them, in this way determining “[ . . . ] variations in the level, pattern, or timing
of gene expression [ . . . ]” [40] (p. 579) which result in the construction of forms during development.
This set of genes is highly conserved in the course of evolution, and it is held responsible for the
construction of body plans and different body structures [17].

The discovery of the homeobox has been described as the Rosetta Stone of developmental genetics;
on this foundation, it would be possible to achieve an understanding of the “[ . . . ] deep unity about
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pattern formation [ . . . ] which underlies the apparent superficial complexity and diversity of animal
development” [41] (p. 365). Both homology and evolutionary novelty are thus explained in terms of
modifications based on the combinatory logic of activation/inhibition of the cis-regulatory systems;
what has been called by Gould “Hoxology” [42].

The central role played by this gene regulation system, both in evolution and development, is
expressed by what we may call Davidson’s Syllogism: “Since the morphological features of an animal
are the product of its developmental process, and since the developmental process in each animal is
encoded in its species-specific regulatory genome, then change in animal form during evolution is the
consequence of change in genomic regulatory programs for development” [43] (p. 27–28).

What characterizes the Hoxological approach is an explicit gene-centrism, according to which
the great variety of animal forms is encoded in the combinatory logic of the cis-regulatory system,
conceived as “[ . . . ] the essence of animal development” [44] (p. 25).

What is more interesting is that, according to some exponents of this approach [17,45], the
EvoDevo/Hoxology represents a revolutionary expansion of Modern Synthesis; a third act (the first
one was the Darwinian theorization, the second one was the MS) that complemented the MS with a
hitherto missing piece: A mechanistic explanation for the evolution and development of phenotypes.
As stated in [45], both phyletic and morphological evolution are characterized by the same genetic and
developmental mechanisms, even suggesting an equation between Macroevolution =Microevolution.
If so, EvoDevo would not represent “[ . . . ] any fundamental conceptual problem for evolutionary
biology” [46] (p. 386); rather, it would be the completion of the conceptual framework of MS through
the addition of causal mechanisms able to explain the origins of variation. However, this perspective
was accepted with both cautious optimism [47] and skepticism [48] by exponents of the Standard
Evolutionary Theory.

But as pointed out by [37], “[ . . . ] evolutionary developmental biology is not as uniform as the
image of a new scientific discipline and the powerful icons of “the genetic toolkit for development”
and the almost magical qualities of “Hox genes” seems to suggest.” (p. 1). The study of the evolution
and development of the phenotype “[ . . . ] requires thinking both within and outside the paradigm
of transcription encoding factors” [49] (p. 129). So, EvoDevo must be something more than a
“mere” Hoxology.

2.3. One Hundred Thousand EvoDevo

Marta Linde Medina introduces a distinction between “two versions of EvoDevo” [50], which
reflects internalist and externalist traditions—as presented by Ronald Amundson [51], and which
represents two ways of conceptualizing evolution and development. One version, EvoDevo1, is linked
to the discovery of Hox genes in the 1980s [52,53], and the consequent progress of developmental
genetics [17,43]. This EvoDevo perspective is closely based on a gene-centric conception of both
evolution and development, in which are often used metaphors such as those of the genetic program
and of genes as depositories of ontogenetic and phylogenetic information. The development of
organismal form is based on switches, regulatory sequences, transcription factors that make up a
complex genetic regulatory network on which depends the construction, as well as the evolution, of
body plans. The Natural Selection will act on variations in the wiring of the networks able to produce
both microevolutionary and macroevolutionary phenomena. Thus, we are faced with a “perfect”
synthesis of mechanisms acting during ontogeny and the mechanism of natural selection [17,43],
in harmony with the externalist tradition. The other version, EvoDevo2, is linked to an internalist
perspective, in which a fundamental role is recognized to the inherent properties of living matter [54],
the self-organizing phenomena and events [55], and the overall set of interactions that occur during
ontogeny and across several levels of organization [56]. In this perspective, the genetic circuitry, even
if it plays an important role, is conceived as a post-hoc effect, i.e., a stabilizing factor of forms, rather
than an exclusive generating factor. This last perspective is seen as “[ . . . ] a subdiscipline of an
extended evolutionary synthesis (EES) [ . . . ]” [50] (p. 9). On the other hand, the version presented
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by [17], for example, is more a genetic theory of morphological evolution [46], and therefore it is only
one component, one aspect, of a more general theory of evolution where development is finally and
adequately taken into consideration.

This first distinction is useful because it allows making a coarse theoretical distinction between
two alternative conceptions of EvoDevo [25]: EvoDevo in a narrow sense, including mainly Hoxology;
and EvoDevo in a broad sense, including a wider set of perspectives. This distinction can be further
developed into a typological classification of positions, based on [57].

Callebaut, Müller, and Newman [57] identify various accounts of Evo-Devo or, as they call them,
twelve evo-devo packages, “[ . . . ]which in part reinforce one another, but in part also compete”
(p. 34). These accounts are the result of the combination of different theoretical, methodological,
and epistemological perspectives. We consider it useful to present an overview of these accounts to
highlight the plurality of perspectives that characterizes EvoDevo. In the end, we will make some
general remarks.

Core EvoDevo (1) is described as a perspective “[ . . . ] encompassing both the program to explain
evolution through changes in development and the program to reframe evolutionary biology more
drastically along developmental lines” [57] (p. 35).

Gene Regulatory Evolution (2) basically corresponds to the Hoxology presented in the
previous section.

Epigenetic EvoDevo (3) has as its main target morphological evolution; notably the processes and
mechanisms that characterize the generation, fixation, and variation of structural building elements of
organisms [58]. Within this perspective, a further problem is represented by the genotype–phenotype
relation, that is, how genes and morphologies are related. On the one hand, genetic and developmental
pathways may change during phylogeny while morphologies remain relatively constant; on the
other hand, similar gene expression patterns may correspond to different morphologies [15]. In order
to describe the processes of form generation, it is not enough to give a description of the genetic
control systems: Our account must include “[ . . . ] the generic material properties of, and interaction
dynamic among, cells, tissues and their environments”[59] (p. 66). The latter factors constitute the
epigenetic properties of development, such as: “(i) interactions of cell metabolism with physicochemical
environment within and external to the organism; (ii) interactions of tissues masses with the physical
environment on the basis of physical laws inherent to condensed materials, and (iii) interaction
among tissue themselves, according to an evolving set of rules” [56] (pp. 305–306). The relationship
between genes and forms is indirect, and epigenetic mechanisms represent the principal factor directing
morphological evolution; meanwhile genetic networks are co-opted subsequently to play a stabilizing
role rather than a generative one. In the Epigenetic account, homology has an important role, insofar
as the main clue of a common descent and of organismic evolution. Indeed, homologues represent
attractors of morphological design, i.e., “autonomous organizer of the phenotype in an evolutionary
lineage” [59] (p. 70–71), and that during the phylogeny provides the basis for further modifications.
Therefore, there is an attempt to recognize a relatively autonomous role of the morphological level
with respect to the underlying mechanisms, especially the genetic ones.

Process Structuralism (4) “[ . . . ] assumes that there is a logical order to the biological realm and
that organisms are generated according to rational dynamic principles” [60] (p. 91). So, a theory of
evolution must include a theory of biological form, which explains how organisms are structured and
by which transformations are characterized. This account puts center stage organisms conceived as
“dynamically transforming systems” described as fields, i.e., “[ . . . ] domains of spatial order, defined
by internal relationships, that change in time according to well-defined principles or rules” [61] (p. 129),
and moves against the Neo-Darwinian assumptions according to which, to explain evolutionary
phenomena, it is enough the action of natural selection on random genetic mutations [62]. So, what is
proposed is a theory of morphogenetic fields defined as complex dynamic systems in which “[ . . . ]
genetic and environmental factors determine parametric values in the equations describing the field
and therefore act to select or stabilize one manifest form from the set of forms which are possible for
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that type of field” [61] (p. 121). In this perspective, the patterns of gene expression alone cannot provide
neither a causal explanation of the developmental processes nor an understanding of the generative
principles underlying the development and evolution of forms. On the contrary, development is
conceived as a hierarchical process along which various factors can alter the dynamics of the system.
In this way, it is possible to define the space of possible biological forms (generic forms), i.e., “the
natural kinds that are revealed in evolution, the basic biological forms that are all transformations of
one another under changes in the detailed dynamics of morphogenetic fields” [61] (p. 130).

The morphogenetic field represents the generative unit both in development and evolution.
Evolution is conceived as a “time-dependent exploration of a set of possibilities under internal (genetic)
and external (environmental) parametric variation” [60] (p. 96); these possibilities are given by “generic
states of forms [ . . . ] whose distribution in the space of developmental trajectories defines the set of
possible forms” (p. 96). What emerges is a perspective on evolution and development in which: “The
hierarchical nature of this generative process leads naturally to a hierarchical taxonomy of biological
forms: ontogenesis provides the logical foundation for understanding phylogenesis” [60] (p. 130).

Self-Organization of Biological Complexity (5) explains the complexity of the organization and
forms of biological systems as due to intrinsic dynamics and patterns, rather than to the external action
of natural selection. This account, as was Process Structuralism, was inspired by the tradition of Rational
Morphology (Goethe, Cuvier, Geoffroy Saint-Hilaire, Owen, and more recently, D’Arcy Thompson),
according to which “[ . . . ] organisms were built up by combinatorial variations of a small number of
principles”[55] (p. 4). The aim of Rational Morphology, as well as of the Self-Organization account,
is to discover the laws of form underlying biological organization. We can define Self-Organization as
“[ . . . ] a process in which pattern emerges at the global (collective) level through interactions among
the components of the system at the individual level, without these interactions explicitly specifying
the global pattern [ . . . ]” [63] (p. 79).

This means that the order performed by the organisms is not due to the action of natural selection,
which does not have the ability to generate order, but to the inherent properties of complex systems
which constitute the organisms themselves [55]. The main processes occurring during development,
endowed with self-organizing properties, are cellular differentiation and morphogenesis. Cellular
differentiation is the result of the dynamical behaviors of genetic regulatory networks, in which cell
types represent “[ . . . ] a recurrent pattern of gene activity” [55] (p. 442). By contrast, morphogenesis
is defined as “[ . . . ] the consequence in time and space of the structural and catalytic proprieties of
proteins encoded in time and space by the genome, acting in concert with nonprotein materials and
with physical and chemical forces to yield reliable forms” [55] (p. 410). Within this account, a significant
problem is represented by the relationship between natural selection and self-organization. There are
different possible hypotheses: A primacy of natural selection over self-organization; self-organization
as a constraint or an auxiliary of natural selection; natural selection and self-organization as two sides
of the same coin [64]. The last hypothesis is suggested by Kauffman: “Selection achieves and maintains
complex systems poised on the boundary, or edge, between order and chaos. This systems are best able
to coordinate complex tasks and evolve in a complex environment. The typical, or generic, properties
of such poised systems emerge as potential ahistorical universals in biology” [55] (p. xv).

Structural Modeling (6) is a computational and theoretical approach to the study of RNA folding,
that can be presented as “minimal model of a genotype-phenotype relation” [65] (p. 1164), but it
cannot represent the entire process of organismal development. Through this model, it is possible
to explore what kind of molecular phenotypes (RNA secondary structure, or RNA shape) can be
reached from gradual modifications of the genotype. Moreover, it is possible to understand how
genotype and phenotype influence each other, that is, how particular phenotypes are produced from
particular genotypes, how these phenotypes are targets of selection, and, finally, how this selection
feeds back on the genotypes and developmental mechanisms producing the initial phenotypes.
The evolution of the phenotype depends on the topological structure of the phenotypic space as result
of the genotype–phenotype map. What emerges from the simulations is that the possible phenotypes
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accessible from various genotype sequences are limited; there is a redundant mapping that maps
many genotypes onto a single phenotype [66]. By gradually varying the sequences of the genotype,
it is possible to observe the result on the phenotypic space. Many variations will be neutral, that
is, will not lead to a significant change in the process of folding of RNA and, consequently, in the
final shape of RNA. So, a Neutral Network can be defined as “[ . . . ] a mutationally connected set of
genotypes that map to the same phenotype” [66] (pp. 79–80). Therefore, it is possible to distinguish
between continuous and discontinuous phenotypic changes: The former results from the exploration
within the boundary of a neutral network, while the latter results from crossing the boundary between
two adjacent neutral networks, mapping onto two different phenotypes. Although this perspective
does not provide a general representation of the development of organisms, it allows us to study,
in a limited and controlled manner, phenomena such as epistasis, phenotypic plasticity, constraints
on variation, canalization, modularity, phenotypic robustness, and evolvability, whose large-scale
study would require considering a large and complex set of factors and variables such as to make
investigation intractable.

Dialectical Account (7) rejects the ideology of biological/genetic determinism, which reduces
properties and characteristics of complex biological systems to the organization and processes of
their simplest constituent components (genes), to which causal and ontological priority is also
attributed [67,68]. Conversely: “Dialectical explanations, on the contrary, do not abstract properties of
parts in isolation from their associations in wholes but see the properties of parts as arising out of their
associations. [ . . . ] according to the dialectical view, the properties of parts and wholes codetermine
each other” [68] (p. 11).

This means that in the explanation of development, there is no place for genetic determinism or
program metaphors; neither for a naive dualistic conception according to which some traits are caused
by genes while the environment plays the role of filling the remaining causal gaps. On the contrary,
development is a process in which there is constant interaction between genes and environment
where “[ . . . ] random variation in growth and division of cell during development [ . . . ]” represents
an important source of variation (developmental noise) during ontogeny [67,69]. Moreover, the
environment is not conceived as something external and independent from organisms and to which
organisms must adapt, but environment and organism are engaged in a process of co-determination [69]
in which: “[ . . . ] organisms determine which elements of external world are put together to make their
environments and what are the relations among the elements that are relevant to them” [69] (p. 51);
moreover, “[ . . . ] organisms not only determine what aspects of the outside world are relevant to
them by peculiarities of their shape and metabolism, but they actively construct [ . . . ] a world around
themselves” (p. 54); and finally, “[ . . . ] organisms [ . . . ] are in a constant process of altering their
environment” (p. 55). In this account, both evolution and development must be conceived in a more
complex causal perspective, according to which “[ . . . ] the genome, the proteome, the traitome, the
behaviorome, and the societome [ . . . ]” [70] (p. 334), and the environment in general, are characterized
by complex nonlinear and bidirectional dynamics.

Systems Biology (8) is an emerging approach of which it is difficult to provide a comprehensive
definition; within this field are present various traditions, such as a physiological [71] and a
computational one [72]. Anyway, to provide a general definition, systems biology “is the study of the
behavior of complex biological organization and processes in terms of the molecular constituents” [73]
(p. 504). The aim is to obtain a “system-level understanding of biological systems” [72], and to
achieve this goal, it is necessary to acquire and integrate many kinds of data; especially from the
‘-omics’ disciplines [74]. From the analysis of these complex biological networks, it may be possible to
understand the interaction between DNA, phenotype, and environment [71]. The principal aim of this
approach is a multi-level integration [75]: “Identifying all genes and proteins in an organism is like
listing all the parts of an airplane. While such a list provides a catalog of the individual components, by
itself it is not sufficient to understand the complexity underlying the engineered object” [76] (p. 1622).
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This means that systems biology moves beyond the single level of analysis method to adopt an
integrative perspective, including both top-down and bottom-up approaches. Likewise, exclusive
knowledge of genetic regulatory networks and biochemical interaction is not enough to explain the
organization of organisms. What must be pursued is an understanding of the organizing principles
and the behaviors of the various levels of hierarchical organization. In this sense, systems biology looks
for “[ . . . ] multiscale, multilevel explanations of organismal properties” [77] (p. 8), in which there is no
privileged level of explanation to which to reduce biological phenomena. The complex framework
presented by systems biology also forces us to reconsider the causal relationships among levels of
organization. Namely, there is not only upward causation as in reductionist models, from genes to
organismal behavior, but between levels of organization there are feedback circuits through which
higher levels constrain the behavior of the lower levels [78]. This perspective requires a rethinking of
development, which cannot be conceived of as a simple, linear, and unidirectional process directed by
a program or a single level of organization, but as a complex system of interactions; and afterward a
rethinking of the factors and aspects that are relevant in heredity and evolution [75,79].

Cybernetic Synthesis (9) is based on Jean Piaget’s conception of evolution, closely based on the
role of phenotypes and behaviors as main actors of evolutionary phenomena [80]. In his conception,
behaviors are viewed not only as a result of evolution, but also as one of its determinants [80] (p. xi).
Piaget’s theory of organismic development and evolution is influenced by Paul Weiss and Conrad
Waddington. If we want to understand the role of behavior in evolution, we must consider the
hierarchical system in which the organisms are located. If we conceive the organism as a system of
concentric shells, in which the innermost corresponds to genes while the outermost corresponds to
the environment. What characterizes organism’s dynamics is a complex network of bidirectional
relations [81]. Thus, organisms are characterized by a system of cybernetic interactions, in which a single
level (e.g., genetic) cannot cause or control, unilaterally and simply, the highest levels (ex. morphology
and behavior). Rather, the highest levels can feed back, altering the dynamics of the lower levels.

Therefore, behavior is conceived “[ . . . ] as the expression of the overall dynamics of organization
in its interaction with environment and as a source of supersessions and innovations for as long
as the environment or environments continue to contain any elements creating obstacles for the
organism” [80] (pp. 140–141). In this way, the behavior and other environmental factors can stress a
response (in the hierarchical system) of the organism to produce a modified phenotype (phenocopy),
which will be stabilized by the genetic level in successive generations [80] (p. 73–83). “The Organism
is an open system, a necessary precondition of whose functioning is behavior; and [ . . . ] it is of the
essence of behavior that it is forever attempting to transcend itself and that it thus supplies evolution
with its principal motor” [80] (p. 139).

So, according to Piaget, behavior can be considered responsible “[ . . . ] for the far-reaching
morphogenetic changes of macroevolution” [80] (p. 140).

Reproducer Perspective (10) represents a radical way to think about a unifying theory of heredity,
development, and evolution “[ . . . ] that accounts for the way heredity and development are entwined
in reproduction processes” [82] (p. 253). Units of heredity and units of development are intertwined
in units of reproduction [83], and the latter, the reproducers, are the units of evolutionary transition.
Reproducers are defined as entities that have the capacity to make more reproducers, i.e., [84]
development is presented as “[ . . . ] the recursive acquisition (over a compositional hierarchy of parts
and wholes) of a capacity of reproduce” [85] (p. 187). In other words, “[ . . . ] reproduction is the
recursive propagation of the organized capacity to develop and development is the ordered realization
of the capacity to reproduce” [86] (p. 267).

In this processual perspective, development is a complex process that does not concern a single
level of organization, but involves an organized mechanism of reproduction, spanning over several
levels. Meanwhile, evolution is conceived as a “[ . . . ] descent with modification of a population of
reproducers” [85] (p. 187).
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Developmental Systems Perspective (11) is defined as “[ . . . ] a general theoretical perspective
on development, heredity and evolution” [87] (p. 1), representing an attempt to go beyond classical
dichotomies such as nature–nurture, genes–environment, and gene-centric approaches. In this
perspective, the fundamental unit is the developmental system conceived “[ . . . ] as a complex
of interacting influences, some inside the organism’s skin, some external to it, and including its
ecological niche in all its spatial and temporal aspects, many of which are typically passed on in
reproduction [ . . . ]. It is in this ontogenetic crucible that form appears and is transformed [ . . . ]” [88]
(p. 39). The stability and variation of forms are not explained by the presence of a genetic program,
however complex it may be, but by the contingent process of construction that involves several factors
during ontogeny.

Developmental Systems Theory has been regarded as a key partner of EvoDevo, although
problematic [3,89]. The major tenets of DST present a serious challenge to traditional evolutionary
concepts. This includes [88] (p. 2): (i) The presence of multiple causes involved in developmental
processes; (ii) the contingency of development processes towards the context and the other states of
the system; (iii) an extended conception of heredity; (iv) a conception of development as a construction
(there is not a preconceived plan); (v) there is not a privileged level of control, but this is distributed
over multiple factors; (vi) evolution is conceived as changes in the system of interactions between
organism and environment.

So, Development Systems Theory conceives “[ . . . ] both development and evolution as processes
of construction and reconstruction in which heterogeneous resources are contingently but more or less
reliably reassembled for each life cycle” [88] (p. 1).

Core Configuration Model (12) represents the attempt to sketch an evo-devo perspective to human
cognition, able to explain, in particular, the behaviors and organization of social cognition. Here too,
the Neo-Darwinian dichotomy between genes and environment and the gene-centric perspective
are refuted and replaced by the notion of recurrence or repeated assembly, conceived as “recurrent
entity-environment relations composed of hierarchically organized, heterogeneous components (which
may themselves be repeated assemblies) having differing temporal scales and cycles of replication” [90]
(p. 59). Biological entities present a hierarchical organization, spanning from DNA, cells, and tissues
to organisms, groups, and populations. This hierarchical organization implies that organisms are
“[ . . . ] the contingently developmental result of various genetic and epigenetic resources [ . . . ]” [90]
(p. 59), and their traits are “the result of a relational linkage, contingently and concretely situated in a
specific context of interacting elements spanning between the various level of hierarchical organization
characterizing biological entities” [91] (pp. 278–279). In this way, the elements found on a level of
organization represent the context for elements of another level. All the elements which constitute that
hierarchical system are characterized by both upward and downward causation [91] (p. 278).

Thus, we can define repeated assembly as recurrent constructive relations composed of
heterogeneous and hierarchical components. Therefore, development is a non-programmed process,
which emerges from the interactions among various resources that must be repeatedly assembled over
generations and which must be inherited in a stable manner [91] (p. 279).

2.4. The Search for Unity

This overview of EvoDevo approaches, based on the typological classification presented in [57],
is not necessarily complete. In fact, it is possible to identify further theoretical perspectives, which
we present here in a concise manner, but whose complexity would require a broader discussion.
The Developmental Plasticity perspective (13) is an account that considers the role of developmental
plasticity as a leader, not necessarily follower, in phenotypic evolution. The latter is conceived
more as a complex reorganizational phenomenon rather than due to a genetic mutation [92,93].
The Ontophylogenetic perspective (14) represents a radical holistic account in which evolution
and development “[ . . . ] are the two inseparable sides of a single reality produced by a unique
process” [94] (p. 5). These two mechanisms are joined in a genealogical line (lignée généalogique)
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that is the result of a continuous production process of organisms. The unit of analysis of phylogeny,
i.e., the species, and the unit of analysis of ontogeny, i.e., the individual, are two aspects of a
continuous phenomenon that encompasses both: Ontophylogenesis [95]. The Probabilistic Epigenesis

perspective (15) represents a meta-theoretical model of development which emphasizes the role of
developmental manifold, conceived as a set of bidirectional influences within and between levels of
organization/analysis (including genetic activity, neural activity, behavior, and physical, social and
cultural environment) [96,97]. The Eco-Evo-Devo perspective (16) is a complex approach in which
“[ . . . ] the environment is a source and inducer of genotypic and phenotypic variation at multiple
levels of biological organization, while development act as regulator that can mask, release, or create
new combination of variation” [98] (p. 107). This perspective aims to discover “[ . . . ] the rules
by which an organism’s genes, environment, and development interact to create the variation and
selective pressures needed for evolution” [99] (p. XIV). The Behavioral/Cognitive perspective (17)
investigates the development of behavior and cognition and how these two phenomena can contribute
to modify and determine the dynamics of development and evolution [100,101]. The Character

Identity Networks perspective (17) is a genetic approach to morphological evolution, which considers
the role of genes and genetic networks in determining the identity and variational modalities of a
morphological character, also taking into account the developmental context (species-specific mode of
development) [18].

However, this does not mean that it is possible to indefinitely extend the set of theoretical proposals
related to EvoDevo. The risk is to take an inflationary attitude that identifies more differences in
theoretical proposals than necessary. For this reason, it is appropriate to associate a deflationary
attitude, which, instead of multiplying the possible perspectives, brings them together, smoothing out
the differences. For example, it is possible to combine in a single perspective those proposals (9, 12, 17)

that focus on the role of behavior and cognition in the light of ethology (Bateson [100]) and current
cognitive theories (Stotz [101]). Moreover, it is possible to amend those Hoxological perspectives by
taking into consideration the fundamental role of genetic networks within a broader and more complex
developmental context, as in [18,102]. The various accounts presented previously represent theoretical
perspectives, that is, particular points of view from which it is possible to investigate evolution and
development [103,104]. Each perspective focuses on a particular aspect of the phenomena investigated,
highlighting certain characteristics, and omitting others. So, the creation of a typology is a necessary
step that must be followed by further elaboration and integration of the various perspectives to develop
a general conceptual framework of EvoDevo. This is a complex task of theoretical synthesis, which
cannot be done here.

Moreover, it is possible to identify another issue in this typology, namely a theoretical categorization
problem, according to which (as pointed out opportunely by one reviewer) different perspectives
(specifically from 4 to 10) have been formulated outside the theoretical framework of EvoDevo and
sometimes well before it emerged. If by EvoDevo perspectives we have to mean only those that
explicitly refer to the same conceptual apparatus, then the solution to this problem would be trivial:
It would be enough to identify all the theoretical proposals that use concepts like homology, novelty,
genetic regulatory systems, modularity, and so on, to identify which can be labeled as EvoDevo
and which cannot. But if the outsider perspectives contribute to a greater understanding of the
processes, phenomena, and factors that characterize evolution and development through introducing
new theoretical tools, then why not integrate these new tools within EvoDevo′s theoretical apparatus?
For example, Self-organization is not a phenomenon that can be found only in the biological field, but
also in the physical and chemical fields. Therefore, even if it is a concept that has not been formulated
within EvoDevo, it can be a useful tool to understand and describe the development of organisms as a
phenomenon that emerges from the organizational complexity of the organisms themselves.

In summary, we consider this typology useful because: (i) It makes explicit the pluralistic
framework, or the conglomerate structure, [25] that characterizes EvoDevo; (ii) it allows us to isolate
various proposals and positions concerning the three fundamental processes (evolution, development,
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and heredity); (iii) it provides a conceptual basis for comparing different theoretical proposals with
each other; and (iv) it sets a task for the future, i.e., “[ . . . ] to probe how deeply entrenched the
metacommitments of the advocates of the various perspectives on evo-devo really are” [57] (p. 40).

Inspired by Robert [105] (p. 596), we can graphically represent the various perspectives as points
distributed on a continuum (Figure 1). We can define a criterion according to which the various
positions can be arranged along this continuum according to their degree of inclusiveness. A criterion
that takes into account which factors, mechanisms, and processes are involved in explaining and
describing evolution and development. Simplifying, we could say that in this theoretical continuum,
we can see reductionist to the right and holist to the left [106] (p. 41). On the right side, there are
those approaches that reduce development processes to a single level and are based on notions of
information, regulation, and control. On the left side, there are those perspectives that have a more
global, dynamic, and inclusive approach.

 

Figure 1. Theoretical Continuum of the various EvoDevo perspectives.

At the right end of the continuum, there is Gene Regulatory Evolution/Hoxology, with its
gene-centric and reductionistic approach that presents the DNA/genetic regulatory system as depositary
of the instruction to build the organisms, the only hereditary factor is represented by genes, and
morphological evolution is due to modification in the regulatory system. This EvoDevo account is
closer than the others to the theoretical framework of the MS. At the left end, there is Developmental
Systems Theory, conceived not only as a synthesis of evolution, development, and heredity, but also
as a radical rethinking of evolutionary theory. In the middle we find the core EvoDevo, guiding the
theoretical enterprise and setting the concepts and the problems that have to be addressed. All other
accounts are distributed throughout the continuum, according to the criterion of inclusiveness.

This theoretical continuum is an artificial, simplistic, and limited way to represent the relationships
between the various perspectives. It represents a theoretical exercise and with obvious limitations;
for example, it is not possible to define a metric to quantify the distance between theoretical perspectives.
However, we believe that it can be a useful visual tool to understand how some perspectives are more
conceptually closer than others, and an initial basis for further and more complex processing.

So, because of this pluralistic framework, it is difficult to conceive EvoDevo as a unitary theory;
rather, it seems to be “[ . . . ] the pursuit of specific epistemic goals, such as the explanation of
evolvability, evolutionary novelty, or homology” [107] (p. 396), or a Trading Zone, i.e., “[ . . . ] a variety
of disciplines, styles, and paradigms negotiating heavily with one another” [108] (p. 459). It is thanks
to this pluralistic framework that EvoDevo plays an ambiguous role within evolutionary thinking.
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At times, it seems to be in continuity with Modern Synthesis, while at other times a challenge. In the
next section, we will investigate the role that EvoDevo plays within evolutionary theory.

3. A Synthesis within a Synthesis

In the last few years, there has been a growing interest in a new evolutionary synthesis, not
conceived however as a paradigm shift, or revolution, but as a “[ . . . ] series of complex developments
that build on its three major predecessors: Darwinism, Neo-Darwinism, and the MS itself” [109]
(p. 2748). This Extended Synthesis represents a multifaceted research program expanding the conceptual
and theoretical boundaries of evolutionary theory [110].

If EvoDevo has been defined as a synthesis of evolutionary and developmental biology, that it is
more than “[ . . . ] developmental biology grafted onto evolutionary biology [ . . . ]” [27] (p. 214) or a
modern synthesis plus EvoDevo [111] (p. 190), so, what is the role or status of EvoDevo within the
general framework of evolutionary theory?

In 2014, an article was published in which several of biologists and philosophers of biology called
for a rethinking of evolutionary theory (the Reformists) [112] contrasted others who did not consider
it necessary (the Conservatives) [113]. The first group of scientists advocates of an Evolutionary
Extended Synthesis (EES), while the second group has a perspective in continuity with MS, a Standard
Evolutionary Theory (SET). The role played by EvoDevo within each framework is different.

EES represents an “alternative vision of evolution” organized around a broader framework with its
structure, assumptions and predictions, which “[ . . . ] will shed new light on how evolution works” [112]
(pp. 161–162). The Reformists present four core processes neglected by SET (developmental bias,
plasticity, niche construction, extra-genetic inheritance), that represent the main weapons in what is
“[ . . . ] a struggle for the very soul of the discipline” (evolutionary biology). The fundamental message
that emerges from this skirmish is a notion of development as “[ . . . ] a direct cause of why and how
adaptation and speciation occurs, and of the rates and patterns of evolutionary change” (p. 164),
and also the view “[ . . . ] that variation is not random, that there is more to inheritance than genes,
and that there are multiple routes to the fit between organisms and environments” (p. 164). Based
on these assumptions, the EES represents “[ . . . ] a different framework for understanding evolution
[ . . . ]” [114] (p. 3) or “[ . . . ] a comprehensive new synthesis” [115] (p. 8).

Meanwhile, on the Conservatives side, all is well: Adaptation and speciation are “[ . . . ] two of
the most fundamental evolutionary processes”; DNA is “[ . . . ] the material basis for heredity and trait
variation”; the putatively neglected processes were known since Darwin, and “[ . . . ] are already well
integrated into evolutionary biology” [113] (p. 163). Then, more than a rethinking of evolutionary
theory, the conservatives are more willing to a modest expansion covering the supposed neglected
phenomena. However, the central tenets of evolutionary biology remain valid [113].

Futuyma [47] further discusses these aspects. The SET has already expanded its contents to
include “[ . . . ] transposable elements, exon shuffling and chimeric genes, gene duplication and gene
families, whole-genome duplication, de novo genes, gene regulatory networks, intragenomic conflict,
kin selection, multilevel selection, phenotypic plasticity, maternal effects, morphological integration,
evolvability, coevolution and more [ . . . ]” [47] (p. 2). This expresses the inclusive character of
the ES, which adopted its heuristics to include and expand the range of phenomena it was able to
explain. More interesting, according to Futuyma, EvoDevo “[ . . . ] described by some adherents to
an EES is oddly different from the research literature that has made the most substantial progress in
evolutionary developmental biology” [47] (p. 8). So, Futuyma endorses the hoxological approaches
[Carroll, Davidson], stating that “mechanistic understanding of gene action, of regulatory circuits, of the
conservation of elements in the “genetic toolkit,” and their association with different downstream genes
are rapidly deepening our understanding of evolutionary changes in form”[116] (p. 54). According
to this, EvoDevo/Hoxology implement and complete the ST with mechanical causes able to link
macroevolution to microevolution.
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On the Reformist side, the theoretical tenets that characterize Extended Evolutionary Synthesis [114]
are organized around a structure and a series of assumptions and predictions. In this perspective,
EvoDevo plays a key role in shaping or extending the Synthesis [109]. EvoDevo not only “[ . . . ]
provides a causal-mechanistic understanding of evolution [ . . . ]” (p. 3) involving concepts such as
developmental bias, evolvability, phenotypic plasticity, or facilitated variation; but also affects the
overall structure of the synthesis, with a hierarchical, constructive, decentered (from the genetic level),
and causally complex perspective on development and evolution [115]. In the clash between these two
paradigms, Evodevo assumes an ambiguous position: One side refers to EvoDevo in a narrow sense,
as Hoxology; the other one takes a broader perspective.

On the Synthesis and Expansion of Theories

We can say that EvoDevo, depending on the framework we adopt, is (i) a synthesis (desired, but
not yet achieved) between developmental and evolutionary biology; (ii) a piece of a more complete
synthesis, based on the MS; (iii) a leading (but ancillary, in respect to the overall theory) component in
a new Extended Evolutionary Synthesis. We believe there is the risk that “[ . . . ] the boundaries of
evolutionary developmental biology are becoming blurred and harder to demarcate, and so its goals
and questions” [117] (p. 178).

About the term synthesis we can move from the following sketch [118]: “(i) a synthesis is a
unification of originally disparate scientific structures (models, sets of models, theories, or even
disciplines), and (ii) in the synthesized structure there is epistemic parity between the structure so
unified” (p. 1217).

We can further distinguish between disciplinary integration, disciplinary synthesis, conceptual
integration, and conceptual synthesis [119]. We have a disciplinary integration when two disciplines
are compared, and “the result is one disciplinary structure that integrates two previously distinct
disciplines” in which “[ . . . ] the individuality of the original parts is lost or effaced” [119] (pp. 311–312).
A conceptual synthesis is when “[ . . . ] the significance of concepts in one discipline is evaluated for
another (and vice versa) [ . . . ]” with the “[ . . . ] blending of one or more parts to produce a new entity
where the individuality of the original parts is not dissolved, though potentially transformed” [119]
(pp. 311–312). In the meantime, a disciplinary synthesis “[ . . . ] produces a new discipline without
dissolving those from which it was synthesized[ . . . ]” [119] (p. 312). Finally, a conceptual integration
“[ . . . ] refers to how more than one concept can be merged into a single new concept for various
purposes” [119] (p. 312). EvoDevo has been conceived, perhaps too rigidly, as a disciplinary synthesis.

Another useful distinction is made by James Griesemer [120], who distinguishes between different
modes in which we can conceive a synthesis (in particular, the EES). The first mode is Theory
Extension, which is a conceptual theory-revision or theory-building that “[ . . . ] works by building
out from (and maybe modifying) a core theory to incorporate new theoretical principles (perhaps
from another theory)” [120] (p. 323). The second mode is Domain Expansion, which consists of
adding new phenomena “[ . . . ] under the umbrella of a theory and guidance of its perspective” [120]
(p. 324). Lastly, Practice Integration consists of incorporating “[ . . . ]a practice into a workflow from
other lines of work, specialties, disciplines, possibly changing what work is produced or changing
interpretations” [120] (p. 324). Obviously, these three types of synthesis can also be combined with
each other, but what is important in a process of theory extension, such as EES, is that “[ . . . ] the mode
(addition, subtraction, modification, recombination) and target (concept, principle, model, perspective)
must be specified” [120] (p. 323).

Let’s go back to EvoDevo and the two evolutionary frameworks. EvoDevo/Hoxology represents
mainly an instance of Practice Integration, because it adds to MS/SET new (old) conceptual tools
and empirical methodologies, i.e., the possibility to describe the evolution and development of
morphologies through concepts like homology, novelty, body plans, etc., and explain experimentally
the processes of construction of forms with the tools of developmental genetics. From a theoretical
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point of view, it is not required a substantial modification of Hoxology and SET, rather a gradual
process of accommodation and conceptual synthesis, for example, with population thinking.

On the contrary, the EES represents at the same time a domain extension, since new phenomena
and mechanisms are added to explain the processes affecting evolution and development, and a theory
extension, because it requires a conceptual revision of how it conceives evolutionary theory. However,
it does not represent a revolution of the old conceptual structure of MS, but an alternative research
program [117] (p. 173).

In conclusion, EvoDevo conceived as a synthesis could represent a radical rethinking of the
evolutionary theory [121], a kind of theory-revision/theory-building. But there are several conceptual
difficulties. One of these concerns the pluralist framework that characterizes EvoDevo, and which
represents an obstacle to conceptual and disciplinary synthesis. Another conceptual difficulty concerns
the nature of development itself, and the possibility to establish a theory of development [122].

We agree with [24], that the main challenge of EvoDevo is the integration/synthesis between
the various approaches, perspectives, or accounts presented above. The greatest contribution of
EvoDevo will not consist in an expansion of the empirical basis, but in a new theoretical framework
able to coherently hold together a variety of processes, mechanisms, phenomena, levels of description,
phenomenology, and ontologies [123]. So “[ . . . ]a detailed epistemological analysis, [ . . . ] of these
programs and their underlying assumptions is therefore crucial for the future of evo-devo as a synthetic
enterprise” [24] (p. 359).

What is needed is a conceptual synthesis able ”[ . . . ] to provide a conceptual foundation for different
research programs that will ultimately explore the fuzzy edges and areas beyond the core of the synthesis,
then we advocate an open conception of synthesis rather than a closed view based on integration of
existing paradigms” [24] (p. 359). We think that this synthesis must be based on a theory that takes
development seriously [3]. The problem is that we don’t “[ . . . ] have a sense of a general theory or
principle of what development is beyond the slogans of decades or centuries past” [120] (p. 321).

4. Conclusions: Towards a Theory of What?

Although EvoDevo has been defined as “[ . . . ] evolution’s influence on development and
development’s influence on evolution” [32] (p.9), little attention has been devoted to the formulation of
a theory of development that could be integrated within the EvoDevo Synthesis. We agree with [124]
“[ . . . ] that current skepticism partly results from a failure to articulate evo-devo’s conceptual foundation
properly” (p. 100), and in particular its developmental foundations. As stated by [31], “compared
to evolutionary biology, developmental biology has much less elaborated theoretical foundations to
the extent that its subject, development is rarely defined, and usually delimited in purely operational
terms [ . . . ]” (p. 3). From this follows that “[ . . . ] a revised (more flexible and more comprehensive)
concept of development will require a strong revisitation of evo-devo’s research agenda” [31] (p. 3).

The real innovative aspect of EvoDevo is precisely its focus on development. Without an adequate
theory of development, at best, EvoDevo “shapes the extended synthesis” [11] as in EES, at worst, it can
be reduced to a more articulated version of developmental genetics. In the latter case, the EvoDevo,
going from the main antagonist of the MS, is likely to become its greatest ally. In the former case,
without a theory of development, EvoDevo would not exploit its full potential.

What does it mean to develop a theory of development? Elaborating a complete and comprehensive
theory of development is like packing a suitcase for a trip: The clothes are too many, the suitcase is too
small, and something will remain out. Moreover, a theory of development faces several problematic
aspects [122,125,126].

The first problem is a definitory one. Every definition of development leaves something
out [127,128]: Some processes are often overlooked (regeneration); some definitions are biased
(adultocentric perspective); some other definitions are too restricted (excluding unicellular organisms),
and so on.

However, we believe that several aspects may be useful in the elaboration of a theory of
development, in particular, and of a more comprehensive and complete EvoDevo Synthesis, in general.
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The first aspect concerns the boundaries, both temporal and spatial, of development. From a
spatial point of view, development involves multiple resources distributed on multiple levels of
organization, as we have seen in the various accounts of EvoDevo. From a temporal point of view,
development does not end with entering the adult stage [129,130]. Furthermore, development can
go further than the boundaries of generations involving the influences (physiological, behavioral,
etc.) of one generation over another (parental effects) [130]. Development is also a scaffolded process,
in which several factors act as informational resources in the developmental processes (holobiont
scaffolding) [131] (also cultural and cognitive scaffolding) [132].

A second aspect is represented by a broader understanding of the processes and mechanisms
affecting the genetic level [133]. The discovery of Hox genes and of the genetic regulatory systems
represented a milestone for EvoDevo, and the importance of such mechanisms in development is
beyond question. However, it is one thing to acknowledge the importance of a discovery and of
a mechanistic explanation, it is another to attribute exclusive causal powers to such mechanisms;
especially in the light of a post-genomic conception of the gene [134]. The gene has become a complex
entity [135], and the genome, far from being a simple repository of developmental and evolutionary
information, is conceived as a Read-Write data storage system [136]. So, genes and genomes must be
conceived of in a more dynamic and reactive way, not as exclusive protagonists of development, but as
main players always in interaction with their context [137,138].

It has been observed that EvoDevo “[ . . . ] by itself cannot represent an alternative to the classical
paradigm because it has no independent theory of heredity and population dynamics” [139] (p.276).
However, it is possible to respond to both observations. As for the absence of an independent theory of
inheritance within the EvoDevo, we believe it is a false problem for two reasons. The first reason is quite
trivial: Why should there be a need for an independent theory of heredity? The second reason is that
the available theories of heredity integrate relatively easily with an appropriate development theory
in which different resources (genetics, epigenetics, behavioral, cultural) are involved in development
processes [140,141]. Once again, what is needed seems to be greater theoretical integration between
the already available perspectives.

As for a theory that takes into account population dynamics, we believe that this is a serious
challenge for the EvoDevo. The core issue is that the concept of genes used in population genetics
and in MS differs substantially from the concept of genes used in Developmental Synthesis [142].
The ontologies to which the two frameworks refer are profoundly different. Lenny Moss distinguishes
between Gene-P and Gene-D, which captures well the problematic nature of this situation [143]. Gene-P
is a preformationist conception of genes, in which starting from the genetic level, it is possible to predict
the phenotypic outcomes—according to the tradition of genetic transmission [143]. While Gene-D
is the developmental gene characterized by a surprising complexity both in its molecular structure
and in its interactions with other genes (genetic networks). Overcoming the contrast between these
ontologies is the main challenge for the future of EvoDevo [18].

In conclusion, we would like to summarize some issues that have emerged during this discussion
and suggest some tasks for the future. The typology of theoretical perspectives is a useful starting
point that allows us to consider various approaches to the study of phenomena affecting Development
and Evolution. One task for the future is to integrate these perspectives into each other so that we can
lay the foundations for subsequent theoretical synthesis. This theoretical synthesis, whose ultimate
aim is to explain how Development, Evolution, and Inheritance are linked, requires that a theory of
development be developed in the light of the variety of phenomena and approaches presented by
the various theoretical perspectives. We want to argue that an EvoDevo resulting from a theoretical
integration between the various theoretical perspectives we have presented and strongly focused on
the formulation of a theory of development may represent a source of surprises for evolutionary theory.
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Abstract: Plants and animals are both important for studies in evolutionary developmental biology
(EvoDevo). Plant morphology as a valuable discipline of EvoDevo is set for a paradigm shift. Process
thinking and the continuum approach in plant morphology allow us to perceive and interpret growing
plants as combinations of developmental processes rather than as assemblages of structural units
(“organs”) such as roots, stems, leaves, and flowers. These dynamic philosophical perspectives were
already favored by botanists and philosophers such as Agnes Arber (1879–1960) and Rolf Sattler
(*1936). The acceptance of growing plants as dynamic continua inspires EvoDevo scientists such as
developmental geneticists and evolutionary biologists to move towards a more holistic understanding
of plants in time and space. This review will appeal to many young scientists in the plant development
research fields. It covers a wide range of relevant publications from the past to present.

Keywords: process philosophy; scientific perspectivism; developmental genetics; plant structure
ontology; homology; land plant phylogeny; morphological misfits; flower; phyllotaxis; Utricularia

1. Introduction

Plant morphology is the study of the physical form and structure of plants. Literally, the term
“morphology” is derived from the Greek roots: morphe, which means form and/or structure, and logos,
meaning discourse or investigation [1]. Plant morphology usually includes plant anatomy, which
is the study of the internal structure of plants, as seen at the microscopic level. Plant morphology
comprises both adult structures as well as their development. Two aspects of plant development can be
distinguished: (i) the development of whole plants from embryos to fertile adults, known as ontogeny;
and (ii) the development of each part, such as a foliage leaf or a flower that starts as a group of
undifferentiated stem cells (called meristems or primordia). Unlike most multicellular animals, plants
usually have an open bauplan with long-lasting apical growth, continued branching, and repetition of
subunits (plant organs) such as leaves, stems, roots, and flowers. This is especially true for seed plants,
whereas ferns (as another group of vascular plants) lack flowers and seeds (see Section 4.1).

This essay is written by a plant morphologist and historian of botany. It is a contribution to a special
issue in the journal PHILOSOPHIES, edited by Alessandro Minelli on “Renegotiating Disciplinary
Fields in the Life Sciences”, with another three contributions [2–4]. The four PHILOSOPHIES papers
demonstrate the need for scientific pluralism in biological disciplines such as evolutionary biology,
developmental genetics, and taxonomy. They focus on recent and ongoing debates in biology
(including philosophy of biology) that reveal shortcomings of traditional explanatory frameworks.
The gene-centered perspective should be complemented by an organism-centered biology based on
developmental processes. My contribution—focussing on plants—emphasizes that our knowledge of
comparative biology, especially comparative plant morphology, is based on two centuries of knowledge
and should not be neglected by the new generation of EvoDevo scientists.
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The second part of this essay is a general introduction on process philosophy and continuum
views in biology. It prepares the way of thinking (including scientific perspectivism) needed for a
paradigm shift in plant morphology as a valuable sub-discipline of EvoDevo.

The third part is dedicated to Agnes Arber and Rolf Sattler as early proponents of continuum
and process morphology in plants. Process thinking and continuum approaches have implications
for molecular and developmental genetics. Instead of asking which genes control the development
of each single plant part (such as a foliage leaf or a flower), we may concentrate on combinations of
developmental processes that create the whole plant body with, for example, leaves and flowers as
iterated products.

In the fourth part, various case studies from the plant kingdom will be presented illustrating the
need for process thinking and continuum approaches. This part focusses on several new publications on
vascular plants elucidating the regulation of plant architecture by genes. For example, the bladderworts
(genus Utricularia) are a well-known group of carnivorous flowering plants that attract students
because of their unique features in biology, morphology, and developmental genetics. More specifically,
the aquatic Utricularia gibba and the terrestrial U. reniformis were chosen as model organisms by
geneticists, allowing further insights into developmental and evolutionary processes that may be
relevant for land plants in general.

2. Philosophy of Biology: Complementarity, Continuum, and Process Thinking in Development
and Evolution

2.1. Philosophy of Biology

Is there any connection between philosophy and biology? This question is asked by Rolf Sattler
(*1936), who has taught philosophy of biology for many years at McGill University (Montreal) and
published a book on that subject [5]. Biological research is influenced by philosophical assumptions
such as either/or logic, fuzzy logic, structure/process dualism, or its transcendence. Thus, there are
interactions between philosophy and empirical findings. These interactions are the subject of what has
been referred to as biophilosophy [5,6].

Sattler [7] writes: “It seems impossible to carry out any scientific investigation without
philosophical assumptions. These assumptions are often taken for granted, and scientists may not
even be aware of them. Therefore, it is one of the tasks of philosophy of science and biophilosophical
investigations to make us aware of these assumptions that usually are part of a worldview. Unless one
is aware of these assumptions and the associated worldview, one cannot evaluate them and perhaps
change them if they appear inappropriate and no longer supported by empirical evidence.”

Agnes Arber (1879–1960) was a British biophilosopher, historian of botany, and plant
morphologist [8–10]. At the 16th International Botanical Congress in 1999, a symposium was
held on the relationship between Arber’s work and new explanatory models for plant development.
The symposium contributions were published in Annals of Botany (see e.g., [11–15]). Bruce Kirchoff [11]
(p. 1103), one of the organizers of the symposium, noted that new techniques in biology “have shifted
our research focus toward molecular, physiological, and genetic aspects of plant development. What is
forgotten in times like these is that our interpretation of the data is contingent on the models we bring
to them. Data alone do not support or refute any theory. Agnes Arber’s work is a powerful reminder
of this fact. She constantly reminds of the relationship between data and theory by returning again
and again to the data to view them in new ways, reinterpreting them in the light of new theories.”
The systems biologist Arthur Lander [16] stated more recently: “Models do not arise by logical inference
from data; they are acts of human creation.”

2.2. Scientific Perspectivism and Complementarity in Biology

“Individual scientists, and science as a whole in its specific historical context, only ever see a
small proportion of all perceivable events or phenomena. Our understanding always remains
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incomplete and biased by our personal history and societal context.” Johannes Jaeger (2017,
p. 139) [17]

Various philosophers and scientists accepted two or more complementary views, perspectives,
or modes to describe and interpret form and function of living matter, including growth of plant
structures [2,5,17–22].

Scientific perspectivism accepts different positions as perspectives on reality that complement
one another. Although perspectivism is often used in colloquial speech, it is not common in natural
science including biology [4,5,13,23]. Perspectivism accepts every insight into nature as one perspective
(but not the only one) to see and explain biological phenomena. Different perspectives (also called
approaches, models) complement each other, rather than compete with each other, although not all
of them are meant to be equal approximations to what really occurs in nature. Perspectives may be
even somewhat contradictory to each other. As long as they are supported by facts, they should be
accepted as explanatory hypotheses, because they illuminate other facets of reality that may be useful
and important as well.

For example, Minelli [24] and Pradeu [25], in a historical and evolutionary context, discussed
the question: What is an individual in biology? Minelli’s conclusion: “None of the concepts thus far
advanced by biologists or philosophers of life covers in satisfactory way all instances and aspects of
biological individuality”. Thus, two or more complementary views may be justified for description
of modular organisms, such as a coral or a branched woody plant: Each one may be viewed as a
population of many individuals as well as one but highly complex individual [26,27].

Perspectivism was anticipated by Arber [28–30] and earlier philosophers who stressed the
“coincidence of contraries”. This term describes the somewhat astonishing situation that even
biologists are allowed to label phenomena of living organisms (e.g., a leaflet of a plant) with seemingly
contradictory terms. Perspectivism is closely related to as-if-ism, pluralism, conceptual nominalism,
and Woodger’s [31] map analogy.

Examples of complementary perspectives or world views as used in plant morphology will be
presented in Section 3.3.

2.3. Clear-Cut Language Versus Fuzzy Concepts in Natural Sciences Especially Biology

In contrast to perspectivism, there is the view based on conceptual realism (essentialism),
assuming that structural categories are immanent in life, forming crisp or distinct sets, i.e., terms with
non-overlapping connotations and without intermediates. This school of thought (also called
substance ontology or substance metaphysics) is common in biology and other natural sciences.
Looking for essential “units” coincides with “either/or thinking” as expressed by Aristotle’s Law of
Contradiction (“A cannot be both A and not-A”), which is the basis of most ordinary discursive–logical
reasoning [20,30,32,33]. According to this approach, natural sciences require a clear-cut language
consisting of well-defined terms and notions that allow either/or decisions (as exemplified by the plant
structure ontology, see Section 3.1).

No doubt, we need a consistent terminology in many disciplines of natural sciences in order
to become understandable, even in plant morphology. However, drastic evolutionary changes in
bauplans of living organisms may require fuzzy rather than clear-cut concepts of organ identity for
description [4,13,34–37], calling for a fuzzy approach while searching for continua in time and space.
This second approach coincides with process philosophy (also called process metaphysics) in cognitive
psychology and systems biology. For an illustration, let us take two examples from colloquial speech:
(i) The concept of biological individuality [24,25], which applies well to most human beings (except
for Siamese twins), becomes fuzzy when used to describe colonial organisms, including corals and
trees (and even social insects such as the honeybee). (ii) The behavioral biologist Bernhard Hassenstein
(1922–2016) [23] pointed out that life must be seen as “injunction”, i.e., as a concept that cannot be
defined by a clear-cut set of properties. Illustrating the problem, Hassenstein asked the question
“How many grains result in a heap?” There is no clear-cut answer to this question. It depends on our
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perspective (including the size of the grains), if five, 20, or 50 grains are needed as a minimum to get
a heap.

2.4. From Process Philosophy to Process Thinking in Biology

The tradition of substance ontology has dominated philosophers’ views of reality so far. However,
it seems that times may be changing. According to Sattler [7]: “A structure is not seen as having
processes, a structure is seen as process(es).” Then, there is no longer a structure–process dualism.
Process philosophy argues that processes are more fundamental than substance (i.e., static things or
entities) [38,39]. Jaeger [17] (p. 138) gives a short introduction to process philosophy as part of systems
biology: “In its most pragmatic form, process philosophy states that it is useful and important to study
nature in processual terms. In other words, while it is important to know what a system is made of,
it is the interactions between its components that define a system’s behavior (its dynamical repertoire)
and its potential for future change . . . Thus, things can only be studied as parts of processes, which is
exactly what systems biology is supposed to do.”

This process philosophical approach was used by Nicholson and Dupré [40] for all kind of
organisms (even for viruses): “The living world is a world of process rather than a world of things.”
According to the process(ual) philosophy of biology, there are no misfits; everything fits, because
everything can be understood in terms of developmental processes such as, for example, branching
and articulation. Baedke and Mc Manus [41] are quite aware of this trend towards process thinking
in biosciences when they write: “Recently, a growing number of philosophers of science, first and
foremost John Dupré and colleagues [40,42,43], have emphasized the need to adopt a processual
perspective for studying the complex dynamics and close connectedness of living systems.”

Alfred North Whitehead (1861–1947) was one of the founders of modern “process philosophy”
[38,39,44,45]. However, when searching for Whitehead’s influence on well-known evolutionary
biologists such as Ernst Mayr, one is disappointed. Mayr [46] (p. 38) wrote only one sentence about
Whitehead, calling him “a peculiar mixture of a mathematician and a mystic” (in German “eine
sonderbare Mischung von Mathematiker und Mystiker”). The science historian Ilse Jahn [47] in
her superb “Geschichte der Biologie” did not mention either “process philosophy” or Whitehead’s
contributions at all.

There is a growing group of botanists who internalized process thinking in their research attitudes
during the last two to four decades. Mabberley and Hay [48] (p. 122) wrote: “ . . . it has become
increasingly accepted that in plants, it is better to consider an organism and what are perceived by
many as its component parts at any one time as a snapshot in a dynamic transformation of growth,
maturity, and senescence.” In botany, process thinking is known as process plant morphology or
dynamic morphology [49] (see more in Section 3.6).

Johanna Seibt [33] admits: “While process philosophers insist that all within and about reality
is continuously going on and coming out, they do not deny that there are temporally stable and
reliably recurrent aspects of reality.” In biosciences, there is a diversity of hierarchical descriptions with
respect to structures (see e.g., plant structure ontology, as mentioned in Section 3.1.). Baedke and Mc
Manus [41,50] have shown that developmental processes in organisms can also be viewed as part of
time scale hierarchies (labelled as “dynamic hierarchies”), including processual hierarchies between
genotype and phenotype. Somewhere between the structural approach (substance ontology) and
process philosophy (process ontology) is the concept of dynamical patterning modules, as described
by Benitez et al. [51]. These are defined as “sets of conserved gene products and molecular networks
in conjunction with the physical morphogenetic and patterning processes they mobilize.” Similar
“developmental units” were proposed for modular organisms, including land plants. Minelli [4] called
them “organizational modules”; Lacroix et al. [49], following the Russian paleobotanist S.V. Meyen,
labelled them as “repeating polymorphic sets”.
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2.5. Evolutionary Developmental Biology (EvoDevo)

“Organization is a continuum in the physical world. Organization is also a continuum in the
ontogenesis and reproduction of the individual organism and in the phyletic line of which it
is a component.” C.W. Wardlaw [52] (p. 371)

Evolution involves the transformation of ontogenies. Sattler [7] argues as follows: “A problem
of much evolutionary morphology is that, contrary to what is often said, structures are not directly
derived from one another in a strict genealogical sense: organisms give rise to one another, but
not structures . . . Although this seems obvious, it has often been ignored, but now it appears to be
increasingly recognized in EvoDevo (evolutionary developmental biology): ontogenies change during
evolution. Zimmermann [53] knew this long ago when he emphasized hologeny, which refers to
the continuum of successive ontogenies. He saw clearly that evolution involves the transformation
of ontogenies.”

Within the last 30–40 years, evolutionary biology/morphology became known as EvoDevo by
the arrival of developmental and molecular genetics. Minelli [4] writes: “One of the most sensational
results was the discovery of the involvement of homologous genes in the development of such
different organisms as mouse and fruit fly. The increasingly accessible contents of the black box
between genotype and phenotype proved to be of utmost interest not only for development biologists,
but also for evolutionary biologists”. According to Minelli [4], the emergence of EvoDevo as a new
interdisciplinary research field is conventionally fixed by the books of Raff and Kaufman [54] and
Hall [55]. A concise introduction to EvoDevo is given by Minelli [56], pointing to the following four
aspects [57–61]:

(i) In the last 20 years since 2000, there has been a rapid growth of EvoDevo as a new approach to
understanding the evolution and development of organismic form.

(ii) To a considerable extent, EvoDevo deals with developmental genes, their evolution,
and their expression.

(iii) EvoDevo explains the arrival of the fittest, whereas Darwinism explains its survival.
(iv) There is a strong need to focus on the phenotype, which is at the same time the product of

development and the direct target of selection.

Ivan Amato [3] in his new PHILOSOPHIES essay tried to answer the following questions: “From
an epistemological point of view, what is the relationship between EvoDevo and previous biological
tradition? Is EvoDevo the carrier of a new message about how to conceive evolution and development?”
It is worth reading Amato’s review, because EvoDevo can be defined differently. While referring to
new evolutionary theories in and beyond neo-darwinism, Amato presents 17 (seventeen!) different
perspectives that complement each other to some degree, among them systems biology [17], epigenetic
EvoDevo sensu Müller and Newman [62], and self-organization of biological complexity [63,64].

3. Classical, Continuum, and Process View in Plant Morphology

3.1. Classical Plant Morphology as the Tradional Mainstream View

It was not the very versatile Goethe (being poet as well as scientist), but mainly the German plant
morphologist Wilhelm Troll (1897–1978) [65], who accepted [66] (p. 246): “that leaves, shoots, and the
like are fundamental building blocks of the plant archetype: the starting point (in the ideal sense rather
than the modern temporal/evolutionary sense) from which all plants are derived.” Traditional botanists
such as Wilhelm Troll were used to neatly distinguish foliage leaves (phyllomes), stems (caulomes),
and roots as the three most obvious structural categories of vascular plants, as distinct and invariant
modules that build up higher plants. Classical plant morphologists (“typologists”) usually take for
granted that all (or most) multicellular vascularized structures found in ferns and seed plants can be
identified (homologized 1:1) with either a leaf, a stem, or a root [15,67,68].
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The developmental geneticists Kinoshita and Tsukaya [69] mentioned the position criterion for
the distinction of leaves and stems (shoots) in flowering plants and gymnosperms: “The aerial part of
(typical) seed plants is called the shoot, which is composed of stems, leaves, and axillary buds. These are
produced by indeterminate activity in the shoot apical meristem (SAM), whereas the morphogenesis of
leaves depends on determinate activity of leaf meristems.” Based on the publications by Kaplan [67,68],
Dengler and Tsukaya [70], and Frangedakis et al. [71], the developmental geneticists Cruz et al. [72]
(p. 1) summarized the tenets of classical plant morphology as follows: “Vascular plant organs are
classically defined based on their position; on their tissue organization (symmetry axes and vascular
tissue); and on the presence, position, and activity of their meristems. With these criteria, leaves are
lateral determinate organs generally with an abaxial–adaxial asymmetry, and these features seem
to generally apply well to leaves in seed plants. On the other hand, shoots are characterized by
indeterminacy and are marked by the expression of Class I KNOTTED-LIKE HOMEOBOX (KNOX)
genes in the shoot apical meristem (SAM).”—It is interesting to realize that the very last criterion to
distinguish stems (shoots) and leaves mentioned by Cruz et al. [72] is provided by developmental
genetics (see Section 3.5).

Mainly based on classical plant morphology is the Plant Structure Ontology (PSO: www.

plantontology.org), which is thought to be a controlled vocabulary of botanical terms describing
morphological and anatomical structures representing organ, tissue, and cell types and their
hierarchical relationships [34,73]. It was developed by the Plant Ontology Consortium in response
to the rapid proliferation of molecular sequences and databases, which has created data access
problems for biologists. The main intent was to create a unified and hierarchical vocabulary of plant
morphology and anatomy that can be used to describe spatial and temporal aspects of gene expression,
because—traditionally—the same terms are sometimes applied to different plant structures in different
taxonomic groups. Each of the nearly 60,000 structural terms is linked to a PO number. For illustration
of the complexity of the PSO, let us start with the definition of a whole plant (PO: 0000003): “A plant
structure (PO:0005679) that is a whole organism.” Now, we need to know what a plant structure is.
PSO provides the following definition (PO:0009011): “An anatomical structure that is or was part of a
plant, or was derived from a part of a plant.” Let us go on with the definition of plant organ (PO:009008)
as provided by PSO: “A multi-tissue plant structure (PO:0025496) that is a functional unit, is a proper
part of a whole plant (PO:0000003), and includes portions of plant tissue (PO:0009007) of at least two
different types that derive from a common developmental path.” Then let us continue with cardinal

organ part (PO:0025001): “A cardinal part of multi-tissue plant structure (PO:0025498) that is a proper
part of a plant organ (PO:0009008) and includes portions of plant tissue (PO:0009007) of at least two
different types.” Now we look for the PSO definitions of leaf as one of the three main plant organs
in classical plant morphology: Phyllome (PO:0006001) and leaf (PO:0025034) are defined as follows:
A phyllome is “a lateral plant organ (PO:0009008) produced by a shoot apical meristem (PO:0020148)”.
More specifically: A leaf is “a phyllome (PO:0006001) that is not associated with a reproductive
structure”. With respect to vascular plants, the leaf is specified as vascular leaf (PO:0009025), i.e., as leaf
“having vascular tissue” with the following circumscription: “In angiosperms, commonly thought
of as one of the three basic parts of the seed plant body, a structure usually of determinate growth,
without secondary thickening, and of superficial origin, often flattened and photosynthetic in part,
and in the axil of which is found a bud. Occurs in the sporophytic phase of a plant life cycle.” Let us
now look for subunits (e.g., leaflet) of leaves. As an example, the short PSO definition of compound

leaf (PO:0020043) is “a leaf having two or more distinct leaflets that are evident as such from early in
development.” As a daughter term, the definition of leaflet (PO:0020049) is given: “A cardinal organ
part (PO:0025001) that is one of the ultimate segments of a compound leaf (PO:0020043).”

In spite of the original aim of the PSO [73] to provide a “controlled vocabulary of botanical terms
describing morphological and anatomical structures”, the reader of the paragraph above may have
been confused by the hierarchical complexity of structural terms used in botany. A critical review on
possible shortcomings of PSO was already presented by Kirchoff et al. [34]. Besides the danger of
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simplification and some weaknesses due to the hierarchical order of all the structural terms, the PSO
does not cover alternative shoot concepts (e.g., phytomere) and bauplan oddities such as leaf-shoot
intermediates and other kinds of morphological misfits (see below and Section 3.3).

3.2. Morphological Misfits (Bauplan Oddities) as Test for Classical Plant Morphology

Classical plant morphology as understood by Wilhelm Troll was based on essentialism, which is
also known as conceptual realism [46]. According to David Baum [66]: “Essentialism implies that
parts, a few more or less universal types, are the universal building blocks of vascular plants”.

Schneider [74] presented the following criticism of a too dogmatic way of classical plant
morphology: “It is important to keep the influence of classical morphology in mind, because it is still
very influential especially as a result of the remarkable efforts of Don Kaplan [67,68], who provided
access to this knowledge to a mainly English reading audience. However, classical morphology is
not well aligned to the concept of Darwinian evolution. It is very important to keep in mind that the
meaning of ‘primitive’ in a typological context is not synonymous with ‘ancestral’ in an evolutionary
context”.

Bauplans (also called body plans) are generalizations of our thinking and classifying mind.
However, there is no doubt that certain animals and plants evolved structures (organs, appendages)
that cannot be sensibly accommodated in traditional descriptions. Some plant groups were referred to
as morphological misfits by Adrian Bell [75]. He pointed to the fact that morphological misfits are
“misfits to a botanical discipline, not misfits for a successful existence”. Morphological misfits are also
observable in animals [36]. Various morphological misfits emerged as morphological key innovations
(perhaps “hopeful monsters”) that gave rise to new evolutionary lines of organisms [76–78]. The concept
of ”morphological misfits” is an eye-catcher that allows labelling of all kinds of morphological deviations
in the wild, mainly based on major genetic changes such as homeosis (i.e., ectopic gene expression in a
seemingly wrong position) and other kinds of developmental repatterning [36,79,80]. Morphological
misfits are found in various aquatic vascular plants such as the duck-weeds (Lemna and allies in
Araceae) [81] and the river-weeds (Podostemaceae) [22,82–84], but also in terrestrial plants such as the
gloxinia family (Gesneriaceae), containing one-leaf plants (members of the genera Monophyllaea and
Streptocarpus) [69,85] and in plant groups containing both aquatic and terrestrial members such as the
bladderworts (Utricularia, Lentibulariaceae) [22]. The bladderworts (genus Utricularia) belong—also
with respect to molecular developmental genetics—to the best-known examples of morphological
misfits in vascular plants. The case studies presented in Sections 4.1–4.5 will show the need of
continuum approaches and process thinking transcending classical plant morphology.

3.3. Scientific Perspectivism and Complementarity in Plant Morphology

“If we once accept the fact that ‘stem’ and ‘leaf’ are no more than convenient descriptive
terms, which should not be placed in antithesis as if they corresponded to sharply opposed
morphological categories, the problem of their delimitation and of their differentiating
characters vanishes into thin air.” Agnes Arber 1930 [86] (pp. 308–309)

Baum [66] published a stimulating essay on the key question: What are plant parts? He focuses
on the “dynamic nature of development” and claims—at least for multicellular plants such as
vascular plants—that “parts are not sharply defined things like the bolts and nuts and gears of a car,
but repeating eddies or vortices in developmental flows.” Baum, as an enthusiastic proponent of
EvoDevo, presented three complementary perspectives to understand the nature of plant parts such as
leaves (or what botanists usually accept as “leaves” in vascular plants): (i) parts-as-structures (linking
structures to their genetic causes), (ii) parts-as-functions (linking traits to responses to selection),
and (iii) parts-as-processes (allowing to better recognize, e.g., “leaves” along a stem as being serially
homologous). Baum [66] (p. 254) concluded: “Plant parts can properly be considered structures,
functions, and processes”.
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Four complementary views to look at leafy shoots in vascular plants. According to Howard [87],
the plant is a continuous whole. He emphasized this when he described the shoot of vascular plants as
a “stem–node–leaf continuum.” With regard to the leafy shoots in vascular plants, there are different
perspectives that complement one another. During the two centuries since Goethe, the shoot of vascular
plants was dismembered conceptually in (at least) four different ways [32,88,89]:

(I) The classical stem-and-leaf model: This is the popular model, as favored by most plant biologists,
including classical plant morphologists (see Section 3.2). Stems (caulomes) and leaves (phyllomes)
are accepted as structural categories that build up the shoot in seed plants and ferns. We may use
this model as a “rule of thumb” (Tomlinson in Sattler [90]).

(II) The fertile-leaf model: This less known model accepts each leaf with one or more buds in its axils
as one developmental unit, as part of one bifurcating meristem giving rise to both the subtending
leaf and the axillary bud(s). This model, going back to Warming (1872) [91] and Goethe (1790) [92],
explains why in seed plants (less so in ferns), lateral branches or flowers arise in the axil of leaves
and may even form common primordia that bifurcate into a leaf and its axillary bud. Unequal
bifurcation of such common primordia resulted in axillary flowers lacking their subtending leaves
(nearly) completely, as it is typical for inflorescences in Arabidopsis and other members of the
Brassicaceae [93]. Lyndon [94] (p. 21), as a proponent of this model wrote: “It is easy to forget
that the leaf is not a single but a dual structure—a leaf with a bud in its axil.” Shoot buds or
flowers arising on leaves (a phenomenon known as epiphylly) provide further evidence for the
validity (or at least the heuristic value) of the fertile-leaf model [95,96] (see Section 4.4).

(III) The leaf-skin model: In this model as proposed by Saunders [97] the terms leaf and stem are still
accepted as structural categories, but the borderline between them is drawn differently. The stem
cortex is conceived as being formed by the elongated leaf bases, which cover the stem core like a
skin (see Section 4.3).

(IV) Unlike the above-mentioned three complementary models (I–III) that still accept leaf and stem
as primary units of the shoot, each leaf or leaf whorl can be seen as a growth unit with the
stem zone just below the node of its insertion, leading to the phytomeric model. In this shoot
model, the stem zone, called phytomere (also written ”phytomer”), consists of a leaf, its axillary
bud, the node, and one internode below the leaf. There are many botanists and developmental
biologists who favor this shoot model [26,27,32,93,98]. For example, Kinoshita and Tsukaya [69]
wrote: “In the aboveground portion of a typical seed plant, a shoot is composed of the repetition
of a unit called a phytomere consisting of a stem and a determinately growing leaf.” Rohweder
(1963) [99] and more recently Vita et al. [100] described and illustrated obvious phytomeres
in growing shoots of herbaceous flowering plants such as Commelinaceae while focusing on
leaf-related vascular tissue inside the stems, somewhat similar to a chain of inverted cones sticking
into each other. The term phytomere is also applied to Arabidopsis, e.g., by Müller-Xing et al. [93]:
“Phytomeres are metameric units that are composed of internode and node (leaf plus axillary
meristem).”

Adherents of these four shoot models in vascular plants have often argued over which model is
the correct or appropriate one [32]. Such arguments seem futile to a great extent. They are based on
an either/or logic, meaning that any view is either correct or not. We can overcome this attitude by
the acceptance of perspectivism and complementarity (see Section 2.2). Then, the different models
complement one another, because they present different perspectives. Already Goethe [92] accepted
different and contradictory perspectives on plant morphology. Among the four perspectives mentioned
above, Goethe embraced three in different contexts, namely (I) the stem-and leaf model, (II) the
fertile-leaf model, and (IV) the phytomeric model.
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3.4. Historical Roots of Continuum Plant Morphology

As indicated above, the classical approach to plant morphology with a typological view of organ
categories is no longer sufficient to explain all possible forms in flowering plants and ferns [6,19,49].
Rolf Sattler, as a young and enthusiastic botanist, regularly attended the conferences on plant
morphology held in and around Germany. Fifty years ago (i.e., 1971) Sattler [101] gave an oral
presentation on “A new shoot model”, questioning the traditional view of German-style classical
morphology (also called typology). Sattler was already professor of Botany and Biophilosophy at
McGill University, Montreal (Canada). Because he had grown up in Germany and did all his studies
(incl. PhD) mainly in Germany, he was well aware of classical plant morphology that was in the
1980s still a very strong botanical discipline in German-speaking countries, including Austria and
Switzerland (see Section 3.2). Sattler [101,102] proposed that ”leaves” and ”stems” in vascular plants
are no more clearly delimitated structural categories; they can intergrade to considerable degree.

A historical survey leading from classical plant morphology (typology) to dynamic morphology
(encompassing both continuum and process approaches) was published by Christian Lacroix et al.
(2005) [49]. Sattler’s school of continuum morphology indeed had its forerunners. For example,
the principle of iteration (or identity-in-parallel) involving both shoot and leaf was formulated over
70 years ago by the British plant morphologist Agnes Arber. She was convinced that the principle of
repetition is found everywhere in plants [28–30,49,86,103]. Focusing on vascular plants, Arber was
puzzled by the fact that some steps of the developmental pathway of a whole shoot (i.e., leafy stem)
can be repeated within a compound leaf. According to Arber [28] (p. 125) “a typical leaf is a shoot in
which the apex is limited in its power of elongation and in its radiality.” Thus, Arber [28,103] proposed
the partial-shoot theory of the leaf in vascular plants [13]. Compound leaves may repeat in each part
what they have already produced as a developing whole. Arber [28,103] described many examples of
vascular plants showing repetition during growth and development. The repeated unit can be totally
identical to the one already formed (i.e., complete repetition of a developmental pathway), or the
structures formed afterwards may repeat the preceding ones only to some degree (i.e., partial repetition
of a developmental pathway) while deviating in other features.

Honoring Agnes Arber, the continuum (and process) approach in plant morphology was labelled
as fuzzy Arberian morphology (abbreviated “FAM”) [13]. “Fuzzy” refers to fuzzy logic, “Arberian” to
Agnes Arber. This approach is not only supported by many morphological data, but also by evidence
from molecular genetics [72,104] (see Section 4.1). Arber herself also had forerunners. Several botanists
in the 19th and the first half of the 20th century referred to intermediates between morphological
categories and thus implicitly or explicitly recognized a continuum; see historical surveys in [13,88,102].
Unfortunately, they were often forgotten or ignored in mainstream plant morphology. Even Johann
Wolfgang von Goethe [92], who designed the “Urpflanze” with its three main organs (roots, stems,
leaves), accepted the basic tenet of Agnes Arber’s partial-shoot theory of the leaf when he wrote:
“When leaves divide, or rather when they advance from their original state to diversity, they are
striving toward greater perfection, in the sense that each leaf has the intention of becoming a branch”
(quoted by C. J. Engard in Mueller [105], p. 10).

Arber’s [28,103] partial-shoot theory of the leaf parallels Minelli’s [106,107] paramorphism concept

for animal bauplans such as arthropods and vertebrates, according to which “animal appendages
can be regarded as evolutionary duplicates of the main body axis, originated by a re-expression on a
secondary (lateral) axis of the developmental routines responsible for the production of the main body
axis... In terms of gross morphology, this is suggested for example by the segmented structure of the
appendages in arthropods (and to some extent also in vertebrates), animals in which the main body
axis is similarly segmented.”
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3.5. Homology and Organ Identity in Classical and Continuum Plant Morphology: Acceptance of Partial
Homology and Fuzzy Organ Identities

Homology versus convergence of plant structures: Plant morphology is a comparative and
evolutionary discipline, making comparisons between structures in plants that seem to be more or less
related [108]. In groups of plants that are closely related, it is usually easy to explain similarities of
plant structures as expression of shared ancestry and common genetics. Thus, similar structures are
taken as being nearly identical (“homologous”) to each other. In comparing distantly related groups of
plants (e.g., ferns on one hand and flowering plants on the other hand), such a decision becomes more
complex. Then similarity in appearance of certain plant structures may have evolved by convergence,
usually an expression of independent adaptation to common environmental pressures.

The perspective of the researcher may determine whether certain bauplans and their modules are
taken as homologous (synapomorphic) or seen as results of convergent evolution. For example, Harrison
and Morrison [60], in an essay on the origin of vascular plant shoots and leaves, provided convincing
evidence that the usually planar foliage leaves evolved more than once from three-dimensional
branching shoot systems. This happened independently at least three times, in (1) lycophytes
(clubmosses and allies) with “microphylls”, (2) monilophytes (ferns, including horse-tails and whisk
ferns) with “fronds”, and (3) seed plants (gymnosperms and flowering plants) with “leaves” sensu
stricto [109]. Why have leaves evolved multiple times? This question can be answered hypothetically
by pointing to the environmental conditions during early phases of vascular plant evolution more
than 400 million years ago [110,111]. Thus, Harrison and Morris [60] (p. 10) presented the following
“survival of the fittest” hypothesis: “Polyphyletic leaf origins were coupled with declining atmospheric
CO2 levels, declining global temperatures, increasing stomatal and vein densities in leaves, the evolution
of extensive rooting systems, and increasing plant competition for space to acquire environmental
resources.”

What is homology in a comparative biological context? Conceptual realism (essentialism,
substance ontology) in biology often resurface in more or less subtle forms as either/or questions.
Such questions are often framed in terms of homology. Homology has been called “morphology’s
central conception” [112]. Originally, it was defined as “essential similarity, which implied 1:1
correspondence” [80,113–115]. With regard to animals, Owen (1843) [116] (p. 379) defined a homologue
as “the same organ in different animals under every variety of form and function”. So, how can we
determine what is the same organ? Traditionally, three criteria were used to decide if two structures in
animals or plants are homologous to each other or not [56,108,117–120]. Owen used the criterion of
relative position with respect to other structures = topological similarity, including correspondence
in developmental origin (1st criterion). Homology may also be defined by the 2nd criterion of
special quality (i.e., similarity in structural details, including anatomy, physiology, organ functions).
Besides the first two criteria (position, special quality), the 3rd criterion of transitional forms is often
used, emphasizing a transformation series of intermediates between putatively homologous structures.
With the advent of developmental genetics, the “molecular players”, i.e., gene expression behind
complex structures or organs (phenotype), may be used as a 4th homology criterion: Homologues
often do share developmental pathways, which are based on common gene pathways, especially when
related groups of organisms are compared [49,72,104,120–125].

There is no doubt that the study of developmental genetics has added a great deal to our
understanding of morphological evolution. If we try to accept 1:1 correspondence between
morphological structures and gene functions, it may be useful to follow the four-steps recipe offered
by Jaramillo and Kramer [124]: “In order to make comparative expression analyses more meaningful,
we need to take into account (1) the evolutionary history of the morphological feature in question
through reconstructions on robust phylogenies; (2) the evolutionary history of the candidate gene,
because gene duplications are very common ( . . . ) and these events may make the occurrence of neo-
and sub-functionalization more common among plants than other organisms; (3) a clear definition of the
morphological character of interest; in the case of flowers—perhaps the best-understood angiosperm
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structures—it is important to distinguish each whorl of organs as a distinct character and the identity
that they can take (sepaloid organ, petaloid organ, stamen, carpel) as a character state; (4) comparative
expression data from multiple genes in a genetic network responsible for the character of interest [121].”
(For details, see case study on flowers in Section 4.4).

However, the homology concept as used in animals and plants is a very difficult issue. There are
five different levels of homology in biological systems, from serial (repetitive) homology within a
modular organism, to historical homology (also called synapomorphy) down to underlying (=latent)
homology and deep evolutionary homology at the molecular genetic level [62,108,126,127]. Therefore,
Brigandt [120,123] accepted homology as something like a ”nomadic concept” (see Minelli [4]): “Once it
migrated from comparative anatomy into new biological fields, the homology concept changed in
accordance with the theoretical aims and interests of these disciplines.”

Organ identity and meristem identity: An organ in multicellular animals and plants is a part of
a living organism with a certain set of functions besides its positional and constructional characters.
In the context of plant developmental genetics, “organ identity” means the developmental fate of an
uncommitted primordium. This term is used in zoology (e.g., [128]) and botany as well. Organ identity
can be defined by morphological criteria and by their gene expression pattern, including organ identity
genes that sculpt, for instance, the structure of angiospermous flowers (see Section 4.4). The organ
identity concept is closely related to the concept of homology; both have multiple and sometimes
conflicting meanings, as reviewed by [35,108,119,121,122]. Organ identity as a concept is also used
outside the floral region. The vegetative body of vascular plants shows primordia that are committed
to a certain developmental fate [109,129] (see Section 4.2). Acquisition of organ identity often happens
progressively rather than at once [130]. In ferns and aberrant flowering plants (morphological misfits)
such as Utricularia, the commitment of a primordium to become a leaf or shoot (including stem)
can be considerably delayed [13,131] (see Sections 4.1 and 4.3). The term “identity” is also used for
meristems such as shoot apical meristems (SAMs) in vascular plants that change their identity during
the development of an individual plant from seedling stage to flowering. Müller-Xing et al. [93] wrote
with respect to Arabidopsis: “The identity of the SAM undergoes several changes during the plant’s
lifecycle and so do the generated organs that cause modifications in the shoot structure, which can be
described by metameric units named phytomeres.” Thus, the term “meristem identity” characterizes
the growth phases of a shoot apical meristem (SAM), with vegetative meristem, inflorescence meristem,
and floral meristem as three possible “identities” [35,93,132].

Partial (=mixed) homology as useful concept for both plants and animals: Homology also
includes partial homology, as proposed for vascular plants by Sattler [19,113,119,133]. The continuum
approach in plant morphology is based on the acceptance of partial homology, as reviewed by Sattler [7]:
“I proposed a partial homology concept (as a semi-quantitative homology concept) over 50 years ago
(in 1966), but it was not well received by many typologists and evolutionary morphologists who,
like typologists, insisted that all homology must be total, that is, 1:1 correspondence (or essential
similarity). Partial homology leads in vascular plants to a continuum between structural categories
(plant organs) such as, leaves, stems, roots, and even multicellular hairs/trichomes.” It seems that the
concept of partial or mixed homology is more frequently applied to plants than to animals [56,107].
However, Minelli [80] wrote also with respect to animals: “Taking distance from the traditional,
all-or-nothing approach according to which two structures are either homologous or nonhomologous,
since the 80s of the past century, several authors have been defending the view that all assessments
of homology are by necessity partial.” Research in EvoDevo has provided further corroboration for
this view [114]. Now we have much evidence for partial homologies, even at the molecular level
(see Section 3.8).

3.6. Process Plant Morphology and Morphospace in an Evolutionary Context

“I believe the apparent failure of botanists to internalize process morphology arises because
this philosophy requires habits of thought and ways of communicating that are not natural
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for science in general (Seibt [33]). Due to these possibly hard-wired psychological biases, it is
very hard to resist the tendency to perceive plants as objects, drawing us to a language of
nouns not verbs.” David Baum (2019) [66].

According to classical plant morphology (“typology”) sensu Wilhelm Troll [65] and Donald
Kaplan [67,68], a plant structure is either this or that, but not both. This classical approach is widely
used in the study of model plants with typical organs [13,49] (see Section 3.1). Continuum plant
morphology allows the acceptance of intermediates and mixed identities between structural categories
(see Section 3.5 above). Both classical plant morphology and continuum plant morphology have
shortcomings, because both depend on the recognition and definition (crisp or fuzzy) of structural
categories. Process morphology (also called dynamic morphology [49]) may be a way of overcoming
these shortcomings, because it allows the replacement of structural categories by process combinations
(“developmental routines”).

Leaf, stem, and root are often—unconsciously—taken for granted as organs in vascular plants.
When we realize that these structural categories are, to some extent, arbitrary concepts, each of
them encompassing a certain set of developmental processes, then we are prepared to abandon
structural concepts and instead refer to combinations of developmental (morphogenetic) processes that
depend—to some degree—on gene regulatory networks. This radical view was proposed by members
of the morphological school of Rolf Sattler (including Barabé, Jeune, Lacroix, and Rutishauser), as well
as Baum and Langdale [1,6,13,19,49,66,119,134–139].

Theoretical and empirical morphospace. The living forms we perceive and conceive of in the
realms of multicellular organisms (animals, plants, fungi) “are only a small subset of the possible
forms we could imagine” (Minelli [37]). The theoretical morphospace includes all possible process
combinations for seed plants, whereas the empirical morphospace contains only those process
combinations that are realized in nature [49,140]. Each axis of the morphospace corresponds to a
variable that describes some developmental processes of an organism, or its parts. The use of a single
morphospace to which gene expression can be annotated is appealing, especially because its use would
remove some terminological problems described above.

Process morphology allows seeing whole plants as combinations of developmental processes
instead of more or less arbitrarily assigning plant parts to categories such as root, stem, and leaf.
Parameters for process morphology with respect to vascular plant development are growth duration,
symmetrization (e.g., acquisition of dorsoventral symmetry), positioning, branching, tropism, rhythm,
reiteration, and senescence (see [49,141] for lists of the main processes in plant development).

We may ask with respect to morphological misfits such as bladderworts (Utricularia) and
river-weeds (Podostemaceae) having unusual morphologies [22]: Is the recognition of developmental
processes (e.g., branching patterns and growth patterns) more important than proper definition of
structural units, i.e., plant organs such as roots, stems, and leaves? According to Sattler [7] “there are
no misfits according to process morphology; everything fits because everything can be understood in
terms of branching and articulation. By using developmental processes instead of structural categories,
morphological misfits such as bladderworts and river-weeds need no longer be forced into one or the
other category.”

Hypotheses on bauplan evolution in vascular plants: Schneider [74] addressed the evolution of
early land plants (ferns mainly), while focusing on the transformation of structures in time [15,142].
This strictly phylogenetic approach is more likely to be compatible with the developmental,
process-oriented perspective of fuzzy Arberian morphology than with the typological classification
of classical plant morphology [13,15]. The importance of “transformation of forms” versus “fixed
typology” can be illustrated with the discussion on the evolution of leaves. The origin of leaves
is frequently discussed, and the nonhomology of “leaves” of liverworts, mosses, lycophytes, ferns,
and seed plants is widely accepted (see Section 3.5). However, these statements do not provide us
with any understanding of the origin of leaves. Process combinations (“developmental routines”)
are canalized during land plant evolution [15,53,143–145]. Therefore, a process morphological
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approach may help understanding the evolutionary origin of bauplans in vascular plants. Walter
Zimmermann’s [53,143] “telome theory” seems to be still useful as an evolutionary hypothesis in
the sense of process morphology, because it proposes a sequence of transformative evolutionary
processes, especially (i) unequal branching (overtopping), (ii) rearrangement of lateral branches
into a single plane (planation), and (iii) infilling of spaces between branches with laminar tissue
(webbing/fusion). According to the telome theory, a dichotomously branching shoot system
evolved into a foliage leaf by these three transformations [60,142]. Although Zimmermann’s
telome theory as evolutionary hypothesis has serious limitations, it is still discussed as a heuristic
aid by developmental geneticists in search for the regulation of mechanisms of developmental
processes (e.g., [144–147]. It is a gradualistic perspective that breaks the evolutionary origin of
complex organs such as fern leaves (fronds) into steps (see Section 4.1, also Jill Harrison’s Blog 2018:
https://thenode.biologists.com/testing-zimmermanns-telome-theory/ research/).

The step-by-step evolution of leaves (fronds) as proposed by Zimmermann coincides with what
was called partial or mixed homology (see Section 3.5) because leaves/fronds probably evolved by a
sequence of evolutionary transformations. Of course, these hypothetical transformations in the sense
of Zimmermann’s telome theory need to be understood in terms of the genetic regulation of plant
developmental processes [60,144,148]. According to Schneider [74]: “A process-oriented approach,
combining phylogenetic and developmental perspectives, instead of a typological-oriented approach,
is the most promising approach to identify the developmental pathways and their transformation in
the evolution of land plants.” Zimmermann [143] (p. 470) was already an early proponent of process
morphology when he wrote: “The telome theory not only applies to ‘typical’ organs that means to such
organs as are classified according to classical morphology under the notion of leaf, shoot, axis, stem,
root—but all forms of ‘Kormophyta’ (i.e., vascular plants, including ferns and seed-plants) are to be
traced back to the varying combinations and the different degree of manifestation of a few modifying
processes.”

Process thinking may even allow to define plant structures such as “shoots” differently (if such a
definition is needed at all). Plackett et al. [109] (p. 4) argued about the evolution of land plant shoots
as follows: “From a developmental perspective, canonical plant shoots (as generally recognized in
vascular plants) can be defined as a process, i.e., they develop iteratively from an apex to produce
lateral organs. Using this definition, the gametophores of extant mosses and ‘leafy’ liverworts can
also be classified as shoots, possessing an axial body-plan.” This growth behavior contrasts with the
“thalloid” bauplan of other liverworts (e.g., Marchantia), which possess a usually flattened plant body
(comprising several cell layers) with apical growth.

Gilbert and Bolker [149] distinguished between process homology (i.e., homology between
developmental processes) and structural homology, which represent different hierarchical levels of
homology [107]. Jaramillo and Kramer [124] (p. 69) wrote: “Process homology reflects the common
inheritance of developmental genetic pathways or modules that can be co-opted to function in
diverse situations. For this reason, process homology is dissociable from structural homology. . . .
Novel combinations of such genetic modules may be at the heart of many of Sattler’s ([113,119])
examples of partial homology or may promote the evolution of novel organ identities.”

Several developmental geneticists are aware of a certain degree of fuzziness in plant development.
They have used fuzzy concepts such as “leaf-shoot indistinction” [150], “leaf-shoot continuum
model” [151,152], and “mixed shoot-leaf identity” [153]) to describe unusual plant structures.
These fuzzy concepts are consistent (or nearly so) with fuzzy Arberian morphology, including
both continuum and process morphology [72,104]. James [154] summarized as follows: “It is now
widely accepted that . . . radiality (characteristic of most shoots) and dorsiventrality (characteristic
of leaves) are but extremes of a continuous spectrum. In fact, it is simply the timing of the KNOX
gene expression!” With respect to developmental similarities between leaves and shoots in vascular
plants (including Arabidopsis), Prusinkiewicz and Runions [155] gave credit to Agnes Arber: “This
similarity is consistent with the ‘partial shoot theory’ (Arber [28]), which emphasizes parallels between
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the growth of shoots and leaves. The strikingly different appearance of spiral phyllotactic patterns and
leaves would thus result not from fundamentally different morphogenetic processes, but from different
geometries on which they operate: an approximately paraboloid SAM dynamically maintaining its
form vs. a flattening leaf that changes its shape and size.”

3.7. Mathematical Tools as a Test for Continuum and Process Plant Morphology

In plant morphology, most structures of vascular plants can easily be assigned to pre-established
organ categories. However, there are morphological misfits, i.e., intermediate or deviating structures
that do not fit those categories associated with a classical approach to morphology (see Section 3.2.).
With the mathematical tool of principal component analysis (PCA), Jeune, Lacroix et al. [138,139,156,157]
found a way to unify classical and continuum plant morphology as a synthesis through the space of
forms. To integrate the diversity of forms in the same general framework, they constructed a theoretical
morphospace based on a variety of modalities, where it is possible to calculate the morphological
distance between plant organs. Concentrating on shoot, leaf, leaflet, and trichomes as structural
categories (but ignoring the root) Jeune, Lacroix et al. tested the hypothesis that classical morphology
(typology) and continuum morphology occupy the same theoretical morphospace. They concluded
that the relationship between the two approaches remains a question of weighting of criteria. Typical
morphological elements (e.g., shoots, leaves, trichomes), atypical structures (e.g., leaf-like shoots,
called ”phylloclades”), and particular cases representing exotic structures such as the epiphyllous
appendages of Begonia and ”water shoot” and ”leaf” of aquatic bladderworts (Utricularia) were placed
in the morphospace. The more an organ differs from a typical shoot, the further away it will be from the
barycentre of shoots. By giving a higher weight to variables used in classical typology, the different organ
categories appear to be separate, as expected. If we do not make any particular arbitrary choice in terms
of character weighting, as it is the case in the context of continuum morphology, the clear separation
between organs is replaced by a continuum. By using an equal weighting of characters, contradictions
due to the ponderation of characters are avoided. Thus, Jeune, Lacroix et al. [138,139,156,157] tend to
merge classical plant morphology (mainstream morphology, based on a qualitative homology concept
implying mutually exclusive categories) and continuum morphology into the more encompassing
process morphology = dynamic morphology (see Section 3.6).

3.8. Possible Lack of One-to-One Correspondence Between Structural Categories and Gene Expression in
Higher Plants

“We are still far away from understanding how three-dimensional forms are generated by
the genetic system.” Diethard Tautz (2019) [158]

We live in a gene-centric world. Many biologists accept the view that the development of living
organisms (animals, plants, fungi, . . . ) is controlled mainly by genes. Genetic determinism also
governs the thinking of many laymen and journalists with respect to heritability of human health
and diseases.

However, we have to consider that the genome (DNA) in the cells of living organisms is a vital but
not the only driver of developmental processes, as expressed by Gilbert and Bard [159]: “The fertilized
egg inherits DNA; it does not inherit ‘genes.’ Genes and gene products are constructed anew in each cell
in the developing embryo by the relationships between DNA, transcription factors, and RNA-splicing
factors. Only certain regions of the genome can be genes in different cell types.” For similar statements
see also [56,158].

We must know what an organ is before we can investigate gene expression in that organ.
If structural categories do not provide adequate descriptions of plant structure, perhaps it is possible to
define structures based on developmental genetics. This new way to find homology between structural
units was already presented as the 4th homology criterion (see Section 3.5). If there is a one-to-one
correspondence between structural units (e.g., roots, leaves, and flowers) and the “molecular players
behind the characters” [125], it should be possible to identify the structural units by the expression
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of well-characterized marker genes. To do this, we need to look for, e.g., organ identity genes in
order to define the structural categories clearly. For example, the KNOX/ARP module (as used by
Katayama et al. [82,83], Cruz et al. [72,104]) helps with the identification of the leaf as a determinate
unit, and the shoot as an indeterminate module in vascular plants. This approach seems to have
promise in the cases where control genes for organ identity have been shown to exist, for example,
Pax6, which is often accepted as the “master control gene” for eye development in arthropods and
vertebrates [57,160].

There are, however, various difficulties when we try to define plant structures by a set of expressed
genes. Adopting this approach for all plant organs leads to some bizarre conclusions, because
structural homologues in biological systems do not always have the same underlying molecular genetic
machinery [62]. Jaramillo and Kramer [124] present arguments against a too strong belief in genetic
determinism, especially in combination with homology: “Genetic information is not always a reliable
indicator of homology, especially when only one gene is examined. Our particular concern is the
conflation of positional evidence for homology with evidence from identity. Many of the genes that
have been studied comparatively are floral organ identity homologs, and it appears that such identity
programs can be shifted spatially, resulting in homeosis.” Examples from both botany and zoology show
that homologous structures can result from different genetic controls [62,107,127,161,162]. For instance,
leaflet formation in pinnately compound leaves of many eudicots is correlated with KNOX1 expression
in leaf primordia [163,164]. In contrast, in legumes (Fabaceae) such as pea (Pisum sativum), the formation
of compound leaves depends on the expression of the PEAFLO gene, the pea homologue of LEAFY
from Arabidopsis [152,165].

The lack of correspondence may be due to imprecise morphological homology assessments, but it
may also arise from the reuse of existing genetic resources in novel contexts because transcription
and signaling factors are often used multiple times in context-specific combinations within an
organism [34,166]. Vergara-Silva [137] (p. 260) concluded similarly: “Distinct groups of genes that
in principle act in one categorical structure are also expressed in another, and the consequence that
this overlapping pattern has on cell differentiation is an effective blurring of the phenotypic boundary
between the structures themselves.” Developmental genetics underlying morphological continua
in flowers, and interesting cases of flower–inflorescence continua will be discussed in Section 4.4
(see [132]).

3.9. The Explanatory Power of Process Morphology in Multicellular Plants

Various plant biologists seem to be aware of the explanatory power of process morphology.
Much architectural diversity in vascular plants results from the varied growth patterns of apical
and axillary meristems [167]. Computational biologists and mathematicians such as Prusinkiewicz
and colleagues [155,168] provided further evidence for the heuristic value of continuum and process
plant morphology. As mentioned by Prusinkiewicz and Runions [155]: “The form of plants is not
coded directly in their DNA, but is produced by a hierarchy of developmental processes that link
molecular-level phenomena to macroscopic forms. Many of these processes have a self-organizing
character, which means that forms and patterns emerge from interactions between components of the
whole system.” For example, a suite of developmental processes leads from the leaf primordium to the
mature leaf. Tsukaya and his collaborators [85,169,170] subdivided leaf morphogenesis of Arabidopsis,
Antirrhinum, and other angiosperms into subsequent processes (phases). They admitted that the
mechanisms regulating each process of morphogenesis, such as leaf determination, establishment
of dorsoventrality (e.g., adaxialisation), and polarity recognition, are still badly known. Molecular
genetics allows to approach to such processes and relevant developmental pathways that are influenced
but not completely controlled by gene networks. Molecular genetic studies in recent decades
have considerably expanded our understanding of the mechanism of leaf development (including
adaxial–abaxial patterning and lamina flattening) in angiosperms [85,169,170]. Combinations of
developmental processes even allow to transcend the leaf–stem (or leaf–shoot) boundary. For example,
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Nakayama et al. [171] analyzed in Asparagus spp. the developmental genetics of the photosynthetic
needle-like organs (labelled as ”cladodes”) that are—according to classical plant morphology—modified
shoots (stems). They observed in developing Asparagus cladodes the expression of both SAM-related
and leaf-lamina-related genes [85]. This result coincides with comparative developmental studies by
Cooney-Sovetts and Sattler [172], who interpreted the leaf-like shoots (“cladodes”, “phylloclades”) in
Asparagus and allied genera (Ruscus, Semele) in the monocot family Asparagaceae as homeotic mosaics,
combining developmental processes of both leaves and shoots (stems).

4. Case Studies: Developmental Genetic Studies Supporting the Continuum View in
Plant Architecture

The case studies mainly focus on morphological misfits that do not obey the bauplan rules of
classical plant morphology (as introduced above, especially Section 3.2). The case studies point
to plant structures that are difficult to explain by a simple one-to-one correspondence between
structure and gene function. The genetic study of these organisms will likely reveal that some of
the phenotypic fuzziness results from overlapping developmental programs (compare Section 3.5,
Section 3.6, Section 3.7, and Section 3.8).

4.1. Ferns: Continuum Between Compound Leaves (Fronds) and Shoots

Many botanists accept the hypothesis that during land plant evolution, megaphylls (including
fronds and prefronds) of ferns were derived from branched axial organs (“telome trusses”) by
flattening (“planation”), webbing (”fusion”), and a switch to determinate growth (see Section 3.6).
Prefronds, as found in early vascular plants such as the extinct progymnosperms (e.g., Archaeopteris),
are three-dimensionally branched structures and are seen as phylogenetic precursors of compound
leaves, especially fronds of modern ferns [15,53,143,167,173].

Comparative morphologists also studied the developmental patterns of modern-day ferns. Leaves
of ferns are often labelled as “fronds”, because they have an evolutionary history different from
the foliage leaves of seed plants [109,174] (see Section 3.5). Developmental mosaics between leaves
and shoots are described for various recent ferns, e.g., Gonocormus (Trichomanes group) with shoot
buds developing from the rachis [175]. To label a group of embryonic cells derived from the shoot
apical meristem (SAM) as “leaf” is to label it according to its presumptive developmental fate (organ
identity) under undisturbed conditions. However, surgical or chemical treatment may change the
developmental fate of what was supposed to become a leaf. In some ferns at least (e.g., species of
Dryopteris, Hypolepis, Osmunda), such experimentally induced changes include the developmental
switch from a leaf (frond) primordium to a shoot (rhizome) bud and vice versa [176,177].

“Transformation of forms” versus “fixed typology” in the evolution of fern leaves (fronds).
Schneider [74] presented a remarkable essay on the evolutionary morphology of ferns (monilophytes),
while employing a process-oriented approach, which combines the process thinking of the fuzzy
Arberian morphology with the process orientation of Darwinian evolution (see Section 3.6).
Schneider [74] stressed the heuristic value of continuum plant morphology that employs a holistic view
of the plant body in which the different organs, such as leaves, shoots, and roots are linked by shared
developmental processes. In comparison to angiosperms, the leaves (fronds) of ferns may share a higher
degree of similarity with shoots. Thus, the differentiation between the organs may be understood as less
distinct. For example, the leaves of ferns often show a long-lasting apical growth that may be caused
by a similar expression of transcription factors in the shoot apical meristems (SAMs) and the leaf apical
meristems (LAMs). In addition, several unusual fern structures, for example, stolons of Nephrolepis,
can be best described as misfits that combine features of different organs [72,74,104,148,174,178,179].

New EvoDevo studies on ferns point to the remarkable similarity of compound leaves (fronds) and
shoots [72,104,177]. Raphael Cruz et al. [72] (p. 2) wrote: “Fern leaves are different from most seed plant
leaves. For example, unlike seed plants, many fern leaves have a leaf apical meristem (LAM). In ferns,
the LAM is responsible for a transient indeterminacy during leaf development, usually producing

90



Philosophies 2020, 5, 41

pinnae during a longer period than the regular compound leaf of a seed plant . . . Fern leaves resemble
the indeterminate shoot by having an apical meristem, producing lateral organs and having a transient
or even persistent indeterminacy (as in the genera Lygodium, Nephrolepis, Salpichlaena, Jamesonia),
as reviewed in Vasco et al. [180]. These features do not fit the classical morphological concept of leaves
as they do for seed plants.” Based on developmental genetic studies on compound leaves in vascular
plants [181], there is evidence that Class I KNOX genes are directly associated with indeterminacy
and are required to make compound leaves in many cases, representing a partial homology with the
shoot. Class I KNOX genes are also an important marker of meristematic activity in fern shoots [71].
Cruz et al. [72] found Class I KNOX expression in SAMs as well as LAMs (and even in growing pinna
tips) of Mickelia scandens. Their conclusion: “Fern apical meristems should be interpreted as a complex
and highly organized interconnected network of cells with indeterminate fates, specialized zones
(apical cells vs. peripheral cells), and the capacity for producing new organs (leaves or pinnae).”
According to Cruz et al. [72,104], Harrison and Morris [60], Harrison et al. [148], Plackett et al. [109],
and Vasco and Ambrose [177] fern leaves and their segments have to be interpreted evolutionarily
and ontogenetically as reduced shoots. Thus, the presence of shoot-like features in developing leaves
is strong evidence in favor of Agnes Arber’s partial shoot theory (see Section 3.4). Cruz et al. [72]
(p. 9) stressed the importance of Arber’s ideas with respect to future studies in developmental genetics:
“Her theory should be strongly discussed now that new molecular evidence, as our results and other
studies discussed here, is available. Our results point to multicellular meristematic structures in the
shoot, leaf, and pinna apices, also reinforcing her idea of “identity-in-parallel”, in which structures
may be put in a relation of the part to the whole, but is also equivalent as a whole. The pinna is part of
the shoot, but ultimately is equivalent to a whole shoot, carrying the potential of producing new lateral
structures.”

4.2. Flowering Plants—Leaf and Shoot Development in Flowering Plants

Compound leaves with determinate apical growth. Foliage leaves in most flowering plants are
determinate organs: together with the presence of an axillary bud, this is indeed one of the criteria
commonly used to distinguish a ”true” leaf from a leaf-like branch (see Section 3.1). Leaves of most
flowering plants are initiated sequentially as transversely inserted primordia. They arise at a shoot
apical meristem (SAM), which usually shows an indeterminate growth [13,85,176,182]. Similarly,
young compound leaves of angiosperm genera such as celery (Apium, (Apiaceae), sumac (Rhus,
Anacardiaceae), neem (Azadirachta, Meliaceae), American river-weed (Marathrum, Podostemaceae),
and orange jasmin (Murraya, Rutaceae) are provided with a meristematic leaf tip = leaf apical meristem
(LAM). These taxa show an acropetal mode of initiation with leaflet primordia, which are inserted
transversely at the LAM. Thus, they resemble leaf initiation at the SAM [49,139,183–187]. — Bharathan
and Sinha [188] (p. 1533) summarized while focusing on flowering plants: “The true homologies
of compound leaves have been a matter of debate. They have been considered true lateral organs
with homologies to simple leaves [189,190], or structures that are intermediate between leaves and
shoots [184,191].” Despite the general open-mindedness towards shoot-like features in compound
leaves [85,192], there are still various developmental geneticists [193,194] who search for plant
hormones and transcriptional regulators modulating compound leaf development—without having
the “identity-in-parallel” between leaves and shoots in mind that was formulated by Agnes Arber [28]
(p. 142) more than seventy years ago: “To the compound leaf, the leaflet stands in relation of part to
whole, but it is also the equivalent of the compound leaf as a whole, though in another generation.”

Compound leaves with indeterminate apical growth. Flowering plants have two types of
indeterminate leaves: those with a long-lasting apical meristem and those with a long-lasting
basal meristem (see below). Indeterminate leaves with a long-lasting leaf apical meristem (LAM),
as observable in many ferns (see Section 4.1), exist only in a few groups of flowering plants. Their
meristematic activity is maintained for months or even years [56,85,169]. Field studies in woody
members of the mahogany family (Meliaceae), especially Chisocheton and Guarea, have revealed that
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their compound leaves may show seasonal apical growth for several years. The LAM contributes
new leaflets in a manner similar to the SAM [176,191,192,195–197]. Both shoot tips and leaf tips of
Chisocheton and Guarea species show seasonal flushing. Each time the SAM adds new leaves, the LAM
also initiates new leaflets. Thus, the meristematic leaf tips and the meristematic shoot tips react to the
same endogenous or environmental stimuli. Moreover, the leaf axis (i.e., petiole and rachis) increases
in diameter due to secondary thickening with wood production, similar to what is typical for stems
(shoot axes) of woody plants. In addition, certain species of Chisocheton produce epiphyllous shoots
(Ch. tennis) or epiphyllous inflorescences (Ch. pohlianus) [198]. Thus, compound leaves of Chisocheton
and Guarea have developmental routines resembling whole shoots.

Stipules repeat the developmental pathways of whole leaves. Stipules are basal outgrowths
of foliage leaves. Quite often the presence and the typical arrangement of stipules is characteristic
for a whole group of plants. Flowering plants such as the rose, pea, and coffee families (Rosaceae,
Fabaceae, Rubiaceae) are characterized by stipules [13,192,199–201]. The Plant Ontology Consortium
(www.Plantontology.org) provides the following definition for stipule (PO:0020041): “A cardinal organ
part that is an appendage at the base of a vascular leaf. Usually one of a pair of appendages. May take
the form of a spine (PO:0025174) or may be bristled or brush-like. Stipules may occur on the opposite
side of the shoot axis from the leaf they are associated with, but they are still thought to arise from
part of the leaf.” Leaf blade and stipules usually arise from a common primordial bulge at the shoot
apex, but stipules often behave quite independently from the leaf to which they belong. They usually
stop growth clearly before the leaf blade itself is mature. They often abscise much earlier than the leaf
blade. However, in various flowering plants such as woodruff and allies (Galium and related genera in
Rubiaceae) leaf and stipule look the same or nearly so, indicating that the stipule is replaced by a leaf.
In the flamboyant tree (Delonix regia, Fabaceae) the stipules repeat the branching pattern of the much
larger compound leaf blade. Various examples of ectopic expression of leaf identity in stipular position
are described in [35,192,199]. Arber [28] (pp. 80–82) concluded: “The relation of the stipules to the
leaves of which they are members, may be compared with the relation of cotyledons to the primary
shoot, and of prophylls or bracteoles to a lateral shoot.”

Developmental genetics may help in defining “leaf identity” versus “stipule identity”. A homeotic
replacement of the stipule by a leaf was described in pea (Pisum sativum) mutants such as cochleata [202].
There are tendrils forming the blades as well as tendrils arising from stipular positions, a situation
not known from any wild-type member of Fabaceae [129,152,203]. In the afila (af) mutant, all primary
pinnae are replaced by a bunch of tendrils, whereas the stipules are not altered. A gene known to
interact with the af gene is sinuate leaf (sil), which results in undulating margins of both leaflets and
stipules. When combined with af, sil plants have adventitious tendrils arising from clefts in the distal
portion of the stipule [35,203]. Thus, pertinent characters of the leaf blade can be ectopically expressed
in stipular sites. Yaxley et al. [202] wrote that these mutants “change stipules into a more ‘compound
leaf-like’ identity”.

Stipules in flowering plants are, by definition, restricted to the leaf base. However, a few mutants
in Arabidopsis and pea are known to have supernumerary stipules, which are ectopically expressed
as part of the leaf blade or rachis [204]. The so-called ”stipels” at the base of the lateral leaflets in
compound leaves of the garden bean (Phaseolus vulgaris) may be understood as ectopically expressed
supernumerary stipules, repeating the developmental leaf program at the base of its subunits [13,28].

Indeterminate meristematic activity at the leaf base in one-leaf plants (Monophyllaea,
Streptocarpus). Besides leaves that grow indeterminately at their tip (as typical for ferns and few
flowering plants) there are one-leaf plants having only one large foliage leaf at maturity. Because of
this bauplan oddity, they were called “morphological misfits” [75] (see Section 3.2). The only foliage
leaf per plant equals one of the two cotyledons that grows indeterminately due to the long-lasting
meristematic activity at the base of the lamina [56,85,205,206]. One-leaf plants mainly belong to the
genera Monophyllaea and Streptocarpus in the Gesneriaceae, which is a family of asterids in eudicots [207].
Unlike typical vascular plants, one-leaf plants do not have a typical shoot apical meristem (SAM).

92



Philosophies 2020, 5, 41

The developmental biology of the one-leaf plants (Monophyllaea, Streptocarpus spp.) was recently
studied by Kinoshita and Tsukaya [69,208]. The indeterminate growth of the only foliage leaf in these
plants is supported by a groove meristem. Gene expression and physiological analyses proved that
the groove meristem is equivalent to the SAM of typical flowering plants. Using classical terms for
structural units in the one-leaf plants may be problematic. In Streptocarpus, there are several species with
a usual bauplan, with elongate stems carrying several paired leaves. Somewhat comparable with the
phytomeric shoot model (see Section 3.3), Jong and Burtt [205] proposed the phyllomorph concept fifty
years ago in order to describe the unusual structure of the one-leaf plants (e.g., Streptocarpus wendlandii)
lacking an obvious stem. The “phyllomorph” is defined as a novel but fuzzy developmental module
consisting of an indeterminately growing leaf lamina and a “stem- and petiole-like structure” (called
petiolode) at its base. Thus, the phyllomorph of a one-leaf plant corresponds to a shoot (including stem)
in typical plants [69,85,208]. For a recent review on Streptocarpus phyllomorphs including regulation of
meristem activity by plant hormones, see Nishii et al. [209].

“Stem-leaf mixed organs” in river-weeds (Podostemaceae). River-weeds are peculiar flowering
plants that are adapted to river-rapids and waterfalls in the tropics. They are related to St John’s wort
(Hypericum) within the eudicots. Bell [75] called the river-weeds “morphological misfits”, because they
follow structural rules that are different from those of more typical flowering plants (see Section 3.2).
The boundaries between organs known as roots, stems, and leaves—distinguishable in related flowering
plants – are blurred (fuzzy). However, the members of this family have stable floral bauplans [22].
When we cling to structural categories such as leaf, stem, and root for the description of the plant bodies
in river-weeds, we get into trouble with either/or homology (“sameness”) of the various plant parts.
Then we are forced to accept the existence of structural intermediates such as “stem-leaf mixed organs”
in Podostemaceae, as genetically analyzed by Katayama et al. [82,83]. This appellation is meant to
indicate that these structures have some features of leaves, and some of stems, probably due to their
unusual gene expression pattern and the lack of obvious SAMs [84]. Summarizing the developmental
genetic results in Podostemaceae and other flowering plants, Eckardt and Baum [210] concluded: “It is
now generally accepted that compound leaves express both leaf and shoot properties.”

4.3. Flowering Plants—Bladderworts and Allies (Lentibulariaceae)

“It is probably best, as a purely provisional hypothesis, to accept the view that the vegetative
body of Utricularias partakes of both stem nature and leaf nature. How such a condition
can have arisen, historically, from an ancestor possessing well-defined stem and leaf organs,
remains one of the unsolved mysteries of phylogeny.” Agnes Arber (1920, p. 107) [211]

The case studies above (Sections 4.1 and 4.2) have shown that leaves of vascular plants can have
indeterminate growth. They can even have terminal buds. This case study covers the bladderworts
(Utricularia and allies), plants with highly unusual architectural rules deviating considerably from the
body plan of typical flowering plants. Minelli [56] (p. 254) summarized the puzzling situation found
in bladderworts properly: “Mechanisms specifying the identity of individual organs are unusually
plastic: of the various primordia in a rosette, some will become leaves, others stolons, but their fate
can be changed even at a very late stage of development. In some species, a stolon can eventually
stop growing, completing its activity with the production of a terminal leaf. On the other hand,
the tip of a nearly mature leaf can continue growing and turn into a new stolon.” It is difficult to
describe and interpret the developmental architecture of the bladderworts in terms of classical plant
morphology. Continuum approach and process thinking provide complementary perspectives if we
really want to understand the morphological oddities in this group (see Sections 3.5–3.7). In their
flowers, however, the bladderworts behave as typical flowering plants, showing that they belong to
the asterid eudicots [22,75,212].

The Lentibulariaceae are a family of flowering plants showing carnivory. They attracted and still
attracts plant scientists, mainly because of the unique features in biology, morphology, and developmental
genetics. The three genera in this family can be distinguished by their specialized traps for carnivory:
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flypaper traps (passive) in Pinguicula, eel traps = lobsterpot traps (mainly passive) in Genlisea, and
bladder traps (that conduct suction in < 1ms) in Utricularia. The genus Utricularia (bladderworts) is
with >230 species by far the largest of the three genera. These plants live fully immersed in water
(U. australis, U. gibba, U. vulgaris), on wet soil (e.g., U. dichotoma, U. livida, U. reniformis, U. sandersonii,
U. longifolia), or even epiphytic (e.g., U. alpina, again U. reniformis) [212–214]. Irrespective of their
ecological preferences, all Utricularia species are provided with tiny bladders used as active sucking
traps for small animal prey in water.

The Lentibulariaceae have attained recent attention because of their dynamic nuclear genome
size. Their genomes span an order of magnitude and include species with the smallest genomes in
angiosperms, making them a powerful system to study the mechanisms of genome expansion and
contraction. Moreover, developmental geneticists started to reveal the genetic network behind the
morphogenesis of the peculiar traps in Utricularia [215,216]. Thus, there is a strong need for plant
morphologists and biophilosophers to complement the research progress in developmental genetics
of Utricularia and allies. There is a rich literature on comparative development and morphology
in Lentibulariaceae provided by botanists dating back more than a hundred years (as summarized
in [13,22]).

Leaves, shoots, and stolons as descriptive terms for bladderworts. Peter Taylor [212], in his
marvelous book on bladderworts taxonomy (genus Utricularia), used structural terms such as leaves,
stolons, and air shoots for the description of the vegetative bodies in bladderworts. He was well aware
that a clear-cut and consistent terminology in plant morphology is needed to become understandable
for a reading audience but may not be adequate to the reality. Taylor [212] (p. 6) wrote about plant
architecture in bladderworts: “Quite apart from the traps themselves the organization of the vegetative
organs of Utricularia is peculiar and quite different from that of other flowering plants... For taxonomic
and descriptive purposes, whatever their true or theoretical nature, it is desirable to have a consistent
terminology for the various organs. Such a terminology has evolved, through the work of Goebel,
Lloyd, and others. Yet, because of their great diversity and often plastic nature, it is not always easy
to apply the terms in a consistent manner, but for practical purposes, they are found to serve in the
majority of cases.” Taylor [212] (p. 8) continued about the strange Utricularia bauplan with a kind of
British humor, while pointing to Rutishauser and Sattler [32]: “It seems reasonable to me that plants
which have, in defiance of the general rule, no radicle or roots, may be allowed to have leaves which also
disobey the rules. By calling them leaves a few difficulties do arise, but these are relatively unimportant
in the context of the overall diversity and nonconforming nature of the vegetative morphology as
a whole”.

Species of Utricularia show various examples of developmental mosaics between structural
categories typically referred to as leaf and shoot (see above). In certain aquatic members such as
U. purpurea, the developmental pathway of the whole shoot is repeated within each compound leaf to
an astonishing degree [199]. This, together with other observations, led Goebel [217] to the somewhat
exaggerated conclusion that a primordium in Utricularia can grow into any organ such as a trap, leaf,
green shoot (i.e., leafy stem), anchorage shoot, or inflorescence. This generalization is only partly
accurate. The developmental and positional constraints in Utricularia deviate considerably from the
rules of classical plant morphology. Utricularia’s plant body, thus, is better understood within the
conceptual framework of continuum and process plant morphology [13,18,22]. Based on genomic
data, the developmental geneticists Silva et al. [214] (p. 15) presented the following evolutionary
hypothesis with respect to the two model species: “Utricularia gibba seems to have a more severe degree
of fuzzy Arberian morphology, such as no clear delimitation of distinct vegetative organs. In contrast,
U. reniformis presents a more traditional vegetative organ delimitation (as stems and leaves), similar to
other angiosperms.”

Members of the morphological school of Rolf Sattler [18,34,138,156] as well as Reut and
Plachno [218] represented the vegetative bodies of aquatic and terrestrial bladderworts (e.g., U. foliosa,
U. dichotoma) and other morphological misfits as combinations of developmental processes using
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multivariate statistical analyses. Plant organs such as watershoots, leaves, or bracts in U. foliosa,
also various kinds of stolons in U. dichotoma are identified in the morphospace as specific process
combinations (see Sections 3.6 and 3.7). No doubt, the use of process combinations to describe plant
structures makes communication among scientists difficult. Nevertheless, one of the great strengths of
this approach is that categorical terms such as leaf and shoot serve only as placeholders for combinations
of developmental processes that locate the organs in the morphospace. Gene expression patterns of
model bladderworts (such as U. vulgaris, U. gibba) and related Genlisea species may finally be annotated
to the morphospace by associating them with the combination of processes that are found in the parts
where the genes are expressed [34,216,219,220].

How to avoid inconsistencies regarding the seeming lack of roots in Utricularia? Difficulties in
distinguishing “root identity” and “shoot identity” (leafy stolons) are known from Lentibulariaceae,
such as bladderworts (Utricularia) and butterworts (Pinguicula):

Scenario A = ‘Loss-of-Root’ hypothesis: Usually it is said that Pinguicula has roots, and the sister
genera Genlisea and Utricularia lack them. Most botanists and developmental biologists insist that
only the more basal genus Pinguicula still has true roots, whereas the members of the more derived
Genlisea–Utricularia lineage have lost them completely [214,216,219–223]. Peter Taylor [212] (p. 6) came
up with the following conclusion for Utricularia: “Roots are always absent, but organs that resemble
and function as roots (here termed rhizoids) are usually present.”

A main argument in favor of this scenario is the loss of various root-specific genes in Utricularia gibba,
as summarized by Renner et al. [223]. According to them, various genes responsible for the growth of
roots and root hairs are lacking (or apparently so) in U. gibba. Renner et al. [223] summarized (p. 147):
“Taken together, loss of genes important for root and shoot morphogenesis may be correlated with the
absence of an obvious root in U. gibba and could also help to define its unique bauplan suited to an
aquatic habit.”

Scenario B = ‘Root–Stolon Transformation’ hypothesis: Utricularia stolons may have arisen
from what are called ”roots” in Pinguicula just by adding exogenous leaves to the root surface, as already
proposed by Brugger and Rutishauser [224]. This would explain the high degree of similarity of the
stolons (stems) of various bladderworts with Pinguicula roots. Stolons of various terrestrial Utricularia
species show an ”awkward” phyllotaxis pattern (known as orthomonostichy) with all leaves arranged
along a single stem sector [13,22,34,218]. According to the continuum plant morphology, the roots were
not completely lost in the Genlisea–Utricularia lineage. The ancestral roots (as still present in Pinguicula)
evolved exogenous green appendages that can be called “leaves” (an idea anticipated a hundred
years ago by Arber [211]). Thus, the developmental pathways for roots and shoots were blended
(amalgamated) to some degree, perhaps due to co-option of genes usually acting in stems and leaves
but not in roots. Arguments in favor of this “root–stolon transformation” hypothesis are as follows:
(i) Several Pinguicula have roots without caps (e.g., P. moranensis) [13,34]. (ii) Various Utricularias
(e.g., U. longifolia, U. livida, U. sandersonii) have straight stolon tips which look (including anatomy)
similar to cap-less root tips of Pinguicula. When U. longifolia is cultivated in a hanging pot, the root-like
stolons breaking through the bottom show positive geotropism. (iii) Conversion of root meristems to
shoot meristems are also known from other angiosperms such as Nasturtium (Brassicaceae) and Neottia
(Orchidaceae), pointing to a morphological correspondence between root and shoot (as discussed by
Guédès [225]).

Many developmental genes involved in the morphology of the Genlisea–Utricularia lineage were
uncovered within the past few years. Genome analyses of G. aurea, U. gibba, and U. vulgaris (all of
them apparently rootless) showed the presence of a considerable number of root-specific genes in their
vegetative bodies [219,222,226,227]. For instance, genes involved in the root hair formation are present
in Utricularia. Thus, the absence of a typical root can be a result of the expression (or lack thereof) of
specific transcription factors and, therefore, not a result of lacking root developmental genes (Miranda,
pers. comm.).
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The ’loss-of-root” hypothesis (A) and the “root–stolon transformation” hypothesis (B) in the
Genlisea–Utricularia lineage may merge into one when developmental processes and gene actions are
emphasized instead of arbitrary structural categories. In the context of process morphology (getting
rid of structural categories), both seemingly contradictory views are complementary perspectives of
the same reality. The apparent loss of roots in Utricularia and Genlisea as compared to Pinguicula is
a wonderful paradoxon where two contradictory perspectives express the same developmental
reality. Both root and shoot meristems of vascular plants are regulated by common genetic
mechanisms [223,228,229]. Reut and Plachno [218] (p. 17) hypothesized the following about stolon
evolution in U. dichotoma as basal member of the genus Utricularia (subgenus Polypompholyx): “In terms
of a continuum or morphocline of process combinations, and in the phylogenetic context, developmental
processes for ‘shoot’ (e.g., branching) and developmental processes for ‘leaf’ (e.g., a determinate growth
period) may have been added to a ‘reduced Pinguicula root’.” However, the Utricularia stolons should
not be labelled as “obvious roots” or even “true roots”. We should only keep in mind scenario B as
complementary perspective: What is usually called “stolons” in Utricularia may have evolved from
roots (cf. Pinguicula) that started to produce exogenous leaves.

Somewhat comparable to Arber’s partial-shoot theory of the leaf (Sections 3.4 and 4.1), roots and
shoots (stems, stolons) of vascular plants in general may be partially homologous, as summarized
by Minelli [56] (p. 248): “From a phylogenetic perspective, the Continuum Model is consistent with
the hypothesis that both leaves (e.g., [228,230]) and roots (e.g., [231,232]) are derived from shoot-like
organs, at least in ferns and seed plants.” Arber [86,103] already proposed the “partial-shoot theory of
the root”, coming close to the leaf-skin shoot model [97] (see Section 3.3), with the stem core being
equivalent to the ”root” and the stem cortex being formed by the elongated leaf bases, which cover the
stem core like a skin. Arber [103] (p. 101) was aware of possible flaws of such a view when she wrote:
“The supposition that the root may represent the ‘core’ of the shoot is not intended to imply anything
so naively simple as that the root is anatomically a continuation of the central region of the shoot alone;
this, indeed, would be obviously untrue, at least for the main root. It is held, rather, that the root is
endowed with tendencies and capacities which correspond to those of the inner region of the shoot
rather than those of its surface.”

4.4. Flowering Plants—Flowers, Inflorescences, and Intermediates

The origin of flowers was a key innovation in the history of seed-plants between 150 and
190 million years ago. Typical flowers in flowering plants (angiosperms), especially in the large group
of eudicots, consist of four whorls with sepals (usually green), petals (often showy and colorful),
stamens (for pollen production), and carpels (often fused into one unit, the ovary). The latter contain
the ovules which—once fertilized—become the seeds as result of sexual reproduction. The present case
study does not allow us to consider all the wonderful morphological types of flowers and pollination
syndromes in the c. 300,000 species of angiosperms, as presented in books and book chapters by,
e.g., Endress, Johnson and Schiestl, Minelli, Ronse De Craene, Sattler, and Soltis et al. [56,233–237].

The developmental geneticists Elliott Meyerowitz and Enrico Coen (see e.g., [238]) proposed the
ABC model of floral organ specification, mainly based on the two model plants Arabidopsis (thale
cress, Brassicaceae) and Antirrhinum (snapdragon, Plantaginaceae). More recently, the ABC model
turned into the more elaborated ABCE model. It explains the bauplan of typical flowers with four
consecutive whorls (sepals, petals, stamens, carpels) by serial expression of organ identity genes,
especially MADS box genes [124,235,239–243]. After having successfully explained the organ position
in model organisms such as Antirrhinum and Arabidopsis, the developmental geneticists went on to
explain flowers which form continua between sepals, petals, and stamens (in e.g., Nymphaea, waterlily).
Thus, Soltis et al. [235,242] offered a “fading borders” model as a testable hypothesis for these floral
organs of intergrading morphologies in basal lineages of flowering plants such as waterlilies, where
the B-function genes are more broadly expressed. In the “fading borders” model, there is a gradual
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transition of gene function across floral organs. This is unlike the classical ABCE model, where there is
a sharp boundary between gene expression corresponding to floral organs [241,244–246].

Developmental mosaics between sepals, petals, and stamens are accepted by proponents of both
classical and continuum plant morphology (see Section 3.2), because these kinds of floral appendages are
understood—since Goethe—as modified leaves (phyllomes) [61,92,105]. Arber [28] (p. 55) summarized
the history of this idea with emphasis on petals and stamens: “We may indeed agree with Goethe
(1790) [92] and de Candolle (1827) [247] that petals and stamens show so much affinity that it is
evidently reasonable to group them together. The petals will then be regarded as transition members
between the vegetative and the actively reproductive parts of the floral shoot.”

Intermediates between flowers and inflorescences. Still questionable in botany is the
morphological significance of the angiosperm flower. Claßen-Bockhoff and Frankenhäuser [132]
(p. 8) confessed: “While intermediate structures or even ‘hybrids’ between flowers and inflorescences
are widely accepted (e.g., Prenner and Rudall [248]; Kirchoff et al. [34]), their morphogenetic and
phylogenetic significance is not yet fully understood.” Although many reproductive structures are
easily identified as flowers, there are some examples lying in-between flowers and inflorescences,
e.g., the “terminal flower-like structures”, as observable in basal angiosperms and early monocots with
elongate inflorescences [249].

Consider for example the staminate unit (“male flower”) of the castor oil plant (Ricinus communis)
that is known for its branched “staminal trees”. Each unit may be seen as a single male flower
with multiple branched stamen-fascicles [35,248,250,251]. Claßen-Bockhoff and Frankenhäuser [132]
presented a somewhat contradicting view: Each ”male flower” (branching staminate unit) of Ricinus
communis is interpreted as a multi-flowered unit composed of highly reduced uni-staminate flowers,
similar to what is known from Euphorbia within the same family as Ricinus.

Gene expression patterns are used to distinguish between flowers and inflorescences in
Euphorbiaceae to which Ricinus belongs. Prenner et al. [251] found the expression of the LEAFY
(LFY) protein not only in individual flower primordia of Euphorbia, but also in the primordium
that leads to a group of flowers (called ”cyathium”), indicating that inflorescence meristems may
be genetically similarly regulated like floral meristems. Additional studies in various flowering
plant families illustrate that one should be careful using gene expression patterns for floral organ
homology [115,246,252].

Claßen-Bockhoff and Frankenhäuser [132] proposed floral unit meristems (FUMs) as intermediate
stages between inflorescence and flower meristems: “Ongoing fractionation defining the transition
from flowers to floral units may be based on a delay in the expression of floral organ identity genes.”
Claßen-Bockhoff and Frankenhäuser [132] remained vague with respect to male reproductive units
(inflorescences, flowers?) in Ricinus. They concluded: “If the staminate unit is nevertheless interpreted
as a flower (which is possible), one has to accept a completely new stamen structure and to disregard
the meristem similarities between R. communis and floral units. Maybe, it is too early for a final
morphological interpretation of the staminate units in Ricinus, as there is too little known about
FUMs (=floral unit meristems), their diversity, and genetic regulation.” FUMs allow a new view on
intermediate stages/structures between flowers and inflorescences, because all types of reproductive
meristems originate from shoot apical meristems. Somewhat similar fractionation steps as found in
Ricinus reproductive development are observable inside the branching flowers of the tropical waterlily
Nymphaea prolifera, leading to a multitude of sterile “daughter flowers” and “granddaughter flowers”
that serve as vegetative propagules [34,253].

Shoot-bearing leaves in Hooded barley. Epiphyllous flowers are known from several
angiosperms [95]. The developmental genetics behind this type of ectopic flower position is not yet
fully understood. There is one nice example that was described and illustrated by Agnes Arber in
her book on grasses [254]: the shoot-bearing leaf in Nepal barley (Hordeum vulgare var. trifurcatum).
It shows epiphyllous spikelets arising from the awned bract (called “lemma” in grasses). By examining
their relative positions, Arber [254] (p. 312) concluded that the lemma (bract) “which is a leaf member,
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behaves to the accessory spikelet in all respects as if it were that spikelet’s parent axis [her italics].” The
very same situation is found in the Hooded mutant of Hordeum vulgare which was described later [255,256]:
In Hooded barley plants, one or more extra flowers (spikelets) develops at the site of transition between
bract (”lemma”) and awn. Molecular studies [257–259] have elucidated that the Hooded phenotype of
barley is caused by a duplication in a homeobox gene intron. Williams-Carrier et al. [259] suggested
that the inverse polarity of the ectopic spikelets seen in the Hooded mutant of barley results from the
homeotic transformation of the lemma awn into a reiterative inflorescence axis. This is an example of
conversion of organ identity: a leaf part (the awn) is converted into a shoot axis. Neither Arber’s book
on grasses [254] nor the Hooded barley are mentioned in a recent review [260] on the developmental
genetics of grass inflorescences.

4.5. Phyllotaxis: The Algorithmic Beauty of Plants

Shoot apical meristems (SAMs) in vascular plants give rise to organs at their flanks in a periodic
and predictable pattern. Phyllotaxis is the spatial arrangement of lateral organs along a stem, within a
rosette or shoot bud, or in a flower. The repeated lateral organs involved are usually leaves or flower
parts. The study of phyllotaxis covers pattern formation in and around SAMs of vascular plants.
Some phyllotactic patterns are easy to observe and characterize whole groups of plants. For example,
leaf whorls with several units emerging from the same node are typical for horsetails (Equisetum),
a group of flowerless and seedless vascular plants related to ferns [56,199]. Another group of regular
phyllotactic patterns are the spiral ones, when the young leaves (or floral parts) arise one by one
around the periphery of the SAM. For the past two hundred years, botanists and mathematicians
tried to answer the question why most spiral patterns in seed plants approach the Fibonacci angle
(c.137.5◦), dividing the full circle (360◦) according to the Golden section [168,261–267]. Barabé and
Lacroix [268] summarized historical aspects and new research trends in a concise book entitled
“Phyllotactic Patterns—a Multidisciplinary Approach”. Phyllotaxis research applies mathematical
models on pattern formation without bothering too much about the morphological significance of the
plant organs involved [269]. In most cases, the lateral structures (appendages) arising at the periphery
of SAMs are leaves, or axillary flowers, subtended by bracts in, e.g., the flower-heads of Asteraceae.
There are only few cases known where leaves are replaced by lateral shoots or flowers at SAMs, e.g.,
in waterlilies (Nymphaeaceae) [253,270,271]. Natural examples of shoot or flower development from
primordia occupying leaf sites are also known in clubmosses (Huperzia) [272,273], and Utricularia
(see Section 4.3).

Process thinking and the continuum approach seem to be quite useful in phyllotaxis research.
For example, structural units of seemingly unequal morphological significance (e.g., leaves, leaflets,
and stipules) can be involved in the formation of leaf whorls of various flowering plants [35,199,200,266].
Leaf rosettes with attractive Fibonacci spiral patterns can even result from repeated sympodial branching
(i.e., determinate shoot modules) combined with flowering, as found in Pinguicula [274]. Moreover,
nature is not always as orderly as we think. There are many examples of vegetative and floral meristems
where spirals and whorls are replaced by more irregular or even chaotic patterns, including clustered
leaves on one side of the SAM. For example, irregular (chaotic) initiation of c. 200 stamens is observable
in flowers of ylang-ylang (Cananga odorata, Annonaceae) [200,266,275].

Barabé and Lacroix [268] describe the interplay of biophysical parameters (e.g., tissue tensions
in and around the SAM), size ratios between SAM and incipient leaves, and endogenous factors
such as phytohormones (especially auxin) and gene expression that seem to be responsible for the
emergence of regular patterns [261]. Molecular developmental geneticists already detected several
genes that are involved in the emergence of disordered or perturbed patterns. Phyllotactic mutants,
however, do not directly influence the size of the divergence angles (e.g., stronger deviations from the
Fibonacci angle). They mainly change the three-dimensional shape and size of the SAM as the site of
self-organizing processes [261,268,276,277]. During plant growth, including size increase of the SAM,
various transitions between whorled, intermediate, and spiral patterns may occur, also depending
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on the taxon involved [263,265,278]. Clubmosses (Lycopodium and allies), for example, switch more
easily between patterns that are rare to very rare in seed plants [273,279,280]. Dynamic models and
computer simulations based on process thinking, similar to those already presented for transitions
in phyllotaxis, will help in the near future to better understand the complete architecture of vascular
plants [155,168,268].

Leaf initiation without an obvious SAM: Finally, we should keep in mind that a shoot apical
meristem (SAM) is not a “sine qua non” for leaf inception in flowering plants: (i) There are Australian
Acacia spp. (e.g., A. verticillata, A. baueri) with “leaf whorls” that increase the number of whorl members
by initiation of additional leaves (phyllodes) in meristematic stem zones below the proper SAM,
as already described by the famous Wilhelm Hofmeister in 1868 [199,266,281]. (ii) The river-weeds
Podostemaceae (adapted to river rapids and waterfalls in the tropics), especially its subfamily
Podostemoideae, reveals leaf initiation from the adaxial side of an already formed young leaf.
The shoot lacks a recognizable SAM with permanent stem cells. The SAM is cryptic or even lacking.
A new leaf primordium in a vegetative shoot tip develops from the base of the opposing second
youngest leaf primordium. The initiation of a new leaf primordium appears to be associated with
degeneration of neighboring cells, as shown by Japanese botanists [82–84,282]. This kind of leaf
formation without SAM is repeated, resulting in a chain of leaves or phytomeres (see Section 3.3).

5. Conclusions: Various Ways to Express Plant Growth and Architecture as Process Combinations
and Developmental Continua

A sentence credited to the Greek philosopher Heraclitus of Ephesus (c. 535 BC–475 BC),
”everything flows—nothing stands still”, was used many times as a metaphor in lyrics and common
speech. Heraclitus probably was one of the first process philosophers [38,39]. “Everything flows”
is also the title of a book [33,40,283] as well as a paper [284] on processual philosophy of biology.
The present essay focused on the philosophical foundations of process thinking and continuum views
in biological sciences, as summarized by Jaeger and Monk [284]: “The process perspective holds that
reality is fundamentally dynamic: the basic constituents of the universe are interconnected sequences of
occurrences or events. Accordingly, reality must be described and explained using explicitly dynamic,
that is processual, concepts rather than notions representing static ‘things’ or entities.”

As a botanist with a passion for plant morphology (the main issue of the present essay), I have to
admit that many interesting aspects of process philosophy could not be discussed here, including the
heuristic value of continuum views in biological disciplines beyond plant morphology. For example,
other biological disciplines such as systems biology, neurobiology, and cognitive sciences seem to be far
ahead of plant biology/morphology with respect to process thinking. Jaeger and Monk [284] presented
an example: “It is impossible to think about the nerve impulses that provide the substrate for thought,
and ultimately the higher-level phenomena of mind and consciousness, in any other than dynamic
terms.” Also not covered by my essay are morphogenetic fields as dynamical modules and promising
steps towards dynamical systems biology [16,17,285].

With respect to plant sciences, Sattler [6] (p. 61) admitted: “Although it seems easy to say that
everything flows (changes), to arrive at a completely dynamic view of plant morphology is not an
easy task.” The present essay emphasizes the need for complementary perspectives, continuum, and
process thinking in EvoDevo of both plants and animals. Historical roots of this open-minded way
to look at growing organisms, especially plants, go back to Johann Wolfgang von Goethe, Agnes
Arber, and Rolf Sattler. Multicellular plants such as seed plants, ferns, and bryophytes usually show
algorithmic growth with continued branching and repetition of modules. The acceptance of growing
plants as dynamic continua allows developmental geneticists and evolutionary biologists to move
towards a more holistic understanding of plants in time and space [1,273].

There are several ways to understand the complexity, continuity, and dynamics of plant growth
and architecture:
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(i) Recognize examples of unusual morphologies in plants by describing them as morphological

misfits (see Section 3.2, Sections 4.1–4.4). Flowering plants with bauplans that deviate strongly
from the approach of classical plant morphology were labelled as “morphological misfits” by
Bell [75]. Being a misfit is not the problem of the plant, but the problem of our inadequate thinking
and concepts. Morphological misfits do not fit classical plant morphology, which, however, is still
useful as a rule of thumb in many usual (or normal) groups of flowering plants.

(ii) Accept scientific perspectivism and complementary ways of describing the same plant in space
and time: Stress that one kind of interpretation is often not enough to explain the architectural
complexity. For example, the modular growth of a leafy shoot may be described by the phytomere
model as well as by the traditional shoot–leaf model (see Section 3.3) [32].

(iii) Consider the principle of iteration in plant development. A subunit such as a foliage leaf
repeats to some degree the development of the whole shoot. This view coincides with the
identity-in-parallel concept and the “partial-shoot theory” of Agnes Arber [28,49,72]. It has its
counterpart in the anchor concept in zoology, where the paramorphism concept was proposed by
Minelli [106,107] for multicellular animals such as tetrapods: Animal appendages can be regarded
as a partial repetition of the main body axis (see Section 3.4).

(iv) Use process morphology and mathematical tools to define intermediacy between typical plant
organs: Process thinking and the continuum approach in plant morphology allow us to perceive
and interpret growing plants as developmental continua, as process combinations rather than as
assemblages of structural units (“organs”), such as roots, stems, leaves, and flowers. Therefore,
we may use strict sets of developmental processes for defining leaves vs. stems vs. roots. Then let
us code these characteristics and use statistical tools like principal component analysis (PCA) for
the distinction of typical plant organs (as found in many vascular plants) and developmental
mosaics between structural categories. Homology includes partial homology and quantitative
homology, as proposed by Sattler [6,113,119,133]. In vascular plants, this leads to a continuum
between structural categories (plant organs) such as roots, stems, leaves, and even multicellular
hairs/trichomes. How intermediates between typical plant organs are best described has been
discussed by Kirchoff et al. [34] and Lacroix et al. [49]. For example, the structures observed in the
bladderworts (Utricularia) may be called leaf and stem for convenience, as done by Taylor [212],
although other authors [22,218] interpreted them as developmental mosaics including root
components (see Section 4.3).

(v) Accept developmental genetics as the 4th homology criterion for defining the morphological
significance of unusual plant structures. Traditionally, three homology criteria were used: position,
special quality, and the existence of intermediates [62,108,113,117,118]. Unlike the more holistic
Sattler school, reductionistic biologists such as Scheres et al. [286] (p. 963) emphasized the primacy
of molecular genetics over traditional morphology/anatomy: “Regardless of how much faith one
has in anatomical definitions, they should not be taken as more than a means of communication
prior to subsequent genetic analysis.” Similarly, developmental geneticists may insist on the
primacy of organ-identifying genes over the three traditional homology criteria [125]. For example,
by stating that the bladderworts (Utricularia) lack important genes for roots, there is a genetic
basis for the lack of (typical) roots in the bladderworts [223] (see Section 4.3).

(vi) Accept developmental processes such as homeosis, ectopic expression, blurring, and upgrading
of organ identities in plant structures that transcend typical bauplans. Although the concept of
homeosis is much older than developmental and molecular genetics, it gained much additional
explanatory power with the discovery of homeotic genes (organ-identity genes), such as the MADS
box genes explaining the bauplan of typical flowers in angiosperms [119,124] (see Section 4.4).
When classical bauplan rules of vascular plants (consisting of roots, stems, and leaves) are
violated, then it becomes difficult to clearly define and discriminate between the three types
of organs. Rutishauser et al. [35] described several examples of plants “having identity crises”.
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Identity crises result from our inadequate vocabularies while describing and interpreting plant
architecture in space and time.

(vii) Design virtual plants using iterated developmental processes. The development of new
mathematical concepts and computational techniques for the description of growing plant
structures can be based on developmental rules such as branching, repetition of growth units
(e.g., phytomeres), and environmental parameters, as already done by Prusinkiewicz and
colleagues [155,168,267,276,287].

(viii) Maybe we need to do more of what Agnes Arber and other morphologists since Goethe have
done: Rely more on the visual abilities that draw people to biology. Get a feeling for the

organism [8–12,61,134,288,289].
(ix) Last but not least: Celebrate your achievements towards process and continuum thinking

with a sip of Agnes-Arber Gin: “A fantastic gin celebrating the renowned botanical historian
Agnes Arber”. Cheers! https://agnesarbergin.signature-brands.co.uk/online/—In addition, you
may listen to the song on EvoDevo (Despacito Biology Parody), a music video performed
by the Canadian science communicator and youtuber Tim Blais (A Capella Science): https:
//www.youtube.com/watch?v=ydqReeTV_vketlist=PL20YbtNRgutzZftYyTI_p2G3ttd4R9dVs.
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Abstract: Meaning has traditionally been regarded as a problem for philosophers and psychologists.
Advances in cognitive science since the early 1960s, however, broadened discussions of meaning,
or more technically, the semantics of perceptions, representations, and/or actions, into biology and
computer science. Here, we review the notion of “meaning” as it applies to living systems, and argue
that the question of how living systems create meaning unifies the biological and cognitive sciences
across both organizational and temporal scales.
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1. Introduction

The “problem of meaning” in biology can be traced to the Cartesian doctrine that animals are
automata, and that humans are automata (bodies) controlled by spirits (minds). As Descartes required
minds to generate meaning, meaning under this doctrine is both a strictly human and a strictly
psychological phenomenon. The general turn from metaphysics toward language in mid-20th-century
philosophy further reinforced this Cartesian division by localizing the study of meaning within the
study of language, understood as human natural language characterized by a recursive grammar,
and arbitrarily-large lexicon, and an associated collection of interpretative practices. Human cognition
was widely assumed within the representationalist cognitive science that largely replaced behaviorism
from the 1960s onward to replicate this tripartite structure of public natural language, either because it
was implemented in an underlying “language of thought” or “mentalese” having a similarly expressive
syntax, semantics, and pragmatics [1], or because it was implemented by natural language itself [2].
Cognitive abilities considered to be uniquely human, including symbolic “Process-2” cognition [3],
analogical reasoning [4], and “mental time travel” to the past via episodic memory or the future via
prospective memory [5], in particular, were all considered to be functionally dependent upon language.

During this same time, however, studies in comparative psychology demonstrated robust
communication abilities, and related abilities including tool use and cultural transmission of knowledge,
in animals that appear, on all assays thus far, to lack a recursive syntax [6]. Superficially similar
communication abilities have since been demonstrated in microbes [7] and plants [8]. If “meaning”
is restricted to the full combination of syntactic, semantic, and pragmatic aspects of meaning characteristic
of human languages, the communications sent and received by these nonhuman organisms must
be regarded as devoid of meaning, as Descartes presumably would have regarded them, and as
communications sent and received by artificial intelligence (AI) systems are regarded by many
today [9–12]. Hauser, Chomsky, and Fitch [6] suggest, on the contrary, that the faculty of language
can be construed more broadly, and that both sensory–motor and conceptual–intentional aspects of
“meaning” can be dissociated from the recursive syntax with which they are coupled in human languages.
This dissociation allows nonhuman communication abilities to be viewed as meaningful even though not
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“grammatical” in the sense of having a compositional semantics enabled by a recursive syntax [13–15].
It is this broader, non-Cartesian conception of meaning with which we will be concerned in what follows.

Opposition to Cartesian assumptions and to human-like, grammatical language as paradigmatic in
cognitive science has coalesced over the past three decades into the embodied-embedded-enactive-extended
cognition (4E; see [16] for an overview) and biosemiotic (see [17] for an overview) movements.
Both take considerable inspiration from Maturana and Varela’s theories of autopoesis [18] and
embodiment [19], and both are broadly consistent with cognition being a fundamental characteristic of
living systems [14,15,20–24]. There is, however, considerable variation among non-Cartesian conceptions of
meaning. Following Gibson [25], ecological realists locate meanings in the organism- or species-specific
environment, where they have an effectively nomological function [26,27]. “Radical” embodied
cognition locates meanings in the structure and dynamic capabilities of the body [28], while enactive
cognition locates meanings in the organism’s inclination and ability to act on the environment [29];
in both cases, meanings characterize structural and functional, but in most cases explicitly
non-representational, capacities of an embodied system (see also [30,31] for reviews of these approaches
from an AI/robotics perspective, see [32] for a dynamical-systems approach, and see [33] for a 4E
approach that can be interpreted representationally). Biosemiotic approaches are, in contrast, concerned
with physically implemented representations (“signs”) that carrying meaning at one or more scales of
biological organization.

Despite their differences, both Cartesian and non-Cartesian approaches to cognition generally
localize meaning to individual organisms. Even culturally shared meanings, e.g., the particular
syntactic markers, word meanings, and pragmatics shared by competant users of some particular
human natural language, are assumed to be individually comprehended by every member of the
language-using community. Such meanings are generally acknowledged to have a developmental
history, typically involving learning in a community context, but outside of evolutionary psychology,
they are seldom considered to have significant evolutionary histories. This focus on the individual and
on learning is understandable from the perspective of (narrowly-construed) language and its pervasive
influence on 20th-century thought. While the question of how the human language system, specifically
its syntactic components [34], evolved is of theoretical interest, it is hard to imagine how individual,
conventionalized word meanings, e.g., “<cat> means cat” could have significant evolutionary histories.

In contrast to this focus on individuals and learning, we advance in this paper a deeply
evolutionary approach to meanings and suggest, consonant with the theme of this Special Issue,
that the construction of meanings presents a common and pressing question for all disciplines in the
Life Sciences. We focus, in particular, on three questions that are foundational to the study of meaning:

1. How do living systems distinguish between components of their environments, considering
some to be “objects” worthy of attention and others to be “background” that is safely ignored?

2. How do living systems switch their attentional focus from one object to another?
3. How do living systems create and maintain memories of past events, including past perceptions

and actions?

These questions all presuppose an answer to a fourth question:

4. How do living systems reference their perceptions, actions, and memories to themselves?

We use the term “living system” instead of “organism” in formulating these questions to emphasize their
generality: we ask these questions of living systems at all scales, from signal transduction pathways within
individual cells to communities, ecosystems, and extended evolutionary lineages. In addressing these
questions, we build on our previous work on memory in biological systems [35] and on evolution and
development as informational processes operating on multiple scales [36,37].

In what follows, we address these questions in turn, reviewing in each case both theoretical
considerations and empirical results for systems at organizational scales ranging from molecular
interaction networks to the evolutionary history of the biosphere as a whole, and time scales ranging
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from the picosecond (ps) scale of molecular conformational change to the billion-year (1000 MY) scale
of planetary-scale evolutionary processes. To render these questions precise, we borrow from physics
the idea of a reference frame (RF), a standard or coordinate system that assigns units of measurement
to observations, and thereby renders them comparable with other observations. Clocks, meter sticks,
and standardized masses are canonical physical RFs [38]. We show in Section 2 that organisms
must implement internal RFs to enable comparability between observations, and make explicit
the role of RFs in predictive-coding models of cognition [39–45]. The three sections that follow
address questions (1)–(3) above, beginning in Section 3 with the function of RFs in object segregation,
categorization, and identification. These mechanisms, which are best characterized in human
neurocognitive networks, reveal how living systems determine what is potentially significant in
their environments, and allow a basic characterization of the limitations on what living systems
are capable of considering significant. We then consider in Section 4 the question of attention,
a phenomenon also best characterized in humans. We suggest that the fundamental dichotomy
between proactive and reactive attention systems found in mammals [46,47] can be extended to all
scales, a suggestion consistent with Friston’s characterization of proactive and reactive modes in
active inference systems [41,42]. The question of memory is addressed in Section 5, where we examine
the neurofunctional concept of an engram [48,49] and how it relates to biological memories at other
scales [35]. Specifically, we ask whether the phenomenon of memory change during reconsolidation
after reactivation [50,51] characterizes biological memories in general. We suggest that, while memories
may be stored either internally or externally, the mechanisms and consequences of access are the
same. The distinction between “individual” and “public” memories is, therefore, unsustainable.
Object identification, attention, and memory are brought together in Section 6 in the construction of a
self-representation to which meanings are associated. We explicitly consider the self-representations
implemented by humans [52–55], and suggest that locating the self-representations operative in other
organisms and in sub- or supra-organismal systems represents a key challenge to the Life Sciences [24].
We integrate these themes from an evolutionary perspective in Section 7, suggesting that meaning is
itself a multi-scale phenomenon that characterizes all living systems, from molecular processes to Life
on Earth as a whole. The fundamental goal of the Life Sciences is, from this perspective, to understand
how living systems create meaning.

2. Meanings Require Reference Frames

Bateson famously defined a “unit” of information as a “difference which makes a difference” ([56] p. 460).
As Roederer points out, information so defined is actionable or pragmatic; it “makes a difference” for
what an organism can do [57]. It is, therefore, information that is meaningful to the organism in a
context that requires or affords an action, consistent with sensory-motor meaning being the most
fundamental component of language as broadly construed [6]. It is in this fundamental sense that
meaning is “enactive” [19].

A “difference which makes a difference” must, clearly, be recognized as a difference, i.e., as being
different from something else. The “something else” that allows differences to be recognized is an
RF. Choosing an RF is choosing both a kind of difference to be recognized, e.g., a difference in size,
shape, color, or motion, and a specific reference value, e.g., this big or that shape, that the difference is
a difference from. Any discussion of differences assumes one or more RFs. Our goal in this section
is make the nature of these RFs fully explicit. With an understanding of how specific kinds of RFs
enable specific kinds of meanings, we can approach questions about the evolution, development,
and differentiation of meanings as questions about the evolution, development, and differentiation of
RFs.

2.1. System—Environment Interaction as Information Exchange

While definitions of “life” and “living system” are numerous, varied, and controversial [58–62],
all agree that every living system exists in interaction with an environment. If Life on Earth as a whole
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is considered a living system [35,37,63,64], its environment is by definition abiotic; for all other living
systems (on Earth), the environment has both abiotic and living components. Definitions of life agree,
moreover, that at any given instant t, the state |S〉 of a living system S is distinct, and distinguishable,
from the state |E〉 of its environment E (we borrow Dirac’s |·〉 notation for states from quantum theory:
|X〉 is the state of some system X). This condition of state distinguishability, called “separability” in
physics, guarantees that the interaction between a living system and its environment can be viewed,
without loss of generality, as an exchange of classical information [65–67]. This exchange is symmetric
at every instant t (technically, within every time interval Δt small enough that neither system nor
environment significantly changes its size or composition during Δt): every bit (binary unit) of
information that the living system obtains from its environment at t is balanced by a bit transferred
by the living system to its environment at t. We are interested in interactions that provide S with
actionable information about E; such interactions are thermodynamically irreversible and, as such,
have a minimum energetic cost of ln2 kBT, kB Boltzmann’s constant and T temperature [68,69]. In this
case, incoming bits can be considered “observations” and outgoing bits can be considered “actions”,
bearing in mind that in this classical, thermodynamic sense of information, obtaining free energy from
the environment is “observing” it and radiating waste heat into the environment is “acting” on it.
As the value of kB in macroscopic units is small (1.38 × 10−23 Joules/Kelvin), bit-sequence exchange
can appear continuous when temperatures are high and time is coarse-grained, as is typically the case
in biological assays.

Under these conditions, we can ask how much a living system S can learn, i.e., what information
S can obtain by observation, about the internal structure or dynamics of its environment E,
and, conversely, how much E can learn about the internal structure or dynamics of S. The answer
is that what can be learned at t is strictly limited to the classical information actually exchanged
at t. This information is, for any pair of finite, separable physical systems, regardless of their size
or complexity, strictly insufficient to fully determine the internal structure or dynamics of either
interaction partner [70,71]; see [72,73] for informal discussions of this point. The information obtainable
by either party by observation is, therefore, conditionally independent of the internal structure or
dynamics of the other party; these can, in principle, vary arbitrarily without affecting the observations
obtained at any given t. The interaction between any S and its E thus satisfies the Markov blanket
(MB) condition: the information exchanged at t is the information encoded by an identifiable set of
“boundary” states that separate the internal states of S from the internal states of E [33,41,42,74,75].

The idea that the observational outcomes obtainable by any observer are conditionally
independent of the internal structure and dynamics of the observed environment has, of course,
a long philosophical history, dating at least from Plato’s allegory of the cave and forming the basis
of Empiricist philosophy since Hume [76]. This idea challenges any objective ontology; pairwise
interactions between separable systems—between any S and its E—are provably independent of further
decompositions of either system in both quantum and classical physics [72]. As Pattee [77] puts it,
the “cuts” that separate the observed world of any system into “objects” are purely epistemic and hence
relative to the system making the observations. Understanding what “objects” S “sees” as components
of its E thus requires examining the internal dynamics of S. These internal dynamics, together with the
system—environment interaction, completely determine what environmental “objects” S is capable of
segregating from the “background” of E and identifying as potentially meaningful. Whether it is useful
to S to segregate “objects” from “background” in this way is determined not by the internal dynamics
of S, but by those of E. Meaning is thus a game with two players, not just one. It is in this sense that it
is fundamentally “embedded” (again see [19]). In the language of evolutionary theory, it is always
E that selects the meanings, or the actions they enable that have utility in fact for S, and culls those
that do not.
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2.2. Meaning for Escherichia coli: Chemotaxis

What does a living system consider meaningful? Before turning to any division of the environment
into objects and background, let us consider meanings assigned to the environment as a whole.

Bacterial chemotaxis has long served as a canonical example of approach/avoidance behavior
and hence of the assignment of valence to environmental stimuli that “make a difference” to the
bacterium (see [14,78] for recent reviews). Chemotaxis receptors respond to free ligand and have
sufficient on-receptor short-term memory to determine local ligand gradients (see [79] for examples of
cells that locally amplify gradients). The fraction of receptors bound at t indicates an environmental
state, either |good〉 or |bad〉, at t and directly drives either “approach” or “avoid” motility. No division
of E into “objects” is either possible or necessary in this system.

While it does not require object segregation, the assignment of valence to |E〉 during bacterial
chemotaxis does require an RF to distinguish between |good〉 and |bad〉. In E. coli, this RF is defined by
the default phosphorylation state R0 of the messenger protein CheY, i.e., by the default value of the
concentration ratio R = [CheY-P]/[CheY] [78]. Values of R greater or less than R0 encode the “pointer
states” (again borrowing terminology from physics) |R〉 = |good〉 or |R〉 = |bad〉 and induce approach
or avoidance, respectively. The value R0 is “set” by the balance between kinases and phosphatases
acting on CheY (with CheY acetylation as a secondary modulator; see [80] for discussion). This balance
is, in turn, dependent on the overall state of the E. coli gene regulation network (GRN) as discussed
further in Section 6 below.

As noted earlier, the concept of an RF was originally developed within physics to formalize the
pragmatic use of clocks, measuring sticks, and other tools employed to make measurements [38].
In E. coli, however, we see an internal state being employed as an RF. This situation is completely
general: any use of an external system as an RF presupposes the existence of an internal state that
functions as an RF [81]. An external clock, for example, can only register the passage of time for
an observer with an internal RF that enables comparing the currently-observed state of the clock
to a remembered past state. The sections that follow will illustrate this for progressively more
complex RFs. A formal construction of internal RFs given a quantum-theoretic description of the
system-environment interaction is provided in [66].

2.3. Implementing RFs Requires Energy

The CheY phosophorylation system in E. coli effectively encodes one bit of information: the pointer
state |R〉 can be either |good〉 or |bad〉. Encoding this bit requires energy: at least ln2 kBT as
discussed above. The energy needed is in fact much larger than this, as the protein CheY itself,
the kinases and phosphatases that act on it, and the receptors that provide input to the CheY
phosphorylation/dephosphorylation cycle must all be synthesized and eventually degraded, and the
intracellular environment that supports these interactions must be maintained. All of these processes
are thermodynamically irreversible. The energy to drive these processes must be supplied by E. coli’s
metabolic system. It derives, ultimately, from the external environment. The external environment
also absorbs, again irreversibly, the waste heat that these biochemical processes generate.

The energetics of the CheY system illustrate a general point: implementing internal RFs requires
energetic input from the environment. This energetic input is necessarily larger than the energy
required to change the pointer state associated with the RF [66]. Any RF is, therefore, a dissipative
system that consumes environmental free energy and exhausts waste heat back to the environment.
Every RF an organism implements requires dedicated metabolic resources. In mammals, for example,
the total energy consumption of the brain scales roughly linearly with the number of neurons,
indicating an approximately constant per-neuron energy budget [82]. Energy usage is highest in
cortical neurons, roughly 1011 kBT per neuron per second. Using rough estimates of 10,000 synapses
per neuron receiving data at 10 Hz, on the order of 106 kBT, spread out over multiple maintenance,
support, and internal computational processes, is required to process one synaptically-transferred bit.
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2.4. RFs Are State-Space Attractors

Following a perturbation, the E. coli phosphorylation ratio R returns to its default value R0.
Stability against perturbations within some suitable dynamic range is clearly required for any state
to serve as an RF. Hence, RFs are state-space attractors. Its dimensionality as an attractor defines the
dimensionality of the “difference” the RF makes in the behavior of the system’s state vector. An RF is,
on this definition, a point or collection of points (e.g., a limit cycle) in the state space that separates
state-vector components associated with different behaviors. In the case of |R〉, the dimensionality is
one, corresponding to 1 bit of information: the value of R, either greater or less than R0, determines
whether the flagellum spins clockwise (approach) or counter-clockwise (avoid).

2.5. RFs Set Bayesian Expectations

As Friston and colleagues have shown [41,42,74,75], the behavior of even unicellular organisms
can generically be described in Bayesian terms. In this language, an RF such as the default value R0

of [CheY-P]/[CheY] defines an expectation value, i.e., a “prior probability” for the sensed state of a
valence-neutral environment. Avoidant chemotaxis in E. coli is an instance of active inference that
restores a default expectation; approach chemotaxis is expectation-dependent goal pursuit. Short-term
memory for environmental state is implemented by receptor methylation [78], while longer-term
revision of expectations is implemented by modulating R0; we discuss the roles of RFs as memories in
active inference systems more generally in Section 5 below.

2.6. Only Meaningful Differences Are Detectable

When interaction is viewed as information exchange and meaningful differences are viewed as
physically encoded by RFs, two aspects of meaning in biological systems become clear:

1. Detecting differences with respect to internal RFs is energetically expensive.
2. A difference is detected when at least one bit flips—at least one component of a pointer state changes.

Any detectable difference, therefore, makes a difference, both to the value of an “informative” pointer
state and to the energy budget of the organism doing the detecting. Employing Bateson’s criterion,
all detectable differences are meaningful. Organisms do not waste energy acquiring information that
is not actionable. This is not a choice, or a matter of optimization: acquiring information without
changing state, and thereby acting on the environment, is physically impossible.

2.7. The Evolution of Meaning Is the Evolution of RFs

Consistent with its primarily biochemical, as opposed to mechanical or manipulative, mode of
operating within its world [83], E. coli encodes RFs and associated pointer states, such as R0 and |R〉
that can be interpreted as tastes. While E. coli is capable of locomotion using its flagellum, chemotaxis is
opportunistic. The tumbling “avoid” motion due to counterclockwise flagellar rotation is directionally
random; E. coli does not appear to encode any stable spatial RF. Pilus extension during “mate seeking”
in E. coli similarly appears directionally random, and is limited in distance by the pilus polymerization
mechanism [84]. The distal tip of the pilus carries an adhesin, but it is unknown whether it is specifically
recognized by the recipient cell; hence it is unknown whether E. coli encodes an RF for “mate” or
“conspecific”. The E. coli cell cycle is opportunistic, and it has no circadian clock (although it is
metabolically capable of supporting a heterologous clock [85]); hence, E. coli appears to have no
endogenous time RF. The world of “taste” may, for E. coli, be the whole world.

How did evolution get from systems like E. coli that are restricted to tasting an environment that
they may move in, but do not otherwise detect or represent, to systems like humans equipped with
RFs for three-dimensional space and linear time, as well as RFs capable of identifying thousands of
individual objects and tracking their state changes along multiple dimensions? This is the fundamental
question for an evolutionary theory of cognition, one that goes far beyond what is standardly called
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“evolutionary psychology” [86,87]; see [88] for one way of asking this broader question. Addressing this
question, we propose, requires understanding the evolution of RFs. As with other evolutionary questions,
the available empirical resources are the implementations of RFs across a phylogenetically broad sample
of extant organisms and the developmental and/or regenerative processes that construct these RFs.

Consistent with their role in detecting and interpreting states of the external environment, and as
discussed in Section 6 below, the internal environment as well, one can expect cellular-scale RFs to
be implemented by signal transduction pathways. One approach to the question of RF evolution
is, therefore, to understand the evolution of signal transduction pathways (e.g., two-component
pathways in microbes [89], or the Wnt [90] or MAPK [91] pathways in eukaryotes; see [92]
for a general review). Understanding signal transduction in a “bag of molecules” is, however,
not enough: the evolution of the organizing framework provided by the cytoplasm, cytoskeleton,
and membrane—what we have previously termed the “architectome” [35]—also contributes to
the evolution of RFs, particularly spatial RFs as discussed in Section 3 below. As systems become
multicellular, we can expect RFs to be implemented by cell–cell communication systems including
paracrine [93,94], endocrine [95,96], non-neural bioelectric [97–99], and neural [100–102] systems.
Hence, the question of RF evolution incorporates the questions of morphological and physiological
evolution, and, at larger scales, the evolution of symbiotic networks (including holobionts [103,104]),
communities, and ecosystems [36,37]. At every level, RFs specify actionability and therefore meaning.

3. How Are Objects Segregated and Identified?

3.1. From Multi-Component States to Objects

While the chemotactic pathway in E. coli shows no evidence of specific object recognition as
opposed to environmental state recognition, microbial predators such as Myxococcus xanthus appear
capable of recognizing and differentially responding to both kin and non-kin conspecifics as well
as a wide range of bacterial and fungal prey species (see [7,105] for recent reviews). While the RFs
that distinguish cells to be killed (non-kin conspecifics or prey) from cells to be cooperated with
(kin conspecifics) have not been fully characterized, the general structure of microbial sensor and
response systems [14] suggest that default phosphorylation ratios analogous to R0 are likely candidates.

Does M. xanthus represent conspecifics or prey as separate objects, or are these just different,
possibly localized, “features” of its environment? When a traveling paramecium encounters a hard
barrier, backs up, and goes around it, does it represent the barrier as an object, or just a “hard part”
of the environment? When an amoeba engulfs a bacterium, is the bacterium an object, or just
“some of” the environment that happens to be tasty? These questions cannot currently be answered,
and the first organism (more properly, lineage) capable of telling an “object” from a feature of its
environment remains unknown. From an intuitive perspective, an ability to distinguish “objects” from
the environment in which they are embedded may come with the ability to specifically manipulate
them. The sophisticated, stigmergic wayfinding signals used by social insects may be processed as
environmental features, but eggs, prey items, agricultural forage, building materials, enemies, and even
the dead bodies of colony-mates are manipulated in specific, stereotypical ways [106,107] and may be
represented as objects. This association between manipulability and objecthood appears to hold for
human infants [108,109]; that even artificial constructs such as road networks are intuitively considered
“features” suggests that it holds for adult humans as well. Concluding that this association holds only
for relatively advanced multicellular organisms may, however, not be justified; cells migrating within
a multicellular body leave stigmergic messages for later-migrating cells to read [110,111] and cells of
many types inspect their neighbors individually, killing those that fail to meet fitness criteria [112,113].

3.2. Objects as Reference Frames

Unlike M. xanthus, which has separate, functionally dissociable detection systems and hence
separate RFs for “prey” and “edible prey components”, cephalopods, birds, and mammals are
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capable of both categorizing objects and identifying objects as persistent individuals across changes
in their states. This ability allows distinct meanings to be assigned to the same object at the category,
individual, and state levels of specificity. The state-independent components of an object appear,
in this case, to serve collectively as an RF for a categorized individual during a perceptual encounter;
the state-independent components of a persistent object similarly appear to serve as an RF for
individual re-identification. If this is the case, the state-independent meaning of a categorized
individual can be identified with the set of actions, including inferences, that it affords as a recognizable
object distinct from the “rest of” the environment.

Object recognition has been studied most intensively in mammals, particularly humans, and is
best understood in the visual modality (see [114–118] for general reviews, see [119] for a comparison
of haptic and visual modalities, and see [120] for pointers to work in other mammals and birds).
Object category recognition (“categorization”), e.g., recognizing a table as a table, as opposed to
a specific, individual table encountered previously, is primarily feature-based, with “entry-level”
categories corresponding to early-learned common nouns, e.g., “table” or “person” learned first and
processed fastest [117]. Identifying specific individual objects, e.g., specific individual people, is also
feature based, but requires the use of context and causal-history information in addition to features if
similarly-featured competitors or opportunities for significant feature change are present [121,122].
The object recognition process generates an “object token” [115], an excitation pattern in medial
temporal cortex that is maintained over the course of a perceptual encounter (i.e., 10 s to 100 s
of seconds) and that can be, but is not necessarily, encoded more persistently as a component
(an engram [48,49] or invariant [123]) of an episodic memory. Identifying a categorized object as
a specific, known individual requires linking its current object token to at least one episodic-memory
encoded object token.

An object that never changes state and hence affords no actions is not worth recognizing
(highly symmetric objects are an exception, e.g., [124]). An object that does change state—even if
it just changes its position in the body-centered coordinates (see below) of a mobile observer—must
have features that do not change to enable recognition. The collection of unchanging features serve
as a reference against which variation in the changing feature—the pointer state of interest—can
be tracked. They therefore constitute an RF for the object, at least during that perceptual
encounter [66,81]. Such RFs may be extraordinarily rudimentary, and hence exploitable by competitors,
predators, or potential prey through the use of mimicry, camouflage, lures, or other tactics. How humans
or other animals construct stable object tokens out of sequences of encounter-specific RFs is not known,
and constitutes a major open problem in cognitive and developmental psychology and in developmental
and applied robotics [118]. Identifying individual objects as such across significant gaps in observation
during which previously-stable features may have changed requires solving the Frame problem [125].
This problem is formally undecidable [126]; hence, only heuristic solutions are available. What heuristics
are actually used by humans and how they are implemented remain unknown.

Consider again the use of an object such as a clock as an external RF. Not only does this require
an internal time RF, it requires an RF to identify the clock as such, and indeed as the same clock
that was consulted earlier. The clock can only be employed as a shared external RF by agents that
share these internals RFs as well [81]. Apart from speculations about consciousness (e.g., [127–129]),
physicists have historically been reluctant to comment on the internal structures of observers [130].
By clarifying the role of RFs in identifying objects and making measurements, biology and cognitive
science may make significant contributions to physics.

3.3. Embedding Objects in Space

Representing either environmental features or objects as having distinct locations requires an RF
for space. All cells, and all multicellular organisms, come equipped with a two-dimensional surface
on which spatial layout can be defined: the cell membrane(s) that face the external environment.
Locations on this surface are stabilized by the cytoskeleton at the cellular scale, and by cell–cell
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interactions and macroscopic architectural components such as skeletons at the multicellular scale.
Physical, biochemical, and/or bioelectric asymmetries impose body axes on these surfaces [35,99,131].
Even E. coli has a body axis, with chemoreceptors on one end and flagella on the other.

Asymmetric placement of receptors and effectors on the surface facing the environment effectively
embeds them in a two-dimensional body-centered coordinate system. Localized processing of
information binds it to this coordinate system, allowing downstream systems to know “where” a signal
is coming from [132]. The extent to which cytosolic signal transduction is spatially organized, e.g.,
by the cytoskeleton, at the cellular level remains largely unknown except in the case of neurons,
where specific functions including exclusive-or [133] have been mapped to specific parts of the cell.
In the neural metazoa (Ctenophores, Cnidarians and Bilaterians), the spatial organization of signal
transduction is largely taken over by neurons. The ability of neurons to provide high-resolution
point-to-point communication allows the internal replication of body-surface coordinate systems,
e.g., in the somatosensory homunculus [134] or retinotopic visual maps [135]. Such replication is
essential to fine motor control.

Locomotion and manipulation by appendages appear necessary for adding a third, radial dimension
to body-centered coordinates. Stigmergic coordinate systems, for example, are meaningless without
locomotor ability. Building a representation of space requires exploring space, even peripersonally.
The construction of the mammalian hippocampal space representation from records of paths actually
traversed reflects this requirement [136]. How such path-based spatial representations are integrated with
stigmergic, celestial, or magnetic-compass based coordinate systems, and whether such integration is
required to enable, e.g., long-distance migration, remain largely unexplored.

“Placing” objects in space ties them to the body-centered spatial RF, and enables them to function
as external RFs for the body. This ability appears evident in arthropods, cephalopods, and vertebrates,
and may be more widespread, e.g., in plants [8]. Humans are capable of radically revising such RFs as
new entities are characterized as objects; for example, the RF defined by cosmological space has been
revised multiple times from the European Medieval era to the present [137].

3.4. Embedding Objects in Time

At the cellular level, the primary time RFs are cyclic: the cell cycle and the circadian clock [138–140].
Embedding events or objects in longer spans of time requires a linear time RF, i.e., an ordered event
memory with sufficient capacity. Evidence of cellular memory [141] or cellular-scale learning (see Section 5)
across cell-cycle or diurnal boundaries is insufficient, on its own, to the establish the ordering capability
required for an internal linear time RF. Cells can use ordered external events to control sequential
behavior over longer times, as in migration and fruiting-body development in slime molds, but this is
also insufficient to indicate an internal linear time RF.

By “internalizing” events that are external to the individual cells involved, multicellular systems
can implement linear time RFs, e.g., the linear time RF implemented by a tissue- or organism-scale
developmental process. Interestingly, highly-structured anatomies and morphologies, and hence
highly-structured developmental processes correlate, in animals, with the presence of nervous
systems, i.e., they occur in the Ctenophores, Cnidarians, and Bilaterals [102]. While local cell density,
cell-type distribution, or other micro-environmental features may serve as external temporal markers,
at least some developmental processes appear to be intrinsically timed. Tail regeneration in Xenopus,
for example, synchronizes with the developmental stage at tail amputation to produce a tail appropriate
to the overall size of organism once regeneration is complete [142].

Cephalopod, bird, and mammalian nervous systems implement short-term linear time RFs that
enable highly-structured, feedback-responsive, ordered behaviors, e.g., pursuit, defense, courtship,
or nest-building that span minutes to days. Many longer-term behavior patterns, however, are tied
to monthly or annual cycles, not to linear time. Hence, it is not clear how long a purely-internal,
linear time RF can be sustained. Even in humans, long linear time is supported by external RFs,
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including communal memory enabled by language and stable environmental records such as calendars
(see Section 5 below).

4. How Is Attention Switched between Objects?

4.1. Active Inference Requires Attention

Active inference, at its most basic, is a trade-off between acting on the environment to meet
expectations and learning from the environment to modify expectations [41,42]. Even with only a single
stimulus, and hence a single component for which environmental variational free energy (VFE) is measured,
the importance—encoded in the theory as Bayesian precision—placed on input versus expected values
affects the balance between expectation-meeting and expectation-updating. Action on the environment
can, moreover, include both exploitative actions that meet current expectations and exploratory actions that
increase the probability of learning [143]. Enacting these distinctions requires a prioritization or attention
system. Spreading VFE across multiple distinguishable stimuli increases the need for attention to allocate
exploitative, exploratory, or passive learning resources. Even in E. coli, competition among chemoreceptors
for control of flagellar motion implements a rudimentary form of attention.

Attention reorients action, at least temporarily, from one stimulus or goal to another. Even in
organisms with sufficient cognitive resources to pursue multiple goals or action plans simultaneously,
including humans, the focus of attention is generally unitary (animals such as cephalopods
with highly-distributed central nervous systems may be an exception; see [144]). One can,
therefore, expect attentional control to localize on processors with high fan-in from sensors and high
fan-out to effectors. At the cellular level, this is the defining characteristic of “bow-tie” networks [145];
the CheY system of E. coli provides a rudimentary example, and the integrative role of Ca2+ in
eukaryotic cells [146] a more highly ramified one (see [147] for additional examples). A bow-tie
network is, effectively, a means of “broadcasting” a control signal to multiple recipients. In the
mammalian central nervous system, this is the function of the proposed “global neuronal workspace”
(GNW) [148–152], an integrative network of long-range connections between frontal and parietal
cortices and the midbrain. Significantly, the GNW is the proposed locus of conscious attentional
control, whether proactive or reactive.

4.2. What Is the RF for Salience?

Being a target for attention requires salience. How does the significance, current or potential,
of a stimulus for an organism become a marker for salience? If everything detectable is meaningful,
what makes some detectable states or objects more meaningful than others?

E. coli provides one of the simplest examples of salience regulation: the induction of the lac operon [153].
Glucose is salient to E. coli by default; when glucose is absent, lac operon induction renders lactose salient.
This simple example generalizes across phylogeny in three distinct but related ways:

1. Some states or objects are salient by default, e.g., threats, food sources, or mating opportunities.
2. Salience is inducible. Antigens induce antibody production, amplifying their salience. Removal of

a sensory capability, e.g., sight, enhances the salience of phenomena detected by surviving senses,
e.g., audition or touch.

3. Control of salience is distributed over multicomponent regulatory networks, e.g., GRNs or
functional neural networks.

Control systems that regulate salience are, effectively, RFs for salience. They enhance or repress
meaningfulness in a context-dependent way. What, however, defines a context?

While the notion of context is often treated informally, Dzhafarov and colleagues [154–156] have
developed a formal theory of context-dependent observation, couched in the language of classical
probability theory, that is general enough to capture the irreversibility (technically, non-commutativity)
of context switches characteristic of quantum theory [157] (see [66,158] for a Bayesian implementation).
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Key to this approach is the idea that contexts are defined by sets of observables that are, in typical
cases, not salient. As an example, consider the stalk supporting the lure of an anglerfish [159]. The stalk
(a modified fin spine) is visible and is a critical marker of context, but in a fatal case of inattentional
blindness, is ignored by prey that attack the lure.

When context is defined in this salience-dependent way, the control of salience becomes relational,
and therefore global. Salience-control networks can thus be expected to display the kind of global
semantic dependencies exhibited by semantic-net representations of word or concept meaning [160]
or indeed, fully-connected networks of any kind, e.g., hyperlink dependencies on the internet.
Not surprisingly, the “salience network” of the human connectome is a high-level loop connecting
insular and cigulate cortices with reward and emotion-processing areas in the midbrain, and it is
strongly coupled to the GNW and to proactive and reactive attention systems [161].

4.3. Salience Allocation Differences Self-Amplify

Differences in salience allocation between lineages, or between individuals within a lineage,
will clearly contribute to differences in resource exploitation. More interesting, however, is their
contribution to differences in resource exploration. Mutants of E. coli deficient in glucose uptake or
metabolism, for example, must find and exploit environmental niches that provide other metabolizable
sugars. In general, differences in salience allocation will result in different experiential and hence
learning histories. Differences in learning can be expected to generate, in turn, additional differences
in salience allocation. These differences may lead, as in the case of E. coli lacking glucose transporters,
to niche segregation and possibly eventual speciation.

Lateral gene transfer (LGT) provides a means of sharing DNA between distantly-related lineages
and is ubiquitous in the microbial world [83]. Genes or operons providing novel metabolic abilities,
e.g., antibiotic resistance, are often shared by LGT. Viewed from the perspective of salience allocation,
LGT is a communication mechanism that enables a donor to alter, possibly radically, the allocation of
salience and hence attention by the recipient. Compared to LGT, quorum sensing provides for faster
communication and hence more responsive salience reallocation, typically only among near kin as in
M. xanthus biofilms [7]. These mechanisms provide models for the ubiquitous use of inter-individual
and even interspecies communication to induce changes in salience allocation in both plants and
animals. Diversification of communication signals, and hence of means to negotiate salience, may be
a substantial driver, not just a consequence, of speciation [162].

5. How Are Memories Stored and Accessed?

Recognizing, responding to, and communicating meanings all require memory. As discussed
in [35], the spatial scales of biologically-encoded memories span at least ten orders of magnitude,
and their temporal scales almost twenty orders of magnitude. The evolution of life can be viewed as
the evolution of memory, not only at the genome scale, but at all scales.

5.1. Heritable Memories Encode Morphology and Function

Jacob and Monod end their famous paper on the lac operon with the following words ([153] p. 354):

The discovery of regulator and operator genes, and of repressive regulation of the activity of structural
genes, reveals that the genome contains not only a series of blue-prints, but a coordinated program of
protein synthesis and the means of controlling its execution.

The biological memory implemented by the genome, Jacob and Monod discovered, encodes structure
and function. Evolutionary change, even when restricted to the level of the genome, can affect not only
components, but how, when, where, and in response to what they are made. The increased efficiency
with which evolution can explore morphological and functional space by copying and modifying
genetic regulatory systems is the key insight of evo-devo [163,164]. It can be generalized to evolution
at all scales [35–37].
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Heritable memories require reproductive cells. In multicellular organisms in which most
cells are reproductively repressed, developmental biology and regenerative, cancer, and general
stem-cell biology provide, respectively, opportunities to study heritable memory as encoded by
germline and non-germline reproductive cells. These memories are encoded on multiple substrates,
from molecular structures and concentration ratios through architectome organization to cellular-scale
bioelectric fields [35]. They are enacted by cell proliferation, differentiation, migration, cooperation,
and competition, i.e., by building a morphology that functions in the specified way.

The available RFs of organisms such as E.coli are specified by heritable memories, e.g., the genes
coding for pathway components such as CheY and its kinases and phosphatases and the cytoplasmic
conditions that allow such components to function. Heritable memories specify many RFs in
multicellular organisms, including humans; examples include photoreceptors responsive to specific
frequencies and olfactory receptors responsive to specific compounds. Such memories may be genome
independent, e.g., the body-axis polarity RFs specified by the sperm-entry point in ascidians [165] or
by bioelectric polarity [166,167] or axon orientation [168] in regenerating planaria.

5.2. Experiential Memories and Learning

Learning is ubiquitous in animals. It has also been demonstrated in paramecia [169] and in slime
molds such as physarum [170], and possibly in plants [171–173]; hence learning does not require
neurons, let alone networks of neurons [15]. Learning can adjust the salience of stimuli, modify the
responses to stimuli, and at least in birds and mammals, introduce novel categories and hence induce
the construction of novel RFs. While in many cases learning requires multiple exposures or extended
experience with a stimulus, birds and mammals at least are also capable of one-shot learning [174].
Episodic memories in humans, for example, are all results of one-shot learning: each records a single,
specific event.

Experimental work in numerous invertebrate and vertebrate systems has contributed significantly
to understanding the neural implementation of particular experiential memories. Such “engrams”
may be implemented by single cells, local ensembles of cells, or extended networks connecting
cell ensembles in different parts of the brain, and hence may be encoded by patterned activity
at the intracellular up to the functional-network scale [48,49]. The dendritic trees of individual
neurons, particularly cortical pyramidal cells, long-distance von Economo neurons, or cerebellar
Perkinje cells, are complex temporal signal-processing systems [175,176] that may be individually
capable of computations as complex as time-windowed exclusive-or [133]. The functionality of these
signal processors is reversibly modulated bioelectrically over short times and epigenetically over
longer times [177,178]. Hence, neurons have far greater functionality than the simple sum-threshold
units employed in typical artificial neural networks (ANNs), as has been understood by designers
of “neuromorphic” computing systems since the late 1980s [179]. Both individual neurons and
extended networks of neurons can, therefore, be expected to implement “learning algorithms” far
more complex than those designed for typical ANNs. Intriguing recent results suggest, for example,
that some neurons are either intrinsically, or are primed by some (possibly epigenetic) mechanism
to be, more excitable than neighboring cells, and that these cells are preferentially recruited into
networks that encode memories [49]. Such a prior bias toward particular cells is reminiscent of genetic
pre-adaptation [180,181], suggesting a deep functional analogy between genetically and neuronally
encoded memories.

Stigmergic implementation of event memories is also ubiquitous, particularly in social insects,
cephalopods, birds, and mammals. Here, memory encoding requires acting on the environment,
either biochemically via pheromones or other scent markers, or mechanically via techniques ranging
from nest or den construction to human architecture or writing. Learning, in these cases, includes
learning to both write and read externally-encoded memories. These activities, clearly, require the
internal implementation of RFs to assign semantics to both the actions involved in writing and the
sensory inputs involved in reading. Comparative analyses of communication systems (e.g., [182–184])
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and tool use (e.g., [185–188]) provide particularly promising avenues to explore both commonalities
(e.g., the ubiquitous role of FoxP in communication systems [189]) and differences in the learning and
encoding of these RFs.

5.3. Reporting, Reconsolidation, and Error Correction

Any behavior can be considered a “report” of one or more memories. Understanding which
memories are being reported is clearly an experimental and interpretative challenge, even in the case
of human verbal reports. More interesting in the present context, however, is the question of whether,
and if so how, reporting a memory by somehow enacting its content alters that content. Memory
content change on reconsolidation is well documented in the case of human episodic memories [50,51].
Can this be expected for memories across the board? If memories are generically unstable, what kinds
of redundancy or error correction systems can be expected?

It is clear that reconsolidation generically effects revision in at least one other form of
memory: object tokens. As objects change state, their identifying features may change; state changes
accompanying growth in individual humans are an obvious example. Object tokens must, therefore,
be continually updated [122]; while previous versions may be maintained in a “historical model” of the
individual, they are recalled by chaining backwards from the current version. Within a nervous system,
these are all dynamic processes that involve exciting some cells and inhibiting others, i.e., they involve
the same cellular-scale changes that record memories in the first place. Reactivation (recall) and
reconsolidation can, therefore, be expected to cause memory revision generically.

Humans employ both communication with others and external objects, including written
documents and recorded images, to supplement individual memories and hence to provide both error
correction and the possibility for restoring memories that have been degraded or lost. The maintenance
of a shared language, for example, requires communication and benefits from recording and writing.
Words (nouns) are markers for object tokens, and hence for object-identifying RFs. We can expect
the maintenance of shared RFs for external objects to generically require both communication and
shared external exemplars, e.g., “canonical” objects that all within a community agree are tables,
tools, or most critically, in-group or out-group members. Members of a linguistic community must,
moreover, be capable of recognizing that other members agree about the status of such objects and the
words used to refer to them [190].

Redundancy and “community” based error correction are, effectively, methods for distributing
memory across multiple, at least partially interchangable representations. We suggest that such
distributed-memory methods are employed in analogous ways at all scales of biological organization,
from double-stranded DNA and the maintenance of multiple copies of the genome in most eukaryotic
cells, to quorum sensing and other means by which cells “negotiate” and “agree” by exchanging
molecular or bioelectric signals, to the redundancy and handshaking mechanisms employed by
neural, hormonal, and immune systems. Organisms capable of preserving experiential memories
across events in which the brain is substantially remodeled (e.g., in insect metamophosis) or even
completely regenerated following injury (e.g., in planaria) provide compelling examples of distributed
memory [191]. While we do not, in general, know the “words” being used in these memories or
the RFs with which they are associated, the languages of communication and information flow are
so intuitively natural that they have been employed to describe such systems even in the absence
of detailed computational analysis or specific functional analogies. We suggest that viewing these
systems explicitly in terms of computational models, e.g., in terms of VFE minimization and Bayesian
satisficing [41,42,74,75], will prove increasingly useful.

5.4. Reconsidering the Cognitive Role of Grammatical Language

Converging evidence from functional neuroscience and cognitive, evolutionary, and social
psychology has led over the past decade to a substantial rethinking of the role of grammatical
language, and indeed of the symbolic constructs of “good old-fashioned” AI (GOFAI) in general,
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in the implementation of human cognition. One strand of this rethinking focuses on the role
uniquely played by language, and by the deliberative, inner-speech driven Process-2 cognition
underlying public language use, in human communication. As Adolphs [190] emphasizes, the primary
selection pressures in later human evolution were social. In such a setting, language serves not
only as a means of cooperative communication, but of justification, pursuasion, and deception,
including self-deceptive rationalization [192–195]. These uses of language suggest a role for
language on the “surface” of cognition, above the level of, e.g., situational awareness or planning.
The general, cross-domain association of expertise (including expertise in the use of language) with
automaticity [196–198] and the difficulty of achieving a fully self-consistent definition of Process-2
cognition [199] similarly suggest a surface role for both Process-2 cognition and language. Chater [200]
formulates this “flat” conception of cognition as “mental [i.e., cognitive and emotional] processes
are always unconscious—consciousness reports answers, but not their origins ... we are only ever
conscious of the results of the brain’s interpretations—not the ‘raw’ information it makes sense of,
or the intervening inferences” (p. 180, emphasis in original), a characterization that comports well
with the MB condition [33], the idea that perception and action act, in all modalities, through an
“interface” separating the cognitive system from the world [201], and the GNW architecture [148].
Indeed Process-2 cognition can be fully implemented by automated, Process-1 cognition in a GNW
setting [202].

If language use is a modal, surface phenomenon implemented by domain-general, scale-free
mechanisms such as hierarchical Bayesian satisficing [41,42], the need to identify specific neural
implementations of syntactic or lexical symbols at the computational level [1,2,203] to explain
language use diminishes, and possibly disappears altogether. Historically, the greatest barrier
to domain-nonspecific models of language use has been recursion [6,204]. Recursive sequence
learning and production is not, however, limited to language; visual processing [205] and
motor planning [206,207] are now known to be both recursive and independent of language.
These earlier-evolving systems may have been co-opted for language processing, a co-option
supported by comparative phenotypic analysis of FoxP mutations [208]. The motor planning system
is a canonical predictive-processing system [209] that can be described in terms of hierarchical
Bayesian satisficing in a way largely analogous to visual processing [210]. Significantly, neuroimaging
studies consistently localize numerical and mathematical reasoning, including abstract symbolic
reasoning, to fronto-parietal networks that overlap visual motion-detection and motor areas,
not language-processing (e.g., Broca’s) areas [211,212]. As with grammatical sentence construction,
whether abstract mathematical manipulations are implemented by a hierarchical Bayesian mechanism
remains unknown.

6. How Do Living Systems Represent Themselves?

One of us (ML) has previously suggested that the “self” is usefully thought of in terms of
a “cognitive light cone” indicating the horizon of the goal states the agent is capable of pursuing.
The spatial extent demarcates the distance across which it is able to take measurements and exert
effects, and the forward and backward temporal extents indicate the system’s abilities to anticipate the
future and recall the past, respectively [24]. The “past” here is the past of experienced events, and hence
of memories resulting from learning. While many non-human animals clearly remember places, events,
and social roles and some are capable of planning cooperative hunts or raids against neighboring
populations, evidence for “mental time travel” to the past via episodic memory or the future via
prospective memory is contested, and these are often regarded as human-specific [5]. It is not clear,
in particular, whether any non-humans have a sufficiently flexible self-representation to represent their
own past or future actions.

The status of the human self-representation also remains unclear. Electro-encephalographic
(EEG) studies of experienced meditators localize the experienced emotional-agentive,
narrative-agentive, and passive “witness” aspects of the self to right- and left-posterior and
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mid-frontal excitations, respectively [213]. The insular-cingulate-limbic loop involved in salience
allocation is also involved in linking the interoceptive sense of a bodily self to both cognitive control
and memory [52–55]. How this pragmatic self-representation relates to the “psychological” self
characterized by beliefs, desires, ethical attitudes, and personality, and even whether this latter self
exists, remain open questions [200,214,215].

It seems natural to view the pragmatic self representation as an RF, but what exactly does it
measure, how is it implemented, and most critically, how do implementations at different scales relate?
Levin [24,216] considers a self to be a stable unit of cooperative action, whether at the cellular, tissue,
organ, organism, community, or even higher scale. At what scale does the self-representation become
a distinct functional component, as it appears to be in humans, of the self it represents? Heat-shock
and other stress-response proteins provide measurable indicators of cellular state to other cellular
processes; one can, for example, consider the E. coli heat-shock system an RF for environmental
stress. It is not, however, clear that any component of the metabolic and regulatory network of E. coli
represents the state of the rest of the network in the way that the human insular-cingulate-limbic
loop represents the state of the body to frontal control systems, or in the way that the somatosensory
homunculus represents the body to the tactile-processing system. The functional architecture of E. coli
involves many communicating components, but does not appear to involve an overall metaprocessor.
Is metaprocessing, and hence the need for one or more separate self-RFs, part of the mammalian
innovation of developing a cerebral cortex?

Cancer is widely considered a “rebellion” on the part of some cells against the cooperative
requirements of the whole organism. Does the “new self” of a tumor emerge de novo, or is it latent,
and somehow actively repressed, in well-behaved somatic cells? Does the immune system have
specific RFs for cancers? The various microbial communities within a holobiont cooperate and compete
with each other and with their eukaryotic host; are these interactions productively viewed as social,
political, or economic, i.e., can models based on such concepts contribute predictive power that is
unavailable in the languages of biochemistry, cell biology, or microbial ecology? It perhaps depends
on how context-sensitive these interactions, and the RFs that support them, turn out to be.

Is it, finally, useful to think of ecosystem-scale systems or even life as a whole as “selves”?
Living systems, including the living system we call “evolution”, appear to minimize VFE at every
scale [37]. Minimizing VFE requires detecting prediction failures. Does this require a self?

7. Conclusion: Meaning as a Multi-Scale Phenomenon

Human beings create meanings. We have argued in this paper that the creation of meanings is
not unique to humans, or even to “complex” organisms, but is a ubiquitous characteristic of living
systems. Descartes was wrong to view nonhumans as mindless automata: all bodies are managed by
“minds” capable of specifically recognizing environmental states and, in some cases, spatially-located
persistent objects, switching attention when needed, and constructing memories. The basic principles
of cognition are, as suggested in [24], scale-free.

What changes, however, does this suggest for biology? The language of cognition provides
abstractions, like memory and attention that generalize over wide ranges of biological phenomena.
The concept of a reference frame, this time from physics, is similarly wide-ranging. The “lumping”
enabled by these abstractions suggests common, general, computational mechanisms with
scale-specific implementations. The often-noted structural similarities between regulatory pathways
and neurofunctional networks [217], and particularly the possibility that bow-tie regulatory networks
function as GNW-type broadcast architectures, suggest that such common mechanisms exist, a suggestion
reinforced by the utility of active inference as an information-processing model on multiple scales.

Further development of specific abilities to manipulate existing biological RFs at the scale at which
they are implemented, e.g., bioelectric manipulations of body-axis polarity in planaria [166,167] or
optogenetic manipulations of particular memories in mice [49] will begin to construct a vocabulary
of functional localization, analogous to the vocabulary of functional networks in the mammalian
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brain. The true test of these ideas, however, lies in the possibility of implementing new RFs from
scratch in synthetic biological systems [216,218–221]. Paraphrasing Feynman, making it is a way of
understanding it [222].

Throughout this paper, we have illustrated the use of multiple languages and techniques,
at multiple scales, in organisms from microbes to humans, to understand the biology of meaning.
We have also, contra [223], shown how concepts originating in the cognitive sciences apply to biological
systems across the board. Disciplinary barriers, like trade barriers, benefit entrenched interests by
interrupting the flow of ideas and techniques that might otherwise transform ways of thinking and
experimental methods. We hope in this essay to have contributed somewhat to their dissolution.
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205. Martins, M.J.D.; Muršič, Z.; Oh, J.; Fitch, W.T. Representing visual recursion does not require verbal or

motor resources. Cogn. Psych. 2015, 77, 20–41. [CrossRef]

135



Philosophies 2020, 5, 36

206. Vicari, G.; Adenzato, M. Is recursion language-specific? Evidence of recursive mechanisms in the structure
of intentional action. Conscious. Cogn. 2014, 26, 169–188. [CrossRef] [PubMed]

207. Martins, M.J.D.; Blanco, R.; Sammler, D.; Villringer, A. Recursion in action: An fMRI study on the generation
of new hierarchical levels in motor sequences. Hum. Barin Mapp. 2019, 40, 2623–2638. [CrossRef] [PubMed]

208. Christiansen, M.H.; Chater, N. The language faculty that wasn’t: A usage-based account of natural
language recursion. Front. Psych. 2015, 6, 1182. [CrossRef] [PubMed]

209. Bubic, A.; von Cramon, D.Y.; Schubotz, R. Prediction, cognition and the brain. Front. Hum. Neurosci. 2010, 4, 25.
[CrossRef] [PubMed]

210. Shipp, S.; Adams, R.A.; Friston, K.J. Reflections on agranular architecture: Predictive coding in the
motor cortex. Trends Neurosci. 2013, 36, 706–716. [CrossRef]

211. Fields, C. Metaphorical motion in mathematical reasoning: Further evidence for pre-motor implementation
of structure mapping in abstract domains. Cogn. Process. 2013, 14, 217–229. [CrossRef]

212. Amalric, M.; Dehaene, S. Origins of the brain networks for advanced mathematics in expert mathematicians.
Proc. Natl. Acad. Sci. USA 2016, 113, 4909–4917. [CrossRef]

213. Fingelkurts, A.A.; Fingelkurts, A.A.; Kallio-Tamminen, T. Selfhood triumvirate: From phenomenology to
brain activity and back again. Conscious. Cogn. 2020, 86, 103031.

214. Metzinger, T. Being No One: The Self-Model Theory of Subjectivity; MIT Press: Cambridge, MA, USA, 2003.
215. Graziano, M.S.A.; Webb, T.W. A mechanistic theory of consciousness. Int. J. Mach. Conscious. 2014, 6, 163–176.

[CrossRef]
216. Levin, M. Life, death, and self: Fundamental questions of primitive cognition viewed through the lens of

body plasticity and synthetic organisms. Biochem. Biophys. Res. Commun. 2020. [CrossRef]
217. Barabási, A.-L. Scale-free networks: A decade and beyond. Science 2009, 325, 412–413. [CrossRef] [PubMed]
218. Solé, R.V.; Macia, J. Expanding the landscape of biological computation with synthetic multicellular consortia.

Nat. Comput. 2013, 12, 485–497. [CrossRef]
219. Kamm, R.D.; Bashir, R. Creating living cellular machines. Ann. Biomed. Eng. 2014, 42, 445–459. [CrossRef]

[PubMed]
220. Kriegman, S.; Cheney, N.; Bongard, J. How morphological development can guide evolution. Sci. Rep. 2018,

8, 13934. [CrossRef] [PubMed]
221. Kriegman, S.; Blackiston, D.; Levin, M.; Bongard, J. A scalable pipeline for designing reconfigurable

organisms. Proc. Natl. Acad. Sci. USA 2020, 117, 1853–1859. [CrossRef]
222. Way, M. What I cannot create, I do not understand. J. Cell Sci. 2017, 130, 2941–2942. [CrossRef]
223. Fodor, J.A. Why paramecia don’t have mental representations. Midwest Stud. Philos. 1986, 10, 3–23. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

136



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Philosophies Editorial Office
E-mail: philosophies@mdpi.com

www.mdpi.com/journal/philosophies





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-0125-3 


	Blank Page

