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CFD Simulations of the Propagation of Free-Surface
Waves Past Two Side-By-Side Fixed Squares with
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Abstract: Two-dimensional computational fluid dynamics (CFD) simulations are carried out to
investigate the gap resonance phenomenon that occurs when free-surface waves travel past twin
squares in tandem. The volume of fluid method is used to capture the free surface. Validation studies
of the present numerical model are conducted for different incident wave frequencies. The numerical
results agree well with the published experimental data in terms of the free surface elevations in the
gap. The hydrodynamic characteristics of the water column in the gap are investigated at different
incident wave frequencies and gap widths. It is found that the free surface elevation in the gap
increases and then decreases with the increasing incident wave frequency. The horizontal force on
the weather side square structure (the structure in front of the gap) reaches the peak value at a larger
frequency than the gap resonance frequency, whereas the variation of the horizontal force on the lee
side structure (the structure behind the gap) is in-phase with the free surface elevation in the gap.
Moreover, the added mass of the water column in the gap increases with the increasing gap width,
which results in the decrease of resonance amplitude and frequency in the gap. However, this does
not necessarily reduce the peak value of the horizontal forces on the structures.

Keywords: CFD; gap resonance; hydrodynamic forces; free surface waves

1. Introduction

In a multiple floating body system, such as the ship-by-ship offloading system and the assembly of
very large floating structures (VLFS), the free surface elevations in the narrow gap between structures
can be much higher than the incident wave heights. This phenomenon is called gap resonance, and it is
caused by the proximity of incident wave frequencies to the natural frequency of the fluid vibrations in
the gap. The gap resonance may cause higher wave forces, lead to violent body motions, and influence
the stability of the system.

The sketch of the gap resonance motion is shown in Figure 1. The water column in the gap can
have more than five times higher free surface elevations as compared to the incident waves, according
to the experiments of Saitoh et al. [1]. The water column in the gap can be simplified as a rigid body
(Molin, [2]). The motion of this rigid body then can be solved by considering the gravity force G,
buoyancy force Fb, wave excitation force Fw, and radiation force Fr. Therefore, the oscillation of the
water column in the gap can be influenced by these forces, which are relevant to the dimension of the
gap and the incident wave conditions.

Extensive theoretical analyses, numerical simulations, and experiments have been carried out to
investigate the generation mechanism and hydrodynamic characters of this phenomenon. The potential

Energies 2019, 12, 2669; doi:10.3390/en12142669 www.mdpi.com/journal/energies1
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flow theory is an efficient method to investigate gap resonance. Theoretical explanations have been made
to figure out the generation mechanism of the narrow gap, and simplified solutions have been proposed
to estimate the natural frequency of the gap when the gap width is relatively small (Saitoh et al., [1];
Molin, [2]; Liu and Li, [3]; Tan et al., [4]). The estimated two-dimensional (2-D) gap resonance
frequencies agree well with experiments (Saitoh et al., [1]; Iwata et al., [5]; Cong et al., [6]). However,
since the linear potential flow theory over-predicts experimentally determined resonant responses in
the gap under the excitation of sinusoidal waves (Faltinsen et al., [7]; Kristiansen et al., [8]), most of
the potential flow models are semi-analytical or combined with empirical terms (Huijsmans et al., [9];
Newman et al., [10]; Chen, [11]).

Figure 1. The sketch of the water column in the gap (reproduced from Cong et al. [6]).

As one of the sources of the damping terms in the potential flow model, the viscous effect
is inevitable while solving the hydrodynamic forces and the resonance amplitudes at the gap
between structures. Faltinsen and Timokha [7] and Kristiansen and Faltinsen [12] systematically
investigated the damping in the gap both by experimental measurement and the potential flow
method. The damping effects of the free surface nonlinearity, the flow separation, and the boundary
layer on the hull were evaluated. It was concluded that the flow separation from the entrance of
the gap is the main source of the discrepancy between the potential solver and their experimental
results. Furthermore, Kristiansen and Faltinsen [13] investigated the coupled ship motion and the
piston-mode flow in a gap. The flow separation at the ship bilge was modeled by an inviscid vortex
tracking method. In this manner, the potential flow results were effectively suppressed. They further
put forward a combined potential and viscous solver to deal with the flow separation from the
barge bilge (Kristiansen and Faltinsen, [13]). Feng and Bai [14] investigated the gap resonance under
nonlinear waves by a mixed Eulerian–Lagrangian scheme by the high-order boundary element method
(HOBEM). They demonstrated that the main source of the overestimated response is viscosity instead
of the free surface nonlinearity. The effect of free surface nonlinearity is negligible except for slightly
increasing the resonance frequency. Another truth that proves the importance of viscosity is the
influence of the hull bilge shape on the resonance amplitude. Moradi et al. [15] investigated a 2-D
gap resonance through numerical simulations including viscosity. They found that the resonance
amplitude became smaller with the increasing bilge radius. Tan et al. [16] carried out large quantities
of experiments to investigate the effects of the bilge shape. Their results suggested that the energy
dissipations of sharp bilge cases are larger than round bilge cases. This was likely due to the different
flow separation behavior at the bilge.

Several computational fluid dynamics (CFD) simulations have been carried out to evaluate
the viscous dissipation of narrow gap resonance problem. Lu et al. [17,18] investigated the 2-D gap
resonance both by the modified potential model [11] and viscous numerical methods. By optimizing
the artificial damping of the potential solver, the numerical results based on the potential theory agreed
well with the turbulent viscous solver in terms of the resonance amplitude and the hydrodynamic
forces. Tan et al. [16] figured out the relationship between the damping coefficients of a theoretical
dynamic model (ε) and that used in the modified potential model [11,17] (μp): μp = 3πεωn/8, whereωn

is the natural frequency, and the damping coefficient ε could be calculated according to the surface
elevation results of the numerical viscous solver. Zhao et al. [19] experimentally investigated the 3-D
gap resonance under new wave-type transient waves. They found that each gap resonance mode had

2
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a characteristic damping which was somewhat larger than the damping calculated using the linear
potential flow theory alone. Later, Wang et al. [20] employed OpenFOAM-based Navier–Stokes (N–S)
equations to reproduce the experiment results of Zhao et al. [19]. The grid resolution, mesh topology,
domain size, and boundary conditions were systematically optimized. The transient wave group was
considered to be a better choice for investigating the 3-D gap resonance phenomenon as compared
to the regular incident waves. Based on a CFD solver, Chua et al. [21,22] developed a framework to
evaluate the damping coefficients of a 3-D gap resonance problem. The energy dissipations regarding
wave scattering, frictional force, flow separation, appendages, and hull motions were investigated
thoroughly. It could be concluded that the modified potential model considering the damping effects is
able to predict well regarding the gap resonance problem. The value of damping, however, still relies
on CFD simulations, which are less expensive compared to experiments.

The previous research concerns on the gap resonance problem were usually the viscous effects and
the free surface elevations in the gap. There is still lack of research on the characteristics of hydrodynamic
loads on structures with a narrow gap. In the present study, the hydrodynamic loads, viscous effects,
and free surface elevations related to the narrow gap resonance were investigated thoroughly. The forces
on the floating structures are more important as compared to the surface elevations in the gap, while the
horizontal wave loads are more sensitive to the gap resonance, as compared to the vertical wave
loads [18]. The present study is organized as follows. Firstly, a mesh and time-step refinement study is
conducted for the case with the smallest gap width, which is considered to be the most severe case.
Secondly, the free surface elevations in the gap, the viscous dissipation, and the horizontal wave loads
on the structures are studied at different incident wave frequencies and different gap widths between
structures. Meanwhile, viscous dissipation and horizontal wave loads versus the gap width are also
discussed. The present research can provide a reasonable reference to the engineering design process
in term of nap gap damping.

2. Numerical Modeling and Setup

2.1. Governing Equations

The open source CFD software OpenFOAM [23] was used to solve the N–S equations numerically.
The toolbox waves2Foam (Jacobsen et al., [23]) was applied for the numerical wave tank. The governing
equations for the incompressible viscous flow are given as follows [24]:⎧⎪⎪⎨⎪⎪⎩ ∇·v = 0

∂(ρv)
∂t + ∇·(ρvv) = ∇·μ∇v−∇prgh − g·(x− xr)∇ρ (1)

where ∇ denotes the Hamiltonian operator, v is the velocity field, ρ is the fluid density, μ is the
dynamic viscosity coefficient, t is the time, prgh is the pressure in excess of the hydrostatic pressure
prgh = ρ− ρg·(x− xr), g is the gravity vector, x is the Cartesian coordinate vector, and xr is the reference
coordinate vector defined at sea level. The contribution of surface tension effect is less than 1% of the
inertial force when T > 0.35 s, H > 0.02 m [24], where T is the deep-water wave period and H is the
deep-water wave height. Therefore, the surface tension effect is considered negligible in the present
study (see the numerical set-up in Section 3).

2.2. Free Surface Capturing

The volume of fluid (VOF) method was applied to capture the free surface. The water volume
fraction is defined as follows:

α(x, t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 air

0 < αs < 1 f ree sur f ace

1 water

(2)

3
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where α is the volume fraction of the water phase. The density ρ and the dynamic viscosity μ are
calculated as follows: {

ρ = αρwater + (1− α)ρair
μ = αμwater + (1− α)μair

(3)

The transport equation of the water volume fraction is:

∂α
∂t

+ ∇·(αv) + ∇·[α(1− α)vr] = 0 (4)

where t is the time; α = α(x, t) denotes the cell-based water volume fraction at coordinate x in time t;
v is the local fluid velocity; and vr is the compress velocity at the interface [25]:

vr = vwater − vair (5)

2.3. The Numerical Wave Flume

The relaxation zone technique [24] was applied for making and absorbing waves. In each time-step,
this technique corrects fluid fields in relaxation zones by Equation (6). As a consequence, fluid fields in
these zones change gradually from the computed fields (that are obtained by theories) to the target
fields (according to the selected wave theory):

Φ = (1−ωR)Φtarget +ωRΦcomputed (6)

where Φ denotes the corrected fields; Φtarget and Φcomputed are the target and the computed fields,
respectively; and ωR = ωR(σ) ∈ [0, 1] denotes the weighting function which varies from 1 to 0 as
the relaxation zone local coordinate σ increases from 0 to 1. The default weighting functions used in
waves2Foam is exponential:

ωR = 1−
exp

(
σ3.5

)
− 1

exp(1) − 1
(7)

2.4. The Post-Processing

The nondimensionalized surface elevations inside the gap and the forces on the floating structures
are defined in Equations (8)–(13), which will be used in the post-processing. The free surface elevations
at the wave gauges in the wave flume are normalized by the incident wave height Hi:

η∗ =
η(t)
Hi

(8)

where η(t) is the instantaneous free surface elevation relative to the still water level and Hi is the
incident wave height. Correspondingly, the normalized surface elevation amplitude is:

η∗a =
ηa

Ai
(9)

where ηa is the average value of the elevation amplitudes of several steady-state periods and Ai is the
incident wave amplitude.

The wave force f is calculated by integrating over the surface Ω of the squares:

f =
∫

Ω

(
−nprgh(r, t) + n·τ(r, t)

)
dΩ (10)

where n is the unit normal vector pointing into the fluid, r is the coordinate vector, prgh(r, t) is the in
excess of the static pressure (see Equation (1)), and τ(r, t) = μ∇v is the shear stress tensor.

4
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As a consequence, the instantaneous magnitude f of the wave force f contains both the
hydrodynamic components and the hydrostatic components:

f = finertial+viscous + fhydrostatic (11)

where fhydrostatic is the hydrodynamic component—the hydrostatic component fhydrostatic is the variation
of the transient hydrostatic force relative to the initial hydrostatic force in still water.

The normalized parameter f ∗ is introduced to normalize the hydrodynamic force on the squares:

f ∗ =
f

ρgBAi
(12)

where B is the breadth of the square and d is the draft of the square;
Furthermore, the subscript x was introduced for horizontal force components, e.g., f ∗x is the

horizontal normalized force and fx is the horizontal hydrodynamic force.
The normalized horizontal force amplitude is defined as:

F∗x =
Fx

ρgBAi
(13)

where Fx is the average value of the force amplitude of steady-state periods.

3. Simulation Cases

Twin square bodies are fixed side-by-side in regular incident waves—see SQ1,2 in Figure 2. B is
the width of the square, h is the water depth. Several normalized parameters are introduced here:

d∗ = d
B ; h∗ = h

d ; ω∗ = ω/
√

g
B , where ω is the incident wave frequency; B∗g =

Bg
B , where Bg is the gap

width; the Keulegan–Carpenter number (KC number) KC = 2πAi
Bg

. From hereon, the parameter ω∗
indicates the nondimensional incident wave frequency of the cases, while the parameter B∗g indicates
the nondimensional gap width of the cases.

Two variables were considered in the present study, i.e., the incident wave frequency and the
gap width between two squares, which are relevant to the resonance of the water column in the gap.
The variations of the gap width can result in different natural frequencies of the water column in the gap.
The incident wave frequency can influence the behavior of the gap resonance. Both the characteristics
of the hydrodynamic forces and the gap resonance were investigated in the present study. Here B,
d∗, and h∗ are constants which are same as the existing experiments (Saitoh et al., [1]; Tan et al., [16]):
B = 0.5 m; d∗ = 0.5; and h∗ = 2. The KC numbers of the present cases were small, i.e., less than 3 for all
the simulation cases. Therefore, the flows were considered to be inertial dominated [26].

Figure 2. Geometrical parameters of the numerical wave flume.

5



Energies 2019, 12, 2669

3.1. Numerical Wave Flumes

The reference length for the wave flume design is the resonance wave length λn, which is estimated
by the first order wave theory: {

λn = 2π/k
ω2

n = gk tanh(kh)
(14)

where g is the gravitational acceleration, k is the wave number, h is the water depth (see Figure 2);
and the resonance frequency ωn is estimated according to [1]:

ωn =

√
g

BgB/(h− d) + d
(15)

Jacobsen et al. [24] recommended that the length of the relaxation zones should be larger than the
incident wave length. Therefore, LR (Figure 2) was set to 2λn, LW was 5λn, and the total length L of the
numerical wave tank was 9λn. The B∗g was fixed as 0.1 to investigate the influence of incident wave
frequencies, which is the same as the experimental set-up of Saitoh et al. [1] and Tan et al. [4].

3.2. Simulation Cases

(i) The Influences of the Incident Wave Frequencies

In the present simulation cases, different incident wave frequencies were set at the input boundary,
which covers the resonance frequency region. However, waves with higher steepness result in larger
viscous dissipation in the process of wave propagation [27,28], and the grid resolution needs to vary
correspondingly to obtain sufficient numerical accuracy. Therefore, the largest wave frequency was
1.1ωn, i.e., the shortest wave length was no smaller than 80% of λn. On the other hand, the waves with
the smallest frequency pertain to the second-order Stokes wave theory. The incident wave frequencies
are listed in Table 1.

Table 1. Summary of the present numerical simulation cases.

Index B*
g ω*

n KC ω*

C1~C9 0.10 1.20 1.51
C1 C2 C3 C4 C5 C6 C7 C8 C9

0.99 1.07 1.11 1.16 1.17 1.20 1.21 1.24 1.28

C10~C17 0.17 1.09 0.89
C10 C11 C12 C13 C14 C15 C16 C17
0.89 1.03 1.08 1.09 1.10 1.13 1.14 1.20

C18~C27 0.25 1.00 0.60
C18 C19 C20 C21 C22 C23 C24 C25 C26 C27
0.77 0.92 0.98 1.00 1.01 1.04 1.06 1.07 1.09 1.11

The incident wave amplitude Ai was fixed to 0.012 m in accordance with existing experiments
(Saitoh et al., [1]; Tan et al., [4]). Besides, four wave gauges (G1–G4) were applied for the free surface
elevations and the wave energy dissipation ratio, Rd = 1−Rr

2 −Rt
2, where Rr =

Ar
Ai

is the reflection

ratio, Ar is the reflected wave amplitude obtained by the two point method [29], Rt = At
Ai

is the
transmission ratio, and At is the transmitted wave amplitude measured at G4.

(ii) The Influences of the Gap Width

The B∗g changed from 0.1 to 0.25 to include the general range of gap width between two squares
in published studies. It should be noted that B∗g is usually small (e.g., B∗g ≈ 0.1 [1,4,5]). For each B∗g,
ωn was calculated by Equation (15) and normalized to ω∗n. The selections of incident wave frequencies
are shown in Table 1 in detail.
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3.3. Boundary Conditions

As shown in Figure 2, the 2-D rectangular computational domain was built around the square
structures with inlet, outlet, top, and bottom boundaries. The boundary conditions used in the present
study are summarized as follows:

(i) At the inlet boundary, the velocity for the water was given according to the linear wave theory
while the air velocity is zero. The normal zero-gradient condition was applied for the pressure.

(ii) At the outlet boundary, the pressure was specified as normal zero-gradient, and the velocities
for both water and air were set to zero.

(iii) The top boundary of the computational domain was set as an atmospheric condition,
which allowed the air to flow in and out of the domain. The pressure at the top boundary was calculated
by pT = p0 − 0.5u2. The velocity u was obtained from the flux at the patch for the inflow and a normal
zero-gradient condition for the outflow.

(iv) The no-slip wall boundary condition was used at the bottom and the structures’ surface,
where the velocity was zero. The pressure was set as the normal zero-gradient condition.

(v) The “empty” boundary condition was employed at the front and back boundaries due to the
present 2-D simulations in OpenFOAM.

4. Mesh and Time-Step Refinement Studies

Mesh and time-step refinement studies were carried out for case C6, which was the case with
the smallest gap. The numerical results with different meshes and time-steps were compared to each
other in terms of the normalized free surface elevations at G2 (in front of the squares), G3 (in the gap),
G4 (behind the squares; see Figure 2), and the hydrodynamic forces on SQ1. As B∗g becomes larger,
the resonance amplitude in the gap decreases (Moradi et al., [15]). Therefore, the verified grid settings
could be utilized for the other cases with larger B∗g. Figure 3 shows the zoom-in view of the mesh
around the twin squares of case C6. The vertical grid size over the free surface region is noted as Δy f ,
the horizontal grid size in the free surface region is Δx f , and the grid size in the gap and in the vicinity
of the square structure boundaries is Δybn. The grid size changes gradually at different locations,
e.g., between the free surface and the bottom region the grids distribute in the form of hyperbolic
cosine function vertically according to the water wave velocity. Details of the grid resolutions are
shown in Table 2. An adaptive time-step scheme was used for simulations with a maximum Courant
number of 0.25.

Table 2. The three different grid resolutions used in the present study.

Mesh Index Δxf Δyf Δybn Cell Number

A λn/80 Hi/8 Bg/40 139,270
B λn/200 Hi/20 Bg/100 723,362
C λn/250 Hi/25 Bg/125 1,100,640

Figure 4 shows the results of the different grid resolutions over five wave periods after the results
repeat their cycles. Figure 4a is the normalized surface elevation η∗ at G2, G3, and G4 versus the
normalized time t∗ = t−t0

Tn
, where t is the simulation time and t0 is the start time of the captured

steady-state periods. The relative error of η∗ between different grid resolutions is noted as ε, and the
numerical model is considered converged when ε < 5%. In Figure 4a, the largest ε (the ε at G4) between
the numerical results of mesh A and mesh B is 19.79%, and the largest ε between the numerical results
of mesh B and mesh C is 4.95%. Therefore, mesh B is considered to give the sufficient accuracy in
terms of the prediction of η∗. Figure 4b illustrates F∗x1 versus t∗ over the same duration as in Figure 4a,
where the largest ε between the numerical results of mesh A and mesh B is 2.55%, and the largest
ε between the numerical results of mesh B and mesh C is 0.40%. The results show that mesh B is
sufficiently fine for predicting both the surface elevations and the horizontal wave forces. Therefore,
mesh B was employed for the numerical simulations in the present study.

7
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Figure 3. The zoom-in view of mesh around the twin squares for case C6.

(a) 

(b) 

Figure 4. Time history curves of C6 using different mesh settings over five steady-state periods: (a) η∗
versus t∗ at G2, G3, and G4; (b) f ∗x1 versus t∗.
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A time-step refinement study was carried out based on mesh B. A simulation with a maximum
Courant number of 0.15 was performed to verify the convergence of the time-step settings. Figure 5
shows the results of C6 using different time-steps over five steady-state periods. The maximum ε

between η∗ with two time-steps was 1.91%; the ε between F∗x1 with two different time-steps was 2.83%.
Therefore, a maximum Courant number of 0.25 was employed for the present numerical simulations.

The verified grid resolution and time-step settings were further applied to the cases with B∗g = 0.17
and the cases with B∗g = 0.25. The mesh for cases with B∗g = 0.17 (cases C10~C17) contained 730,410 cells,
while the mesh for the cases with B∗g = 0.25 (cases C18~C27) contained 899,190 cells; see Table 2 for
more information.

(a) 

(b) 

Figure 5. Time history curves of C6 using different time-steps over five steady-state periods: (a) η∗
versus t∗ at G2, G3, and G4; (b) f ∗x1 versus t∗.

5. Results and Discussions

5.1. The Influences of Incident Wave Frequencies

Simulations were performed for cases C1~C9 (B∗g = 0.1) to investigate the influence of incident
wave frequencies. Discussions were carried out in terms of the surface elevation amplitudes in the
gap, the viscous dissipation in the gap, the phase-frequency characters of the wave field, and the
horizontal wave forces on squares. The subscripts 1 and 2 were introduced to distinguish the forces on
the SQ1 and the SQ2, e.g., fx2 denotes the horizontal force on SQ2. The present numerical results were
compared with the existing experimental and numerical results.

Figure 6 is the comparison of elevation amplitudes inside the gap (η∗a) versus the incident wave
frequency ω∗ between the present study and the experiment by Saitoh [1]. The relative difference ε

here was the relative error between the interpolation points of the simulations and the experiment data
points. For case C1~C7, ε was less than 5%, and ε was slightly larger, i.e., less than 15% for cases C7~C9.
The good agreement shows that the present numerical model is able to predict the elevation amplitudes
in the gap with reasonable accuracy. As the incident wave frequency ω∗ became larger, the elevation
amplitude inside the gap η∗a increased rapidly and reached its peak at ω∗ = 1.195, before decreasing.
This tendency is in accordance with the resonance phenomenon. The mechanism of the resonance can
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be explained by considering the motion of fluid in the gap as rigid body motion. The motion equation
of the fluid vibration in the gap can be expressed as:

(m + ma)
..
η+ c

.
η+ ksη = fexcitation (16)

where η is the fluid displacement or the surface elevation inside the gap, fexcitation is the excitation
force, m is the mass of fluid inside the gap, ma is the added mass, c is the damping coefficient, ks is the
stiffness. Based on Equation (16), the natural frequency of the fluid vibration in the gap is:

ωn =

√
ks

m + ma
(17)

Figure 6. The comparison of the present numerical results and the experimental data by Saitoh [1] in
terms of the free surface elevations in the gap (η∗a) (B∗g = 0.1).

Resonance occurs when the incident wave frequency is equal or nearly equal to ωn. To be specific,
the stiffness ks is the coefficient of y in the buoyancy variation term as the fluid moves, ks = ρgBg.
The first order mass of the fluid inside the gap is the fluid mass inside the gap of still-water state,
m = ρBgd. Equation (17) can further be simplified according to these formulas:

ωn =

√
g

ma
ρBg

+ d
(18)

Equations (16)–(18) are the basis of follow-up discussions in the present study. It should be noted
that these equations are not limited to the rigid body assumption. It is a general motion equation of
the vertical flow motion in the gap. The coefficients ma and c change significantly between different
theoretical models. For example, Equation (15) (derived by Saitoh, [1] using the energy method) is

equivalent to take ma as
ρBB2

g
h−d . In Tan et al. [4], ma was

ρB∗B2
g

4(h−d) , where B∗ is the artificial coefficient.
The viscous dissipation influences the flow field around the squares pronouncedly. In analytical

and potential methods, damping is usually obtained from CFD simulations or experimental data.
It is generally agreed that the vorticity near the entrance of the gap is the main source of the viscous
dissipation. Figure 7 shows the variation of the vorticity contour in the water phase for case C6
(ω∗ equals to ω∗n) at t∗ = 0, 0.17, 0.33, 0.50, 0.67, 1. When t∗ = 0, the water level in the gap was at
the lowest position, and the average flow velocity in the gap was nearly zero. As the wave gradually
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travels past the square bodies at t∗ = 0 ∼ 0.25, part of the waves reflected back and overlapped
with the incident waves, part of the wave energy was absorbed by the movement of the elevation in
the gap, and the rest was the transmitted waves. Due to the large velocity gradient at the corners
of the SQ1 and SQ2, two vortices began to grow symmetrically in the gap to dissipate the energy.
From t∗ = 0.25 ∼ 0.5, the decreasing flux in the gap resulted in the hydrodynamic pressure gradient,
which was at the same direction as the flow direction in the gap, and pushed the vortex back to the
gap entrance. From t∗ = 0.5 ∼ 1, the vortices gradually spread to the bottom region below the square
structures as the water level in the gap returned back to the lowest position.

Figures 8 and 9 present the variations of the vorticity contour of case C2 (ω∗ smaller than ω∗n) and
C9 (ω∗ larger than ω∗n). In these two cases, the flow in the gap produced smaller vortices as compared to
case C6. Furthermore, Figure 10 shows the square of transmission ratio Rt

2, the square of the reflection
ratio Rr

2 and the dissipation ratio Rd versus the incident wave frequency ω∗. The present simulation
results were compared with the experimental data from Tan et al. [16]. The linear interpolation method
was applied for the numerical results according to the sample points from the experimental data.
The root mean square errors (RMSE) of the interpolated numerical results relative to the experimental
data were calculated. For the mth wave frequency, R1m and R2m represent the interpolated numerical

results and the experiment data, and the RMSE was calculated by: ε =

√∑M
m=1[(R1m −R2m)

2/M],

where M is the total number of frequencies of the experiments. In Figure 10, the RMSE of R2
r , R2

t , and Rd
are 0.061, 0.04, and 0.053, respectively, which are relatively small values. There was a slight difference
of peak frequency in the present simulation and experiments—i.e., R2

t was approximately 1.17 in the
present numerical results, and in the experiments, the peak frequency for R2

t was 1.15. Though the
difference was only around 1.7%, it was able to result in a significant difference when the resonance
interval was narrow and R2

t was nearly zero out of the resonance interval. Another reason for the
discrepancies was the uncertainties of the experiments. For example, when the incident wave frequency
ω∗ was approximately 1.02, the Rd in the experiment was negative, Tan et al. (2016) believed that
this unphysical phenomenon was caused by the measurement uncertainties. In general, the present
numerical results are in good agreement with the experiments.

When gap resonance happens, the wave reflection ratio decreases a lot, which is mainly caused
by the increased dissipation ratio. Assuming that the energy loss in the gap is equal to the energy
loss of the whole wave field in each period, the value of damping coefficient c (Equation (16)) can be
estimated as:

ρgω
4k

[
1 +

2kh
sinh(2kh)

]
A2

i Rd =
1
T

T∫
0

c
.
η

2dt ⇒ c =
ρg

2kω

[
1 +

2kh
sin h(2kh)

]
Rd

(η∗a)
2 (19)
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Figure 7. The variations of the vorticity contour in the water phase for Case C6 (incident wave frequency
approaching the resonance) at different time instants.

Figure 8. The variations of the vorticity contour in the water phase for Case C2 (incident wave frequency
smaller than the resonance frequency) at different time instants.
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Figure 9. The variations of the vorticity contour in the water phase for Case C9 (incident wave frequency
larger than the resonance frequency) at different time instants.

Figure 10. The square of transmission ratio Rt
2, the square of the reflection ratio Rr

2, and the dissipation
ratio Rd versus the incident wave frequency ω∗ in the present study and in the experiments conducted
by Tan et al. [4] (B∗g = 0.1).

The damping coefficient c versus ω∗ is illustrated in Figure 11. As ω∗ approaches ω∗n, the damping
coefficient c gradually converges to a constant value. Tan et al. [16] suggested that the linearized damping
coefficient is proportional to the excitation frequency ω: c = εωM, where ε is a non-dimensional
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damping coefficient obtained from the CFD results of the resonance case. In order to make comparisons,
the damping coefficient c in present simulations was reformulated as:

c = cωω (20)

where cω is the damping coefficient c of the resonance case divided by the resonance frequency ωn.
In cases with the gap width B∗g = 0.1 (cases C1~C9) the value of cω = 5.858

ωn
= 1.107, which agrees well

with that of the cases with the same gap width B∗g of Tan et al. [16] (cω = 1.010). It should be noted that
their results were obtained from CFD calculations including turbulence modeling. This demonstrates
that the present laminar model has enough accuracy for predicting the viscous dissipation in the gap,
as mentioned in Section 3.

Figure 11. The damping coefficient c versus the incident wave frequency ω∗ in the present numerical
study (B∗g = 0.1).

To simplify the problem, in later discussions, it was assumed that the only influence of viscosity is
to determine the surface elevation inside the gap, while the flow outside the gap is irrotational. Firstly,
as shown in Figures 7–9, the vorticity mostly gathered in the bottom area of the gap and had little
influence on the flow tendency of the entire flow field. Secondly, several studies [9–11,17,18] indicated
that the linear potential flow theory based results are reasonable after taking into account the damping
inside the gap.

From Figures 7–9, the phase retardation of the elevation inside the gap relative to the wave profile
in front of SQ1 varied visibly. This interesting character was further investigated. The phase of the
elevation inside the gap (Φ1) was evaluated from the elevation time history inside the gap ( η(t)):

Φ1 = ωtcrest (21)

where tcrest is the time corresponding to the peak of η(t) and ω is the incident wave frequency.
In the present simulations the incident wave phase in front of SQ1 (Φ2) was:

Φ2 = kx f ront + 2πnp (22)

where k is the wave number, x f ront is the x coordinate in front of the SQ1, and np is the number of the
wave period.

The wave phase in front of the SQ1 may deviate slightly from the result of Equation (22) as
a consequence of the superposition between the incident wave and the reflected wave. However,
the effect is negligible. It was assumed that the incident wave completely reflected back at the left side
of SQ1. Based on the wave superposition theory, this generated a standing wave with the following
profile function:

ηsw = Ai cos(ωt− kx) + Ai cos
(
ωt + kx− 2x f ront

)
= 2Ai cos

(
ωt− kx f ront

)
cos

[
k
(
x− x f ront

)] (23)
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Figure 12 is the comparison between the surface elevations in front of SQ1 in the present simulations
and of the presumed standing waves in front of SQ1. The time history curves of the surface elevation
in front of SQ1 were almost coincident with the elevation time histories of the presumed standing
wave in front of SQ1, which were calculated based on Equation (22). This indicates that most parts of
the incident wave reflected back because of the strong shielding effect of the twin square structures.
By comparing Equations (22) and (23), it could readily be drawn that the wave profile in front of SQ1
was almost in-phase with the incident wave profile at the left side surface of SQ1.

Therefore, the phase retardation of the elevation inside the gap relative to the wave phase in front
of SQ1 (Hereinafter referred to as the phase leg Φ) was:

Φ = Φ1 −Φ2 (24)

(a) 

(b) 

(c) 

Figure 12. The comparison of the surface elevations in front of SQ1 with the presumed standing wave
in front of SQ1: (a) for cases C2; (b) for case C6; (c) for case C8.

In order to clarify the character of the phase leg Φ, a further investigation on the excitation force
( fexcitation) of the liquid inside the gap was made. As a matter of investigating the excitation force,
the liquid inside the gap was considered stationary. The twin squares and the liquid inside the gap
could be regarded as an entire rectangular obstacle with a width of Bt = 2B+ Bg. In the control volume
below the obstacle (see region CV in Figure 13), the velocity potential ψ followed the impermeable
boundary condition at the boundaries ad and bc; it could therefore be written as (Cong et al., [6]):
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ψ = A0x e− jωt +
∞∑

n=1

[
Aneμnx + Bneμn(Bt−x)

]
cosμn(y + h)e− jωt (25)

where μn = nπ
h−d is the eigenvalue (n = 1, 2, . . .); A0, An, and Bn are complex constants; and j is the

imaginary unit.

Figure 13. The sketch of the control volume below the twin squares.

Equation (25) indicates that the flow in the region CV was composed of two parts, i.e., the first
part is the horizontal uniform oscillation with the velocity potential of A0x e− jωt, and the second part is
the disturbance of velocity with the velocity potential of

∑∞
n=1

[
Aneμnx + Bneμn(Bt−x)

]
cosμn(y + h)e− jωt.

In fact, the free surface wave velocity on the left side of the boundary ab decays with the water depth.
When the relative draft d/λ is sufficiently large, the disturbance of velocity at the boundary ab becomes
small quantity. The fluid flow in the control volume is mainly the horizontal uniform oscillation.
The pressure distribution in the uniform flow field is the same everywhere. This indicates that the
pressure inside the whole control volume CV was in-phase with the pressure at the boundary ab,
which is the pressure of the wave field on the left side of boundary ab. When the wave profile in
front of SQ1 rose up, the pressure inside the control volume CV increased and vice versa. Therefore,
the excitation force ( fexcitation) on the liquid inside the gap synchronized with the wave elevation in
front of SQ1. The phase leg Φ was the same as the phase retardation of the response relative to the
excitation of the vibration system.

Liu [30] carried out a series of experiments to investigate the phase leg Φ and concluded that the
change of the phase leg Φ versus the incident wave frequency satisfied the phase-frequency character
of the vibration system under harmonic excitation. For verification of the present simulation results,
the phase leg Φ was theoretically estimated based on Equations (16)–(18) and the structural dynamics
theory (relevant theories could be found in textbooks like Humar, [31]):

Φ = arctan
2ζγ

1− γ2 (26a)

ζ =
c

2
(
ρBgd + ma

)
ωn

(26b)

γ =
ω
ωn

(26c)

At present, the parameters
(
ρBgd + ma

)
, ωn in Equation (26b,c) are known constants. The damping

coefficient c is proportional to the incident wave frequencyω (Equation (20)). Therefore, the phase legΦ
versus the incident wave frequency ω could be plotted immediately based on Equation (26a–c). On the
other hand, the phase legΦ in the present simulations was evaluated based on Equation (24). Figure 14
shows the comparison of the phase leg Φ of the theoretical estimation (based on Equation (26a–c) and
the simulation results (based on Equation (24)). The theoretical estimation curve and the simulation
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results are in good agreement with each other. A brief summary could be made from the above
results. Firstly, in the present simulations, the excitation force ( fexcitation) on the liquid inside the
gap synchronized with the wave elevation in front of SQ1, which was almost in-phase with the
incident wave profile in front of SQ1. Secondly, the phase leg Φ could be estimated by referring to the
phase-character of the vibration system, i.e., Equation (26a–c).

Figure 14. The comparison of the dimensionless phase leg (Φ/π) of the elevation inside the gap
in the present simulations (evaluated based on Equation (24)) and the theoretical curve based on
Equation (26a–c) (B∗g = 0.1).

Figure 15 shows the horizontal force amplitudes on the twin squares. The results of the present
simulations were compared with the results of Lu et al. [18] using a viscous flow solver based on
the three-step Taylor–Galerkin finite element method. The normalized horizontal force amplitude F∗x
in resonance interval of Lu et al. [18] was smaller than that of the present simulation, whereas the
variation tendencies of force amplitudes were similar in both the present solver and Lu et al. [18]’s
solvers. It was found that the horizontal force amplitude on SQ2 (F∗x2) has the same phase with the
elevation amplitude in the gap (η∗a). However, the peak frequency of the horizontal force amplitude on
SQ1 (F∗x1) was considerably larger than that of SQ2 (F∗x2).

Figure 15. The horizontal force amplitude on SQ1 (F∗x1) and SQ2 (F∗x2) versus the incident wave frequency
ω∗ (B∗g = 0.1) in both the present numerical simulation and numerical results from Lu et al. [18].
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To explain the generation mechanics of the horizontal forces, first order theoretical estimations of
the horizontal force amplitudes were conducted. The first order free surface elevation in the gap was
harmonic and can be expressed as:

η = ηa cos(ωt−Φ) (27)

Assuming that the flow in the gap is uniform, the horizontal force produced by the vibration in
the gap can be estimated using the Lagrange integral from the free surface to the target location:

f (1)xg =

∫ 0

−d
(−ρ∂ψ

∂t
) dy +

∫ 0

−d
ρgηdy = (ρgdηa − ω

2d2

2
ηa) cos(ωt−Φ) (28)

where ψ =
.
ηy is the velocity potential of the uniform flow inside the gap.

Using the standing wave theory, the first order wave force on the left side of SQ1 could be
estimated by:

f (1)xw =

∫ 0

−d
ρgξa

cos hk(y + h)
cos h(kh)

cos(ωt) dy = ρgξa
sinhkh− sinhk(h− d)

k cos h(kh)
cos(ωt) (29)

where ξa is the equivalent standing wave amplitude in front of SQ1. According to the energy
conservation law, ξa is limited between two times the reflection wave amplitude and is two times the
incident wave amplitude. Therefore, it is estimated as 2Ar+2Ai

2 .

The horizontal force on SQ1 includes the effects of both f (1)xg and f (1)xw :

f (1)x1 = f (1)xw − f (1)xg =

√(
Fxw − Fxg cosΦ

)2
+

(
Fxg sinΦ

)2
cos(ωt−Φ1) (30)

where Φ1 is the phase difference between f (1)x1 and f (1)xw .
The horizontal force on SQ2 is mainly induced by the vibration in the gap:

f (1)x2 = f (1)xg (31)

Figure 16 shows the comparison between the horizontal force amplitudes that were estimated by
Equations (30) and (31) and in the present simulation results. F∗x1 and F∗x2 (F∗ and F respectively denote
the normalized amplitude and amplitude of corresponded force term (see Section 2.4) estimated by
Equations (30) and (31) agree well with the results from the present CFD simulations.

Figure 16. The horizontal forces F∗x estimated based on Equations (30) and (31) are in good agreements
with the simulation results (B∗g = 0.1).
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As a summary, firstly, the phase difference between fxw and fxg influenced Fx1 significantly. To be
specific, fxw and fxg counteracted each other whenω∗was smaller thanω∗n, resulting in a smaller Fx1 than
Fxg; fxw and fxg mutually promoted when ω∗ was larger than ω∗n; the peak frequency of Fx1 therefore
fell behind the resonance frequency. Secondly, due to the shielding effect of the up-stream structures,
the wave forces from the transmitted waves were negligible compared with the hydrodynamic forces
in the gap fxg. Therefore, the force amplitude on SQ2 Fx2 was almost equal to the hydrodynamic forces
in the gap Fxg. Aforementioned discussions reveal the mechanism of the horizontal forces on the
square structures.

5.2. The Influences of Gap Width

Figure 17 shows the elevation amplitude inside the gap η∗a versus the incident wave frequency ω∗
for the cases with different gap width B∗g. The resonance frequency and the resonance amplitude became
smaller as the gap width increased. A similar relationship has also been reported in the experiments
conducted by Saitoh et al. [1] and the numerical simulations of Lu et al. [17] and Moradi et al. [15].
As the gap width B∗g increased, the resonance frequencyω∗n in the present simulations gradually became
smaller than the theoretical estimations based on Equation (17) (Saitoh et al., [1]), which is due to the
stronger transverse flow in the gap. However, Equations (18)–(20) could still be applied to describe
the mean vertical flow in the gap, as described in Section 5.1. For the cases with larger gap width
B∗g, the value of the resonance frequency ω∗n could be estimated based on the characteristics of the
phase leg Φ of the elevation inside the gap relative to the wave phase in front of SQ1. According to
Equation (26a), the phase leg Φ approached π/2 when the incident wave frequency approached to
the gap resonance frequency ωn. For example, the phase leg Φ of cases C23 and C24 were most close
to π/2. among the cases with the gap width B∗g = 0.25. Note the value of the phase leg Φ of case
C23 as Φπ/2−, which was slightly smaller than π/2; the phase leg Φ of case C24 as Φπ/2+, which was
slightly larger than π/2. The resonance frequency ω∗n of the cases with the gap width B∗g = 0.25 could
be estimated by interpolation:

ω∗n = ω∗C23 +
π/2−Φπ/2−
Φπ/2+ −Φπ/2−

(
ω∗C24 −ω∗C23

)
(32)

where ω∗C23, ω∗C24 are, respectively, the incident wave frequencies of case C23 and case C24.

Figure 17. The elevation amplitude inside the gap η∗a versus the incident wave frequency ω∗ of cases
with different gap width B∗g in the present simulations.

The resonance frequency ω∗n of the cases with different gap width B∗g and the dimensionless added

mass ma/
[
ρBB2

g/(h− d)
]

that were deduced from the resonance frequency ω∗n based on Equation (18)
are illustrated in Figure 18. The dissipation ratio Rd and the damping coefficient c of the cases with
different B∗g were calculated and shown in Figure 19, and the phase leg Φ is illustrated in Figure 20.

The resonance frequency ω∗n and the corresponding dimensionless added mass ma/
[
ρBB2

g/(h− d)
]
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decreased with the increase of B∗g. Meanwhile, the damping coefficient c increased with the increase of
the gap width B∗g, which indicates that the viscous dissipation in the gap became stronger when the gap
width B∗g became larger. However, in Figure 20, the phase leg Φ estimated based on Equation (26a–c)
shows a big difference from the present simulation results when B∗g was large. To be specific, as the
incident wave frequency increasing, the phase leg Φ estimated based on Equation (26a–c) increased
faster than the data points of the present simulations, which indicates that the damping ratio ζ and the
damping coefficient c that are used in Equation (26a–c) were smaller than the corresponding values
that the simulations indicate. The reasonable explanation is that when the gap width B∗g was relatively
large, the reduction of the piston flow in the gap was not only caused by the viscous dissipation—it
was also caused by the sloshing mode flow in the gap. For example, Figure 21 shows the comparison
of the flow structures in the gap between cases C6 (B∗g = 0.1) and C21 (B∗g = 0.25). For case C6, the flow
in the gap was mostly in the vertical direction. However, for case C21, the sloshing mode of the
flow became much stronger and extracted a large part of the mechanical energy from the vertical
flow in the gap. The damping coefficient c in Equations (16) and (26) could not simply be estimated
according to the dissipation ratio Rd (Equation (19)). The coupling between the piston and the sloshing
types of flow motion in the gap was very complex, which could be captured well using the present
numerical method.

Figure 18. The resonance frequencyω∗n and the dimensionless added mass ma/
[
ρBB2

g/(h− d)
]

decreases
with the increase of the gap width B∗g.

 
(a) (b) 

(c) (d) 

Figure 19. The dissipation ratio Rd and the damping coefficient c versus the incident wave frequency
ω∗ in the present simulations: (a,c) the gap width B∗g = 0.17; (b,d) the gap width B∗g = 0.25.
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Figure 20. The dimensionless phase retardation (Φ/π) of the elevation inside the gap relative to the
wave phase in front of SQ1 of the present numerical simulations (evaluated based on Equation (24))
and the theoretical estimation based on Equation (26a–c).

(a) (b) 

Figure 21. The transverse flow in the gap becomes violent as the gap width increases. (a) the velocity
profile of case C6; (b) the velocity profile of case C21.

The horizontal force amplitude versus the incident wave frequency of the cases with B∗g = 0.17 and
B∗g = 0.25 are presented in Figures 22 and 23, respectively. The variation tendencies of the horizontal
force amplitudes were well predicted by the theoretical estimations based on Equations (30) and (31).
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As the gap width B∗g increased, the decreasing resonance amplitude in the gap did not necessarily
reduce the peak value of the horizontal force amplitude F∗x. For example, the maximum F∗x1 increased
from 1.85 to 1.92 as B∗g increased from 0.17 to 0.25. The maximum F∗x2 increased from 1.63 to 1.68
as B∗g increased from 0.1 to 0.17. The above results are reasonable. In Equation (28), the horizontal
force amplitude induced by the fluid motion inside the gap (Fxg) includes two parts, namely the

hydrostatic part ρgdηa and the hydrodynamic part −ω2d2

2 ηa. As the resonance amplitude decreases,
the hydrostatic part decreases proportionally. However, the hydrodynamic part may increase due to
the rapid decrease of the resonance frequency ωn. As a consequence, the horizontal force amplitude on
the SQ2 (Fx2) was likely to increase. On the other hand, due to the effect of the wave field at the left
side of SQ1, the probability for a horizontal force amplitude on the SQ1 Fx1 increased even greater.
The aforementioned discussions indicate that the gap width influences the hydrodynamic forces from
various aspects. Enlarging gap width can reduce resonance amplitude; however, it does not directly
result in the decrease of the maximum horizontal force amplitude on the floating structures.

Figure 22. The variation tendencies of the horizontal force amplitudes are well predicted by the
theoretical estimations based on Equations (30) and (31) (B∗g = 0.17).

Figure 23. The variation tendencies of the horizontal force amplitudes are well predicted by the
theoretical estimations based on Equations (30) and (31) (B∗g = 0.25).
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6. Conclusions

Two-dimensional computational fluid dynamics (CFD) simulations were carried out to investigate
the gap resonance phenomenon that occurs when free-surface waves propagate past twin alongside
placed squares. The laminar model was used to solve the governing equations, and the volume of
fluid method was used for free surface capturing. Both mesh and time-step convergence studies were
carried out to ensure sufficient numerical accuracy. The influences of the incident wave frequency,
as well as the gap width, were investigated. Detailed discussions were carried out based on the motion
equation of the fluid inside the gap in terms of the damping coefficient, the phase retardation of the
elevation inside the gap relative to the wave phase in front of the weather side structure, and the
horizontal force amplitudes on the square structures. The following conclusions can be drawn from
the discussions:

1. For the cases of free surface waves past through twin alongside placed 2-D identical rectangular
squares, the laminar model with the volume of fluid method was able to predict the gap resonance
amplitudes, the viscous dissipation effects, and wave forces on the structures accurately when the
KC number was small (e.g., KC = 2πAi

Bg
< 3, where Ai is the incident wave amplitude and Bg is

the gap width).
2. As the incident wave frequency increased, the surface elevation amplitude inside the gap first

increased and then decreased, a tendency which is in accordance with resonance phenomena.
The horizontal force amplitude on the lee side square structure changed in-phase with the
elevation amplitude inside the gap, while the horizontal force amplitude on the weather side
structure reached the peak value at a larger frequency than the gap resonance frequency.

3. In present simulations, the phase retardation of the elevation inside the gap relative to the wave
phase in front of the weather side structure satisfied the phase-frequency characteristics of the
vibration system and determined the change tendency of the horizontal force amplitude on the
weather side structure. To be specific, the horizontal wave force on the left side of the weather
side structure and the horizontal force on the right side of the structure (induced by the fluid
inside the gap) counteracted each other when the wave frequency was smaller than the gap
resonance frequency. This resulted in a smaller horizontal force amplitude on the structure
than the horizontal fluid force inside the gap. The forces on each side of the structure mutually
promoted when the incident wave frequency was larger than gap resonance frequency, making the
peak frequency of the horizontal force on the structure fall behind the gap resonance frequency.

4. The increase of the gap width resulted in the increase of the added mass and reduced the resonance
frequency. Moreover, as the gap width increased, the decrease of resonance amplitude in the gap
did not necessarily reduce the peak value of the horizontal forces on the squares.

5. As the gap width increased, the viscous dissipation and the sloshing mode flow inside the gap
both became stronger.
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Nomenclature

A nomenclature table used in the present study is provided as follows.
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The subscripts

i The parameter of the incident wave
r The parameter of the reflected wave
t The parameter of the transmitted wave
d The subscript for the wave energy dissipation ratio
n The resonance parameter of the surface elevation in the gap
x The horizontal physical quantity

xw The horizontal physical quantity produced by waves
xg The horizontal physical quantity produced by the fluid vibration in the gap
1 The hydrodynamic parameter for the square structure 1
2 The hydrodynamic parameter for the square structure 2

The flow parameters

ρ The fluid density
μ The dynamic viscosity coefficient
t The time
v The flow velocity
p The fluid pressure

pexcess The excessive pressure
α The water volume fraction
Φ The general symbol of the fluid variables v, p, pexcess and α

g The gravity vector
g The gravitational acceleration

The geometrical parameters

h The water depth
B The breadth of the square structures
Bg The gap width between the square structures
d The draft of the square structures

The hydrodynamic parameters

A The wave amplitude
H The wave height
ω The wave frequency
ω∗ The dimensionless wave frequency, ω∗ = ω/

√
g/B

T The wave period
t∗ The dimensionless time coordinate, t∗ = (t− t0)/Ti, where t0 is the start time
λ The wave length
k The wave number
η The instantaneous surface elevation in the gap
η∗ The dimensionless (normalized) surface elevation in the gap, η∗ = η/Hi
ηa The surface elevation amplitude in the gap
η∗a The dimensionless surface elevation amplitude in the gap, η∗a = ηa/Ai
f The instantaneous force on the square structures
f The instantaneous force on the square structures
f ∗ The dimensionless force magnitude, f ∗ = f /ρgBAi
F The force amplitude on the square structures
F∗ The dimensionless force amplitude, F∗ = F/ρgBAi
m The mass of the fluid in the gap
ma The added mass of the fluid motion in the gap
c The damping coefficient of the fluid motion in the gap
ks The stiffness of the fluid motion in the gap
Rr The wave reflection ratio
Rt The wave transmission ratio
Rd The wave dissipation ratio
Φ1 The wave phase of the surface elevation in the gap
Φ2 The wave phase in front of the square structure 1
Φ The phase leg of the surface elevation inside the gap, Φ = Φ1 −Φ2
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Abstract: The aerodynamic performance of bridge deck girders requires a thorough assessment
and optimization in the design of long-span bridges. The present paper describes a numerical
investigation of the aerodynamic characteristics of a twin-box bridge girder cross section in the range
of angles of attack between −10.0◦ and +10.2◦. The simulations are performed by solving 2D unsteady
Reynolds-averaged Navier–Stokes (URANS) equations together with the k–ω shear stress transport
(SST) turbulence model. The investigated Reynolds number (Re) based on the free stream velocity
(U∞) and the height of the deck (D) is 31,000. The predicted aerodynamic characteristics such as the
mean drag, lift and moment coefficients, are generally in good agreement with the results from the
wind tunnel tests. Changes of flow patterns and aerodynamic forces with different angles of attack
are investigated. Flow characteristics during one vortex shedding period are highlighted. Relative
contributions of each of the two bridge decks to the overall drag and lift coefficients, with respect to
the angle of attack, are also discussed.

Keywords: URANS; CFD; twin-box deck; aerodynamics; vortex shedding

1. Introduction

In wind-resistant bridge design, many factors should be considered, such as static wind load,
wind forces due to turbulence, aerodynamic instability and vortex-shedding excitation. For bridge
spans around 1 km and longer, twin-box girders are being increasingly used, due to their favorable
aerodynamic properties in term of flutter stability. This is due to a favorable effect of the central
gap on the surface pressure distribution, and a higher ratio between the twisting and the heaving
eigen-frequencies [1,2]. On the other hand, this configuration is prone to vortex-induced vibration,
since vortices shed from the windward box can cause a significant excitation of the leeward box and
thereby important oscillations of the bridge girder [3,4]. In the early design stage of long-span bridges,
several bridge deck design alternatives are usually considered, and their aerodynamic performance
must be assessed to ensure the most feasible design for the specific project.

Both experimental and numerical approaches are available for the assessment of the bridge
deck aerodynamic performance [4,5]. Extensive wind tunnel experiments are normally performed to
optimize the design of long-span bridges. However, wind tunnel investigations have limitations in
terms of time, cost, applicable Reynolds numbers and the representation of the details such as railings
and stabilizers at small scales. For an improved bridge design, computational fluid dynamics (CFD)
based simulations can facilitate a deeper understanding of complex flow conditions around a bridge
girder, as demonstrated by [6–13].

The application of a 2D unsteady Reynolds-averaged Navier–Stokes (URANS) model for flow
around simple rectangular geometry has been validated thoroughly in previous research [14–18].
Mannini et al. [16] applied 2D URANS equations with advanced turbulence modeling closures for
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predicting flow around a 5:1 rectangular cylinder at Re = 1 × 105. They found that the predicted
force coefficients are in reasonable agreement with the experimental data reported by Schewe [19,20].
Ong [17] conducted CFD simulation for the same structure at high Re numbers (5× 105, 1× 106, 1.5 × 106

and 2 × 106) using the 2D URANS together with the standard high Reynolds number k–ω model. For
engineering design purposes, it gave reasonably good agreements with the published experimental
data in terms of time-averaged drag coefficients, Strouhal numbers and time-averaged base pressure
coefficient. Patruno et al. [18] studied the flow field around the 5:1 rectangular cylinder with an angle
of attack of 0 to 4 degrees using both Large Eddy Simulation (LES) and URANS (i.e., k–ω shear stress
transport (SST)) turbulence models. They found that LES and URANS approaches appeared to provide
comparable results in terms of accuracy of first and second order pressure statistics measured at the
central section of the considered prism. The asymmetric characteristics of the flow field induced by
small angles of attack were under-estimated by LES as compared to URANS simulations, and the
experimental data were between them generally.

The main goal of the present study is to evaluate the validity of 2D URANS simulations with
k–ω SST turbulence model [21] for the flow around a twin-box bridge girder cross-section. One of the
preliminary bare deck designs of the Halsafjord suspension bridge in Norway will be considered in the
present study, see Figure 1. This bare deck design was chosen due to the availability of experimental data
for validation studies. Several CFD studies of flow characteristics around the sharp-edged twin-boxes,
particularly with asymmetric geometry as in the present case, have been carried out [22–24]. These
studies have mainly dealt with the overall flow conditions and their variations with the relative gap
size, Reynolds number and turbulence models used in the simulations. To the authors’ knowledge,
there is a limited number of studies addressing the flow characteristics around the bridge girder subject
to flow at different angles of attack. The present study will provide a thorough 2D CFD investigation
of the flow conditions around the twin-deck inclined to the approaching flow at angles of attack (AoA)
ranging from −10.0 to +10.2 degrees (◦).

Figure 1. Cross section of the twin-box bridge decks in full scale, reproduced from [25]. Model scale is 1:40.

The study utilizes data from a wind tunnel investigation for validation. The tests were performed
with a 1:40 section model at Re = 31,000, as reported in [25]. The cross-section geometry and the
Reynolds number in the simulations are thus adopted as for the section model, which was exposed
to a uniform flow. The results are discussed in terms of the time-averaged drag coefficient (CD), the
time-averaged lift coefficient (CL) and the time-averaged moment coefficient (CM) in the range of AoA
from −10.0◦ to +10.2◦, respectively. The time histories of the force coefficients as well as the flow
physics changes with different AoA are investigated. The vortex shedding process and the associated
variation of the instantaneous drag and lift coefficients for each of the two decks with different AoA
are also presented and discussed in detail.

2. Mathematical Formulation

2.1. Flow Model

The Reynolds-averaged equations for conservation of mass and momentum are given by:

∂uj

∂xj
= 0 (1)
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∂ui
∂t

+ uj
∂ui
∂xj

= − 1
ρ

∂p
∂xi

+ v
∂2ui
∂xj∂xj

−
∂u′i u′j
∂xj

(2)

where i, j = 1, 2. Here x1 and x2 denote the streamwise and cross-stream directions respectively; u1 and
u2 are the corresponding mean velocity components; u′i u′j is the Reynolds stress component, where

u′i denotes the fluctuating part of the velocity; p is the pressure; ρ is the density of the fluid and t is
the time.

The k–ω SST turbulence model [26] used in the present study is a blending of the k–ω and the k–ε
models. The original k–ω model of [27] is implemented in the near-wall region and the standard k–ε
model of [28] in the outer wake region and in the free shear layers. Following [26], the equations for
the k–ω SST turbulence model is taken as:

D(ρk)
Dt

= P̃k − β∗ρωk +
∂
∂xj

[
(μ+ σkμt)

∂k
∂xj

)

]
(3)

D(ρω)

Dt
= αρS2 − βρω2 +

∂
∂xj

[
(μ+ σωμt)

∂ω
∂xj

)

]
+ 2(1− F1)ρσω2

1
ω

∂k
∂xj

∂ω
∂xj

(4)

where P̃k is given by:

P̃k = min
[
μt
∂ui
∂xj

(
∂ui
∂xj

+
∂uj

∂xi

)
, 10β∗ρkω

]
(5)

Here φ1 represents any constant in the original k–ω turbulence model (i.e., σk1, β1, σω1) and φ2

represents any constant in the original k–ε turbulence model (i.e., σk2, β2, σω2).φ, the corresponding
constant of the new k−ω SST turbulence model given by Equations (3) and (4), is

φ = F1φ1 + (1− F1)φ2 (6)

F1 = tan h(arg1
4) (7)

arg1 = min

⎡⎢⎢⎢⎢⎣max
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,

500ν
y2ω
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4ρσω2k
CDkωy2

⎤⎥⎥⎥⎥⎦ (8)

CDkω = max
(
2ρσω2

1
ω
∂k
∂xj

∂ω
∂xj

, 10−10
)

(9)

Here y is the distance to the nearest wall and CDkω is the positive portion of the cross-diffusion
term of Equation (4).

The turbulence viscosity can be estimated by:

νt =
a1k

max(a1ω, SF2)
(10)

where S is the invariant measure of the strain rate and F2 is given by:

F2 = tan h(arg2
2), arg2 = max

⎛⎜⎜⎜⎜⎝ 2
√

k
0.09ωy

,
500ν
y2ω

⎞⎟⎟⎟⎟⎠ (11)

The empirical constants of the k–ω SST model are [19]:
β∗ = 0.09, a1 = 0.31, α1 = 0.5532, α2 = 0.4403, β1 = 0.075, β2 = 0.0828, σk1 = 0.85034, σk2 = 1.0

and σω1 = 0.5, σω2 = 0.85616.

2.2. Numerical Simulation Scheme, Computational Domain and Boundary Conditions

The open source CFD code OpenFOAM [29] is used in the present study. The pressure implicit with
splitting of operators (PISO) scheme is chosen for the solver. The spatial schemes for gradient, Laplacian
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and divergence are Gauss linear, Gauss linear corrected and Gauss linear schemes, respectively. All
these schemes are in second order accuracy. The second order Crank–Nicolson scheme is used for the
time integration.

Figure 2 shows the investigated twin-box bridge girder cross section and the corresponding
computational domain. The size of the entire computational domain is 6 m by 1.55 m, which is
equivalent to 91.0D by 24.8D, where D is the height of the girder cross section. The origin of the
coordinate system is located at the left lower corner of the domain. The flow inlet boundary is
18.8D upstream from the center of the gap between the decks and the flow outlet boundary is 77.2D
downstream from the center of the gap. The top and bottom boundaries are positioned at a distance
of 12.4D from the center of the gap between the decks. Although the shear center of the bridge deck
section does not coincide with the mid height of the deck, the rotation center is adopted in the middle
of the deck height. This facilitates a direct comparison with the experimental results which also refer to
such a rotational center. The deck position and the domain size in the Y direction are same as in the
wind tunnel working section. The boundary conditions used for the present numerical simulations are
as follows:

1. A uniform flow, u1 = U∞, u2 = 0, is set at the inlet boundary; the pressure is specified as zero
normal gradient at the inlet boundary. k and ω at the inlet boundary are set equal to:

kinlet = 0.5(U∞Iu + U∞Iv + U∞Iw)
2 (12)

where Iu and Iv are the turbulence intensities in X and Y directions, respectively. Iu = 12% and
Iv = 8% are taken from [25].

ωinlet = kinlet
0.5/

(
Cμ0.25l

)
(13)

where Cμ = 0.09 is the empirical constant specified in the turbulent model and turbulence length
l = 0.07D [30–32]. Effects of l on the calculated results have been studied by using a much lower
value l = 0.04D, and small variations (less than 0.27%) are observed in the aerodynamic quantities,
i.e., mean drag coefficient, root mean square (r.m.s.) of the lift coefficient and Strouhal number.

2. Along the outlet boundary, u1, u2, k and ω are specified as zero normal gradient. The pressure is
specified as zero. The zero pressure outlet boundary condition has been widely used to calculate
the unsteady flow around bluff bodies [33–35]. The distance used in the present study for the
downstream 77.2D is considerably longer than the value of 50D previously used by [10]. It is
considered that the effect of the outlet boundary condition on the numerical results is negligible.

3. On the deck surfaces, no-slip boundary condition is specified (i.e., u1 = u2 = 0). The pressure is
set as zero normal gradient. k is fixed at 0 and ω is calculated as follows [26]:

ωdeck = 10× 6ν

β1(Δy1)
2 (14)

4. For the top and bottom boundaries, u1 = u2 = 0, the pressure is set as zero normal gradient; k is
fixed at 0. ω is specified as zero normal gradient.
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Figure 2. Computational domain and boundary conditions for the case of the angle of attack +0.1◦, D
= 0.0625 m in the model test.

2.3. Grid and Time Resolution Tests

Convergence studies considering different grid sizes and the time steps have been carried out for
AoA ranging from −10.0◦ to +10.2◦. Time-averaged drag coefficient (CD), time-averaged lift coefficient
(CL), time-averaged moment coefficient (CM) as well as Strouhal number (St) are considered in the
tests. The time-averaged values are obtained with a duration of 30 vortex shedding cycles after the
numerical results have repeated their cycles. Here the drag coefficient (CD), lift coefficient (CL), moment
coefficient (CM) and Strouhal number (St) are defined as follows:

CD =
Fdrag

1
2ρU∞2D

(15)

CL =
Fli f t

1
2ρU∞2b

(16)

CM =
M

1
2ρU∞2b2

(17)

St =
f D

U∞
(18)

where Fdrag, Fli f t are the along-wind and the cross-wind force components acting on the decks per
unit length and b is the width of the two decks, i.e., of the solid part of the cross-section. M is the
overturning moment about the aforementioned rotational center per unit length, and is positive in
the clockwise direction. The frequency of vortex shedding f is obtained from CL. Figure 3 shows the
sign convention. Like the overturning moment, AoA is defined positive in the clock-wise (nose-up)
direction in the cases of wind coming from left to right.

 
Figure 3. Sign convention.
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The results of both the grid size and the time step convergence studies in terms of the force
coefficients are shown in Tables 1 and 2, where Δt. represents the time step in seconds. The relative
change of results between two consecutive meshes or time steps is investigated in terms of CD, CL, CM

as well as St. The cases with the converged solution in terms of grid size and time-step are marked
with ‘*’ and, adopted for the further investigations.

For most of the cases, the grid resolution tests have been carried out with 3 sets of meshes with
138,354 (M1), 198,834 (M2) and 288,804 (M3) elements and two different time-steps (i.e., M3 with
time-step of 5.00 × 10−5 s, and M3T1 with time-step of 2.50 × 10−5 s), see Tables 1 and 2. For example,
in the AoA = +0.1◦ case, the relative change of the CD values between M1 and M2 meshes is 14.0%.
The difference decreases to 1.7% when the mesh is further refined from M2 to M3, i.e., a negligible
change is observed. A similar trend is observed for the other cases. For the cases of AoA = +4.4◦,
+6.3◦ and +10.2◦, 138,354 to 545,954 (or 362,514) elements were used for the grid resolution tests.
The convergence is considered to be achieved when the relative variation of the aerodynamic quantities
between two cases is lower than 5% or if the parameters change by less than 0.01 in magnitude.
For instance, in the AoA = +0.1◦ case, the relative change of CM values between M3 and M3T1 cases
is 8.2%, the absolute change of the CM values is less than 0.01, see Table 1. An example of the mesh
structure with 288,804 elements, in the case of AoA = +0.1◦, is presented in Figure 4.

For the AoA = +0.1◦ case, the values of y+ over the entire wall boundaries of two decks range
from 0 to 7.8 with an average value from 1.0 to 1.5, where y+ = u∗Δy1/ν =

√
τw/ρ·Δy1/ν, where u∗

and τw denote the wall friction velocity and wall shear stress, respectively. The maximum y+ value is
found at the windward deck at the leading edge lower corner, where high flow acceleration exists.
A similar procedure is taken to calculate the averaged y+ for other AoA cases, and the averaged values
of y+ give a range of 1.0 to 2.1. All refinement studies of the flow at different AoA are carried out with
the fixed y+ values in order to minimize influence of the boundary layer calculation.

Overall, it is concluded that the present simulations marked with ‘*’ in Tables 1 and 2 can provide
satisfactory spatial and time resolutions for all the different AoA cases at Re = 31,000.

Table 1. Aerodynamic properties for different grid and time resolutions for AoA > 0◦.

AoA. (◦) Case Elements Δt (s) CD CL CM St Δ

CD
(%) Δ

CL
(%) Δ

CM
(%) Δ

St (%)

0.1 M1 138,354 5.00 × 10−5 1.164 −0.154 0.077 0.224 - - - -
0.1 M2 198,834 5.00 × 10−5 1.129 −0.176 0.078 0.216 −3.0 −14.0 1.3 −3.7
0.1 M3 * 288,034 5.00 × 10−5 1.125 −0.178 0.075 0.216 −0.3 −1.7 −2.8 0.0
0.1 M3T1 288,034 2.50 × 10−5 1.142 −0.180 0.082 0.225 1.5 −0.6 8.2 4.3

1.5 M1 138,354 5.00 × 10−5 1.088 −0.051 0.127 0.203 - - - -
1.5 M2 198,834 5.00 × 10−5 1.096 −0.057 0.125 0.201 0.7 −12.3 −1.8 −0.7
1.5 M3 * 288,034 5.00 × 10−5 1.099 −0.057 0.123 0.205 0.2 −0.7 −1.8 2.0
1.5 M3T1 288,034 2.50 × 10−5 1.114 −0.047 0.126 0.196 1.4 18.2 2.2 −4.4

3.2 M1 138,354 5.00 × 10−5 1.080 0.141 0.182 0.201 - - - -
3.2 M2 198,834 5.00 × 10−5 1.087 0.160 0.181 0.191 0.7 14.0 −0.5 −5.1
3.2 M3 * 288,034 5.00 × 10−5 1.091 0.154 0.180 0.192 0.3 −3.8 −0.8 0.4
3.2 M3T1 288,034 2.50 × 10−5 1.101 0.147 0.180 0.200 1.0 −5.0 −0.2 4.4

4.4 M1 138,354 5.00 × 10−5 1.106 0.245 0.218 0.186 - - - -
4.4 M2 * 288,034 5.00 × 10−5 1.106 0.228 0.210 0.192 0.0 −6.8 −3.8 3.4
4.4 M3 545,954 5.00 × 10−5 1.083 0.238 0.211 0.200 −2.1 4.1 0.7 4.0
4.4 M2T1 545,954 2.50 × 10−5 1.112 0.241 0.211 0.196 2.7 1.5 −0.1 −2.2

6.3 M1 138,354 2.50 × 10−5 1.429 0.260 0.177 0.261 - - - -
6.3 M2 * 288,034 2.50 × 10−5 1.111 0.313 0.235 0.250 −22.3 20.4 32.7 −4.1
6.3 M3 545,954 2.50 × 10−5 1.096 0.313 0.239 0.240 −1.4 0.0 1.5 −3.9
6.3 M2T1 545,954 1.25 × 10− 1.107 0.325 0.240 0.244 1.0 3.7 0.5 1.6

8.1 M1 138,354 2.50 × 10−5 1.820 0.338 0.207 0.126 - - - -
8.1 M2 198,834 2.50 × 10−5 1.654 0.371 0.202 0.136 −9.1 9.8 −2.4 8.5
8.1 M3 * 288,034 2.50 × 10−5 1.628 0.387 0.206 0.142 −1.6 4.4 2.0 4.2
8.1 M3T1 288,034 1.25 × 10− 1.636 0.395 0.207 0.137 0.5 2.0 0.7 −3.3

10.2 M1 198,834 2.50 × 10−5 2.045 0.263 0.148 0.125 - - - -
10.2 M2 272,914 2.50 × 10−5 2.037 0.210 0.141 0.107 −0.4 −20.1 −5.0 −14.6
10.2 M3 * 362,514 2.50 × 10−5 2.039 0.208 0.132 0.110 0.1 −1.0 −5.8 2.8
10.2 M3T1 362,514 1.25 × 10−5 2.057 0.200 0.130 0.101 0.9 −4.0 −1.8 −7.9

In the columns 9–12, Δ indicates the variation of the aerodynamic parameter relative to the previous case.
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Table 2. Aerodynamic parameters for different grid and time resolutions for AoA < 0◦.

AoA (◦) Case Elements Δt (s) CD CL CM St Δ

CD
(%) Δ

CL
(%) Δ

CM
(%) Δ

St (%)

−1.4 M1 138,354 5.00 × 10−5 1.277 −0.190 0.024 0.228 - - - -
−1.4 M2 198,834 5.00 × 10−5 1.230 −0.208 0.020 0.214 −3.7 −9.2 13.6 −6.3
−1.4 M3 * 288,034 5.00 × 10−5 1.230 −0.209 0.019 0.217 0.0 −0.7 4.9 1.5
−1.4 M3T1 288,034 2.50 × 10−5 1.205 −0.210 0.024 0.211 −2.0 −0.3 −22.2 −2.7

−2.9 M1 138,354 5.00 × 10−5 1.345 −0.208 −0.053 0.226 - - - -
−2.9 M2 198,834 5.00 × 10−5 1.339 −0.207 −0.038 0.218 −0.5 0.0 27.2 −3.8
−2.9 M3 * 288,034 5.00 × 10−5 1.340 −0.200 −0.038 0.220 0.1 3.7 1.0 1.0
−2.9 M3T1 288,034 2.50 × 10−5 1.318 −0.191 −0.039 0.226 −1.6 4.6 −2.6 2.6

−4.0 M1 138,354 5.00 × 10−5 1.512 −0.251 −0.080 0.212 - - - -
−4.0 M2 198,834 5.00 × 10−5 1.482 −0.219 −0.066 0.215 −2.0 12.9 17.2 1.3
−4.0 M3 * 288,034 5.00 × 10−5 1.487 −0.217 −0.066 0.212 0.4 0.9 0.6 −1.5
−4.0 M3T1 288,034 2.50 × 10−5 1.485 −0.216 −0.065 0.213 −0.1 0.2 0.9 0.4

−6.2 M1 138,354 5.00 × 10−5 1.512 −0.354 −0.165 0.203 - - - -
−6.2 M2 198,834 5.00 × 10−5 1.517 −0.362 −0.163 0.196 0.3 −2.3 −1.5 −3.6
−6.2 M3 * 288,034 5.00 × 10−5 1.519 −0.364 −0.163 0.198 0.1 −0.6 0.1 1.2
−6.2 M3T1 288,034 2.50 × 10−5 1.512 −0.381 −0.161 0.203 −0.5 −4.6 −0.8 2.1

−8.1 M1 138,354 1.25 × 10−5 2.094 −0.681 −0.181 0.160 - - - -
−8.1 M2 198,834 1.25 × 10−5 1.963 −0.653 −0.188 0.180 −6.3 4.2 3.5 12.8
−8.1 M3 * 288,034 1.25 × 10−5 2.023 −0.664 −0.182 0.182 3.1 −1.8 −3.3 1.1
−8.1 M3T1 288,034 6.25 × 10−6 2.064 −0.649 −0.191 0.176 2.0 2.2 5.3 −3.2

−10.0 M1 138,354 2.50 × 10−5 2.567 −0.793 −0.135 0.182 - - - -
−10.0 M2 198,834 2.50 × 10−5 2.473 −0.733 −0.185 0.100 3.6 7.6 37.1 −45.1
−10.0 M3 * 288,034 2.50 × 10−5 2.526 −0.733 −0.176 0.104 −2.2 −0.1 −5.1 4.0
−10.0 M3T1 288,034 1.25 × 10−5 2.507 −0.727 −0.173 0.095 0.7 0.9 −1.8 −8.9

In the columns 9–12, Δ indicates the variation of the aerodynamic parameter relative to the previous case.

 

(a) 

 

(b) 

Figure 4. Cont.
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(c) 

Figure 4. An example of the mesh for the case of AoA = +0.1◦ with 288,034 elements: (a) entire
computational domain, (b) grids around the decks and (c) grids near the windward deck.

3. Results and Discussion

3.1. Validation of Numerical Model

To assess the validity of URANS with the k–ω SST turbulence model for flow around twin-box
girder bridge cross section, a comparison has been carried out between the present simulations and the
wind tunnel test results from [18]. The time-averaged aerodynamic quantities such as CD, CL and CM,
in the range of AoA from −10.0◦ to +10.2◦ at Re = 31,000 are studied, see Figure 5. A good overall
agreement between the present numerical simulations results and the experimental data is observed.
Generally, the presently predicted CD are in good agreement with the experimental data for all AoA.
However, a relatively larger deviation from the experimental data is found at AoA = +6.3◦ and +8.1◦.
This may be due to a change in flow physics, which will be discussed in detail in Section 3.3.

The numerically based CL and CM values are generally in good agreement with the experimental
counterparts. However, significant reductions of CL and CM at AoA = +10.2◦ are observed, where CL

is under-predicted by 57% and CM by 31% as compared to the experimental data. Such a reduction
in magnitude of CL and CM at large AoA are also reported in Nieto et al. [8], who performed the 2D
simulations of the Stonecutters bridge deck cross section with the k–ω SST turbulence model. A similar
over- or under-prediction of CL and CM at high AoA by the 2D URANS model can be found in several
previous studies [3,6–9,13]. This might be attributed to the fact that the present 2D numerical model
cannot account for the fluctuating flow in the axial direction (Z-direction), while the 3D flow effects
become significant with the increase of AoA. The higher energy dissipation in 3D cannot be correctly
evaluated in 2D, i.e., larger pressure fluctuations and stronger vortex generation on the body surface
are observed in 2D analysis when compared to 3D analysis, see also [36]. In the normal operation
condition, the bridge is mainly exposed to a relatively small AoA (< 3◦), associated with the bridge
motion and large-scale turbulence. For this range of angles, the 2D simulation can provide good and
quick results, and can thus be an efficient evaluation tool for the bridge design, particularly as a
screening tool for the bridge girder designs.

The predicted St, shown in Figure 5d, does not vary significantly (from 0.18 to 0.22) for AoA
ranging from −8.1◦ to +4.4◦. For the case of AoA = +6.3◦, St increases to 0.250. This may be due to the
flow structure change associated with an interaction of the vortices on the different parts of the deck
surface, which will be discussed in detail in Section 3.3. For the cases of AoA = +8.1◦ and +10.2◦, St
gradually decreases to 0.142 and 0.110, respectively. The decrease in St at large AoA is consistent with
an increase of the projected area in the cross-flow direction.
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(a) (b) 

(c) (d) 

Figure 5. Variation of aerodynamic quantities with respect to AoA: (a) time-averaged drag coefficient
CD, (b) time-averaged lift coefficient CL, (c) time-averaged moment coefficient CM and (d) Strouhal
number St.

Overall, it appears that the present 2D RANS simulations with the k–ω SST turbulence model are
in satisfactory agreement with the experimental data under the same flow conditions, especially at
small AoA. The discrepancies of the aerodynamic coefficients between numerical and experimental
results at large AoA (i.e., +10.2◦) may be due to the three-dimensional effects of the flow structure
along the spanwise direction.

3.2. Vortex Formation around the Decks in One Vortex Shedding Period

One of the main concerns in bridge design is the vortex-induced vibration (VIV) behavior of
bridge girders. In order to investigate the vortex formation around the decks, eight time instants
during one cycle of the CL fluctuation at AoA = +0.1◦ are studied, as defined in Figure 6. It is observed
that the values of the amplitudes of the maximum and minimum CL are not the same, and this is
mainly due to the asymmetric geometry of the decks.

Figure 7 shows the vorticity contour plots for the eight time instants for AoA = +0.1◦. During
one CL fluctuating period, it is observed that the vortices shed from the downstream upper and lower
corners of the windward deck. Then the vortices propagate through the gap between the two decks
and attack the leeward deck periodically. At the time instant 1, where CL is the maximum, the lower
vortex dominates the flow at the downstream edge of the windward deck what generates the lift force.
Until the time instant 5, the upper vortex at the windward deck increases in size, and reduces the
lift force gradually. As the vortices move to the leeward deck, the new vortices are generated from
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the downstream vertical edge of the windward deck. The upper and the lower vortices are different
in size due to the asymmetric geometry of the decks. Vortices shed from the leeward edge of the
downstream deck are very limited in size and strength due to a more streamlined form of this part of
the cross-section.

 
Figure 6. Eight time instances during one vortex shedding cycle which are investigated in Figure 7
(AoA = +0.1◦).

Figure 7. Cont.
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Figure 7. Vorticity contour plots of the eight time instances in one vortex shedding period for the case
of AoA = +0.1◦.

3.3. Flow Characteristics at Different Angles of Attack (AoA)

Figure 8 shows the time histories of CD, CL and CM of the AoA = +0.1◦ case, respectively.
The normalized forces on each deck, as well as the sum of the normalized forces on the two decks are
shown. It is observed that CL and CM vary at a more or less single frequency. The total drag coefficient
CD also includes a frequency component at twice the frequency of the vortex shedding. The values of
CD from the individual boxes do not follow a pure harmonic function. This is mainly attributed to
the generation and the downstream action of the asymmetric vortices, see Figure 7. Figure 9 shows
the time history of CD for different AoA, i.e., +3.2◦, +6.3◦, −6.2◦ and −8.1◦. By comparing Figures 8a
and 9a, it can be observed that the time history of CD for AoA = +0.1◦ has different trend from that for
AoA = +3.2◦. This is due to the different vortex formation between these two cases. However, the time
histories of CL and CM show similar behavior in both cases. By comparing Figure 9a–d, it is found that
the time history of CD shows significant changes for different AoA. The phase differences between the
force coefficients on the two decks can be explained by the vortex shedding variations in Figure 7, i.e.,
the vortex shedding is generated first at the windward deck, and is reattached at the leeward deck.

(a) (b) 

(c) 

Figure 8. Time histories of force coefficients (AoA = +0.1◦): (a) drag coefficient, (b) lift coefficient and
(c) moment coefficient.
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(a) (b) 

(c) (d) 

Figure 9. Time history of drag coefficient for different angles of attack: (a) AoA = +3.2◦, (b) AoA =
+6.3◦, (c) AoA = −6.2◦ and (d) AoA = −8.1◦.

Figure 9b shows time history of CD for the AoA = +6.3◦ case. At this AoA, the flow characteristics
begin to change. The second peak of CD in one period becomes smaller as AoA increases. At AoA
= +6.3◦, the time history of CD becomes a single harmonic, see Figure 9b. As the AoA increases, the
projected area in the cross-flow direction increases and the drag force fluctuation of the windward
deck decreases. The standard deviation (RSD) of CD relative to its mean value, is less than 0.6% at
the windward deck at AoA = +6.3◦. It means that the drag force at the windward deck is almost
stable, see Figure 9b. To study flow pattern change in detail, the CL time histories for different AoA are
looked into, as shown in Figure 10. For the AoA = +6.3◦ case, there are more vortex cycles than the
other cases in the same time interval, corresponding to a higher St number value at this angle, see
Figure 10b. Unlike the other cases, CL at the windward deck is stable with little fluctuations during
period at AoA = +6.3◦. Figure 11a,b show instantaneous streamlines of the AoA = +6.3◦ case at the
time instants of the maximum CL at tU∞/D = 304 and the minimum CL at tU∞/D = 368, respectively.
It appears that the flow structure at the windward deck does not change significantly at these two
time instants by comparing Figure 11a,b. However, the flow patterns at the leeward deck change
significantly between these time instants. In particular, the vortices at the upper surface of the leeward
deck and at the trailing edge of the leeward deck are observed to have strong interaction shown in
Figure 11a,b. At the leeward deck, the interaction of the vortices on the upper deck surfaces seems to
result in a flow separation over the entire surface.
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(a) (b) 

(c) (d) 

Figure 10. Time history of lift coefficient for different angles of attack: (a) AoA = +3.2◦, (b) AoA =
+6.3◦, (c) AoA = −6.2◦ and (d) AoA = −8.1◦.

(a) (b) 

Figure 11. Instantaneous streamlines of AoA = +6.3◦ at (a) tU∞/D = 304 and 2tU∞/b = 69, and (b)
tU∞/D = 368 and 2tU∞/b = 84.

Figure 12 show instantaneous streamlines of the AoA = +10.2◦case at tU∞/D = 504. At AoA =
+10.2◦, the vortices at the upper part of both the windward and the leeward decks encompass the entire
surfaces. The flow separation leads to the loss of lift as indicated by a reduced CL value, see Figure 5b.

In the range of negative AoA from −1.5◦ to −6.2◦, the time histories of CD, CL and CM have similar
characteristics as those in the range of AoA from +0.1◦ to +4.4◦. Figure 9c shows the time history of CD
for AoA = −6.2◦, where a double peak within the main CD cycle can be observed. Figure 9d shows the
time history of CD for the case of AoA = −8.1◦. For the AoA = −8.1◦ case, the variation in the force
coefficients is more random than that for the AoA = −6.2◦ case, see Figures 9 and 10. Unlike the other
cases depicted above, the time histories of aerodynamic quantities are no longer periodic. Generally,
the time history of CD shows a more random behavior than CL by comparing Figures 9 and 10. For the
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cases of AoA = −6.2◦ and AoA = +3.2◦, the total CD has a double peak due to the vortices generation
at the windward deck, see Figure 9a,c. For the AoA = +6.3◦ case, the total CD has one peak per period
because the flow structure at the windward deck in one vortex shedding cycle changes significantly
less than at the leeward deck. This explains the small variation of CD at the windward deck observed
in Figure 9b.

Figure 13a–c show instantaneous streamlines for the AoA = −10.0◦ case. For the AoA = −10.0◦
case, the flow both at the windward deck and the leeward deck changes significantly compared to
the AoA = +0.1◦ case (small angle) shown in Figure 7. Thus, the different time-histories of the force
coefficients reflect the differences in the flow pattern. For the AoA = +10.2◦ case in Figure 12, the big
vortex at the upper surface of the leeward deck is nearly stationary and only small changes of the vortex
structure are observed during the period. However, for the AoA = −10.0◦ case shown in Figure 13a–c,
the vortices generated at lower surface of the leeward deck are not stationary. The vortex formation and
the flow pattern change significantly. The lower inclined surface of the windward deck for the AoA =
−10.0◦ case has a smaller angle to the flow. Thus, a weaker vortex generation mechanism is observed as
compared to the conditions at the upper deck surface of the AoA = +10.2◦ case shown in Figure 12.

Figure 12. Instantaneous streamlines of AoA = +10.2◦ at tU∞/D = 504 and 2tU∞/b = 115.

 
 

(a) (b) 

 

(c) 

Figure 13. Instantaneous streamlines of AoA = −10.0◦ at (a) tU∞/D = 272 and 2tU∞/b = 62, (b) tU∞/D
= 304 and 2tU∞/b = 69, and (c) tU∞/D = 328 and 2tU∞/b = 75.

3.4. Contribution of Each Deck to CD and CL

The relative contribution of the windward and the leeward deck, to the overall CD and CL is
further presented in Figure 14. The CL contributions are calculated based on the absolute mean values
of each deck.
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(a)  (b)  

Figure 14. Relative contribution of each deck to the mean force coefficients ((a) CD and (b) CL)
versus AoA.

At AoA = +0.1◦, the contribution of the windward deck to CD is over 80%, and is less than 20% for
the leeward deck, i.e., the along-wind force is mainly applied to the windward deck. As AoA increases,
the contribution of the leeward deck to CD increases. This is because the projected area of the leeward
deck in the cross-flow direction increases as AoA increases, and the shielding effect of the upstream
deck is reduced. The contribution of each deck to CD is different for all the cases. For instance, the
contributions of the two decks to CD at AoA = +10.2◦ are nearly equal, i.e., 50% from the windward
deck and 50% from the leeward deck. However, for the case of AoA = −10.0◦, 30% contribution to CD

is from the windward deck, and 70% is from the leeward deck. The cross-sections of the bridge girders
have asymmetric geometry, which result in different flow structures in the cases with same magnitude
of AoA but in opposite signs.

Figure 12 shows the streamlines of the case of AoA = +10.2◦, where the accelerated flow at
the upper surface of the windward deck does not attack the leeward deck. Figure 13a–c show the
streamlines of the AoA = −10.0◦ case, the accelerated flow at the upper surface of the windward
directly hits the vertical edge of the leeward deck. Thus, even though two cases have same magnitude
of AoA, the flow pattern and the contributions of each deck to the aerodynamic quantities are different.
At all the negative AoA the leeward deck contributes more CD than at the corresponding positive AoA.
This is due to the accelerated flow at the windward deck acting on the leeward deck. For the positive
AoA cases, the accelerated flow at the windward deck passes by the leeward deck and does not hit
the leeward deck. The vortex at the upper surface of the windward deck prevents the interaction, see
Figure 12.

For the contribution of each deck to CL, it is observed that the contribution of the windward deck
to CL increases as AoA increases. At AoA = +8.1◦, nearly 100% lift force is generated by the windward
deck and almost no contribution from the leeward deck. Then, at AoA = +10.2◦ the CL contribution
from the windward deck drops to around 90%, where the abrupt lift drop is observed. A similar trend
can be observed in the negative AoA. From AoA = −1.4◦ to −6.2◦, the contribution of the windward
deck to CL increases. For the cases of AoA = −8.1◦ and −10.0◦, the contribution of the windward deck
to CL drops. The latter two cases have shown that the flow pattern begins to change and becomes
chaotic. Thus, this CD and CL contribution study can offer a general overview of the aerodynamic
responses and flow physics of the bridge. In particular, it is a good qualitative tool to figure out where
the flow pattern begins to change.

Figures 15 and 16 show the variations of the relative standard deviation (RSD) of CD and CL to each
deck versus AoA, respectively. The RSD of CD and CL are obtained based on the same period (30 vortex
shedding cycles) used for the mesh and time-step refinement study in Table 1. This parameter shows
the average force fluctuations at the two decks with respect to the average total value, and helps to
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understand the flow physics as a function of AoA. In Figure 15, the windward deck has quite stable
RSD values within the investigated range of AoA, i.e., RSD values of 5% to 10%. For the cases of AoA
= +6.3◦ and +8.1◦, RSD values are less than 1%, see red line plot in Figure 10. The leeward deck has
much larger RSD values within the investigated range of AoA as compared to the windward deck.
The values show that the RSD values decrease as AoA increases. In Figure 16, positive lift forces on
the windward deck can be observed when AoA ≥ 1.5◦, whereas the lift force on the leeward deck is
negative at all AoA. The smallest RSD magnitude of CL on windward deck occurs at AoA = 6.3◦, and
the smallest RSD magnitude of CL on leeward deck occurs at AoA = 8.1◦, which indicate the change
of the flow physics at these two AoA. The RSD of CL on the windward deck at AoA = 0.1◦ and the
RSD of CL on the leeward deck at AoA = 6.3◦ show extremely large magnitude (i.e., 1627% and 977%
respectively) due to the small value of CL at these two AoA (see also Figures 8 and 10).

Figure 15. Variation of the CD relative standard deviation of each deck with respect to AoA.

Figure 16. Variation of the CL relative standard deviation of each deck with respect to AoA.

4. Conclusions

The aerodynamic force coefficients and the Strouhal number for a preliminary design of the
long-span bridge girder cross-section have been obtained numerically, using the k–ω SST turbulence
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model at Re=31,000. The objective of this study is to examine the validity of the 2D URANS simulations
for the flow around a sharp-edged twin-box cross section for the quick and robust evaluation of the
bridge design. The aerodynamic coefficients have been calculated and compared with the wind tunnel
test results. The vortex formation mechanisms as a function of AoA have been studied. The relative
contribution of each deck to the resultant force has also been investigated. The main conclusions are
summarized as follows:

1. The numerically predicted time-averaged force coefficients CD, CL and CM are in a good agreement
with the wind tunnel experiment results. In particular, the drag coefficient has shown a good
agreement with the experimental data at different AoA. The lift and moment coefficients show a
good agreement with the experimental measurement in the low AoA range. A large reduction of
CL and CM is observed at AoA = +10.2◦. This indicates a premature stalling of the bridge decks
simulated by the turbulence model, compared to the experimental observations in this high AoA
region. The discrepancy may be due to the three-dimensional effects along the spanwise direction,
which cannot be captured using the present 2D numerical model. Such high angles of attack are
not expected during the normal bridge operation. Thus, the present 2D simulations are generally
able to provide efficient and reliable assessment of the bridge girder aerodynamic performance
under normal operating conditions.

2. The flow structure shows a different pattern from AoA = +6.3◦, as the vortices of the upstream
deck become rather steady, while the vortices traveling along the upper surface of the downstream
deck begin to merge towards a complete flow separation at even higher angles of attack. The flow
pattern variations at AoA = +10.2◦, −8.1◦ and −10.0◦ also have been discussed.

3. Relative contributions of each deck to CD and CL varies with the AoA. This is also a good assessment
tool, aiding the understanding of the flow physics and the screening purpose of the bridge design.

Overall, the present 2D URANS simulations with k–ω SST turbulence model give satisfactory
results compared with the experimental results. The investigation of the flow pattern in the set of CFD
studies can provide key information and insights to judge feasibility of aerodynamic performance of
the bridge in a relatively cost-efficient manner.
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Abstract: To investigate the influence of the dynamic motion of a gearbox on lubricating flow field
and churning power losses under splash lubrication, a computational fluid dynamics (CFD) method
based on a combination of the fluid of volume (VOF) method and turbulence model is presented in
this paper. A non-inertial coordinate system was employed to simulate the motion of the gearbox,
and the feasibility and accuracy of the method was validated by the available experimental results.
Numerical models of the gearbox with a spur gear pair under no load operation condition were
established, and sinusoidal motions with different frequencies and amplitudes were implemented in
the gearbox. The effects of the rotational speed of gears, oil immersion depth, and the frequency and
amplitude of sinusoidal motions were studied. The results showed that the dynamic motion of the
gearbox can exert a significant influence on churning losses and the oil supply of the gear contacting
zone, and the gear pair may be in a loss-of-lubrication state.

Keywords: splash lubrication; dynamic motion; gearbox; churning power losses; non-inertial
coordinate system; CFD

1. Introduction

The efficiency of gear transmissions is an important study object in the field of energy-saving.
The total energy losses in splash-lubricated gearboxes are mainly categorized in two ways the first are
load dependent losses, which are a result of the inter-tooth meshing friction of gears and inter-surface
friction of bearings and seals; the second category are independent of load and are known as churning
power losses, which are losses due to the fluid resistance torque between the gear and the surrounding
oil. When the rotational speeds of the gear speed is low, churning losses represent a tiny proportion of
the total energy losses and can generally be ignored; however, several researchers have pointed out
that when the gears rotate at higher speeds, the influence of the churning losses increases significantly.
For example, Concli and Gorla [1] quoted Strasser’s investigations to show that in a parallel-shaft
gearbox with splash lubrication, 70% of the total losses of gears is meshing friction loss and 30% is oil
churning loss; Michaelis et al. [2] suggested that the no-load loss of rotating parts accounted for the
majority of the overall loss of a gearbox under high-speed and light-load conditions; calculations by
Neurouth et al. [3] showed that under high speed operating conditions (32,000 rpm), the gear churning
loss is 1.28 times that of the meshing friction loss. Therefore, reducing churning losses can significantly
improve the transmission efficiency of the gear transmission and effectively save energy; thus it is
essential to accurately calculate the churning power losses of gear transmission.

Oil churning losses are generated by the combination of interactions between rotating gears and
the surrounding oil, and the oil pumping effect between the meshing gear pair [4,5]. It is difficult
to predict oil churning loss directly by theoretical methods, because its determination is affected by
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many factors, such as the complex inner shape of housing of gearboxes, flow field characteristics inside
gearboxes, etc. [6–9].

In previous works, several researchers have performed experimental studies on oil churning
losses inside gearboxes and presented analytical formulations under different assumptions [10–12].
Changenet and Velex [13] conducted several experiments on a specific test setup to study the influences
of rotational speed, oil immersion depth, oil parameters and gear geometrical parameters, and derived
a formula for calculating churning losses of spur gears. Höhn et al. [14] found that churning power
losses can be significantly reduced with oil immersion depth. Seetharaman and Kahraman et al. [4,5]
carried out experiments under different rotational speeds, temperatures, oil immersion depths and
geometrical parameters of gears, and found that the static oil level and tooth width had important
effects on the churning losses. Neurouth et al. [15] performed experiments to study the influence
of air aeration phenomenon on churning losses and discovered that properly inserting movable
walls inside the gearbox can significantly reduce air aeration and churning losses. Polly et al. [16]
developed an experimental setup to study churning power losses with different operating parameters
and geometrical parameters of gears and gear pair.

Continuous improvements in computer technology and CFD methods make it more reliable and
effective to employ numerical methods to calculate churning losses of gears. Gorla et al. [17] built
a CFD model to numerically investigate churning losses of power transmissions. Concli et al. [18],
Concli and Gorla [19,20] used different and improved CFD modeling or simulation methods to predict
no-load power losses of geared transmissions under varying operating and geometric parameters. Liu
et al. [21] numerically calculated churning losses in a gearbox with a spur gear pair based on finite
volume method, and observed good agreement between simulation results and experimental measures.
Then, Liu et al. [22] also applied a smoothed particle hydrodynamics (SPH) method for the prediction
of churning losses, but found that this method was not able to precisely calculate churning losses.
Peng et al. [23] performed CFD simulations with a flank-moving method and obtained churning losses
of a splash-lubricated hypoid gearbox. Jiang et al. [9] investigated the effect of an oil guide device on
oil supply for bearings, and found churning power losses were not affected.

The above-mentioned studies reveal that churning power losses is significantly affected by oil
flow behavior, and they pay most attention to on churning power losses of gearboxes in a static state,
that is, the motion state of gearboxes was not often considered. However, in actual applications, a
gearbox may be a part of movable objects, such as aircrafts, helicopters or vehicles, etc. Velocity, motion
attitude and the direction of movement of those objects may change at any time, thus the motion state
of the gearboxes are correspondingly dynamic changes, which cause the flow field inside gearboxes to
be more complex and also to have an effect on churning power losses. Therefore, it is necessary to
investigate the impact of the motion state of gearboxes on churning power losses. On this research
topic, Lemfeld et al. [24] firstly performed CFD simulations to study the flow field of gearboxes under
different inclined conditions, which resulted in varying angles of oil sump surface, and thus, obvious
changes in splashing oil flow. Chen and Matsumoto et al. [25] developed a test setup to experimentally
investigate churning losses of a spur gearbox considering the gearbox inclination and found that the
inclination angle of gearboxes can exert an important influence on churning losses. Hu et al. [26]
investigated the influence of the static tilt angle of the helicopter on the flow field and the churning
losses, which showed that the flight attitude had a remarkable influence on churning power losses.

All of the previous studies have focused on the investigation of the internal oil distribution and
churning losses of gearboxes in a static or quasi-stationary state, without considering the dynamic
change of motion state, such as tilt angle, velocity, etc. However, in real working conditions, the
motion state of gearboxes may change all the time, and the movement of gearboxes has an important
influence on the internal flow field, and thus, churning power losses. Therefore, there is a strong
demand to clearly reveal the influence mechanism of the motion state of gearboxes. In the present work,
instead of employing a traditional CFD method, we establish CFD models based on the combination of
a Fractional Area/Volume Obstacle Representation (FAVOR) method and a non-inertial coordinate
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system for realization of the dynamic motion of a gearbox. Second, the numerical approach is validated
with available experimental results [25]. The effects of the rotational speed of gears, oil immersion
depth and motion parameters of the gearbox on churning power losses are studied by CFD simulations.

2. Numerical Method

To study the effect of the dynamic motion of gearboxes on churning losses by numerical simulations,
it is necessary to simultaneously simulate dynamic motion of gearboxes and gear pairs and precisely
track the time-varying oil free surface inside gearboxes. To achieve this goal, a non-inertial coordinate
system was used to simulate the motion of gearboxes, and the FAVOR method [27,28] was employed to
model complex surfaces (for example, the gear meshing zone) in a size-fixed grid with two important
parameters, namely, area fractions Ai and volume fractions VF, which describe the rotating gears
at every time step and reconstruct the geometry according to the rotation of gears. Therefore, this
method needs no body-fitted mesh, which can significantly improve calculation efficiency, and when in
combination with the Volume of Fluid (VOF) method [29], it can precisely describe complex geometric
shapes and capture oil free surfaces, which exactly meets the demand to solve problems in the
present work.

In this paper, the Cartesian coordinate system was used to simulate the dynamic motion of the
gearbox, and the lubricating oil was supposed to be a viscous incompressible fluid. The continuity
equation can be given as:

∂(uiAi)

∂xi
= 0 (1)

where i = 1, 2, 3 represents x, y, and z directions, and Ai is the area fraction.
The momentum equations for three-dimensional flows are Navier-Stokes (N-S) equations with

some additional terms, which are given as follows:
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where u, v and w are fluid velocity components, ρ is the oil density, p is the average pressure, Gi is the
body acceleration, and fi is the viscous acceleration (i = x, y, z).

For a dynamic viscosity μ, the viscous acceleration can be calculated as:
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where τi j is the shear stress (i, j = x, y, z):
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There is a dramatic change of oil free surface inside gearboxes with splash lubrication, where
large time-average strain rates and strong shear regions also exist. Therefore, to complete turbulence
closures for N-S equations, the renormalization group (RNG) k-ε model is employed to simulate oil
flow field of gearboxes. Transport equations for the turbulent kinematic energy kT and its dissipation
rate εT equations are as follows
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where PT is turbulent production; GT is the buoyancy production term; Di f fkT and Di f fε are the
diffusion of turbulent kinematic energy and its dissipation rate, respectively; CDIS1, and CDIS3 are
dimensionless user-defined parameters, the defaults of which are 1.42 and 0.2, respectively; and CDIS2
is calculated by the turbulent kinetic energy kT and turbulent production PT.

The air-oil two-phase flow inside gearboxes is complex, and the lubricating oil surface changes
dramatically at all times. As mentioned above, the VOF method is used to capture the complex and
time-varying free surface. However, different to the typical VOF method, the one used in the present
work takes no account of the mass of the air adjacent to the oil, and a void space with uniform pressure
and temperature is used to replace the air-occupied volume, thus it is also known as the TruVOF
method and more suitable for two-fluid flows than typical VOF method [28].

By using the TruVOF method, a function F(x, y, z) is defined [29] to denote the volume of fluid per
unit volume, which can satisfy the following formula,
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where the diffusion coefficient is given by vF = cFμ/ρ, and cF is a constant which can sometimes be
determined as the reciprocal of a turbulent Schmidt number.

For a single fluid, F represents the fluid-occupied volume fraction. Therefore, F = 1 means that
fluid exists, while locations where F = 0 indicate that there is no fluid mass and a uniform pressure,
thus these are also called “void” regions. Physically, they are not void but denote regions full of air or
gas with much lower density compared to the fluid.

3. Verification of the Numerical Method

In order to evaluate the feasibility of the present numerical method, a model of a rectangular
parallelepiped gearbox with a length of 224 mm, height of 144 mm, and width of 49 mm was established
with reference to the experimental model available in [25]. A spur gear pair with splash lubrication
under no-load condition was mounted in the rectangular gearbox.

The simulation model of the gearbox was placed at different angles of inclination β, as shown
in Figure 1, which means the angle for oil moved from the vertical direction to the central line of the
gear pair according to the rotation direction of the gears. In the simulations, six different inclination
angles 120◦, 150◦, 180◦, 210◦, 240◦, and 270◦ were used. The initial oil surface immersion depth of the
lubricating oil was 4 times the tooth depth and the temperature of oil in the tank was set as 25 ◦C,
which is consistent with that of the experiment available in [25]; besides, for the convenience of the
investigation of dynamic motion parameters of the gearbox, oil for all the simulations below was also
set as 25 ◦C. The basic parameters of gears and lubricating oil are shown in Tables 1 and 2.
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Figure 1. Schematic of the simulation model and the definition of β.

Table 1. Geometrical parameters of gears.

Number of Teeth (Z) 28

Module (m) 2.0 mm
Face width of gear (b) 20 mm

Tip diameter (da) 60 mm
Tooth depth (h) 4.5 mm

Center distance (a) 56 mm

Table 2. Physical and chemical properties of lubricating oil.

Oil Gear Oil ISO VG320

Kinetic viscosity ν (40 ◦C) 305.3 cst
Kinetic viscosity ν (100 ◦C) 25.57 cst

Density ρoil 0.8873 g/cm3

Mesh is a significant factor that can influence the precision and efficiency of simulations. In the
present simulations, the grid size was 1.4 mm and the grid type was hexahedron, which can improve
the calculation efficiency and maintain the calculation accuracy. The grid boundary conditions were
set as symmetric boundaries. The model grid number is 602784, and the mesh details are shown in
Figure 2.

  
(a) (b) 

Figure 2. Mesh. (a) Entire mesh; and (b) enlarged view of mesh around gears.

The gears rotate by using the general moving objects (GMO) model [28], in which the gear was
defined as a moving part with the rotation speed of 500 rpm, and the gear center was set as the rotation
center. The gravity acceleration was taken into account during calculations and its value was set to
9.8 m/s2, and the viscosity and turbulence model was activated where the RNG model is chosen.
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Figure 3 shows the ratios of the churning loss torque of simulations to the corresponding
experimental ones, from which it can be observed that the simulation results are in good quantitative
agreement with the ones obtained by experiments. Both the experimental results and the simulation
data show the same trend, and data error is less than 10%, except those of 90◦and 120◦. As can be seen
from Figure 4, the larger volume of lubricating oil concentrated in the meshing area of simulations or
experiments may be the cause of the bigger data error of 90◦ and 120◦.

 
Figure 3. Churning loss torque from experiments and simulations with different inclination angles.
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Figure 4. Comparison between numerical and experimental results for the oil free surface with different
inclination angles.

Figure 4 shows the comparison of the oil free surface inside the gearbox with different inclination
angles obtained by the experiments and the corresponding simulations, from which a good qualitative
agreement can be observed. Also, it is worth noting that the pictures and drawings from 180◦ to 270◦
are reversed in Figure 4.

From Figures 3 and 4, it can be inferred that the present numerical method demonstrates a good
ability to predict churning power losses and the oil flow field inside gearboxes with inclination angles,
thus, the feasibility and accuracy of the method can be verified.
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4. Simulation Results and Analysis

The above analyses indicate that the inclination angle of the initial oil surface has an important
influence on the internal flow field and churning losses inside the gearbox. In most real industry cases,
such as transmissions of helicopters or automobiles, gearboxes move together with these mechanical
devices, therefore, it is necessary to study the effect of dynamic motion of gearboxes on flow field and
churning losses.

To simultaneously simulate the motion or dynamic attitude of gearboxes and the movement of
oil inside gearboxes, the non-inertial reference frame method was employed; this method inserts the
computational mesh in a non-inertial reference frame, which moves with the moving gearboxes and
applies fictitious forces to fluid for considering the non-inertial effects.

As shown in Figure 5, supposing that a gearbox moves towards the negative x-axis direction
sinusoidally, its acceleration can be given by

a = −ω2 × d× sin(ω× t−φ) (9)

where ω is the angular frequency (rad/s), d is the magnitude and φ is the phase angle (rad).

Figure 5. Model of a gearbox in sinusoidal motion.

To investigate the effect of gear speed n, oil immersion depth H, magnitude d and frequency f of
the sinusoidal motion on churning power losses inside the moving gearbox, five different rotational
speeds, four different oil immersion depths, two frequencies and magnitude of the sinusoidal motion
of the gearboxes were employed to form eighteen parameter combinations, which are shown in Table 3.
It is noted that the parameter combination No. 0 is also called “static simulation” below. In addition,
for real industrial applications, the magnitude 60 cm may be too large a value because it would cause
the maximum acceleration to reach 0.6 g (gravity acceleration), which is more valid for aircraft than
for automotive applications, however, to clearly observe the influence of the dynamic motion of the
gearbox on churning power losses, the magnitude 60 cm was used.

A comparison was made between the churning power losses of gearboxes with and without
motion of gearboxes to reveal the influence mechanism. Figure 6 shows the churning loss torque of the
gearbox with parameter combination No. 0 and No. 1, and it indicates that the internal lubricating
oil sloshing caused by the motion of the gearbox has a significant influence on the churning losses.
Because of the sinusoidal motion of the gearbox, the oil free surface inside the gearbox dynamic changes
at all times, which causes the oil immersion depth to change correspondingly. Previous researchers
have pointed out that an increase in the oil immersion depth would result in an increase in churning
losses [3,5,14,28]. Figure 6 also reveals that the overall trend in the curves of the churning loss torque
fluctuates greatly with the motion of the gearboxes, and the fluctuation amplitude is much larger than
that at rest. Moreover, as shown in Figure 7, the average value of the churning power torque of the
former is much larger than the latter, which indicates that the dynamic motion of the gearbox can exert
a significant influence on churning power losses.
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Table 3. Parameter combinations for simulations.

No.
Speed, n

(rpm)
Immersion

Depth, H (mm)
Frequency, f Magnitude,

d (cm)

Oil
Temperature

(◦C)
β (◦)

0 500 9 (2h) 0 0 25 270
1 500 9 (2h) π 60 25 270
2 1000 9 (2h) π 60 25 270
3 1500 9 (2h) π 60 25 270
4 2000 9 (2h) π 60 25 270
5 2500 9 (2h) π 60 25 270
6 500 4.5 (h) π 60 25 270
7 500 13.5 (3h) π 60 25 270
8 500 18 (4h) π 60 25 270
9 500 9 (2h) 2π 60 25 270

10 1000 9 (2h) 2π 60 25 270
11 1500 9 (2h) 2π 60 25 270
12 2000 9 (2h) 2π 60 25 270
13 2500 9 (2h) 2π 60 25 270
14 500 9 (2h) π 30 25 270
15 1000 9 (2h) π 30 25 270
16 1500 9 (2h) π 30 25 270
17 2000 9 (2h) π 30 25 270
18 2500 9 (2h) π 30 25 270

 
Figure 6. Time history curves of churning loss torques of parameter combination No. 0 and No. 1.
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Figure 7. Average churning loss torque with and without motion of the gearbox.

Figure 8 shows the oil free surface and velocity distribution of the flow field inside the gearbox at
four time points. At the initial point, the oil level is in the horizontal position (the inclination angle
β of the gearbox is 270◦). At time = 0.54 s, with the moving of the gearbox, oil moves towards the
right housing wall of the gearbox, which causes the oil immersion depth of the left gear to decrease
significantly while that of the right gear increases, it even becomes fully immersed; therefore, at this
moment, the churning loss torque of the left gear is smaller than that of the right gear. At time = 1.5 s,
the reverse phenomenon can be observed.

  
(a) (b) 

  
(c) (d) 

 

Figure 8. Oil free surface and velocity distribution at different time points. (a) Time = 0.120 s;
(b) Time = 0.540 s; (c) Time = 1.100 s; (d) Time = 1.500 s.

Figures 9 and 10 show the time history curves and average values of churning power torques with
five parameter combinations, No. 1, 2, 3, 4, and 5, of which only the rotational speeds are different.
As can been seen in Figure 8, the curves of the churning power torque show a trend of fluctuations,
and the curve fluctuation becomes more severe as the gear speed increases. It is noted that there is
an obvious minimum value at about 1.1 s–1.25 s; this phenomenon can be interpreted in terms of
the internal flow field inside the gearbox. Taking the case with a rotational speed of 1000 rpm as an
example, as shown in Figure 11, it can be seen that both gears are in an un-immersed state with little
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oil lubrication when the time is about 1.1 s, and the lubricating oil is concentrated at the bottom and
side walls of the gearbox. If the gears are in a loss-of-lubrication operating condition for a long time,
their heat dissipation performance would deteriorate, and thus result in a dramatic increase in tooth
temperature, even scuffing failure.

Figure 9. Time history curve of churning loss torque with rotational speeds.

Figure 10. Average churning loss torques with rotational speeds.
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Figure 11. Oil flow field and velocity distribution inside the gearbox (n = 1000 rpm).

To quantitively indicate the starved-oil degree, a probe was placed at the gear meshing zone
to monitor the oil fraction. Figure 12 shows that the oil fraction at the probe does not exceed 40%
for most of the time, and there is no lubricating oil in the meshing zone at some moments, which is
unfavorable to the lubrication of the gears. Combined with Figure 11, it can be inferred that when
churning losses are approximate to zero, gears are almost in a loss-of-lubrication operating condition
with no lubricating oil in the meshing zone.

Figure 12. Oil fraction of the probe at the gear meshing zone.

To study the effect of the oil viscosity on churning power losses, a different lubricating oil (VG32),
the viscosity of which is a much lower than that of lubricating oil VG320, was used for working
condition No. 14 and No. 15. The basic parameters of the lubricating oil are shown in Table 4.
Figure 13 reveals the churning loss torque and the oil fraction in the meshing zone with lubricating
oil VG32 and VG320. From Figure 13a,b, it can be seen that the churning power losses with VG320
are more significant than with VG32 at the initial moment for both cases at 500 rpm or 1000 rpm.
With a rotational speed of 500 rpm, in the 2 s operation process, the churning loss torque with VG32
is obviously less than that with VG320; however, when the rotational speed is 1000 rpm, no great
difference between the curves for VG32 and VG320 can be observed. Therefore, oil viscosity can affect
the churning power losses at a lower speed, while it has less influence at a higher speed, and thus, the
influence of rotational speed is obviously greater than that of oil viscosity.
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Table 4. Physical and chemical properties of lubricating oil VG32.

Oil Gear Oil ISO VG32

Kinetic viscosity ν (40 ◦C) 33.03 cst
Kinetic viscosity ν (100 ◦C) 5.718 cst

Density ρoil 0.8727 g/cm3

  
(a) (b) 

Figure 13. Influence of oil viscosity. (a) Cases with n = 500 rpm; (b) Cases with n = 1000 rpm.

Figure 14 shows the time history curves of churning loss torques with different oil immersion
depth. The overall trend is that with increasing oil immersion depth, the churning loss torque increases,
while the fluctuation amplitude of its curves decreases. The greatest fluctuation occurs when the oil
immersion depth is h, and the fluctuation is gentle when the oil immersion depth is 4h, which indicates
that gearboxes with a low oil immersion depth are more susceptible to their own motion.

Figure 14. Churning loss torque of gears with different oil immersion depth.
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To study the effect of the frequency of the sinusoidal motion of the gearbox on churning power
losses, simulations of gears at four different rotational speeds with two different frequencies were
carried out, the results of which are shown in Figure 15. On one hand, when the frequency of the
sinusoidal motion of the gearbox increases from π to 2π, the number of peaks of the curves of churning
loss torques also increases correspondingly. On the other hand, as the rotational speed of the gears
increases, the peaks of curves with a frequency 2π are larger than those with a frequency π, and at
higher rotational speeds, peaks of the churning loss curves of the two gears occur simultaneously. It
is worth noting that the increase in frequency reduces the time interval in which the gears are in a
loss-of-lubrication state.

  
a  (b) 

(c) (d) 

Figure 15. Influence of the frequency of the sinusoidal motion at different rotating speeds. (a) Cases
with n = 500 rpm; (b) Cases with n = 1500 rpm; (c) Cases with n = 2000 rpm; (d) Cases with n = 2500 rpm.

Figure 16 shows the churning loss torque of gears with different magnitudes of the sinusoidal
motion of gears at four different speeds. The churning loss torque curves of gears inside the gearbox
with different motion magnitudes have a similar shape and trend. Specifically, the value of the churning
loss torque with a motion magnitude of 30 cm is slightly smaller than that with 60 cm; the peaks of
curves occur at the same time, and the peak value of the churning loss torque decreases with the
decrease of magnitude.
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(a) (b) 

 
(c) (d) 

Figure 16. Influence of the magnitude of the sinusoidal motion at different rotating speeds. (a) Cases
with n = 500 rpm; (b) Cases with n = 1000 rpm; (c) Cases with n = 1500 rpm; (d) Cases with n = 2500 rpm.

Figure 17 shows the churning loss torque value under different simulation conditions. An obvious
upward trend of churning loss torque can be observed with the increase in the rotational speed of
gears. When the frequency is π, the churning loss torque slightly decreases as the magnitude of the
sinusoidal motion increases, and is close to that of static simulation. However, when the frequency
is 2π, the churning loss torque significantly increases compared with other conditions at the same
rotational speed. Therefore, Figure 17 also reveals that the frequency of the sinusoidal motion of the
gearbox and rotational speed of gears have a great influence on churning losses, while the magnitude
of the sinusoidal motion of the gearbox and oil immersion depth of gears have less influence.
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Figure 17. Churning loss torques under different simulation conditions.

5. Conclusions

In this study, a FAVOR method combined with an on-inertial coordinate system were applied to
CFD simulations to calculate churning losses inside a gearbox with sinusoidal motion. The feasibility
and accuracy of the present numerical method was verified by available test results. The effects of
oil immersion depth, rotational speed, the frequency and magnitude of the sinusoidal motion of the
gearbox were investigated, and the following conclusions are drawn:

(1) The sinusoidal motion of the gearbox causes the lubricating oil to oscillate, and the curves
of the churning losses of the gears fluctuates with the fluctuation of the lubricating oil. When the
lubricating oil tilts to the right side, the churning loss torque of the right gear is larger than that of the
left gear loss, and vice versa. Due to the sloshing of lubricating oil, the gear pair may briefly be in a
loss-of-lubrication state.

(2) The churning loss torque increases as the rotational speed of the gears increases, and the
fluctuation amplitude increases as well. The churning loss torque increases as the oil immersion depth
increases, while the fluctuation becomes gentle as the immersion depth increases.

(3) An increase in frequency reduces the time interval during which gears are in an un-immersed
state, and the peak value of the churning loss torque and the number of the peak value increases. The
peak value of churning loss torque decreases slightly when the magnitude decreases, and the peak for
different magnitudes occurs at almost the same time.
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Abstract: Turbulent flow fields over topographies are important in the area of wind energy.
The roughness, slope, and shape of a hill are important parameters affecting the flow fields over
topographies. However, these effects are always examined separately. The systematic investigations
of these effects are limited, the coupling between these effects is still unrevealed, and the turbulence
structures as a function of these effects are still unclear. Therefore, in the present study, the flow
fields over twelve simplified isolated hills with different roughness conditions, slopes, and hill shapes
are examined using large eddy simulations. The mean velocities, velocity fluctuations, fractional
speed-up ratios, and visualizations of the turbulent flow fields are presented. It is found that as
the hill slope increases, the roughness effects become weaker, and the roughness effects will further
weaken as the hill changes from 3D to 2D. In addition, the fractional speed-up ratio at the summit
of rough hills can even reach to three times as large as that over the corresponding smooth hills.
Furthermore, the underestimation of the ratios of spanwise fluctuation to the streamwise fluctuation
by International Electrotechnical Commission (IEC) 61400-1 is quite obvious when the hill shape is
3D. Finally, coherent turbulence structures can be identified for smooth hills, and as the hill slope
increases, the coherent turbulence structures will experience clear evolutions. After introducing the
ground roughness, the coherent turbulence structures break into small eddies.

Keywords: ground roughness; hill shape; hill slope; large-eddy simulations; turbulent flow fields

1. Introduction

Flow structures over complex topographies are featured by the flow separations and reattachments
which strongly depend on the topographic aspects, including surface roughness conditions, slopes,
and shapes. On the other hand, the turbulent flow fields over complex terrain are of a great interest for
many applications, such as wind turbine sittings [1], pollution diffusions [2], estimation of aerodynamic
loadings on structures [3], identifications of tree damage [4], and forest fire propagation [5]. As a starting
point modeling flow fields over real complex terrains, great efforts have been made to clarify the
turbulent boundary layer (TBL) over simplified isolated hills. Two simplified isolated hills, i.e.,
two-dimensional (2D) and three-dimensional (3D) hills have been extensively examined in wind-tunnel
experiments and numerical simulations.

For the roughness effects, Britter et al. experimentally found that at the lee side of the hill the
roughness significantly alters the flow [6]. Then Pearse et al. examined the flow over several triangular
and bell-shaped hills [7]. Importantly, it was found that increasing the surface roughness results in an
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increasing of amplification factors of the velocities at the hill crests. Using large eddy simulations (LES),
Brown et al. concluded that the critical slope for the separation will increase as the ground roughness
increases [8]. Moreover, the flow over a series of sinusoidal hills was investigated in wind tunnel
experiments by Athanassiadou and Castro [9], who concluded that the effective roughness length is
much greater than the length of the individual roughness blocks covering the hill. Importantly, it was
pointed out by Finnigan and Belcher that even the canopy density is very limited [10], the canopy
continues to play an important role in the flow above the canopy. Ross and Vosper found that the linear
analytical solutions for the flow over a low and wide forested hill are still applicable [11]. From the
studies by Cao and Tamura [12,13], it was determined that the speed-up ratio above the crest of a rough
hill is larger than that of a smooth hill, same as the study by Pearse et al. [7], and it was also found that
adding or removing ground roughness will create completely different turbulence structure in the wake,
consistent with the study by Britter et al. [6]. Adopting LES, a constant mixing-length assumption
was found not to be strictly valid within the canopy by Ross [14], the same conclusion reached in a
recent study by Okaze et al. [15], and the structure of the turbulence over a forested hill was found to
be broadly similar to that over flat ground, with sweeps and ejections dominating. Then, Loureiro et al.
developed a consistent theory on the flow over rough ground using water-tank experiments [5,16].
Furthermore, the surface roughness was found to have a great influence on the flow separation point
which occurs earlier with rougher surface leading to a larger recirculation area, in the studies by
Takahashi et al. [17], Cao and Tamura [12], Tamura et al. [18], Loureiro et al. [5], and Cao et al. [19].
Most recently, Liu et al. concluded that with intent to capture the turbulent characteristics accurately
the horizontal gird size should be at least as large as the height of the roughness canopy [20].

For the hill slope effects, Finardi et al. numerically found that the Cartesian coordinates and a
brick-like terrain mesh are effective for modeling the flow over steep topographies [21]. Adopting a
Reynolds stress model, Ying et al. concluded that a domain containing steeply-sloped topography
requires higher horizontal resolutions for improving computational stability [3], which was also
confirmed in the recent studies by Hu et al. and Ma and Liu [22,23]. Ferreira et al. found that the size
of the recirculating region is strongly dependent on the hill slope and a quite evident growth of the
recirculation bubble can be identified as the hill slope increases [24]. The wind tunnel experiments by
Neff and Meroney and Athanassiadou and Castro as well as the numerical simulations by Griffiths
and Middleton and Cao et al. showed that the flow separation occurs in the steep hill while the flow
remains attached over the low-slope hill [9,19,25,26]. Most recently, the hills with different slopes were
examined by Pirooz and Flay [27], who found that in comparison with the more peaked hill crests,
the flat-topped hills would have a lower speed-up.

For the hill shape effects, Ishihara et al. experimentally found that the cavity zone behind a 3D
hill is smaller than that behind the 2D hill attributing to the convergence of the flow in the wake of the
3D hill [28]. It was also found that the lateral velocity variances behind the 3D hill provide a secondary
local maximum in the wall layer. This phenomenon was not observed in the 2D hill. Lubitz and White
measured the flow past the hills with different shapes [29], and it was observed that owing to the
secondary flow around the 3D hill, the speed-up and the size of the wake region of the flow over a 3D
hill decrease significantly when compared with that over a 2D hill. Liu et al. adopted LES and found
that the spectra of the fluids in the wake are sensitive to the oncoming turbulence condition for the 2D
hill [30], which is not true for the 3D hill. Most recently, different vortices were identified numerically
by Ishihara and Qi [31], in which the roller vortices were found to be significant on the lee side of the
2D hill, while horseshoe vortices appear around the 3D hill.

However, the roughness effects, the slope effects, and the effects of the shape of the isolated hills are
always examined separately. The systematic examinations of these effects are limited, the coupling of
these effects remains unrevealed, and turbulence structures as a function of these effects remain unclear.

In the present LES, twelve isolated hills with different ground roughness conditions, hill slopes
and hill shapes were chosen. The flow fields were systematically examined, including the mean
velocities, root mean square of the velocity fluctuations, speed-up ratios, fluctuation ratios; in addition,
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different turbulence structures in the wake were analyzed through the visualization of Q-criteria. The
effects of the ground roughness, hill slopes and hill shapes, as well as the coupling between them
are revealed.

2. Numerical Model

2.1. Configurations

The numerical models are shown in Figure 1, where x, y, and z denote the streamwise, spanwise
and vertical directions, respectively. The hills and the ridges are placed at (0, 0, 0). The shapes of the
3D hills are determined by:⎧⎪⎨⎪⎩ zs(x, y) = h cos2π(x 2 + y2)1/2/2L, if (x 2 + y2)1/2 < L

zs(x, y) = 0, if (x 2 + y2)1/2 ≥ L
(1)

where, L is a constant equaling to 100 mm, and h = 20 mm, 40 mm, and 80 mm. The shapes of the
ridges are determined by: {

zs(x, y) = h cos2π|x|/2L, if |x| < L
zs(x, y) = 0, if |x| ≥ L

(2)

where h = 20 mm, 40 mm, and 80 mm. Two vertical coordinates, z denoting the absolute height
and z′ = z − zs(x, y) denoting the height above the local surface, will be used for the convenience
of discussion. Both the smooth and rough ground conditions are considered. For all of the rough
cases, the height of the roughness canopy equals 5 mm. Varying the hill heights but constant radius is
from the consideration that in a certain district, the higher the hill is, the steeper the hill is more likely
to be in the real situation. And the constant height of roughness canopy is from the consideration
that the height of the forest is nearly independent with the hill height in the real situation. The case
settings are listed in Table 1 and the shape of the topographies are shown in Figure 2. Four of the cases
are modelled to be in accordance with the Ishihara et al. [28] experiments for validation purposes.
The wind tunnel experiments by Ishihara et al. [28] did not consider the effects of the hill slopes, which
is one of the motivations of the present study.

Table 1. Case parameters.

Case Name. Shape
Ground

Condition
Height of Hill

h (mm)
Validation Case

H2S 3D hill smooth 20
H4S 3D hill smooth 40

√
H8S 3D hill smooth 80
H2R 3D hill rough 20
H4R 3D hill rough 40

√
H8R 3D hill rough 80
R2S 2D ridge smooth 20
R4S 2D ridge smooth 40

√
R8S 2D ridge smooth 80
R2R 2D ridge rough 20
R4R 2D ridge rough 40

√
R8R 2D ridge rough 80
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Figure 1. Sketch of the computational domain (a) smooth ground and (b) rough ground.

To best reproduce the experimental results, the configuration for our numerical model is set
same as that in the wind tunnel experiments by Ishihara et al. [28], except the domain size in the
spanwise direction, Ly and the upstream necking zone. In the experiment of a smooth 3D hill by
Ishihara et al. [28], turbulent boundary layer (TBL) was simulated using two 60 mm high cubic arrays
placed downstream of the contraction exit, followed by 20 mm and 10 mm cubic roughness elements,
covering 1.2 m of the test-section floor. The remaining 5.8 m of the test section floor was covered
with plywood, which was as smooth as the hill surface. The 3D hills or 2D ridges were mounted
4.6 m downstream of the contraction exit. In the simulation, the domain extends over (Lx, Ly, Lz) =
(9, 0.65, 0.9) m3 = (25, 1.8, 2.5) δ3 = (90, 6.5, 9) L3. Two nested domains (coarse and fine) are adopted,
as illustrated by the red dashed lines in Figure 1. The fine-grid domain covers the range of (Lx

′, Ly
′,

Lz
′) = (10, 2, 3) L3 in the x-, y-, and z- directions, respectively. Both the upstream and the downstream

fine-grid regions are 5L long.
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Figure 2. Configurations of the topographies. (a) 3D hill (smooth, h = 20 mm), (b) 3D hill (rough,
h = 20 mm), (c) 3D hill (smooth, h = 40 mm), (d) 3D hill (rough, h = 40 mm), (e) 3D hill (smooth,
h = 80 mm), (f) 3D hill (rough, h = 80 mm), (g) 2D ridge (smooth, h = 20 mm), (h) 2D ridge (rough,
h = 20 mm), (i) 2D ridge (smooth, h = 40 mm), (j) 2D ridge (rough, h = 40 mm), (k) 2D ridge (smooth, h
= 80 mm), (l) 2D ridge (rough, h = 80 mm).

2.2. Numerical Method

2.2.1. Governing Equations

In the LES strategy, large eddies are explicitly resolved, while the small eddies are parameterized
by SGS models. The governing equations are usually obtained by filtering the time-dependent
Navier-Stokes equations in Cartesian coordinates (x, y, z):

∂ρũi

∂xi
= 0 (3)
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∂ρũi

∂t
+
∂ρũiũ j

∂xj
=

∂
∂xj

(
μ
∂ũi
∂xj

)
− ∂p̃
∂xi
− ∂τi j

∂xj
(4)

where ũi and p̃ are the filtered velocity and pressure, respectively; μ is the viscosity; ρ is the density;
and τi j is the SGS stress. To close the equations for the filtered velocities, a model for the anisotropic
residual stress tensor τi j is needed, which is obtained as:

τi j= −2μtS̃i j +
1
3
τkkδi j (5)

S̃i j =
1
2

(
∂ũi
∂xj

+
∂ũ j

∂xi

)
(6)

where μt denotes the SGS turbulent viscosity; S̃i j refers to the rate-of-strain tensor for the resolved
scale, and δi j is the Kronecker delta. The Smagorinsky-Lilly model is used to parameterize the SGS
turbulent viscosity as:

μt = ρL2
s |S̃ | = ρL2

s

√
2S̃i jS̃i j (7)

Ls = min
(
κd, CsΛ1/3

)
(8)

where Ls stands for the SGS mixing length; κ represents the von Kármán constant (= 0.42); d is the
distance to the closest wall, and Λ is the volume of a computational cell. Here, Cs denoting the
Smagorinsky constant is set to a value of 0.1 as studied by Liu et al. [20]. Since z+ is below 2 in all of
the cases, the shear stresses are obtained from the viscous stress-strain relation:

ũ
u∗

=
ρu∗δn

μ
(9)

where u∗ is the friction velocity and δn is the distance between the cell centre and the wall.

2.2.2. Method Modeling Roughness

Accurate modeling of the inflow is essential for the success of simulating the flow in the 3D hill
wake. In the present study, the arrangement of the upstream roughness blocks in the simulations is
exactly same as that in the wind-tunnel experiments by Ishihara et al. [32]. In addition, the distance
between the roughness blocks and the location of 3D hills placed is also set exactly same as that in
the wind-tunnel experiment. In the volumes occupied by the roughness blocks, the drag force term is
added:

∂ρũi

∂t
+
∂ρũiũ j

∂xj
=

∂
∂xj

(
μ
∂ũi
∂xj

)
− ∂p̃
∂xi
− ∂τi j

∂xj
+ fu,i (10)

in which the drag force term fu,i = CfAfρũi|ũi|; since the velocity in the volume occupied by the
roughness blocks should be zero, the drag coefficient Cf is set as 100 to model the drag effect from the
solid roughness blocks; Af is the frontal area of the roughness block.

In order to model the canopy, the drag force term, fu,i is added to the momentum equations in the
same form as Equation (10). The drag force term is determined by fu,i = CfAfρũi|ũi|, where Cf = 0.2
is the drag force coefficient, Af = 0.6 m−1 is the leaf-area density, and |ũi| is the velocity magnitude.
Cf and Af are determined following the study by Liu et al. [20].

2.2.3. Boundary Conditions

With respect to the boundary conditions, a stress-free condition is applied at the top of the domain
(∂ũ/∂n = 0, ∂ṽ/∂n = 0, w̃ = 0) and the spanwise sides (∂ũ/∂n = 0, ∂w̃/∂n = 0, ṽ = 0). Uniform wind flow
with a constant speed of 5.4 m·s−1 with time is set at the inlet (ũ= 5.4 m·s−1, ∂p̃/∂n= 0). The gradient-free
boundary condition is set at outlet boundary (∂ũi/∂n = 0, ∂p̃/∂n = 0). The no-slip condition is applied
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at the bottom surface (ũi = 0, ∂p̃/∂n = 0). The settings of the boundary condition are summarized in
Table 2.

Table 2. Settings of the boundary conditions.

Locations Boundary Type Expression

Outlet of the domain Outflow ∂ũi/∂n = 0, ∂p̃/∂n = 0
Lateral sides of the domain Symmetry ∂p̃/∂n = 0, ∂ũ/∂n = 0, ∂w̃/∂n = 0, ṽ = 0

Top of the domain Symmetry ∂p̃/∂n = 0, ∂ũ/∂n = 0, ∂ṽ/∂n = 0,
Inlet of the domain Velocity inlet ṽ = 5.4 m·s−1, ∂ũ/∂n = 0, ∂w̃/∂n = 0, ∂p/∂n = 0

Ground Non-slip wall ∂p̃/∂n = 0, ũi = 0

2.2.4. Grid System

In terms of the grid size, in the vertical direction, the grid is stretched starting from a vertical grid
spacing of 0.1 mm at the surface in both the fine-and coarse-grid domains in the smooth cases. When
the ground is covered by vegetation canopy, 10 grids are adopted to divide the vertical space in the
canopy. The resulted vertical grid resolution at the surface z+ < 1.0 covers most of the domain except
for the windward part of the hill where the maximum z+ does not exceed 2. A horizontal grid size of
2.0 mm is used in the fine-grid region. In the rough-grid region, the horizontal grid shape is square,
and a uniform grid size of 10 mm is applied. Downstream of the fine-grid domain and upstream of the
roughness blocks, Δx is stretched at a ratio of 1.2. Total grid number is 2.2 × 107 for the smooth cases
and 2.45 × 107 for the rough cases. The parameters determining the grid system are listed in Table 3.

Table 3. Parameters of the grid system.

Ground
Condition

Δzmin in Fine
Grid Domain

Δzmin in Coase
Grid Domain

Horizontal Grid
Resolution in Fine

Grid Domain

Horizontal Grid
Resolution in Coarse

Grid Domain

Size of Fine
Grid Domain

Grid
Number

(mm) (mm) (mm) (mm) L

Smooth 0.1 0.1 2 10 (12, 2, 3) 2.2 × 107

Rough 0.5 0.5 2 10 (12, 2, 3) 2.45 × 107

2.2.5. Solution Schemes

Finite volume method (FVM) is used in the present LES. The second-order central difference
scheme is used for the convective and viscous terms, and the second-order implicit scheme is
employed for the unsteady term [33]. Time-step size Δt is set as 0.0001 s, and in convective time units,
Δt* = ΔtU∞/L = 0.0058. The Courant Friedrichs Lewy (CFL) number (Courant et al. 1928) is based
on the time step size (Δt), velocity (ũ i), and grid size (Δxi), expressed as C = ΔtΣũi /Δxi. Here, the
CFL number is limited to be less than 2 (i.e., Cmax = 2) in the whole computational domain. The
SIMPLE (semi-implicit pressure linked equations) algorithm, which was introduced by Ferziger &
Peric [33], is applied to solve the discretized equations. The calculations are performed on 2PCs in
parallel (Intel core i9-7980XE, 18 cores, 64G memory, Dell, Beijing, China). The simulation cost 2521
hours in total and the initial transient effects are found to disappear after 400 time units. Statistical
convergence for the mean velocities is achieved when | 〈ũi−y 〉 − 〈ũi+y 〉/[( 〈ũi−y 〉+ 〈ũi+y 〉)]/2 | < 1%
in the near-wake of the 3D hill, which is over 350 time units, where 〈 〉 means the time-averaging
process, −y and +y mean the velocity at two points which are symmetrical position in lateral
direction. For the fluctuations, u, v, and w, 350 time unit statistics still cannot show clear convergence,
10% > |(ui − y – ui + y)/ [ui − y + ui + y ]/2 | > 5%, especially in the region z < 1.0L for the streamwise
component, which should be due to the much large turbulence in this region. However, the simulations
of these 12 cases have cost us over 5 months based on the computational resources available in our
group. Further increasing the statistical time can hardly be afforded by us. In the future, more detailed
examination should be carried out using larger statistical time. Table 4 summarizes the numerical
schemes in the present LES.
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Table 4. Numerical schemes.

Time-discretization scheme Second-order implicit scheme Cs number 0.1

Space-discretization scheme
Finite-volume method

Second-order
central-difference scheme

SGS model Smagorinsky-Lilly

Non-dimensional time step
size: Δt* = ΔtU∞/L

0.0058 CFL number:
ΔtΣui/Δxi

<2

Turbulence model LES Software ANSYS Fluent 14.0

Time for statistics 400Δt* Solution of the
linearized equations

Preconditioned
Conjugate Gradient

+
Algebraic Multigrid

2.3. Upcoming TBL

The resulted profiles of mean streamwise velocity, U, root mean square (r.m.s.) of streamwise
velocity fluctuation, u, spanwise velocity fluctuation, v, and vertical velocity fluctuation, w, in the
absence of the hills, are compared with those in the experiment by Ishihara et al. [28], as shown
in Figure 3. Uref determined as the mean streamwise velocity at the height of 0.16 m is applied to
normalize the flow fields, which equals to 5.3 m·s−1 in the present LES and 5.2 m·s−1 in the wind-tunnel
experiment. For the mean velocity profiles, there are some differences between the experimental
data and those from the simulations. The difference is mainly below z′ = 0.1 and L = 10 mm, where
is very close to the ground. The introduction of the probe for measurement in the experiment will
disturb the flow. That should be the reason of the clear differences between the experiment and the
simulation. The difference between the simulation and the experiment above 0.1L is below 5% which
is in the acceptable range of engineering applications. For the velocity fluctuations, the components in
spanwise and the vertical directions from the simulations are comparable with those from the wind
tunnel experiments. The maximum discrepancy is below 5%. However, for the streamwise component,
relatively large discrepancies can be found in the region 0.6L < z < 1.0L and 0.1L < z < 0.4L, and the
maximum discrepancy reaches 10% at z = 0.2L. These discrepancies may result from the insufficient
statistical time in the present simulations. In the wind tunnel experiments, the statistical time is10 s,
which is over 2000 time units which is about 5 times as large as that in the simulation.

The boundary layer thickness in absence of the hills, δ, was about 0.36 m (both smooth and rough
cases). The scale of the simulated boundary layer, λ, was about 1:1000, on the basis of the power spectra
of the longitudinal velocity component. The wind speed outside the boundary layer was measured as
U∞ = 5.8 m·s−1. As a result, the simulated boundary layer had a bulk Reynolds number:

Reb =
U∞δ
υ

(11)

which equals 1.4 × 105, where υ was the kinematic viscosity of the air equaling 14.8 × 10-6 m2·s−1.
The roughness height z0 was 0.01 mm in the smooth cases and 0.3 mm in the rough cases. z0 was
determined by comparing the resulted mean streamwise velocity profile with the logarithmic law U
(z) = Uτ

κ ln z
z0

, where κ = 0.4 was the Von-Kármán constant, Uτ =
√
τ/ρ = 0.212 m·s−1, τ denotes

the time averaged wall shear stress of the streamwise component. The main TBL parameters are
summarized in Table 5.

Table 5. Parameters in the simulations for the smooth and rough ground conditions.

Ground
Condition

Height of
Grass

Mean Wind
Speed at the

Contraction Exit

Boundary Layer
Thickness

Scale of the
Boundary Layer

Wind Speed
Outside the

Boundary Layer

Roughness
Height

Bulk Reynolds
Number

hr(mm) Uin(m·s−1) δ(m) λ U∞(m·s−1) z0(mm) Reb

Smooth / 5.4 0.36 1:1000 5.8 0.01 1.4 × 105

Rough 5 5.4 0.36 1:1000 5.8 0.3 1.4 × 105
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Figure 3. Comparison of the mean streamwise velocity over (a) smooth ground, and (b) rough ground,
as well as the velocity fluctuations over (c) smooth ground, and (d) rough ground.

3. Numerical Results

In the following figures about the mean velocities profiles (Figures 4 and 5) and the fluctuations
(Figures 6–8), the separation boundary defined as the connection of the reversion points on U profile is
illustrated by solid red lines for the smooth hills and dashed red lines for the rough hills from LES.
The corresponding pink lines are from the experiment by Ishihara et al. [28]. The shear layer center
determined by the connection of the peak r.m.s. streamwise fluctuations, u, is illustrated by solid yellow
lines for the smooth hills and dashed yellow lines for the rough hills from LES. The corresponding
brown ones are from the experiment by Ishihara et al. [28]. The discussions about the results are mainly
from five aspects, i.e., the roughness effects, the hill slope effects, the hill shape effects, the coupling
between these effects, and the LES performance.

3.1. Mean Streamwise Velocity

As shown in Figure 4, the mean streamwise velocity, U, is found to decrease to nearly zero in the
roughness region, but accelerate rapidly from the roughness top at the summit. It can be also identified
that the vertical distance of the reversion point with reference to the local ground becomes higher as
introducing the ground roughness, implying a larger recirculation bubble. This should be attributed to
the fact that the ground roughness can produce more turbulence in the wake and in return prevent the
flow from reattaching. However, this trend is not preserved for 80 mm high 2D hills, see Figure 4f,
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in which the recirculation bubble gets even smaller after introducing the ground roughness. It should
result from a balance between two effects of the roughness, i.e., preventing the flow from reattaching,
and decelerating the negative U in the bubble. The former effect may enlarge the bubble while the later
one may shrink the bubble. For 80 mm high 2D hills, the deceleration effects of the roughness may be
stronger than those preventing the flow from reattaching.

As the hill slope increases, the flow in the wake shows larger deceleration, while the acceleration
of U in the vertical direction at the summit increases. In addition, at the lee-side, the recirculation
bubble is significantly stretched and the speed-up of U above the recirculation bubble seems to extend
further downstream for steeper hills, which is also an indication of a more stable recirculation bubble.

U seems insensitive to the change of the hill shape from 3D to 2D at the windward side and the
summit. However, downstream the summit, the hill shape effect gets significant. Firstly, it is obvious
that the blockage effects of 2D hills are more energetic than those of 3D hills, which is the result that
the flow approaching the 3D hills can move around the lateral sides, whereas there is no such pass for
the flow over 2D hills. Secondly, the near-ground acceleration of negative U is more obvious as the hill
shape turns to 2D.

For the coupling between these effects, with increasing the slope, the roughness effects on U at the
locations above z = h becomes weaker. In addition, for the hills with low slope, the change of the hill
shape from 3D to 2D does not show significant evolution of the flow fields (Figure 4a,d); however,
as the hill slope increases, the hill shape effects turn evident (Figure 4c,f). Furthermore, for the hills
with low and moderate slopes (Figure 4a,d, and Figure 4b,e), the roughness effects and the hill shape
effects seem to be independent, whereas if the hill is steeply-sloped (Figure 4c,f), the roughness effects
will be weakened as the hill alters from 3D to 2D.

For the performance of LES, importantly, it is obvious that the rougher the ground, the worse LES
results will be. And the present LES shows larger discrepancies for 2D hills as compared with 3D hills.
This should be due to the smaller eddies caused by the roughness or the stronger disturbance from 2D
hills, which requires finer space and time resolutions to reproduce the flow structures. The discrepancies
concentrate at the lee-side of the hills, while the separation points and the reattachment points are well
predicted. The overall comparison between the numerical and the experimental results is fairly good.

3.2. Mean Vertical Velocity

Figure 5 shows that the introduction of ground roughness will weaken the acceleration of the
mean vertical velocity, W, at the windward side. However, at the summit, the maximum W over the
rough hills becomes even larger than that over the smooth hills, which is more obvious for 3D hills.
And this maximum W occurs just at the roughness top. It is also clear that after introducing ground
roughness, the recovery of W in the wake turns quicker, which should be the result of the stronger
mixing effects from the roughness-generated turbulence. In addition, above the recirculation bubble,
the negative W is weakened when the ground is rough.

As the hill is more steeply-sloped, the near-ground W acceleration at the windward side is
obviously increased, mainly because the wind at the windward side almost flows following the shape
of the hill. Importantly, the steeper the hill is, the sharper the near-ground W profiles at the windward
side will be, which is the most obvious as the flow moves to the summit. In the wake region, the trend
of stronger negative W with increasing the slope is evident due to the more energetic recirculation
bubble. Importantly, at some locations, such as x = 1.0L, the downward W even almost equals the peak
upward W at the summit for both 3D and 2D hills with low and moderate slopes (Figure 5a,b,d,e),
which is however not observed for the steepest 2D hills (Figure 5).
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Figure 4. Vertical profiles of U, (a) 3D hills with h = 20 mm, (b) 3D hills with h = 40 mm, (c) 3D hills with
h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm, and (f) 2D hills with h = 80 mm.
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Figure 5. Vertical profiles of W, (a) 3D hills with h = 20 mm, (b) 3D hills with h = 40 mm, (c) 3D hills with
h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm, and (f) 2D hills with h = 80 mm.
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When the hill shape alters to 3D, W acceleration is found to extend to lower elevation at the
windward side; however, W profiles become sharper. It is interesting that the downward W in the
wake vanishes as the hill shape changes to 2D and the hill turns steeper (Figure 5f). This should result
from the strong turbulence in the wake of the steep 2D hills.

As for the coupling between these effects, the distortion of W profiles owing to the ground
roughness seems to be strengthened for the steeper hills, while it seems to be weakened as the hill
changes from 3D to 2D. Importantly, at the summit of the hills, the acceleration of W gets quicker for
2D hills as the slope is increasing.

Similar to U, the discrepancies of W with the experimental data is concentrated in the near wake.
However, different from U discrepancies, the large errors of W are found in the flow over the smooth
hills. For 40 mm smooth 3D hill, the sharp near-wake deceleration of W cannot be predicted well and
the negative W only reaches to about half of that measured in the experiment. Except this location,
the predicted W shows satisfactory agreements with the experiment.

3.3. Fluctuations of Streamwise Velocity

It is evident that the strea·wise fluctuation, u, at x = −L very close to the ground for the rough hills
are smaller than the corresponding smooth hills, as seen from Figure 6, which should be the result of
the limitation of the eddy development due to the drag effects in the roughness canopy. However,
the flow can enter the roughness upper region and generate wavy structures near the roughness top,
thus creating more turbulence above the roughness. And interestingly, in the wake region the elevation
of the shear layer is higher for the rough hills, but at the shear layer, u over the smooth hills is larger.

As the slope increases, at the summit, u seems to be restrained, which is more obvious when the
hill shape is 3D or the ground is rough. Furthermore, the peak u in the wake is found to be sharper
when the hill is more steeply-sloped. It is also important that the wake depth grows quickly as the
flow moves downstream; however, the increasing speed of the wake depth is slowed for the steeper
hills. For the 80 mm smooth 3D hill (Figure 6c), the wake depth is even surprisingly decreased as the
flow moves downstream.

After changing the hill shape to 2D, the location of the peak u is found to be lower than the
corresponding 3D hills. However, this trend becomes not obvious for the steepest hills (Figure 6c,f).
In addition, the peak u is obviously enhanced when the hill shape changes to 2D, which should
attribute to the more stable recirculation bubble in the wake of 2D hills, providing stronger wind shears.
This trend is even more obvious for the smooth hills.

Except the findings about the coupling of the ground roughness effects, hill slope effects, and the
hill shape effects in the above presentations about u, we can also observe that in general the difference
between the height of peak u of the smooth and rough hills gets smaller as the hill slope increases,
and this trend becomes quicker as changing the hill shape from 3D to 2D, which may imply that in the
real situation the forest may play a limited role in affecting the flow fields if the hill shape is about a 2D
ridge and the hill is steep enough.

In LES, at the upstream footage of the hills, there is a large increase of u, implying the formation of
a horseshoe vortex, but this feature is not observed in the experiments by Ishihara et al. [28]. This may
be attributed to the difficulty setting the probes at this location or the fact that the existence of the
probes weakens the horseshoe vortex. Interestingly, u at the hill crest shows a sharp peak in the present
LES. However, this sharp peak is not measured in the experiments by Ishihara et al. [28], which should
result from the limited observation points in the experiments or the disturbance of the flow fields
very close the ground from the probes. Additionally, comparing with the experimental data, in the
near-wake region the LES shows obvious overestimations for the 40 mm smooth 3D hill, and obvious
underestimation for the 40 mm rough 2D hill, whereas these discrepancies decrease to the acceptable
level as soon as the flow moves to the locations x > 1L.
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Figure 6. Vertical profiles of u, (a) 3D hills with h = 20 mm, (b) 3D hills with h = 40 mm, (c) 3D hills with
h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm, and (f) 2D hills with h = 80 mm.
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Figure 7. Vertical profiles of v, (a) 3D hills with h = 20 mm, (b) 3D hills with h = 40 mm, (c) 3D hills with
h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm, and (f) 2D hills with h = 80 mm.
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Figure 8. Vertical profiles of w, (a) 3D hills with h = 20 mm, (b) 3D hills with h = 40 mm, (c) 3D hills with
h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm, and (f) 2D hills with h = 80 mm.
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3.4. Fluctuations of Spanwise Velocity

For the spanwise fluctuation, v, shown in Figure 7, the similar trend as u can be observed. However,
there are some unique features for v. Firstly, in the wakes, distinct v profiles can be identified for the 3D
hills (Figure 7a–c). It is obvious that no matter how steep the 3D hill is, two peaks appear on the vertical
v profiles with one locating near the ground and the other locating in the region close to the shear layer.
The LES by Liu et al. has revealed the mechanism of the two peaks on v profiles [34], in which the
secondary turbulence structures surrounding the major vortex core in the wake are believed to be
the source. Two peaks of v still appear but get less obvious when the ground is rough. In addition,
as increasing the hill slope, these two peaks become more obvious, indicating the more energetic
secondary vortex.

Secondly, for 2D hills with h = 80 mm, it is surprising that v in the recirculation bubble is
nearly a constant at each streamwise location, implying the full mixture from the hills and abruptly
homogeneous turbulence, which is confirmed by plotting the instantaneous flow fields using Q-criteria
in Figure 12. The performance of the present LES for predicting v is similar as u. Some errors can still
be found in the near-wake region.

3.5. Fluctuations of Vertical Velocity

Figure 8 shows the distributions of vertical fluctuations, w, which are found to be very similar to
those of u and v. Therefore, no detailed discussion about w is provided. In general, w is smaller than u
and v, and there is no additional peak very close to the ground.

3.6. Fractional Speed-Up Ratio

Fractional speed-up ratio, ΔS, has been extensively applied to assess the impact of topography.
ΔS is defined as:

ΔS =
U(x, z′) −U0(z′)

U0(z′)
(12)

where U(x, z′) is the mean streamwise velocity at z′, and U0(z′) is the reference streamwise velocity at
the same height in the absence of the topography. The horizontal distributions of ΔS at z′ = 10 m and
50 m are illustrated in Figure 9. The selection of these two heights takes into account that 10 m is the
reference height adopted in most of the wind-resistant guidelines, and 50 m is about the hub height of
1 MW or 1.5 MW wind turbines in operation in many hilly regions of China.

It can be clearly seen from Figure 9 that the introduction of ground roughness will obviously
increase ΔS at z′ = 10 m, where ΔS at the summit of rough hills can even reach to three times as
large as that over the corresponding smooth hills. However, ΔS near the summit at z′ = 50 m is not
sensitive to the ground roughness condition. On the other hand, the deceleration of ΔS in the wake
becomes stronger in general if the ground is rough even at high elevations, which should attribute to
both the drag effects and the more energetic turbulence caused by the roughness.

With increasing the hill slope, ΔS at the summit increases obviously. ΔS (z′ = 10 m) at the
summit over rough hills reaches 0.4 for the low-slope hills, 0.7 for the moderate-slope hills, and 0.9
for the large-slope hills. However, it is worthwhile to point out that the area with positive ΔS turns
smaller as the hill gets steeper. Furthermore, as increasing the hill slope, the deceleration area in the
hill wakes will also expand.

It is also interesting that the hill shape shows unapparent effects on the maximum ΔS at the summit,
the area of positive ΔS near the hill top, and the minimum ΔS in the near wake. However, obviously
2D hills will provide larger area with negative ΔS. The experimental data of ΔS are superimposed on
Figure 9, where satisfactory agreement is achieved. The largest discrepancies are found in the wake of
the 40 mm high 2D rough hill, which is about −0.3 in the LES while nearly −0.1 in the experiment.
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Figure 9. Fractional speed-up ratio ΔS at z′ = 10 mm and 50 mm, (a) 3D hills with h = 20 mm, (b) 3D
hills with h = 40 mm, (c) 3D hills with h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with
h = 40 mm, and (f) 2D hills with h = 80 mm.
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3.7. Fluctuation Ratios

The fluctuation ratios are important parameters for determining the turbulent flow fields. In the
present LES of the flow over flat ground, v/u and w/u are predicted as 0.81 and 0.49 respectively, close to
the data suggested in IEC 61400-1 [35]. In case a wind turbine site is located within a complex terrain,
IEC 61400-1 permits to increase the representative value by a factor CCT defined as [35]:

CCT =

√
1 + (v/u)2 + (v/u)2

1.375
(13)

CCT is intended to account for the distortion of turbulence structure by complex terrains and to be
estimated based on the site specific data. In the absence of site specific data, IEC 61400-1 recommends
the use of a correction factor of 1.15 [35]. When CCT = 1.15 and if the fluctuation ratios v/u and w/u are
modified at the same rate, v/u and w/u become 1.0 and 0.7, respectively. The horizontal distributions
of v/u in LES are shown in Figure 10. The symbols superimposed in Figure 10 are the data from
wind-tunnel experiment by Ishihara et al. [28], and the dash-dotted lines indicate the data from IEC
61400-1 [35]. Same as the discussion about ΔS, the data on z′ = 10 m and z′ = 50 m are extracted.

Obviously, the introduction of ground roughness can hardly affect v/u, and the underestimation
of v/u by IEC 61400-1 in the hill wake is quite obvious when the hill shape is 3D [35]. The results from
LES can reach about 1.5 times as large as those in the guideline at z′ = 10 m. Considering the fact that
the suggested values in the guideline is based on the assumption of isotropic turbulence, the larger v/u
in LES for 3D hills in the wake may indicate that the turbulence structure should be coherent instead
of isotropic. From the snapshots of the instantaneous flow fields shown in Figure 12, the coherent
turbulence structure over 3D hills is characterized mainly by a spanwise sway motion of the fluid,
inducing a large spanwise fluctuation. However, this spanwise sway motion can hardly change the
streamwise size of the eddies, therefore v/u becomes larger than that in the fluids characterized by
isotropic eddies. We can also find that after changing the hill shape from 3D to 2D, the stronger
blocking effects induce more energetic mixture, yielding nearly equal values of v/u as those in the
guideline. However, it is important that at the summits, where most of the wind turbines are located,
the data from the guideline are nearly consistent with the LES for both 2D and 3D hills.

As the hill slope increases, the underestimation from the guidelines seems to be enhanced, which
is more obvious when the hill shape is 2D. For 80 mm 2D hills, the large underestimation from
the guideline can be observed over almost the entire hill area except the locations near the summit.
Furthermore, the difference between v/u over smooth hill and that over rough hill is enlarged as
increasing the hill slope. At the high elevation, z′ = 50 m, the predicted v/u is abruptly equal to that
from IEC 61400-1 [35], which is also the indication of the different turbulence structures of the flow
close the ground and that at high elevations.

The horizontal distributions of w/u are shown in Figure 11, which is found to be similar to the
distributions of v/u. However, at the windward side, the large values found in v/u do not appear in w/u.
And, different from v/u, w/u shows larger values in the far wake region for the steepest hills.
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Figure 10. Fluctuation ratio v/u at z′ = 10 mm and 50 mm, (a) 3D hills with h = 20 mm, (b) 3D hills
with h = 40 mm, (c) 3D hills with h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm,
and (f) 2D hills with h = 80 mm.
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Figure 11. Fluctuation ratio w/u at z′ = 10 mm and 50 mm, (a) 3D hills with h = 20 mm, (b) 3D hills
with h = 40 mm, (c) 3D hills with h = 80 mm, (d) 2D hills with h = 20 mm, (e) 2D hills with h = 40 mm,
and (f) 2D hills with h = 80 mm.
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3.8. Instantaneous Flow Fields

The Q-criterion is further adopted to shed some lights on the instantaneous turbulent structures,
which is defined as:

Q =
1
2
(S i jSi j − Ωi jΩi j) (14)

where Si j and Ωi j are the antisymmetric and symmetric components of the velocity-gradient tensor,
respectively, quantifying the relative amplitude of the rotation rate as well as the strain rate of the flow,
expressed as:

Si j=
1
2
(∂ũi/∂xj − ∂ũ j/∂xi) (15)

Ωi j=
1
2
(∂ũi/∂xj + ∂ũ j/∂xi) (16)

The snapshots of instantaneous Q with values of 10000 (purple) and −10000 (green) are shown in
Figure 12, where the thin yellow lines indicate the boundary of the hills, the yellow thick dashed lines
show the major core of the coherent structure in the wakes, and the white dashed lines indicate the
locations of the secondary vortex surrounding the major core.

For smooth 3D hills, as increasing the hill slope the major core of the coherent turbulence structure
in the hill wake tends to show large spanwise sway motions, shown in Figure 12e. It is obvious that
after introducing the ground roughness, the clear coherent turbulence structures are broken into small
eddies. However, for the rough 3D hills, when the hill slope is large enough, the periodical vortex
shedding will appear again, see Figure 12k.

Different evolution process of the turbulence structure in the hill wakes can be identified for 2D
hills. When the hill is smooth and the hill slope is low, the major core of the wake vortex is nearly
perpendicular to the ridge line. As the hill slope increases (Figure 12d), a kind of ejection-sweep
structure of large scale occurs. Further increasing the hill slope, the ejection-sweep structure turns to
be a wavy structure with the major core being parallel with the ridge line (Figure 12f). In addition,
when the 2D hills are covered with roughness canopy, no clear coherent structure can be identified.

4. Conclusions

LES are adopted to study the flow fields over simplified topographies with different shapes, hill
heights and rough conditions. The findings of this study are summarized below:

1) For the mean streamwise velocity, as the hill slope increases, the roughness effects get weaker;
however, the hill shape effects become more evident. And if the hill is very steeply-sloped,
the roughness effects will be further weakened as the hill changes from 3D to 2D.

2) For the mean vertical velocity, the distortion of the profiles owing to the ground roughness is
strengthened for the steeper hills, while it seems to be weakened as the hill alters from 3D to 2D.
Importantly, at the hill summits, the acceleration of W as increasing the slope becomes quicker for
2D hills.

3) For the fluctuations, at the summit, u seems to be restrained as increasing the slope, which is
more obvious when the hill shape is 3D or the ground is rough. After changing the hill shape to
2D, the location of the peak u is lower than the corresponding 3D hills. Two peaks on v profiles
still appear but become less obvious when the ground is rough. In addition, as increasing the hill
slope, these two peaks turn more obvious.

4) For the fractional speed-up ratio, ΔS at the summit of rough hills can reach to three times as large
as that over the corresponding smooth hills. With increasing the hill slope, ΔS at the summit
increases obviously. However, the hill shape shows unapparent effects on the maximum ΔS at
the summit. In addition, the area with positive ΔS becomes smaller as the hill gets steeper.

5) For the fluctuation ratios, the introduction of ground roughness can hardly affect v/u, and the
underestimation of v/u by IEC 61400-1 in the hill wake is quite obvious when the hill shape is
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3D [35]. After changing the hill shape from 3D to 2D, v/u becomes almost equal as those in
the guideline.

6) For the turbulence structures, clear coherent turbulence structure can be identified for smooth 3D
hills, and as increasing the hills slope, the major core of the coherent structure tends to show large
spanwise sway motions. For 2D hills, when the ground is smooth and the slope is low, the major
core of the wake vortex is nearly perpendicular to the ridge line, and as increasing the hill slope,
a kind of ejection-sweep structure of large scale occurs. Further increasing the hill slope, a wavy
structure with the major core being parallel with the ridge line appears. After introducing the
ground roughness, the clear coherent turbulence structures are broken into small eddies.

Figure 12. Instantaneous Q-criteria with values of 10000 (purple) and −10000 (green). The yellow solid
lines indicate the location of the hills or ridges. The yellow dashed lines indicate the vortex cores in
the wake of the topographies; (a) 3D hill (smooth, h = 20 mm), H2S, (b) 2D ridge (smooth, h = 20 mm),
R2S, (c) 3D hill (smooth, h = 40 mm), H4S, (d) 2D ridge (smooth, h = 40 mm), R4S, (e) 3D hill (smooth,
h = 80 mm), H8S, (f) 2D ridge (smooth, h = 80 mm), R8S, (g) 3D hill (rough, h = 20 mm), H2R, (h) 2D
ridge (rough, h = 20 mm), R2R, (i) 3D hill (rough, h = 40 mm), H4R, (j) 2D ridge (rough, h = 40 mm),
R4R, (k) 3D hill (rough, h = 80 mm), H8R, (l) 2D ridge (rough, h = 80 mm), R8R.
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Abstract: The flow fields over a simplified 3D hill covered by vegetation have been examined by many
researchers. However, there is scarce research giving the three-dimensional characteristics of the flow
fields over a rough 3D hill. In this study, large eddy simulations were performed to examine the coherent
turbulence structures of the flow fields over a vegetation-covered 3D hill. The numerical simulations
were validated by the comparison with the wind-tunnel experiments. Besides, the flow fields were
systematically investigated, including the examinations of the mean velocities and root means square
of the fluctuating velocities. The distributions of the parameters are shown in a three-dimensional way,
i.e., plotting the parameters on a series of spanwise slices. Some noteworthy three-dimensional features
were found, and the mechanisms were further revealed by assessing the turbulence kinetic energy
budget and the spectrum energy. Subsequently, the instantaneous flow fields were illustrated, from
which the coherent turbulence structures were clearly identified. Ejection-sweep motion was intensified
just behind the hill crest, leading to a spanwise rotation. A group of vertical rotations were generated
by the shedding of the vortex from the lateral sides of the hill.

Keywords: turbulent structure; computational fluid dynamics (CFD); large eddy simulations (LES);
3D hill; canopy; flow fields

1. Introduction

As we all know, turbulence has a very important research position in many fields, and the
turbulent flow field on the topography in different fields is closely watched by many researchers,
including the wind turbine sittings [1], the pollution diffusions [2], estimation of aerodynamic loadings
on structures [3], identifications of the tree damage with high risk [4], as well as the forest fire
propagation [5]. Given the complexity of the flow over real complex topographies, many studies have
been conducted to clarify the turbulent boundary layer (TBL) flow over simplified hills. The relevant
research is primarily about the smooth topographies. Very little research is about the flow over
topographies with the canopy covered, which can be divided into three groups, i.e., the flat topography,
the 2D ridge, and the 3D hill.

Dupont and Brunet examined the coherent structures in canopy edge flow over flat terrain by large
eddy simulations (LES) [6]. In their research, the development of turbulent structures was revealed, and
we can see from the schematic that many of them are strikingly similar to the development of coherent
structures observed in mixed layers. Takahashi et al. investigated the turbulence characteristics of the
flow over a 2D ridge with a rough surface in wind tunnel experiments [7] and the effects of roughness
density were studied. It was found that the mean velocity profiles were not sensitive to the density of
the roughness and the roughness served as strong windbreaks, weakening the wind velocity near the
hill surface. Cao and Tamura experimentally studied the roughness effects on TBL flow over a 2D
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ridge [8], in which above the top of the rough hill the acceleration ratio was slightly larger than the
smooth hill and because the separation bubble extends to the downstream of the hill, the reattachment
length was also larger than the smooth hill. Subsequently, Cao and Tamura further examined the
effects of ground roughness on the flow over a 2D ridge with or without sudden roughness change [9].
In their research, four situations were considered, i.e., (i) smooth hill in smooth flow, (ii) rough hill
in rough flow, (iii) smooth hill in rough flow, and (iv) rough hill in smooth flow. It was concluded
that the velocity deficit varied with roughness conditions on the hill surface or inflow area, thereby
creating a completely different turbulence structure. Dupont et al. studied the turbulent flow over
a 2D ridge with a vegetation canopy cover using LES [10], in which the coherent structures were
identified. According to their research, the turbulence in the wake region is mainly caused by the
superposition of the following three turbulent structures: (i) the large turbulent structure caused by
the high shear layer, (ii) a turbulent structure caused by a back pressure gradient caused on the back of
the ridge, and (iii) a turbulent structure due to the presence of the canopy. Ishihara et al. conducted
a study of the flow over a 2D ridge and a 3D hill under smooth and rough ground by wind tunnel
experiment [11]. Detailed information was provided, covering the inflow condition, the mean, as well
as the fluctuating velocities. Afterwards, Ishihara and Hibi examined the flow over a rough 3D hill
by Reynolds-averaged Navier–Stokes (RANS) models [12]. Standard k-ε model and Shin’s nonlinear
model were tested and the performance of Shin’s nonlinear model was found to be much better than k-ε
model. Tamura et al. adopted LES to reproduce the experimental data by Ishihara et al. [11,13], and the
LES results were consistent with the experiments both for the smooth and rough hills. Most recently,
Liu et al. numerically studied the flow over a blocks-covered flat ground [14], a vegetation-covered flat
ground, a vegetation-covered 3-D hill, as well as a real forest-covered terrain. The method yielding the
turbulent inflow, determining the grid spacing, and the settings of LES were validated.

However, most of the studies on the flow over a rough 3D hill only provided the flow information
on the symmetry plane. There has been scarce research giving the 3D characteristics of the flow over a
rough 3D hill. Therefore, systematic information of the 3D flow fields will be provided in the present
study. The representative parameters, i.e., the mean velocities and root means square (r.m.s.) of the
velocity fluctuations were examined. Furthermore, the three-dimensional features and the mechanisms
were revealed by investigating the turbulence kinetic energy (TKE) budget and the spectrum energy.

2. Numerical Model

2.1. Governing Equations

Time-dependent Navier-Stokes (N-S) equations of large eddy simulations in Cartesian coordinates
(x, y, z) are:

∂ρũi

∂xi
= 0, (1)

∂ρũi

∂t
+
∂ρũiũ j

∂xj
=

∂
∂xj

(
μ
∂ũi
∂xj

)
− ∂p̃
∂xi
− ∂τ̃i j

∂xj
, (2)

where p̃ and ũi represent the filtered pressure and velocities, respectively, ρ denotes the density, μ
denotes the viscosity, and τ̃i j is the sub-grid scale (SGS) stress. To close the equations for the filtered
velocities, a model for τ̃i j is required:

τ̃i j = −2μtS̃i j +
1
3
τ̃kkδi j, (3)

S̃i j =
1
2

(
∂ũi
∂xj

+
∂ũ j

∂xi

)
, (4)

where S̃i j denotes the rate-of-strain tensor, μt is the SGS turbulent viscosity, and δi j is the Kronecker
delta. The Smagorinsky–Lilly model is used to determine the SGS turbulent viscosity [15]:
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μt= ρL2
s

∣∣∣S̃∣∣∣= ρL2
s

√
2S̃i jS̃i j, (5)

Ls= min
(
κd, CsV1/3

)
, (6)

where Ls is the mixing length, κ is the von Kármán constant (0.42), d is the distance to the wall, and V
is the cell volume. Here, Cs is set as 0.1 according to Iizuka and Kondo [16].

When the cells are in the viscous sublayer, the shear stresses are yielded from:

ũ
ũτ

=
ρũτy
μ

. (7)

Accurately modeling the inflow is essential for the success of simulating the flow in the 3D hill
wake. In the present study, the upstream blocks arrangement in the simulations were identical to those
in the experiments by Ishihara et al. [12]. Besides this, the distance between the roughness blocks to the
location where the 3D hills were placed was also set identically to that in the wind tunnel experiment.
The additional drag force is used to simulate the roughness elements:

∂ρũi

∂t
+
∂ρũiũ j

∂xj
=

∂
∂xj

(
μ
∂ũi
∂xj

)
− ∂p̃
∂xi
− ∂τ̃i j

∂xj
+ f̃u,i, (8)

where the drag force term f̃u,i = CdAf ρ ũi|ũ|, Af is the frontal area of the roughness blocks, Cd = 100
to model the large drag effects in the solid roughness blocks, consistent with the method by Lee and
Sung [17]. The geometry of the computational domain and the grid system can be used from the
previous work, ignoring the effects of different rough block layouts, which saves manpower and
material resources and, according to the relevant experimental theory, only the function that determines
geometry of the rough block needs to be modified.

To model the canopy, the drag force term, f̃u,i, is substituted in the momentum equations in the
same form as Equation (8). The drag force term is determined by f̃u,i = Cd Af ρ ũi|ũ|, where Cd = 0.2
denotes the drag force coefficient, Af = 0.6 m−1 is the leaf-area density, |u| is the velocity magnitude.
Cd and Af are determined according to the study by Ishihara and Qi [18].

2.2. Configurations

Before providing the detailed configurations of the computational model, the wind tunnel
experiments by Ishihara et al. should be briefly introduced, which is the case the present LES aimed
to reproduce [11]. During the experiment, a neutral layered atmospheric boundary layer (ABL) was
simulated by two 60 mm high cube arrays followed by 20 m and 10 mm high cubes, covered on
the 1.2 m test section. The rough element was covered with an artificial turf with a height of 5 mm
and the rest of the floor of the test building was 5.8 m long. At the contraction exit, the mean wind
speed Uin = 5.4 m s−1. The boundary layer thickness, δ, was nearly 0.36 m at the hill center, and
the scale, λ, was about 1:1000 of the ABL, based on the power spectra of the longitudinal velocity
component. The wind speed outside the boundary layer was measured as U∞ = 5.8 m s−1. As a
result, the simulated boundary layer had a bulk Reynolds number, Reb= U∞δ/ν = 1.4 × 105, and the
friction Reynolds number Reτ = Uτz0 / ν = 6.4, where, Uτ =

√
τ / ρ = 0.32 m s−1, τ is the shear

stress in an arbitrary layer, z0 = 0.3 mm refers to the roughness height determined by comparing the
resulted mean streamwise velocity profile based on the logarithmic law: U (z) = Uτ

κ ln z
z0

.
The computational domain is shown in Figure 1. The origin point (0, 0, 0) was 3.4 m

downstream from the roughness blocks. The 3D hill was placed at the origin point, exhibiting a shape:

zs(x, y) = h cos2π(x2 + y2)1/2/2L when (x2 + y2)
1/2

< L, and zs(x, y) = 0 when (x2 + y2)
1/2

> L,
where h = 40 mm and L = 100 mm. z′ = z − zs (x, y), was employed to determine the height above the
ground. A domain size in spanwise direction of approximately Ly = 1.8δ was adopted. Ly = 1.8δ was
further confirmed to be enough, since the two-point correlations converged to zero in the half-width of

93



Energies 2019, 12, 3624

Ly. As for the necking zone, in the upstream region, a buffer zone (i.e., 2.0 m long, 5.6δ) was used to
absorb upward-propagating wave disturbances. Vertical domain size was the same as that in the wind
tunnel, Lz = 2.5δ. The outlet was set at 6.7δ downstream from the origin point (0, 0, 0). A grid nesting
procedure was adopted. Two nested grid domains (coarse and fine) were adopted, as shown by the
red dashed lines in Figure 1. The fine grid domain covered a range of (Lx

′, Ly
′, Lz

′) = (12L, 2L, 3L).

Figure 1. Configurations of the numerical model. The volume enclosed by solid blue lines is the
computational domain and the area enclosed by the red dashed rectangular is the fine grid region, 5 h
in width and 30 h in length. The original point (0, 0, 0) of the model is at the center of the fine grid,
where the hill with a height of 40 mm is mounted. The solid dark squares with arrows indicate the
boundary conditions. The green area indicates the regions with a vegetation canopy cover.

2.3. Mesh of the Model

For the grid size, in the vertical direction, the grid was stretched starting with a vertical grid
spacing of 0.2 mm on the surface in both the fine and coarse grid domains. The resulting vertical
grid resolution on the surface z+ = UτΔzmin / ν < 1.0 covered most of the domain, except for the
windward part of the hill where the maximum z+ was less than 2. The vertical grid should be also
sufficiently fine enough to capture the turbulent flow fields induced by the large wind shear, which
was located at the height of about h. The vertical size of the wind shear-induced eddies is proportional
to the shear length-scale Ls = U(z)/[dU(z)/dz], where U denotes the mean streamwise velocity. From a
pre-modeling of the case with Δz = 10 mm in the shear layer region, Ls was found to be nearly 8 mm.
In the present LES, Δz was finally set to be 4 mm at z′ = 80 mm. In the region z′ < 80 mm, the vertical
grid was increased by a hyperbolic function. Exceedingly large aspect ratios (Δx/Δz, Δy/Δz) may
cause numerical errors in the horizontal direction and some distortions of the eddies. The value of 10
was adopted in the present LES. Given Δzmin = 0.2 mm, Δx and Δy in the fine grid domain should
be about 2 mm. Moreover, in the grid independence examinations, the models with Δxy = 5.65, 4.0,
2.8, and 2.0 mm were calculated. The meshes Δxy = 2.8 and 2.0 mm gave roughly the same results,
suggesting the grid-independent results were achieved. From this result, we got a more convincing
conclusion, that is, in the LES of the current research field, the aspect ratio can very well estimate the
actual situation of the turbulent structure on the 3D hill. Thus, a grid size 2.0 mm in horizontal direction
was applied in the fine grid region. Finally, the corresponding nondimensional grid resolutions of fine
domain in x, y, and z directions were x+ = [3.2, 23], y+ = [3.2, 23], z+ = [0.23, 1.9]. Downstream of
the fine grid domain and upstream of the roughness blocks, Δx was stretched at a ratio of 1.2. Total
grid number was 2.6 × 107. The vertical slice showing the grid distribution is provided in Figure 2.
The mean skin friction coefficient was determined as:
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C f =
τw

1
2ρU2

h

(9)

where, τw is the mean shear stress on the wall, as shown in Figure 3, where it is clear that the maximum
Cf is located at the front side of the hill reaching to about 0.003.
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Figure 2. Mesh on the vertical slice crossing the center of the topographies.

Figure 3. Distributions of mean skin friction coefficient around the hill.

2.4. Boundary Conditions

A stress-free condition was used at the top and the spanwise sides. Uniform wind flow with a
5.4 m s−1 was set at the inlet. The gradient-free boundary condition was set at the outlet. The no-slip
condition was applied at the bottom. The stress-free condition at the top and the symmetry condition
at the lateral sides were different than the no-slip condition in the wind tunnel. However, considering
the very thin TBL at those smooth walls in the wind tunnel (at a scale of 10−3 m) and the fact that the
induced turbulence at the walls are far from the region of interest, these boundary condition differences
are supposed to have negligible effects on the LES solutions. By validating the numerical model,
artificially changing the boundary conditions in wind tunnel to those adopted in the present LES was
proven to be satisfactory.

2.5. Solution Schemes

Finite volume method (FVM) was applied in LES. For the convection and viscous terms in the
LES method, the second-order center difference format was used for calculation, while for the viscous
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terms, the second-order implicit format was used for processing. Time step size Δt was set as 0.0001 s
and in convective time units, Δt* = ΔtUh/h = 0.01, where Uh = 3.9 m s−1 is the mean velocity at the
point (x = 0, y = 0, z = h) in the absence of the 3D hill. The Courant–Friedrichs–Lewy (CFL) number
is based on the time step size (Δt), velocity (ui), and grid size (Δxi), expressed as C = ΔtΣui/Δxi. It is
worth noting that the CFL number is limited to no more than 2 (i.e., Cmax = 0.9) throughout the
computational domain. For solving discrete equations, it is possible to use the SIMPLE (semi-implicit
pressure linked equations) algorithm, which is very effective and popular. Due to the huge amount
of computation, the entire calculation process needs to be performed on a high performance 3PCs in
parallel. The simulation process takes 435 hours to complete, but after simulating nearly 400 time units,
it was found that the initial transient effects disappeared. Statistical convergence was achieved when∣∣∣∣〈ui−y

〉
−

〈
ui+y

〉
/

(〈
ui−y

〉
+

〈
ui+y

〉)
/2

∣∣∣∣ < 1% in the near wake of the 3D hill, which was over 350 time
units, where 〈 〉 denotes the time-averaging process.

Quantifying the relative importance of the SGS viscosity υsgs is important for determining whether
only the resolved fluctuations are sufficient for the statistics. The equivalent eddy-viscosity υe, evaluated

as υe

∥∥∥∥∥ 2
3 kδi j −

〈
u′i u
′
j

〉∥∥∥∥∥/
∥∥∥∥2

〈
Sij

〉∥∥∥∥, where k = 1
2 u′i u

′
i , u′i is the deviation from 〈ui〉, and the norm ‖ ‖ of a

matrix φij denotes
(
φi jφi j

)1/2
, can be adopted to examine the relative importance between the resolved

fluctuations and the modeled ones using the SGS model. In the present LES, υe/υsgs in the 3D hill
wake was found to be less than 5%, indicating that the effects of the SGS model on the present resolved
LES results were negligible. As a result, only the resolved eddies in the present LES were considered
for the statistics.

3. Numerical Results

3.1. Generated TBL

The profiles of incoming TBL, both in terms of 〈u〉 and r.m.s. of fluctuating velocities, σui , are
critical for a precise reproduction of 3D hill wake flow, playing significant roles in the separation and
reattachment, and in return affecting the coherent turbulence structures. Thus, before the detailed
discussions of the turbulence properties in the wakes of the 3D hill, it is worthwhile to examine the
performance of the adopted incoming TBL generation method. Firstly, it is noteworthy to get an insight
of the instantaneous turbulent flow fields before the presentation of the flow fields statistics. Figure 4
displays a snapshot of two iso-surfaces of spanwise vorticity ωy = ∂w/∂x − ∂u/∂z = −15 s−1 and 15 s−1

of the TBL in the absence of 3D hills at 400 time units. As soon as the flow travels downstream to
the roughness block region, strong coherent turbulence structures are induced. Further propagating
downstream, the flow experiences an obvious boundary-layer growth, together with which, the streak
structures are enhanced; on the contrary, the ejection-sweep motions are shredded.

After the flow reached an equilibrium state (400 time units), statistics of 〈u〉 and σui were collected
over 400 time units. In addition, assuming statistics in spanwise direction is homogeneous, the profiles
of 〈u〉 and σui are further smoothed by averaging them over all y ∈ (−0.5L, 0.5L) locations at each (0, z)
position. The resulted profiles of 〈u〉 and σui , as well as the comparison with those in the experiment
by Ishihara et al. [11], are shown in Figure 5, where the normalization, using h and U4h, which is the
same as the experiment, is performed. U4h = 5.3 m s−1 in the present LES and 5.2 m s−1 in the wind
tunnel experiment. The comparisons show good agreement.

3.2. Instanteneous Flow Fields

The Q-criterion was adopted to clarify the instantaneous turbulent structures, Q = 1/2(SijSij −
Ωi jΩi j), where Sij = 1/2(∂ ũi/∂xj − ∂ ũ j/∂xi

)
and Ωi j= 1/2(∂ ũi/∂xj + ∂ ũ j/∂xi

)
, respectively.

The snapshots of iso-surfaces of the normalized Q equaling to 3.0 and −3.0 at tUh/h = 116 and
118 are plotted in Figure 6.
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Figure 4. The instantaneous flow fields with the absence of the hill. The visualization by the normalized
vorticity in spanwise direction, ωyh/Uh, is applied. Two iso-surfaces with ωyh/Uh = −0.01 and ωyh/Uh =

0.01 are plotted. The grid sizes and the grid spacing ratio are sketched.
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Figure 5. Vertical profiles of (a) normalized mean streamwise velocity, 〈u〉/U4h, in which y axis is
plotted in logarithmic form and (b) normalized fluctuations of streamwise component, σu/U4h, spanwise
component, σv/U4h, and vertical component, σw/U4h at x = 0 and y = 0 in the absence of the hills.
The data from the wind tunnel experiment by Ishihara et al. [11] are superimposed to verify the accuracy
of the generated upwind turbulent boundary layer (TBL) flow. The dotted line exhibits the canopy top.

The iso-surfaces were then colored by the normalized instantaneous streamwise velocities. The red
dashed line represents the main vortex core downstream of the hill. Obviously, a pair of vortices
sheds from the lateral sides of the hill. Also, the energy of the shedding at each lateral side of the
hill seems to vary periodically, forming a Karman vortex street, as usually observed in the wake of
bluff bodies. In addition to the shedding from the lateral side, some spanwise vortices shedding from
the crest, indicated by the yellow dashed lines, can also be identified. These vortices are primarily
due to the ejection of the flow from the hill top and the Kelvin–Helmholtz instability. The lateral
shedding and the spanwise vortices at the upper boundary of the wake yield an area with quite small
velocities and weak vortices, leading to the formation of a dead flow area. Reviewing the depictures of
the averaged vorticities and connecting the visualization of the instantaneous flow fields, the mean
coherent structures of the flow over the hill covered by vegetations can be sketched in Figure 6c, where
V1 and V4 are the canopy-induced vortices, V2 is the vortex distorted by the topography, the vortex
caused by the ejection-sweep motions is indicated by V3, and V4 are the vortices shedding from the
lateral sides of the hill.
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Figure 6. Instantaneous flow fields at (a) tUh/h = 116 and (b) tUh/h = 118 visualized by iso-surfaces
of Q-criteria with normalized values 3.0 and −3.0. A 50% transparent effect was applied for the
iso-surfaces of Q values to show the flow structures clearly. The iso-surfaces are further colored by the
instantaneous streamwise velocity. The red dashed lines represent the center of the vortices shedding
from the lateral sides of the hill and the yellow dashed lines show the vortices shedding from the hill
crest. The centers of the vortices were determined by velocity gradient eigenmodes method. x and
y axes are normalized by h. (c) Sketch of the flow structure. V1 and V4 are vortices induced by the
canopy, V2 is the vortex distorted by the topography, V3 is the vortex shedding from the hill crest, V5 is
the vortex shedding from the lateral sides of the hill.

98



Energies 2019, 12, 3624

3.3. LES Statistics

In this section, the numerically predicted mean velocities and fluctuations on y = 0 plane are
firstly presented to validate the numerical model adopted in the present LES. Subsequently, in order
to provide a general view of the 3D flow structures in the hill wake, a 3D view of the iso-surfaces
of enstrophy are plotted, followed by the illustrations of the time-averaged velocities in streamwise
direction, 〈u〉, vertical direction 〈w〉, the r.m.s. of the streamwise fluctuation, σu, spanwise fluctuation,
σv, as well as vertical fluctuation, σw, at several spanwise slices.

The profiles of 〈ui〉 and σui are plotted in Figure 7, where the normalization, using h and U4h, the
same as the experiment, was adopted. The flow accelerates both in streamwise and vertical directions
on the way up to the hill top. 〈w〉 reaches the maximum at x = −1h, which is due to the largest hill
slope here. Still at x = −1h, the fluctuations of the flow in the canopy are the most energetic, which
suggests that the upcoming flow becomes very unstable at the upwind hill side. This unstable feature
is probably because it is much easier for the flow to penetrate the canopy due to the blockage effects of
the hill. As a result, the interaction between the flow and the canopy becomes much stronger.

Figure 7. Vertical profiles of: (a) normalized mean streamwise velocity, 〈u〉/U4h; (b) normalized
mean vertical velocity, 〈w〉/U4h; (c) normalized r.m.s of fluctuating streamwise velocity, σu/U4h;
(d) normalized r.m.s of fluctuating streamwise velocity, σv/U4h; (e) normalized r.m.s of fluctuating
vertical velocity, σw/U4h, at x equals to −2.5h–6.25h with a step size of 1.25 h. The unit in the x-axis
represents the unit in the plotting of 〈u〉/U4h and 〈w〉/U4h, and 0.2 in the plotting of σu/U4h, σv/U4h and
σw/U4h. The solid lines are from the present LES and the circles are from the wind tunnel experiment
by Ishihara et al. [12]. The averaged three-dimensional flow structures are shown in Figure 7f by the
normalized mean enstrophy with the mean streamlines superimposed. The blue solid line indicates the
canopy top. x, y, and z axes have been normalized by h.

At the summit, x = 0, the speed-up of 〈u〉 is the largest. Interestingly, a sharp peak in the profile of
σu occurs at the canopy top of the summit. This should result from the ejection of the flow as well as
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the rapid distortion of the streamwise eddies. However, 〈ui〉 and σui quickly decrease to about 0 when
the flow penetrates the canopy under the drag effects from the canopy, formulated by the drag force
terms in the momentum–balance equations. When the flow propagates to the lee side of the hill, the
mean velocities are distorted significantly. On one hand, inversion points on the profiles of 〈u〉 and 〈w〉
occur due to the presence of a recirculation bubble. On the other hand, the vertical gradient of 〈u〉 does
not decrease monotonously as those upstream of the hill summit. In fact, ∂〈u〉/∂z firstly decreases and
then increases with the rise in the elevation, forming an inflection point, at which ∂〈u〉/∂z reaches the
maximum, suggesting large wind shear and turbulence productions. This can be confirmed by the
near wake σu profiles, of which the maximum is just located at the inflection points of the 〈u〉 profiles.

Additionally, similar to the flow over an isolated smooth 3D hill observed by Liu et al. [19], two
peaks on σv profiles appear, also for the rough 3D hill, with one located at the canopy top and the
other in the shear layer region. Comparing the low-elevation peaks of σv downstream and upstream
of the hill, the magnitudes of the peaks are roughly identical, which differs with that in the smooth
3D hill case, implying different sources of low-elevation peaks of σv. For the smooth case, Liu et al.
concluded that the different rotation directions between the inner core and the outer core of the wake
vortex are the sources [19]. For the rough one, however, due to the nearly same value between the
near-ground peak σv upstream and downstream the hill, the production of turbulence from the canopy
should be the source. This also indicates the different coherent structures in the wakes of the smooth
and rough hills.

Different from the 2D ridge, the flow fields over an isolated 3D hill are indeed three dimensional.
The three-dimensional flow fields over a smooth 3D hill have been revealed and the coherent structures
have been clarified in the study by Liu et al. [19]. However, the research considering flow fields over
an isolated 3D hill with vegetation covered from a three-dimensional view is lacking. Before the
presentation of the three-dimensional distributions of the parameters, it is worthwhile to have a general
view about the structures of the mean flow fields over the 3D rough hill. As shown in Figure 7f, three
enstrophy iso-surfaces with normalized values of 3.5, 4.5, 5.5, and 6.5 are shown. To illustrate the flow
structures clearly, transparent effects are applied, and the streamlines determined by the space–time
averaged velocities are plotted as well.

Surprisingly, the most energetic rotations were not located on the central plane y = 0, but 0.5h
away from it. From the later discussion about the averaged vorticities, the rotations in vertical and
streamwise directions were found to be the major sources of the large enstrophy. That is the reason
why the strongest enstrophy does not occur at y = 0 plane, where only the mean spanwise vorticity
has values because of the symmetry of the flow. In the far wake region, the shapes of the enstrophy
iso-surfaces seem to be the projections of the 3D hill, and obviously the effects of the hill remain strong
even at x = 5h. Furthermore, from the depicture of the streamlines, it can be found that the near-ground
flow converges to the very center of the wake as it moves downstream from the lateral sides, and then
its direction is changed upstream and upward in the recirculation bubble. Furthermore, we can see
that the flow at relatively high elevations can hardly penetrate the bubble. However, the convergence
of the flow to the y = 0 plane is still obvious due to the negative pressure in the central wake.

Furthermore, it is necessary to mention that the time-averaged flow fields should be symmetrical
if the sampling time is sufficient. However, the symmetry of the flow can hardly be achieved in the
numerical simulations, even when the sampling lasts for 400 time units. Therefore, space averaging is
further carried out to obtain the symmetry of the flow. For the symmetrical parameters, such as 〈u〉,
〈w〉, σui , etc., φ = [φ (y) + φ (−y)]/2, and for the anti-symmetry parameters, such as 〈v〉, φ = [φ (y) − φ
(−y)]/2.

To illustrate the three-dimensional flow structures in a much clearer way, eight spanwise slices
from x = −2.5 h to x = −6.25 h with a step size of 1.25 h were selected, which just coincide with the
locations where the profiles in Figure 7 are shown. Each slice was centered at y = 0 h with a spanwise
size of 5 h and vertical size of 4 h. The red dashed lines and the blue dashed lines superimposed on the
slices indicate the locations where the flow recovers to the inactive boundary layer (IBL) flow and the
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locations where TKE shows the peak, respectively. Accordingly, the region enclosed by the red and
blue dashed lines can be considered as the shear-layer region. In the present study, the wake depth
(hw) was quantitatively calculated as |〈u〉down(hw) − 〈u〉up(hw)| / 〈u〉up(hw) < 0.05, where 〈u〉down is 〈u〉
downstream of the hill, and 〈u〉up is 〈u〉 upstream of the hill.

From the averaged parameters shown in Figure 8, some important features were not captured by
the vertical profiles on y = 0 slice. Firstly, it is apparent that the area influenced by the topography
not only increases in the vertical direction, but also expands in the spanwise direction with the
increase in x, while this influence is weakened and almost dismisses when x ≈ 12h (not shown in the
figures). Secondly, it is important that 〈v〉 is accelerated both at the upwind and lee sides of the hill.
The magnitude of 〈v〉 can even reach 0.2 Uh. It can be further found that the streamwise distance to the
hill center of the upstream peak 〈v〉, 1.25 h, differs from that downstream, 2.5h, which results from
the appearance of the recirculation bubble. This recirculation bubble acts as an obstacle, and the flow
majorly moves in the region outside of the bubble. The positive 〈v〉 in −y part and the negative 〈v〉 in
+y part imply the presence of a pair of vortices pointing to positive and negative vertical directions,
respectively. Finally, on the way up to the summit, 〈w〉 shows sole peak at y = 0, while two pairs
of peaks 〈w〉 emerged downstream from the hill crest. One pair was located at the shear layer with
negative value, and the other located in central wake with positive value, revealing the presence of the
vortices pointing to the streamwise direction.

Similar distributions can be detected for σp, σu, and σv, as shown in Figure 9. The concentrations
of σp, σu, and σv in the shear layer are obvious. However, the distributions for σw are distinct, whose
peaks are centered just below the shear layer center. In addition, it is worth mentioning that σp and σui

suddenly increase at the upwind footage of the hill, revealing the presence of a horseshoe vortex. This
horseshoe vortex was also identified in the smooth 3D hill case in the study by Liu et al. [19], implying
that the disturbance of the flow from the canopy cannot eliminate the formation of the horseshoe
vortex due to the topography.

3.4. TKE Budget

Studying roughness–turbulence interactions is one of the motivations of the present study and the
TKE budget provides information about the gain or loss of the TKE, as has been examined in the studies
considering the effects of roughness or the particle bed on the turbulent flow fields [20–22]. In those
studies, it was found that the roughness modulates the near-bed turbulence; produces streamwise
structures, which undergo distortion and breaking; and reduce the large-scale anisotropy. A double
averaging of the flow field reveals spatial inhomogeneities at the roughness scale and alternate paths of
energy transportation in the turbulent kinetic energy (TKE) budget. The TKE budget is formulated as:
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where the advection term A is −〈ui〉 ∂k
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Figure 8. Distributions of normalized (a) averaged pressure,
〈
p
〉

/ ρU2
h; (b) averaged streamwise

velocity, 〈u〉/Uh; (c) averaged spanwise velocity, 〈v〉/Uh; (d) averaged vertical velocity, 〈w〉/Uh, on the
slices of x = −2.5h–6.25h with a step size of 1.25h. The width of the slices is 5h centering at the y = 0, and
the height is 4h. The red dashed lines represent the upper boundary of the wake and the blue dashed
lines indicate the center of the shear layer. x, y, and z axes have been normalized by h.
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Figure 9. Distributions of normalized (a) r.m.s of fluctuating pressure, σp/ ρU2
h; (b) streamwise velocity,

σu/Uh; (c) spanwise velocity, σv/Uh; (d) vertical velocity, σw/Uh, on the slices of x = −2.5h–6.25h with
a step size of 1.25h. The width of the slices is 5h, centering at the y = 0, and the height is 4h. The red
dashed lines indicate the upper boundary of the wake and the blue dashed lines indicate the center of
the shear layer. x, y, and z axes have been normalized by h.

Their distributions on the slice of y = 0 are shown in Figure 10. The dominant term was found to
be the turbulence production. A formula based on a turbulence generation term, this value is primarily
determined by the shear of the average flow. Moreover, kinetic energy is generated in the opposite
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direction of the Reynolds stress, which not only eliminates the kinetic energy of the average flow,
but also transfers the kinetic energy that is eliminated to the fluctuating velocity fields. Therefore,
it is apparent that the maximum of the shear production P is at the entry of the flow into the hill
wake, where a sudden flow ejection occurs and the shear layer begins to develop. Apart from the
concentrations of the turbulence production in the shear layer region, a secondary concentration of
P can be identified at the canopy top. The production P and dissipation D are directly responsible
for the gain and loss of k in the transport equation, respectively. It can be seen that the dissipation
is negative in the global process. This is because the turbulent dissipation acts as a sink for the TKE
budget. It can act as a resistance to fluctuating stress and can also convert kinetic energy into internal
energy. Interestingly, different from P, the concentration of D is observed at the locations just below the
shear layer. Moreover, there are abruptly no dissipations above the shear layer, revealing the much
more organized instantaneous turbulence structures here. The secondary dominant term is A. It is
negative in the shear layer but positive in the wake core region, whose distribution is similar to the
turbulence transportation term.

3.5. Spectrum

Spectral analysis provides information about how energetic the structures are, as a result perhaps
shedding some light on the dynamics of the eddy motions. Figure 11 displays the one-dimensional
pre-multiplied spectra of three velocity components nSu, nSv, and nSw, further normalized by 〈u′2〉,
〈v′2〉, and 〈w′2〉, respectively. The horizontal axis is normalized by Uh/h, making it convenient to clarify
the relative sizes of the eddies to those of the hills. The time signals of the flow at P1~P3 were recorded
over a period of 400 time units. The maximum entropy method (MEM) was employed to obtain
smoothed Su. MEM is an extrapolated spectral density estimation technique based on segments of
known autocorrelation functions with unknown lags [23–25]. In particular, it is necessary to mention
that with a restricted number of poles, MEM will smooth the spectrum somewhat, which is important
to identify the peaky regions in the plotting. However, if the number of poles is extremely small, the
important information of the energetic motions may be smoothed, while if the number of poles is
extremely large, round-off error can be a problem, leading to the introduction of additional peaks
shifting with a phase of sine wave. Finally, 250 poles were selected to achieve a compromise between
the smoothness of the spectra and the width of the frequency covered, which has also been selected in
the previous study by Liu et al. [14].

In general, Sui in the present LES exhibits a −2/3 slope in the inertial subrange, covering at
least one decade, which is in consistent with Kolmogorov’s hypothesis. However, there is a steep
decrease beyond this inertial range (nh/Uh > 1), suggesting that the present LES do not have the
capabilities to resolve the small-scale eddies in a broad dissipation range due to the filtering effects
from the SGS model. The spectra of streamwise, spanwise, and vertical velocities at P1 peak at different
wavenumbers, which are about 0.1, 0.2, and 0.6, respectively. Whereas, moving the reference point
to P2, a clear shift of peak Su to high wavenumber region is identified, indicating the large-scale
streamwise velocity breaks into smaller scales at the hill top. This shift can also be observed in the
spectrum of the spanwise velocity. It is of interest that at the crest, the energies of the fluctuating
velocities are condensed, which is revealed by steeper caves on the spectrum distributions, suggesting
the generation of the energetic coherent structures. Significantly, the peak spectra of the three velocity
components seem to occur at nearly the same wavenumber (nh/Uh ≈ 0.2). Further moving the reference
point to P3, the spectra curves do not vary much in comparison with those at P2. However, the curves
are significantly smoothened at P3 and the peaks of the spectra are much easier to be identified. It is
the signature that the coherent structures in the IBL flow are seldom transported into the shear layer.
The similar spectra at P2 and P3 also suggest that the topography-generated coherent structures have
significant effects on the velocities upstream.
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Figure 10. Distributions of normalized turbulence kinetic energy (TKE) budget on the slice of y = 0
with x-axis ranging from −2.5h to 7.5h and z-axis ranging from 0h to 4h, (a) advection, A; (b) turbulence
production, P; (c) turbulence transportation, T, and (d) dissipation, D. The solid line indicates the hill
shape, dashed line is the canopy top, dotted line shows the upper boundary of the wake, and the
dash-dotted line implies the center of the shear layer.
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Figure 11. One-dimensional pre-multiplied spectra of three velocity components nSu, nSv, and nSw

at the monitoring points: (a) P1; (b) P2; and (c) P3. The pre-multiplied spectra nSu, nSv, and nSw are
further normalized by 〈u′2〉, 〈v′2〉, and 〈w′2〉, respectively, and the frequency n is normalized by Uh/h.
The inclined lines with a slope of 2/3 are drawn to show the inertial subrange of the spectra.

4. Conclusions

In the present study, the 3D mean and turbulent flows over a hill with vegetation cover were
simulated and analyzed. The major conclusions are summarized as follows.

• The production of turbulence from the canopy is the source of the secondary peak spanwise
fluctuations in the hill wake. Moreover, two pairs of peak vertical velocity downstream of the
hill crest were identified from the three-dimensional view of the mean velocities. One pair was
located at the shear layer, and the other located in the central wake.

• The energies of the fluctuating velocities are condensed, represented by steeper caves on the
spectrum distributions, suggesting the generation of the energetic coherent structures. Additionally,
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the similar spectra at P2 and P3 are the indications that the topography-generated coherent
structures have significant effects on the velocities upstream.

• A pair of the lateral shedding are the reason for the double peaks on the distributions of σu, Sku,
Kuu, and Ruu. The turbulence structures in the hill consist of the lateral shedding, the shedding
from the hill crest, as well as the canopy-induced rotations. The lateral shedding and the shedding
from the hill crest yield an area with quite small velocities and weak vortices, leading to the
formation of a dead flow area.
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Abstract: This study aims to numerically investigate the radiation heat transfer in a complex, 3-D
biomass pyrolysis reactor which is consisted of two pyrolysis chambers and a heat recuperator.
The medium assumes to be gray, absorbs, emits, and Mie-anisotropically scatters the radiation energy.
The finite volume method (FVM) is applied to solve the radiation transfer equation (RTE) using
the step scheme. To treat the complex geometry, the blocked-off-region procedure is employed.
Mie equations (ME) are applied to evaluate the scattering phase function and analyze the angular
distribution of the anisotropically scattered radiation by particles. In this study, three different states
are considered to test the anisotropic scattering impacts on the temperature and radiation heat flux
distribution. These states are as: (i) Isotropic scattering, (ii) forward and backward scattering and
(iii) scattering with solid particles of different coals and fly ash. The outcomes demonstrate that the
radiation heat flux enhances by an increment of the albedo and absorption coefficients for the coals
and fly ash, unlike the isotropic case and the forward and backward scattering functions. Moreover,
the particle size parameter does not have an important influence on the radiation heat flux, when the
medium is thin optical. Its effect is more noticeable for higher extinction coefficients.

Keywords: radiation; blocked-off-region procedure; heat recuperation; anisotropic scattering;
mie particles

1. Introduction

For a vast range of engineering applications, radiation is a substantial method of heat transfer.
Especially, in high temperature equipment like furnaces, boilers, gas turbine combustors, and nuclear
reactors, where the combustion generating luminous flames includes combustion gases and other
particles. Where the scattering is mostly anisotropic, the particles emit, absorb and scatter radiant
energy. Therefore, the necessity for analysis of radiation heat transfer leads to an increase demand
for developing well-designed radiation models, applicable to arbitrary shaped multi-dimensional
geometries and capable of treating anisotropic characteristics in participating media. In recent decades,
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many researchers have tried to calculate the radiation transfer equation (RTE) in multidimensional
complicated geometries. Considering computation costs and precision, three most adopted methods
could be recalled the discrete transfer, the discrete ordinates and the finite-volume methods. The first
description of the discrete transfer method (DTM) is presented by Lockwood and Shah [1] and applied
later to complex geometries by the cell-blocking process according to Cartesian coordinates [2], and
nonorthogonal grid systems [3]. Chai et al. [4] used the DOM with the blocked-off-region procedure.
Fiveland and Jesse [5] have accomplished a formulation of the discrete ordinates method (DOM) using
finite element associated with curvilinear grids. The finite volume method (FVM) was adapted with
various procedures that treated the problem of irregular geometries. The FVM was developed with
nonorthogonal coordinate systems [6], the blocked-off-region [7–9], and the spatial-multiblock [10]
procedures. Coelho et al. [11] modelled the radiation heat transfer in enclosures including blocks of
narrow thicknesses by the above-mentioned methods. Guedri et al. [12] investigated the impacts of
baffles on radiation heat transfer in the 2-D and 3-D complicated geometries. The authors examined
two different schemes: The STEP and CLAM schemes. Furthermore, they treated the effect of change
of the absorption and albedo coefficients on the temperature profiles as well as net radiation heat flux
distributions in a 3-D biomass pyrolysis reactor. The similar study is done by Abbassi et al. [13] in
a 2-D complex geometry. They examined the baffles shadow and soot volume fraction impacts on
the temperature profiles and radiation heat flux. In all previous works, the problem of anisotropic
scattering is processed in a simple way. Mengüç and Viskanta [14] analyzed the radiation exchanges in a
3-D rectangular enclosure housing radiatively participating mixture of gases and anisotropic scattering
particles applying the first and third-order spherical harmonics approximation. The delta-Eddington
model is employed to define the scattering phase function. Kim and Lee [15,16] studied the impact
of the anisotropic scattering in a 2-D rectangular enclosure using the S-N discrete ordinates scheme.
The scattering phase function is expanded in a series of Legendre polynomials. Results indicated
that the phase function anisotropy has a vital importance in the radiation heat transfer while the
non-symmetric boundary conditions are considered in the problem. Farmer and Howell [17] used the
Monte Carlo approach to anticipate the radiation heat transfer within general inhomogeneous media
that represents both highly spectral and anisotropic scattering behaviors. Guo and Maruyama [18]
investigated the scaled isotropic scattering radiation in a 3-D inhomogeneous medium by the radiation
element method. In a 2-D rectangular enclosure, Trivic et al. [19–21] coupled the FVM to calculate
the radiation transfer equation employing Mie equations for evaluating the scattering phase function.
This model can be applied to any given particle parameters regardless the previous designed analytical
expressions for the scattering function. It is also adopted for the radiation heat transfer in a 3-D
geometry with grey and non-grey anisotropically scattering media. In this work, the authors used two
different numerical schemes to solve the radiation transfer equation: (i) The finite volume method with
a highly refined angular discretization and (ii) the combination of zone method and the Monte Carlo
statistical simulation method, and for the non-gray gases, they used the Smith’s weighted sum of gray
gases model (WSGGM) for a hypothetical gas represented by 5 gray gases. Outcomes from the two
methods are found in an acceptable agreement. Hunter and Guo [22] presented a technique for the
normalization of the phase function to meet the scattered energy conservation constraint and thus,
minimize the numerical errors generated by the discretization of the integral numerical term in the
RTE. This technique is simpler and applied to the 3-D FVM to enhance radiation calculation precision
and efficiency in anisotropically scattering media. The outcomes matched well to those achieved by
the Monte Carlo and discrete-ordinates methods for a cubic enclosure confining a highly-anisotropic
scattering mediumproblem. The authors achieved an acceptable compromise between the FVM
results by applying the normalization technique, and the two different methods by little effect on
computational efficiency. Guedri et al. [23] formulated and applied the FTn Finite Volume Method
(FTn FVM) for transient radiation in a 3-D absorbing, emitting, and anisotropically scattering medium.
The outcomes illustrated that FTn FVM decreases mostly the ray impacts and its accuracy is higher
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than the standard FVM. Moreover, FTn FVM has shorter convergence time compared to the standard
FVM for all cases using both STEP and CLAM schemes.

The aim of this study is to understand the anisotropic scattering phenomenon impact on the
radiation heat transfer in a 3-D complex geometry. The enclosure is a pilot plant for biomass pyrolysis
reactor consisted of two pyrolysis chambers and a heat recuperator. The FVM is used in relation to the
blocked-off-region process and Mie equations to evaluate the scattering phase function (SPF). The heat
recuperator includes a gray, absorbing–emitting, and anisotropically scattering medium. Solid particles
of many different coals and fly ash are formed during the pyrolysis process. The main advantage of
the proposed procedure is that it can be readily applied to radiating particles of any types within the
Mie scattering approximation limits, given the geometrical and optical particle parameters like the
complicated index of refraction, wavelength of the incident radiation and particle mean diameter.

2. Mathematical Formulations

2.1. Radiation Transfer Equation

In this study, an absorbing, emitting and anisotropically scattering gray medium, comprising
of a mixture of gas and particles inside an enclosure is considered. For such a situation,
the integro-differential radiation transfer equation (RTE) is given by [6]:

dI(
→
r ,
→
Ω)

ds
= −β(→r )I(→r ,

→
Ω) + S(

→
r ,
→
Ω) (1)

The RTE resulting from an energy balance performed for a volume element, means that radiation

intensity along a given path
→
Ω gaines radiation energy by absorption and in-scattering but decreases

by emission and out-scattering of radiation energy.

β(
→
r ) and S(

→
r ,
→
Ω) are respectively the local extinction coefficient and source function given by

β(
→
r ) = κ(

→
r ) + σ(

→
r ) (2a)

S(
→
r ,
→
Ω) = κ(

→
r )Ib(

→
r ) +

σ(
→
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4π

∫
4π

I(
→
r ,
→
Ω)Φ(

→
Ω,
→
Ω′)dΩ′ (2b)

The radiation intensity I(
→
r ,
→
Ω) depends on the Cartesian coordinates (x, y, z) of the position vector

→
r , and the polar and azimuthal angles (θ, φ), that characterise the radiant intensity direction, defined
by the unit vector

→
Ω = sinθ cosφ

→
e x + sinθ sinφ

→
e y + cosθ

→
e z (3)

The FVM is used to discretize the RTE. This method comprises of dividing the computational
area into Nx ×Ny ×Nz control volumes and the spherical space into Nθ ×Nφ control solid angles. The
initial solid angle is analytically computed by

ΔΩl =

∫ θl+

θl−

∫ φl+

φl−
sinθdθdφ (4)

The following finite volume formula may be achieved by considering the constant magnitude of
the radiation intensity and varying its orientation through the control volume and control angle.∑

m
Il
mΔAmNl

c,i = (−βIl + Sl)ΔVP (5)
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where

Nl
c,i =

1
ΔΩl

∫
ΔΩl

(
→
Ω

l
· →ni)dΩl (6)

Equation (7) is achieved using the STEP scheme which is obtained by Chai et al. [24] in
3D discretization.
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The quantity Φ
l′l

is defined as the average scattering phase function (ASPF) from control angle l′
(incident angle) to control angle l (scattering angle). It is expressed as follows

Φ
l′l
=

∫
ΔΩl

∫
ΔΩl′ Φ(

→
Ω

l
,
→
Ω

l′
)dΩldΩl′

ΔΩlΔΩl′ (8a)

Φ
l′l

can be estimated by the previous equation discretization [25]

Φ
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=

∑Ls
ls=1

∑L′s
l′s=1 Φl′sls ΔΩl′s ΔΩls

ΔΩlΔΩl′ (8b)

where ΔΩl′s and ΔΩls are the sub-control angles.
The radiant intensities are calculated as follows
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When the below convergence criterion is satisfied, the iterative procedure is terminated for
all cases: ∣∣∣∣Il

P − Il0
P

∣∣∣∣
Il
P

≤ 10−5 (10)

where l0 and l stand for the previous and current iterations, respectively.

2.2. Boundary Conditions

The radiation boundary conditions are defined by the below equation for a gray, diffusely reflecting,
opaque, and emitting surface:

I(
→
r ,
→
Ω) = ε(

→
r )Ib(

→
r ) +

ρ(
→
r )
π

∫
→
n .
→
Ω′≺0

I(
→
r ,
→
Ω)

∣∣∣∣∣→Ω′.→n ∣∣∣∣∣dΩ
′

(11a)

The following equation represents the discretized form of Equation (11).

Il = εwIb +
ρw

π

∑
l′

Il′Nl′
wΔΩl′ (11b)
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2.3. Scattering Phase Function

The phase function describes the angular distribution of the scattered radiation which is denoted
by Φ. This function illustrates the possibility that an incident ray beam centered around the direction
→
Ω
′
, is scattered towards the propagation direction

→
Ω.

In the spherical particle size compared with the incident beam wavelength (xp ≈ 1), the Mie theory
applies and thus, the anisotropic scattering incident is described by the phase function described by [26]

Φ(Θ) = 2
i1 + i2
x2

pQsca
(12)

Θ represents the scattering angle between the incomingand the outgoing directions respectively
→
Ω and

→
Ω
′
, evaluated using the following expression

cos Θ = μμ′ + (1− μ2)1/2(1− μ′2) cos(ϕ′ −ϕ) (13)

(i1, i2) are the non-dimensional polarized intensities; Qsca is the efficiency factor for scattering
and xp is the particle size parameter. In this study, the value of xp is dependent on wavelength and
the particle radius, it is used to calculate the typical wavelength of λ = 3.1415 μm as suggested by
Modest [27]. Indeed, the definition of Mie theory equations for homogeneous spherical particles, and
all the appropriate variables linked to Equation (12) are represented in detail by [19]. The iterative
calculations will be stopped as indicated by Deirmendjian et al. [26], when n = 1.2xp + 9.

3. Blocked-Off-Region Procedure

The blocked-off-region process is consisted of appending artificial areas to the real physical
domain to gain a simple formation where the RTE solution is very simple to create. This process has
been expanded for conduction and convection heat transfer, and after that, developed to radiation
transfer by Chai et al. [6,7] and Borjini et al. [8].

An extra source term is added to discern real areas from artificial ones as follows:

Sbloc = SC + SPIl
P (14)

The extra source term is chosen for a specified black boundary as follows: (SC, SP) = (0, 0) and
(MIb,−M) for the real areas and the fictitious ones, respectively. Curved and inclined shapes can be
dealt with applying this process by a grid mesh refinement.

4. Validation

To validate our implemented numerical code prior to its application for case study problems
(i.e., 3-D complex geometry), the results of Trivic and Amon [20] are used. The authors solved the RTE
by combining the zone (ZM) and Monte Carlo (MC) solution methods where the SPF is described by Mie
Equations (ME). The utilized software in this research is coded using the FORTRAN computing language.

A cubic enclosure with a length of 1.0 is considered. The calculation area is discretized into (15 ×
15 × 15) uniform control volumes, and (16 × 20) control solid angle. The rear wall is black and hot with
Ebr = 1. All the other walls are assumed to be black and cold. The enclosure confines a pure scattering
medium with β = 1 m−1. In this section, the quantities are non-dimensional. It is noted that X= x/L,
Y= y/L and Z= z/L are the non-dimensional coordinates and L is the cube side.

Four various states are investigated: One isotropic with the designation ISO and three anisotropic
states with the scattering phase functions denoted with F1, B1, and carbon [19].

All the particle information which is used to evaluate the scattering phase functions F1 and B1 are
taken from [28] and presented in Table 1. Letters F and B denote the forward and backward-directed
scattering phase functions, respectively.
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Table 1. Data for evaluation of the scattering phase functions by Mie equations.

Scattering Phase Function F1 B1

Particle size parameter xp 5 1

Real part of complex refractive index n 1.33 very large, taken 108

Imaginary part of complex refractive index k 0 0

The variation of the considered scattering phase functions versus the scattering angle are
demonstrated in Figure 1a,b. It is shown that the scattered radiation by fly ash particles for small
particle size parameter presents a similar tends as B1 phase function. As xp increases, the scattered
radiation tends to be directed towards the forward direction. F1 phase function seems to be adequate
to represent the fly ash scattering behavior when xp = 5.
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Figure 1. Scattering phase functions: (a) Function F1 and B1, (b) fly ash for different size parameters.

Figure 2a–c presents the net radiation heat flux density in y direction q∗ys = qys/E at the middle of
bottom wall, along the z coordinate. The (FVM +ME) predictions corresponding to the isotropic case
(Figure 2a) and carbon (Figure 2d), clearly follows the (ZM +MC) results. Figure 2b depicts that the
F1 function predictions for function F1 of the heat flux with (FVM +ME) follow those obtained with
the aid of (ZM+MC). The maximum discrepancy observed does not exceed 26%. For the scattering
function B1, the achieved result is underestimated compared with benchmark.
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(c) (d) 

q ys

q ys

Figure 2. Dimensionless radiation heat flux density in y-direction at the middle of south wall (X= 0.5,
Y= 0.0).

The z-component of the dimensionless net radiation heat flux density q∗z f = qz f /E, at the middle
of the cold front wall, along x-coordinate is shown in Figure 3a–c. First, the isotropic case, shown in
Figure 3a presents an overestimation around 10.8% for the (FVM+ME) results as compared with the
(ZM +MC) solutions. In Figure 3b, where the case of function F1 is shown, our results present an
overestimation around 39% with benchmark (ZM +MC). Figure 3c shows the (FVM+ME) results
corresponding to B1 phase function which agree well with the reference predictions. Figure 3d
presents the (FVM+ME) predictions for carbon, and shows an overestimation ranging between 18.2%
and 21.3%.
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Figure 3. Dimensionless radiation heat flux density in z-direction at the middle of front cold wall (Y=
0.5, Z= 1.0).

It should be noted that the results found by Trivic and Amon [20], using the FVM for the resolution
of the RTE and ME for evaluating the scattering phase function, are also shown on the previous figures.

5. A 3D Complex Heat Recuperator of Biomass Pyrolysis Fumes

The biomass pyrolysis pilot plant is composed of two metallic rooms for biomass pyrolysis and a
heat recuperator, as described in detail by Abbassi et al. [12,13,28] (Figure 4a,b).The heat recuperator
consists of a parallelepiped metallic construction with dimensions (1.8, 1.2, 1.2) m, including two
cylindrical chambers and 17 baffles in direct contact with gases emitted from the combustion of biomass
pyrolysis fumes.

(a) (b) 

Figure 4. (a) Geometrical characteristics of the heat recuperator projected in z-plane, (b) Pilot plan. 1.
Chimney. 2. Pyrolysis chambers. 3. Pyrolysis gases channels. 4. Heat exchanger. 5. Pyrolysis gases
combustor. 6. Pyrolysis gases and air combustor inlet.
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6. Result and Discussion

6.1. Grid Independence

The heat recuperator contains an absorbing-emitting and anisotropically scattering medium.
The temperature of all the walls was evaluated equal to 300 K with an emissivity equal to ε = 0.8,
except the wall at y = 0 and for 0.75 < x < 1.05 m, where the temperature was assumed 1000 K with a
blackbody surface. The baffles are black and were taken at a prescribed temperature of 300 K. The two
pyrolysis chambers are considered as black and at a uniform temperature 500 K. This choice is made
based on experimental measurements.

In this section, it is aimed to examine the effect of varying the spatial and angular meshes for
the isotropic case. The step scheme is employed for all calculations. First, a spatial grid refinement
is made as (Nx ×Ny ×Nz) = (46× 44× 11), (62× 58× 11), (92× 86× 11), and (184× 172× 11), for a
fixed angular grid (Nθ ×Nφ) = (4× 20). The choice of the grid mesh (92× 86× 11), offers a satisfactory
compromise between accuracy and computation time. Also, the number of control solid angles is varied
as (Nθ ×Nφ) = (4× 12), (4× 20), (4× 24), and (4× 20) for the retained spatial grid.It is noted that it
does not have a great effect on the CPU time, and consequently, a grid of the type (Nθ ×Nφ) = (4× 20)
seems to be appropriate.

In the following, it is set out to investigate the impact of the scattering anisotropy of particles,
the absorption and scattering albedo coefficients on the gas temperature and net radiation flux
distributions. The solution method of the RTE for the pilot plant of Figure 4a,b is (FVM+ME). To
achieve this, the forward and backward scattering phase functions (F1, B1) are considered. Also, the
predictions are analyzed for real engineering fuels and fly ash. The particles are consisting of carbon,
anthracite, bituminous and lignite.

6.2. Absorption Coefficient and Scattering Albedo Effects

In this section, a comparison between isotropic and two anisotropic scattering functions (F1,
carbon) is made. Figure 5a–g shows the temperature contours at plane z = 0.6 m, for six cases. It should
be mentioned that the size parameter for carbon is xp = 1. First, for an absorption coefficient κ = 1
m−1 (states 1,3, and 5), when the albedo coefficient is relatively weak (i.e., ω = 0.1), it is observed that
the temperatures distributions have the same pattern for the two-phase functions: Isotropic case as
well as carbon. The impact of scattering anisotropy is negligible, as it refers to an optically thin body
with little scattering. Furthermore, it is seen that higher temperatures are distributed near the inlet
of the hot-gases region, and at the vicinity of the baffles while the temperature distribution tends to
be uniform in the recuperator core region. When the albedo increases, it is seen that the temperature
near the lateral baffles remains nearly constant (i.e., 700 K). In the rest of the recuperator, the difference
between the temperature contours of the two phase functions is clear. This difference is pronounced
with a larger albedo coefficient. For carbon, it can be noted that the isothermal line 700 K (in bold)
tends towards the central region. Also, the temperature increases near the horizontal baffle and the
cold wall. However, for the isotropic case, contours behavior is completely the opposite. This may
be due to the fact that radiation is equally scattered while carbon scattering phase function seems to
be a backward-directed function. For an absorption coefficient κ = 5 m−1 (cases 2, 4 and 6), on the
one hand, it can be seen a remarkable deformation of the isothermal lines close to the inlet of the hot
gases, towards the right pyrolysis room for carbon case especially when ω = 0.9. In addition, there
is an increase of the temperature namely in the centre of the recuperator and at the horizontal baffle.
On the other hand, for the isotropic case, there is a decline of the temperature in the physical system
mainly for a large value of the albedo coefficient, and it is shown a stagnation zone with the highest
albedo coefficient, where the temperature about 410 K. In fact, in these regions, the thermal inertia is
important, and radiation thermal energy tends to be stored. This phenomenon is perceived when the
absorption and the albedo coefficients are high enough.
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(a) case 1: ω = 0.1; κ = 1m−1. 

 
(b) case 2: ω = 0.1; κ = 5m−1. 

 
(c) case 3: ω = 0.5; κ = 1 m−1. 

 
(d) case 4: ω = 0.5; κ = 5m−1. 

 
(e) case 5: ω = 0.9; κ = 1 m−1  

(f)carbon case 6: ω = 0.9; κ = 5 m−1 

 
(g) isotropic case 6: ω = 0.9; κ = 5 m−1 

 

Figure 5. Effects of the absorption and albedo coefficients on the medium temperature pattern:
Comparison between the isotropic case and carbon. Dashed lines: Isotropic, continuous lines: carbon.
(a) case 1: ω = 0.1; κ = 1 m−1, (b) case 2: ω = 0.1; κ = 5 m−1, (c) case 3: ω = 0.5; κ = 1 m−1, (d) case 4:
ω = 0.5; κ = 5 m−1, (e) case 5: ω = 0.9; κ = 1 m−1, (f) carbon case 6: ω = 0.9; κ = 5 m−1, (g) isotropic case
6: ω = 0.9; κ = 5 m−1.

Figure 6a–g depicts the forecasted net radiation heat flux density contours. For all cases of
carbon, it is shown that the radiant energy is directly from the hot regions to the cold ones, and the
radiation heat flux is enhanced in all the regions of the recuperator and reachesa maximum value equal
61.47 kW·m−2. For the isotropic case, there is a remarkable fall of the radiation heat flux mainly at the
inlet of hot gases with a maximum value of 33.82 kW·m−2. Moreover, the appearance of stagnation
zones is noticed for two states.

118



Energies 2019, 12, 3986

(a) case 1: ω = 0.1; κ = 1 m−1. (b) case 2: ω = 0.1; κ = 5m−1.

(c) case 3: ω = 0.5; κ = 1m−1. (d) case 4: ω = 0.5; κ = 5 m−1.

(e) case 5: ω = 0.9; κ = 1 m−1. (f) carbon case6: ω = 0.9; κ = 5 m−1

(g) isotropic case 6: ω= 0.9; κ = 5 m−1

Figure 6. Effects of the absorption and albedo coefficients on the net radiation heat flux density
distribution. Dashed lines: Isotropic, continuous lines: carbon. (a) case 1: ω = 0.1; κ = 1 m−1, (b) case 2:
ω = 0.1; κ = 5 m−1, (c) case 3: ω = 0.5; κ = 1 m−1, (d) case 4: ω = 0.5; κ = 5 m−1, (e) case 5: ω = 0.9; κ = 1
m−1, (f) carbon case 6: ω = 0.9; κ = 5 m−1, (g) isotropic case 6: ω = 0.9; κ = 5 m−1.

Figure 7a–g gives the isothermal lines for the function F1 and the isotropic case. It can be noticed
that for the lower amount of the albedo coefficient, the anisotropy effect is imperceptible. As the albedo
coefficient increases, a shift of the isotherms is observed corresponding to F1 function as compared to
those of the isotropic case and the medium cools down. Also, a deformation of the isotherms is noted,
which are close to the inlet of hot gases, toward the right pyrolysis chamber. This that the propagation
of radiation is privileged to the right direction this behavioris more important when the absorption
coefficient is greater.
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(a) case 7: ω = 0.1; κ = 1 m−1. 

 

(b) case 8: ω = 0.1; κ = 5 m−1. 

 

(c) case 9: ω = 0.1; κ = 5 m−1. 

 

(d) case 10: ω = 0.5; κ = 5 m−1. 

 

(e) case 11: ω = 0.9;κ = 1 m-1. 

 

(f) F1 function case 12: ω = 0.9; κ = 5 m−1 

 

(g) isotropic case 12: ω = 0.9; κ = 5 m−1 

 

Figure 7. Effects of the absorption and albedo coefficients on the medium temperature pattern:
Comparison between the isotropic case and F1 function. Dashed lines: Isotropic, continuous lines:
carbon. (a) case 7: ω = 0.1; κ = 1 m−1, (b) case 8: ω = 0.1; κ = 5 m−1, (c) case 9: ω = 0.1; κ = 5 m−1,
(d) case 10: ω = 0.5; κ = 5 m−1, (e) case 11: ω = 0.9; κ = 1 m-1, (f) F1 function case 12: ω = 0.9; κ = 5 m−1,
(g) isotropic case 12: ω = 0.9; κ = 5 m−1.
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Figure 8a–g shows the net radiation heat flux density contours for F1 and isotropic function.
It can be seen that the radiation energy has conducted to the hot area when the absorption and
albedo coefficients increase, especially for the anisotropic case. Moreover, a stagnation zone with an
unrealistic net radiation heat flux value of –0.25 kW·m−2 is seen, indeed, an artificial environment is
studied. Furthermore, it should be pointed that the average temperature and net radiation heat flux
gradually decrease as the albedo coefficient enhances for the isotropic state and function F1, while they
increase for the carbon case due to the backward scattering behavior of carbon particles. Tables 2 and 3
summarize the aforementioned results and also, include results for function B1.

 
(a) case 7: ω = 0.1; κ = 1 m−1. 

 
(b) case 8: ω = 0.1; κ = 5 m−1. 

 
(c) case 9: ω = 0.5; κ = 1 m−1. 

 
(d) case 10: ω = 0.5;κ = 5 m−1. 

 
(e) case 11: ω = 0.9; κ = 1 m−1. 

 
(f) F1 function case 12: ω = 0.9; κ = 5 m−1 

Figure 8. Cont.
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(g) isotropic case 12: ω = 0.9; κ = 5m −1 

Figure 8. Effects of the absorption and albedo coefficients on the net radiation heat flux density
distribution. Dashed lines: Isotropic, continuous lines: carbon. (a) case 7: ω = 0.1; κ = 1 m−1, (b) case 8:
ω = 0.1; κ = 5 m−1, (c) case 9: ω = 0.5; κ = 1 m−1, (d) case 10: ω = 0.5; κ = 5 m−1, (e) case 11: ω = 0.9;
κ = 1 m−1, (f) F1 function case 12: ω = 0.9; κ = 5 m−1, (g) isotropic case 12: ω = 0.9; κ = 5 m −1.

Table 2. Average temperature and net radiation heat flux density value for different albedo values
(κ = 1 m−1).

Albedo ω = 0.1 ω = 0.5 ω = 0.7 ω = 0.9

ISO
TAv (K) 585.10 585.01 584.29 577.00

qAv (kW·m−2) 6.60 6.43 6.21 5.47

B1
TAv (K) 585.12 585.16 584.37 575.19

qAv (kW·m−2) 6.60 6.46 6.25 5.51

F1
TAv (K) 585.25 585.39 583.12 558.34

qAv (kW·m−2) 6.60 6.45 6.19 5.07

Carbon
TAv (K) 585.50 588.68 593.27 619.60

qAv (kW·m−2) 6.62 6.61 6.62 7.12

Table 3. Average temperature and net radiation heat flux density value for different albedo values
(κ = 5 m−1).

Albedo ω = 0.1 ω = 0.5 ω = 0.7 ω = 0.9

ISO
TAv (K) 582.29 577.00 567.71 523.15

qAv (kW·m−2) 5.90 5.47 5.03 4.00

B1
TAv (K) 582.26 576.04 564.54 510.53

qAv (kW·m−2) 5.91 5.5 5.03 3.84

F1
TAv (K) 581.54 565.83 538.07 438.71

qAv (kW·m−2) 5.88 5.21 4.44 2.84

Carbon
TAv (K) 584.47 598.97 623.96 724.18

qAv (kW·m−2) 5.99 6.25 6.92 11.75

It is observed that for κ = 5 m−1, the anisotropic character has a little effect on the average
temperature and net radiation heat flux with a weak albedo coefficient (i.e., ω = 0.1). When varying
the albedo from ω = 0.1 to ω = 0.9, the average net radiation heat flux diminishes of 35.02% for the
backward function, and 51.70% for the forward function. Actually, the size parameter of F1 function is
greater than that of the B1 function, which explains the increase of the scattered energy. Furthermore,
one can state that the medium temperature and flux are more sensitive to scattering rather than
absorption phenomena. However, it can be seen carbon particles have a reverse effect as compared to
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the previous phase functions. This behavior is mainly due to the imaginary part of the complex index
that is responsible of absorption of radiation. More radiation heat is transferred to the recuperator
medium implies less boundary heat losses.

The graphs presented in Figure 9a–c describe the radiation heat flux density qr on the walls of the
left pyrolysis room (Figure 4a) for z = 0.60 m, where the same conditions as previously are considered.
It is presented that the wall radiation heat flux density enhances, when approaching the horizontal
baffle due to the latter blocks the radiation energy between the two pyrolysis rooms. Moreover, for the
lower value of the ω, the anisotropic scattering character is negligible. When increasing ω from 0.1
to 0.9, the carbon phase function enhances the radiation heat emit from the hot surface, whereas the
forward and backward scattering phase functions try to decrease it. It is noticed an overprediction
of 42.50% for the carbon and an underprediction equal to 20.34% for function F1 as compared to the
isotropic case. Yet, the impact of the backward-scattering phase function is found relatively less than
the forward-scattering function, regarding the isotropic scattering state. This is foreseeable as forward
scattering accentuates the radiation heat exchange between surface and volume zones.

(a) (b) 

(c) 

Figure 9. Distributions of the net radiation heat flux density profils on the walls of the left pyrolysis
room (z = 0.6 m, κ = 1 m−1): (a) ω = 0.1, (b) ω = 0.5, (c) ω = 0.9.

6.3. Particles Type Effect

The effect of the fly ash and other coals like anthracite, bituminous and lignite on the net radiation
flux density contours at the front wall z = 0 mis analyzed. Table 4 are listed the corresponding data for
evaluating of scattering phase functions related to the near infrared region [28].
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Table 4. Complex refractive index for different coals and ashes in-near infrared region.

Coal and Ash Carbon Anthracite Bituminous Lignite Ash

Particle size parameter xp 1 1 1 1 1

Real part of complex refractive
index n 2.20 2.05 1.85 1.70 1.50

Imaginary part of complex
refractive index k 1.120 0.540 0.220 0.066 0.020

Numerical results in Figure 10a–d are calculatedfor an absorption coefficient κ = 5 m−1 and a
particle size parameter of unity. The scattering phase function curves of all the particles could be
obtained from [19]. It can be noted that the anthracite is the best in terms of enhancing the radiation
heat emitted from the hot wall while allows the maximum radiation heat to be transferred to biomass
inside the two pyrolysis rooms. Moreover, it is stated that the medium anisotropy effect is the weakest
for the fly ash due to its small imaginary part complex index of refraction, thus resulting in a more
similar distribution of heat flux in the medium.

 

(a) Anthracite 

 

(b) Bituminous 

 
(c) Lignite 

 
(d) Fly Ash 

Figure 10. Isothermal profilesfor different particles materials at the plane z = 0.0 m (xp = 1, ω = 0.9, κ =
5 m−1). (a) Anthracite, (b) Bituminous, (c) Lignite, (d) Fly Ash.

Table 5 depicts the average temperature and net radiation heat flux for the four coal types and
fly ash. It can be noted that the anthracite has the highest impact. The average temperature and net
radiation heat flux increase is equal to 25.18% and 62.70% for the albedo coefficients of ω = 0.1 and
ω = 0.9, respectively. All the considered coals and fly ash have similar trends as the carbon, because
they almost lead to the same angular distribution of the scattered radiation.
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Table 5. The average temperature and net radiation heat flux density value for different albedo values
(κ = 1 m−1).

Albedo ω = 0.1 ω = 0.5 ω = 0.7 ω = 0.9

Anthracite
TAv (K) 584.84 603.29 636.35 783.78

qAv (kW·m−2) 6.00 6.41 7.43 16.09

Bituminous
TAv (K) 584.70 601.67 631.83 760.44

qAv (kW·m−2) 6.00 6.35 7.23 14.25

Lignite TAv (K) 584.51 599.4 625.18 729.51

qAv (kW·m−2) 5.99 6.27 6.97 12.09

Fly ash TAv (K) 584.33 597.41 619.45 703.79

qAv (kW·m−2) 5.98 6.20 6.75 10.53

Figure 11a,b illustrates the predictions of the radiation flux divergence along the centerline (0.9,
0.6, z) m for different particle materials (xp = 1), an albedo coefficient ω = 0.9 and two absorption
coefficient values. It can be noted in Figure 11a that all the curves have the same shape and they are
high in the center region. The radiation source term profiles follow the same trend as in [19]. Moreover,
the difference between the highest value (for anthracite) and the lowest value (for fly ash) varies
between 15.07% and 16.82% for κ = 1 m−1 and around 49% for the relatively optically thick medium
(κ = 5 m−1). Further radiation energy is transferred through the medium whereas the optical thickness
is enhanced. The highest amount of the radiation flux divergence corresponds to the anthracite which
is multiplied by a factor of 8, when increasing the absorption coefficient from κ = 1 to κ = 5 m−1.
This is might be due to the large value of the imaginary part of anthracite’s complex index of refraction.

 

(a) 

 

(b) 

Figure 11. Profiles of the radiation flux divergence along the centerline for different particle materials
(xp = 1, ω = 0.9): (a) κ = 1 m−1, (b) κ = 5 m−1.

6.4. Particle Size Parameter Effect

Figure 12a,b demonstrates the predictions of the radiation heat flux for fly ash in y-direction,
having various particle size parameters: (a) qyz at the middle of the south hot surface along (0.9,
0.0, z) m and (b) qyx at the middle of the north surface along (x, 1.2, 0.6) m with a purely scattering
medium (ω = 1). The profiles of the involved phase functions are presented in Figure 2. One can easily
notice that when the particle size parameter increases, the forward scattering behavior becomes more
significant. According to Figure 12a, the largest radiation heat flux density, produced by the highest
value of the particle size parameter. The radiation heat flux difference between the smallest and the
largest particle size parameter is equal to 6.64%. While, in Figure 12b this difference is the largest at the

125



Energies 2019, 12, 3986

location x = 0.9 m, (i.e., 6.67%). Approaching the ends, where the side baffles are located, the difference
becomes more and more weak. The mean temperature calculated at the plane z = 0 varies between
585.56 K and 588.99 K, and the mean radiation heat flux varies between 6.64 kW·m−2 and 6.81 kW·m−2.
It is concluded that by increasing the size parameter, the evolution of the temperature and net radiation
heat flux density transfer is imperceptible.

  
(a) (b) 

Figure 12. Profiles of the net predicted y-net radiation flux density for fly ash with different particle
size parameters (ω = 0.9, β = 1 m−1): (a) (0.9, 0.0, z) m and (b) (x, 1.8, 0.6) m.

Figure 13 shows the impact of the fly ash particle size parameter on the radiation heat flux density
qyx, at the middle of the north wall, for different optical thicknesses. The anisotropic scattering effect is
not considerable for β = 1, because it is compatible with a thin optical state without much scattering
occurring. The effect of the particle size parameter is more pronounced for higher extinction coefficients,
(i.e., β = 10). Moreover, when β increase, the radiation heat flux difference between the smallest and
the largest particle size parameter become more important, mainly at the location x = 0.9 m where it
reaches 13.84%.

 = 1, 2, 10 (m-1)

xp= 0.1
xp= 2
xp= 5

Figure 13. Evolution of the y-net radiation heat flux density component along (x, 1.8, 0.6) m vs the fly
ash particle size parameter (ω = 0.5).
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7. Conclusions

In present research, the radiation heat transfer in a biomass pyrolysis pilot plant with an absorbing
and anisotropic scattering medium is studied. The calculation procedure of the radiation transfer
equation (RTE) is numerically done by coupling the Mie theory and the finite volume method (FVM)
with the STEP scheme, using the blocked-off-region process. The numerical code was satisfactorily
validated by comparison of the predictions with available data for a present work. The goal of present
investigation is to study the anisotropic scattering phenomenon impact on the radiation heat transfer
in the biomass pyrolysis pilot plant, and especially the two pyrolysis rooms. It is concluded that the
anisotropic character of particles is negligible for small values of the albedo regardless the value of
the absorption coefficient. When the albedo boosts, the net radiation heat flux diminishes for the
forward and backward phase functions, and is underpredicted as compared to the isotropic case.
This decrease is more important when the absorption coefficient changes from κ = 1 to κ = 5 m−1.
The predictions for solid particles of different coals and fly ash which are very similar to the actual
combustion processes are produced. It is obtained that the net radiation heat flux enhances by the
increment of the albedo coefficient. This tendency is similar for all the coals and fly ash, because these
particles have almost the same angular distribution of the scattered radiation for low or moderate
absorption coefficient values. In addition, it is found that the radiation energy transferred to biomass
inside the two pyrolysis rooms is enhanced when using the anthracite’s particles. The impact of the
particle size parameter on the radiation heat flux for fly ash was analyzed. It is concluded that the
net radiation heat flux enhances by increment of the particle size parameter. Furthermore, for high
extinction coefficient values, a remarkable decrement in the net radiation heat flux is obtained, and
the radiation heat flux difference between the smallest and the largest particle size parameter become
more significant.

The numerical code developed and validated in the present investigation can further be extended
to a 3-D configuration for a more pragmatic modeling of the heat transfer in the biomass pyrolysis
pilot plant. Another possible perspective of the present work is to use the present code for the study of
radiating nanoparticles in the flow of nanofluids by coupling the work like [29–33] and the present code.
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Nomenclature

a coefficient of the discretized equations
b source term of the discretized equations
D direction cosines
E radiation emissive power
I radiant intensity
k imaginarypart of the complex index
M a large number (M = 1020)
m complex index of refraction, face of control volume
Nθ number of angular discretization in the polar angle
Nφ number of angular discretization in the azimuthal angle
n real part of the complex index of refraction or index in infinite series
Pn Legendre Polynomial of order n
q radiation heat flux
Q efficiency factor
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→
r position vector
r particle radius
S source function
Sbloc, SC, SP additional source terms for blocked-off region procedure

s distance in the direction
→
Ω of radiant intensity; curvilinear coordinate.

T temperature
xp particle size parameter
x, y, z Cartesian coordinates
Greek Symbols
β extinction coefficient
ΔA area of a control volume face
ΔV control volume
ΔΩ control solid angle
ε emissivity
κ absorption coefficient
λ wavelength of incident radiation
μ direction cosine in the x-direction
ρ reflectivity
θ polar angle
Θ scattering angle
σ scattering coefficient
φ azimuthal angle
Φ phase function

Φ
l′l average scattering phase function

ω scattering albedo coefficient
→
Ω angular direction

Subscript
l, l’ angular directions
* dimensionless
Av average
b blackbody
ext, sca, abs extinction, scattering and absorption, respectively
e, w, n, s, r, f east, west, north, south, rear and front neighbours of control volume P
E, W, N, S, B, T nodes around the nodal point P
w wall
Abbreviations
RTE radiation transfer equation
SPF scattering phase function
WSGGM weighted sum of gray gases model
ZM zone method
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Abstract: Energy dissipation is one of the most important factors in choosing stepped spillways.
However, very few studies have investigated energy dissipation with different horizontal face angles.
In this paper, the realizable k-ε turbulent model was used to study the flow field, energy dissipation
rates and turbulent kinetic energy and its dissipation rate for different stepped spillways with five
horizontal face angles in the skimming flow regions. Results showed that the field and direction
of the flow were changed by the horizontal face angles of the stepped spillway, which produced
some unique characteristics and thus caused better energy dissipation. The fluctuation of free water
surface will be larger with increasing horizontal face angles and the energy dissipation rate decreases
with an increasing unit discharge and increases for the enlargement of the horizontal face angles.
This conclusion could provide a reference for the relevant research of V shaped stepped spillways.

Keywords: numerical simulation; horizontal face angle; energy dissipation rates; stepped spillway

1. Introduction

Stepped spillways, an energy dissipation structure widely used in hydraulic engineering,
have better energy dissipation rates than smooth spillways [1]. The huge energy of the water flowing
through the spillway downstream is likely to cause serious erosion downstream, so it is of great
significance to dissipate energy in the spillway stage. The energy dissipation rate is an important factor
in choosing an energy dissipation structure. Therefore, the energy dissipation in stepped spillways has
been a research focus.

To date, most of the studies on the energy dissipation rate of traditional stepped spillways have
mainly focused on the size [2], number, and arrangement of the step [3], flow state, channel slope,
unit discharge, and so on. Chanson [4] believed that the flow pattern of a stepped spillway can
be either falling or slip stream, and the two streams have different effects on different lengths of
spillways. Abbasi et al. [5] numerically studied the influence of the number of steps, step height,
and unit discharge on the energy dissipation rate of a step spillway using the standard k-ε turbulent
model, and found that the energy dissipation rate decreased with an increase in the number of steps
and unit discharge and increased as the step height and length increased. Rassaei et al. [6] and
Tabari et al. [7] used the k-ε turbulent model and derived the same rules for different sizes of step
spillways. Wu [8], who studied the stepped spillway with four channel slope, found that the energy
dissipation rate could reach 60% with the slope range of 1:2 to 1:3 and significantly reduce when the
channel slope goes beyond 1:2. Using the RNG k-ε turbulent model combined with the VOF method,
Shahheydari et al. [9] found that the slope ratio also has a significant impact on the energy dissipation
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rate of the step spillway. Attarian et al. [10] found that the energy dissipation rate was affected not
only by the height of the step, but also by the aeration amount with the realizable k-ε turbulent model.

The rolling, collision, and turbulent shearing between the water in the step spillway can improve the
energy dissipation rate [11]. Guenther et al. [12] studied the characteristics of aeration concentration,
vortex characteristics, and energy dissipation rate with four different types of stepped spillways
by model tests. Mero et al. [13] suggested that the energy dissipation rate of both the upturned
stepped body and the stepped horizontal plane were about twice that of the conventional body using
model experiment. Barani et al. [14] found that the shape of the step has a significant influence
on the energy dissipation rate of the spillway by using three different types of texts: Conventional,
upswing, and cantilever step. The shape of the cantilever step also had a significant impact on the flow
pattern and energy dissipation efficiency of the spillway [15]. Therefore, it is scientifically beneficial to
modify the shape of the step spillway to increase its collision and roll to achieve energy dissipation.

A V-shaped stepped spillway can effectively increase the energy dissipation rate by enhancing the
collision and rotation of the water flow. The energy dissipation rate of the V-shaped stepped spillway
expressed an obvious advantage compared to a traditional stepped spillway with the same height and
length of the step [16]. However, detailed studies on energy dissipation via the shape of the step in
V-shaped step spillways are rare. The horizontal face angle is a significant factor in a V-shaped stepped
spillway, which can clearly influence the energy dissipation rate. In this paper, we investigated the
streamlines and energy dissipation rates of stepped spillways with different horizontal face angles of
−30◦, −15◦, 0◦, 15◦, and 30◦. Then, the relation of the energy dissipation rates with different horizontal
face angles was obtained. These results can be used in choosing a stepped spillway with better energy
dissipation rates and provide a reference for the design of a V-shaped stepped spillway.

2. Numerical Model

2.1. Layout of the Numerical Model

The numerical simulations were performed with the Fluent software and the layout of the
numerical model is shown in Figure 1, which was composed of a pressed slope section, a smooth
section, a transitional section, a stepped section, and a tail water section. The width of the stepped
spillways was B= 40 cm, the inlet height was h= 12 cm, and the outlet height of the pressed slope section
was 8 cm. In the stepped section, the step sizes of different stepped spillways were the same (6 cm in
height and 12 cm in length). The only difference was the horizontal face angles. Here, five horizontal
face angles (θ =−30◦, −15◦, 0◦, 15◦, and 30◦) were studied. The tail water section was directly connected
to the stepped section. There were 56 steps (all surfaces of steps were either horizontal or vertical)
in each stepped spillway. These steps were named #1 to #56. The stepped spillway with θ = 0◦ was
named a traditional stepped spillway.
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Figure 1. Layout of the numerical model.

2.2. Governing Equations

The realizable k-ε turbulent model was presented by Shih et al. [17] and is useful for simulating
stepped flow [18–20]. The air–water interface was tracked by the volume of fluid (VOF) method.
The equations for turbulent kinetic energy (k) and its dissipation rate (ε) are as follows:

k equation:

∂(ρk)
∂t

+
∂(ρujk)
∂xj

=
∂
∂xj

[(μ+
μt

σk
)
∂k
∂xj

] + Gk + Gb − ρε−YM + Sk (1)

ε equation:

∂(ρε)
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+
∂(ρujε)

∂xj
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∂
∂xj
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)
∂ε
∂xj

] + ρC1Sε − ρC2
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νε

+ C1ε
ε
k

C3εGb + Sε (2)

The corresponding supplementary equation for different parameters in Equations (1) and (2) are
as follows:

C1 = max[0.43,
η

η+ 5
] (3)

η =
sk
ε

(4)

S =
√

2SijSij (5)

Sij = 0.5(
∂uj

∂xi
+
∂ui
∂xj

) (6)

ρ = αwρw + (1− αw)ρa (7)

μ = αwμw + (1− αw)μa (8)

where αw is the volume fraction of water; ρw and ρa are the densities of water and air, respectively;
μw and μa are the viscosities of water and air, respectively; and C2 = 1.9, σk = 1.0, and σk = 1.2 are the
empirical constants.

2.3. Boundary Conditions and Solver

The water inlet was set as the velocity-inlet condition and its velocity was dependent on the unit
discharges (q). The outlet boundary was treated as a pressure-outlet condition, where atmospheric
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pressure was assumed. For the wall boundary, a no-slip velocity condition was used, and the standard
wall function was used to deal with the near-wall regions. The air boundary was set as the pressure-inlet
condition, where atmospheric pressure was assumed. Pressure-based calculation and transient time
were adopted in the solver and the SIMPLE algorithm was employed for the coupling of pressure
and velocity. The computational domain was discretized using a structured grid, which is shown in
Figure 1.

2.4. Validation Model

The grid convergence index (GCI) [21] with numbers of approximately 0.25 million, 0.60 million,
and 1.95 million was were used to check the sensitivity of the grid in the numerical model. This method
was run with Equations (9) and (10), and more details can be found in Celik [21].

GCI =
1.25

∣∣∣∣φ1−φ2
φ1

∣∣∣∣
(h2/h1)

P − 1
(9)

P =
1

ln(h2/h1)

∣∣∣∣∣∣∣ln∣∣∣(φ3 −φ2)/(φ2 −φ1)
∣∣∣+ ln(

(h2/h1)
P − sgn((φ3 −φ2)/(φ2 −φ1))

(h3/h2)
P − sgn((φ3 −φ2)/(φ2 −φ1))

)

∣∣∣∣∣∣∣ (10)

where, φi is the solution for the ith grid, i is the selected numerical value, and hi is the grid size. In this
paper, three representative grids with 0.25 million, 0.60 million, and 1.95 million were used to calculate
the GCI.

The calculation model of the horizontal face angle (θ = 30◦) was chosen and the effect of the grid
sizes on the uncertainty of the computational velocity distribution is shown in Figure 2, where the
horizontal axis is the dimensionless velocity and the horizontal axis represents the dimensionless
width of the step in the position of Z/B = 0.25. As shown in Figure 2, the maximum uncertainties in the
velocity were approximately 7.3%. Thus, 0.60 million was chosen in this paper.

 
Figure 2. Grid convergence (GCI) values for different grid densities with velocity.

In order to test the accuracy of the numerical values, physical model experiments were made
in the State Key Laboratory of Hydraulic and Mountain River Engineering, Sichuan University,
Chengdu. This model was composed of an upper water tank, a stepped spillway (including transitional
section and a stepped section), a tail water section, a measuring weir, and a reservoir. The size of the
stepped spillway and the unit discharges were identical to those of the numerical model. Two horizontal
face angles (θ = 15◦, 30◦) were chosen in the physical model experiments and the validation model
is shown in Figure 3. Figure 3a–c is the physical model, the layout of model, and the layout of the
pressure measurement point, respectively.
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Figure 3. Layout of the validation model.

Tables 1 and 2 show a comparison of the pressures between the numerical and physical values on
the horizontal surface and vertical surface, respectively. Here, X represents the distance of the pressure
detecting points on the horizontal surface from the step’s inner edge, L represents the length of the step,
Y represents the distance of the pressure detecting points on the vertical surface from the step’s lower
edge, and H represents the height of the step. Table 3 features a comparison of the energy dissipation
rates between numerical and physical values with various unit discharges. As seen in Tables 1–3,
the maximum error of the pressure on the horizontal surface was 7.94%, the maximum error of the
pressure on the vertical surface was 7.41%, and the maximum error of the energy dissipation rates was
6.7%. Although there were some errors, the accuracies were sufficient.

Table 1. Comparison of the pressures between the numerical and physical values on the horizontal
surface (q = 0.489 m2/s, θ = 30◦).

X/L
X/B = 0 X/B = 0.25 X/B = 0.5

Physical Numerical
Error
(%)

Physical Numerical
Error
(%)

Physical Numerical
Error
(%)

0.08 −7.02 −7.58 7.94 8.02 8.58 6.95 13.39 13.34 −0.37
0.17 −9.48 −9.93 4.76 3.80 4.04 6.23 12.70 13.12 3.34
0.25 −12.72 −13.18 3.56 1.40 1.46 4.15 12.80 13.11 2.43
0.33 −15.48 −14.45 −6.65 3.42 3.22 −5.76 14.05 13.30 −5.35
0.42 −11.04 −11.83 7.19 8.21 8.46 3.14 14.24 13.67 −4.01
0.50 −2.20 −2.37 7.45 15.08 15.23 1.03 14.99 14.09 −6.01
0.58 11.67 12.42 6.41 22.48 21.64 −3.72 15.17 14.35 −5.43
0.67 31.65 32.87 3.85 27.98 26.28 −6.08 14.44 14.22 −1.53
0.75 51.92 52.66 1.41 30.63 28.53 −6.86 14.57 13.65 −6.30
0.83 61.08 63.15 3.39 31.24 28.86 −7.62 13.40 12.64 −5.68
0.92 60.57 57.25 −5.47 27.32 25.72 −5.88 11.85 11.19 −5.59
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Table 2. Comparison of the pressures between the numerical and physical values on the vertical surface
(q = 0.489 m2/s, θ = 30◦).

Y/H
X/B = 0 X/B = 0.25 X/B = 0.5

Physical Numerical
Error
(%)

Physical Numerical
Error
(%)

Physical Numerical
Error
(%)

0.83 −23.94 −25.70 7.35 −3.31 −3.53 6.86 8.16 7.65 −6.21
0.67 −11.58 −12.33 6.54 −1.49 −1.55 4.35 8.68 8.49 −2.14
0.50 −10.48 −11.25 7.41 −2.84 −2.64 −7.09 8.90 9.03 1.39
0.33 −9.12 −9.47 3.83 1.49 1.60 6.95 10.71 10.39 −3.01
0.17 −7.61 −7.26 −4.48 8.95 9.56 6.82 11.92 12.37 3.70

Table 3. Comparison of the energy dissipation rates between the numerical and physical values with
various unit discharges.

Case θ = 30◦

q(m2/s) Physical Value Numerical Value Error (%)

0.313 75.21 79.56 5.78
0.425 73.21 75.39 2.98
0.489 70.14 74.84 6.70
0.552 69.24 73.56 6.24
0.600 67.76 70.24 3.66

3. Results and Discussion

3.1. Streamlines

The direction of velocity, the basic characteristic in a V-shaped stepped spillway, varies greatly,
and an analysis of streamlines helps us to understand the effects of energy dissipation of the stepped
spillway in-depth. Figure 4 shows the streamlines of differently shaped steps for a one-step number
(#43, for example). It can be seen that (1) when θ = 0◦, the streamlines were parallel to the axial plane,
so the free water surface did not change along the cross-section; (2) when θ > 0◦, the streamlines were
not parallel to the axial plane and extended from the sidewalls to the axial plane, so the water flow
collided near the axial plane. However, the body of the stepped spillway with θ = 30◦ became larger
than that in the stepped spillway with θ = 15◦, so the collision of the water flow near the axial plane
was more intense; and (3) when θ < 0◦, the streamlines were also not parallel to the axial plane and
extended from the axial plane to the sidewalls, so the water flow from the axial plane collided with the
sidewalls. As a result, the free water surface would be higher near the sidewalls. However, the body of
the stepped spillway with θ = −30◦ became larger than that in the stepped spillway with θ = −15◦,
so the collision of the water flow near the sidewalls was more intense.
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Figure 4. Streamlines of different shaped steps (#43).

3.2. Energy Dissipation Rate

As a result of the conservation of upstream and downstream energy, the ratio of the energy loss to
the upstream energy is defined as the energy dissipation rate:

η =
ΔE
E1
× 100% =

E1 − E2

E1
× 100% (11)

where E1, E2 are the total energy in the beginning and end of the stepped section, respectively;
E1 = Δh + v2

1/(2g), E2 = v2
2/(2g); where Δh is the difference in the height between the two sections,

and v1 and v2 are the average velocities in the two sections.
Figure 5 shows the energy dissipation rates change with various unit discharges and horizontal

face angles. It can be seen that (1) the energy dissipation rates in all shaped stepped spillways decreased
with an increase of the unit discharges but the decrement rate was larger in the traditional stepped
spillway; and (2) at a given unit discharge, as the angle increased, the energy dissipation rate initially
decreased and then increased. Thus, the energy dissipation rate was the lowest in the traditional
stepped spillway.

 

Figure 5. Energy dissipation rate changes with various unit discharges (left) and horizontal face
angles (right).
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3.3. Turbulence Kinetic Energy (k) and Its Dissipation Rate (ε)

Figure 6 shows the distribution of turbulence kinetic energy and its dissipation rate on the stepped
surface of the V-shaped and inverted V-type step spillways, respectively. In this paper, the turbulent
kinetic energy and dissipation rate from the 1-mm position to the wall were selected for analysis. It can
be seen that obvious changes, which were shown on the step surface of the V-shaped and inverted
V-shaped steps, appeared along the width of the spillway. The maximum of turbulence kinetic energy
and its dissipation rate for the V-shaped step were found in the stepped horizontal plane in the vicinity
of the side wall. However, those for the inverted V-shaped step were presented in a stepped horizontal
plane near the central axis, from which a distinct three-dimensional feature is shown.

 

Figure 6. The distribution of turbulence kinetic energy (left) and its dissipation rate (right) on the
stepped surface of V-shaped and inverted V-type step spillways (q = 0.425 m2/s).

For the V-shaped step, the maximal turbulence kinetic energy appears on the stepped horizontal
plane near the side wall because the water flow, falling near the side wall and moving to the central
axis surface by swirling, intensified the turbulence on the step surface. At the same time, the energy
loss caused by this collision was also greater than the others, so its dissipation rate also reached its
maximum in the vicinity of the side wall. However, for the inverted V-shaped step, the maximum of
the turbulence kinetic energy and its dissipation rate were shown in the stepped horizontal plane near
the central axis, where the water fell into the central axis from the sidewall. The distribution of the
turbulence kinetic energy and its dissipation rate showed a certain symmetry due to the symmetry of
the structure for the V-shaped step and inverted V-shaped step.
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Figure 7 shows the changes of the ratio of turbulence kinetic energy and its dissipation rate
with different unit discharges and horizontal face angles. In this figure, kmax and εmax indicate the
maximum turbulence kinetic energy and its maximum dissipation rate in the corresponding calculation
conditions, respectively; εmax/kmax indicates the ratio of its dissipation rate and turbulence kinetic
energy, which can reflect the changes in energy dissipation rates because when the unit discharge
is larger and has a more complex structure caused by horizontal face angles, the turbulence kinetic
energy and the its dissipation rate are larger for the increasing fluctuating velocity.

 

Figure 7. The changes of the ratio of its dissipation rate and turbulence kinetic energy with different
unit discharges (a) and horizontal face angles (b).

As is shown in Figure 7a, in all shaped stepped spillways, εmax/kmax decreased with an increase
of the unit discharge. This suggests that the increase of the dissipation rate was less than that of the
turbulence kinetic energy due to their increase in unit discharges. Therefore, the energy dissipation
rates decreased with the increasing of the unit discharge.

As shown in Figure 7b, a given unit discharge with increasing angles, the εmax/kmax,
initially decreased and then increased. The minimum εmax/kmax was observed at θ = 0◦, which
is slightly smaller in a stepped spillway with θ > 0◦ than that in a stepped spillway with θ < 0◦ for equal
absolute values of the angles. Thus, with increasing horizontal face angles, the energy dissipation rates
initially decreased and then increased and were slightly smaller in a stepped spillway with θ > 0◦ than
that in a stepped spillway with θ < 0◦ for equal absolute values of the angles, as shown in Figure 5.

4. Conclusions

This paper investigated the effects of varying horizontal face angles on energy dissipation rates
by comparing the flow field, energy dissipation rates, turbulence kinetic energy, and turbulence
dissipation rate with different horizontal face angles. The conclusions obtained are as follows:

(1) The fluctuation of a free water surface will be larger with the larger absolute values of the angles
in the V shaped stepped spillway. The fluctuations will be higher in the vicinity of the axial plane
or sidewalls for θ > 0◦ or θ < 0◦.

(2) The energy dissipation rate increases with the absolute values of the horizontal face angles and
decreases as the unit discharge increases. The energy dissipation rate of the traditional stepped
spillway is the minimum in all kinds of stepped spillways.

(3) The flow field and the flow direction can be changed by the horizontal face angles of the stepped
spillway, which produces some unique characteristics, such as unique vortex structures, which can
cause better energy dissipation. These results will be useful in choosing a better stepped spillway
for energy dissipation.
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Nomenclature

B model width
g acceleration of gravity
GCI Grid convergence index
H height of the step
i number of Grid in GCI
k turbulence kinetic energy
L length of the step
P pressure
q unit discharge
t time
v velocity
X distance of the pressure detecting point on horizontal surface from the step’s inner edge
Y distance of the pressure detecting points on vertical surface from the step’s lower edge
C2 empirical constant
Cu 0.09
C1ε 1.44
C2ε 1.92
E1 total energy in the first step of a stepped section
E2 the total energy at a section below the stepped section
Gb turbulent energy caused by average velocity gradient
Gk turbulent energy caused by lift force
hi grid size in GCI
kmax maximum turbulence kinetic energy
SK user-defined source item
Sε user-defined source item
ui mean velocity component in the ith direction
v1 average velocities in the first step of a stepped section
v2 average velocities in a section below the stepped section
YM contribution of compressible turbulent fluctuation expansion to overall dissipation rate
ε turbulence dissipation rate
μ dynamic viscosity
θ horizontal face angle
η energy dissipation rate
ρ mean density
ρa densities of air
ρw densities of water
αw volume fraction of water
εmax maximum turbulence dissipation rates
μa viscosities of air
μw viscosities of water
σk empirical constant,1.0
σε empirical constant
φi solution about the ith grid
Δh difference in height between two sections
ΔE difference in energy between two sections
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Abstract: To improve the hydraulic performance in an ultra-low specific speed magnetic drive pump,
optimized design of impeller based on orthogonal test was carried out. Blades number Z, bias
angle in peripheral direction of splitter blades θs, inlet diameter of splitter blades Dsi, and deflection
angle of splitter blades α were selected as the main factors in orthogonal test. The credibility of
the numerical simulation was verified by prototype experiments. Two optimized impellers were
designed through the analysis of orthogonal test data. The internal flow field, pressure fluctuation,
and radial force were analyzed and compared between optimized impellers and original impeller.
The results reveal that impeller 7 (Z = 5, θs = 0.4θ, Dsi = 0.75D2, α = 0◦) could increase the head and
efficiency, compared to the original impeller, by 2.68% and 4.82%, respectively. Impeller 10 (Z = 5, θs

= 0.4θ, Dsi = 0.55D2, α = 0◦) reduced the head by 0.33% and increased the efficiency by 8.24%. At
design flow rate condition, the internal flow of impeller 10 was the most stable. Peak-to-peak values
of pressure fluctuation at the volute tongues of impeller 7 and impeller 10 were smaller than those
of the original impeller at different flow rate conditions (0.6 Qd, 1.0 Qd and 1.5 Qd). Radial force
distribution of impeller 10 was the most uniform, and the radial force variance of impeller 10 was
the smallest.

Keywords: ultra-low specific speed magnetic drive pump; orthogonal test; splitter blades; optimized
design; pressure fluctuation; radial force

1. Introduction

With the characteristics of no leakage and compact structure, magnetic drive pumps are widely
used in aerospace, chemical, pharmaceutical, and military industries [1–4]. The efficiency of magnetic
drive pumps is usually lower than that of ordinary mechanical seal pumps. Therefore, improving its
efficiency is of great significance for saving energy and reducing environmental pollution.

In recent years, research has been conducted on the influence of splitter blades on performance
and internal flow of pumps. ХлoпеНКoB.п.р[5] improved head and efficiency by welding short blade
structures on the impeller. The research results of Kergourlay G et al. [6] found that the internal velocity
and pressure distribution of the centrifugal pump impeller with splitter blades are more uniform,
which increases the pump head by 10% to 15%. Gölcü M. [7–9] analyzed the influence of splitter blades
on the performance of deep well centrifugal pumps. The results show that the use of splitter blades
can effectively reduce energy consumption.
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Shigemitsu T. et al. [10,11] improved the design of a small centrifugal pump in the form of adding
splitter blades. It was found that the flow near the impeller outlet became uniform after the splitter
blades were used, while the efficiency of the volute increased and the vortex loss decreased.

Yuan [12–14] discussed the principle and results of adding splitter blades based on the real flow
in centrifugal pumps, the analysis results indicated that the splitter blades that deviated toward the
suction surface of ordinary blades improved pump head and efficiency, adding splitter blades in the
impeller moved the high efficiency point of the pump to the direction of large flow rate, and adding
splitter blades in a screw-type centrifugal pump could decrease the radial forces on the impeller, but
also decrease oscillations in volute as well. The influence of blade number was not considered in
the analysis.

Zhang [15,16] investigated the influences of different positions of splitter blades on the performance
of a centrifugal pump, two different splitter blade schemes were proposed: One located in the middle
of the channel and the other having a deviation angle to the suction side of the long blade. The results
showed that adding splitter blades can improve the tangential component distribution of absolute
velocity at impeller outlet, and the streamline has a better consistency with the blades shape when
splitter blades deviated to the long blade, which decreases energy loss.

Gu [17] and Cui [18] studied the effects of splitter blades on the performance and internal flow
of low specific speed centrifugal pumps. Gu [17] found that both the vorticity and energy loss were
enlarged around the volute tongue significantly after the blades passed by the cutwater, and the splitter
blades produced more energy dissipation and unsteadiness than main blades. Cui [18] found that, at
the design flow rate condition, both the efficiency and the head of the impeller with eight long blades
were higher than those of the impeller with four long blades plus four splitter blades. While Cui [18]
did not analyze the influence of deflection angle of splitter blades and bias angle in peripheral direction
of splitter blades in the impeller optimization

Guo [19], Yuan [20] analyzed the influence of splitter blades on the internal pressure fluctuation
and flow field of high-speed centrifugal pumps. Guo [19] clearly elucidated the anti-cavitation
performance and the mechanism of bubble evolution of the high-speed centrifugal pump with splitter
blades. Yuan [20] found that splitter blades obviously harmonized the turbulence kinetic energy
distribution, and the pressure fluctuations distributed more evenly in the impeller, which enhanced
the steady flow in the high-speed pump.

Jia et al. [21] carried out experiments to analyze the effect of the splitter blades on performance
characteristics of a Francis turbine, and the results obtained were compared with those with normal
blades. The results revealed that splitter blades increased the efficiency by approximately 2%, and they
reduced the pressure fluctuation in the vaneless area under high-head operating conditions.

Although scholars around the world have carried out extensive and in-depth research on the
splitter blades of ordinary centrifugal pumps, there is little research on the splitter blades of ultra-low
specific speed magnetic driven centrifugal pumps. Based on the impeller of the prototype pump
and the method of orthogonal test, nine different impellers are proposed in this paper. Blades
number Z, bias angle in peripheral direction of splitter blades θs, inlet diameter of splitter blades
Dsi, and deflection angle of splitter blades α are selected as the main factors in the orthogonal test.
Through the combination of numerical simulation and experiment, the influence of splitter blades on
the performance of the ultra-low specific speed magnetic driven centrifugal pump is studied. The
optimized impellers and the original impeller are analyzed and compared from internal flow field,
pressure fluctuation, and radial force.

2. Materials and Methods

2.1. Orthogonal Test Design

The basic parameters of the magnetic drive pump for special engineering are as follows: Design
flow rate Qd is 8 m3·h−1, rated head Hd is 70 m, rotational speed n is 2900 r·min−1, specific speed ns is
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21, transmission medium is ethylene glycol aqueous solution, and temperature is normal. The main
hydraulic dimensions of the impeller are as follows: Impeller outer diameter D2 is 230 mm, outlet
width b2 = 5.2 mm, inlet diameter Dj is 40 mm, blade inlet placement angle is 24◦, and outlet placement
angle is 34◦. Four long blades and four short blades are evenly distributed in the impeller. The inlet
diameter of the splitter blades is 150 mm. The impeller and the internal magnetic rotor are integrated.

As the heart of the magnetic drive pump, the impeller is used to increase the pressure energy of
the liquid. Different design parameters of splitter blades affect the performance of pump. According to
previous research results, it is considered that the geometric parameters of splitter blades that affect
the performance of magnetic drive pump are: The bias angle in peripheral direction of splitter blades
θs, the inlet diameter of splitter blades Dsi, the deflection angle of splitter blades α, and the blades
number Z.

The increase of the number of blades has a great influence on the energy conversion of magnetic
drive pump. The increase of the number of blades increases the finite blade correction coefficient,
increases the head, and plays a decisive role in the performance change. Therefore, the number of
blades Z was chosen as the first factor of orthogonal test.

The bias angle in the peripheral direction of splitter blades will affect the velocity distribution in
the impeller passage, which will affect the performance of the magnetic drive pump. Therefore, the bias
angle in the peripheral direction of splitter blades θs was chosen as the second factor of orthogonal test

The inlet diameter of splitter blades is related to the action length of splitter blades. Theoretically,
the longer the splitter blades, the larger the head, so the inlet diameter Dsi of splitter blades was
selected as the third factor of the orthogonal test. The deflection angle of splitter blades α affects the
velocity distribution of the impeller outlet, which has a significant influence on the performance of the
magnetic drive pump. The deflection angle of splitter blades was selected as the fourth factor of the
orthogonal test. Four selected factors of the orthogonal test are presented in Figure 1.

Figure 1. Schematic diagram of the four factors of the orthogonal test.

Table 1 lists three levels of the four factors in the orthogonal test. The factors of Z, θs, Dsi, and α
are expressed by code A, B, C, and D, respectively. Values of each factor are set within a certain range
of the original impeller design value.

Table 1. Level table of the orthogonal test factors.

Levels
A B C D

Z θs Dsi α (◦)
1 3 0.4θ 0.55D2 −10
2 4 0.5θ 0.65D2 0
3 5 0.6θ 0.75D2 10
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According to the selected four factors and three levels, the L9 (34) orthogonal design schemes are
established, as shown in Table 2.

Table 2. Orthogonal test schemes.

NO. A B C D
Parameter

Z θs Dsi α (◦)
1 A1 B1 C1 D1 3 0.4θ 0.55 D2 −10
2 A1 B2 C2 D2 3 0.5θ 0.65 D2 0
3 A1 B3 C3 D3 3 0.6θ 0.75 D2 10
4 A2 B1 C2 D3 4 0.4θ 0.65 D2 10
5 A2 B2 C3 D1 4 0.5θ 0.75 D2 −10
6 A2 B3 C1 D2 4 0.6θ 0.55 D2 0
7 A3 B1 C3 D2 5 0.4θ 0.75 D2 0
8 A3 B2 C1 D3 5 0.5θ 0.55 D2 10
9 A3 B3 C2 D1 5 0.6θ 0.65 D2 −10

According to orthogonal test schemes, the three-dimensional geometric models of nine impellers
were constructed with UG NX9.0. Figure 2 shows water bodies of nine impellers.

Scheme 1 Scheme 2 Scheme 3

Scheme 4 Scheme 5 Scheme 6

Scheme 7 Scheme 8 Scheme 9

Figure 2. Water bodies of impellers corresponding to orthogonal test schemes.
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2.2. Calculation Model

The compact magnetic drive pump features a direct-connected construction. The impeller and the
inner magnet are integral and are rotating parts. The pump shaft and the isolation sleeve are integrated
and are stationary parts. The structure ensures that the magnetic drive pump has a small size, light
weight, no leakage, and reliable operation. The configuration of the magnetic drive pump is shown in
Figure 3.

Figure 3. Configuration of the magnetic drive pump. 1—pump shell; 2—impeller; 3—isolation sleeve;
4—external magnetic rotor; 5—motor.

The computational domain of the whole flow field mainly includes the inlet pipe fluid, the impeller
internal fluid, the pump internal fluid, the cooling circulating fluid in the pump, and the outlet pipe
fluid. As shown in Figure 4, the inlet and outlet sections were extended appropriately in order to
obtain stable inlet and outlet flow.

Figure 4. Calculation domain of magnetic drive pump flow field.

2.3. Mesh Generation and Independence Verification

Hexahedral structured meshes were generated in the flow field by ANSYS-ICEM 14.5 (ANSYS,
Inc., Canonsburg, PA, USA). Meshes in the impeller blade wall were refined. The meshes of magnetic
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drive pump are shown in Figure 5. In order to reduce the computational load and ensure the accuracy
of numerical calculation results, mesh independence analysis was carried out. Four groups of meshes
with different numbers were divided, and ANSYS-CFX 14.5 (ANSYS, Inc., Canonsburg, PA, USA) was
used to simulate the performance at design flow rate condition. The head and efficiency were selected
as evaluation indicators. Mesh independence analysis is shown in Table 3. When the total number of
grids is greater than 1,254,650, the head and efficiency of the magnetic drive pump change little, so
1,254,650 is chosen as the number of grids for numerical simulation.

Inlet section Front gap Back gap

Volute Impeller Extension section of outlet
(a) Mesh of major hydraulic components

(b) Mesh assembly

Figure 5. Field mesh of the magnetic drive pump.
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Table 3. Mesh independence analysis.

Number of Grids Head (m) Efficiency

575,681 77.84 0.3865
960,887 78.48 0.3929

1,254,650 78.94 0.4067
1,638,560 78.98 0.4065

2.4. Turbulence Model

In actual engineering, all flow problems should satisfy the laws of conservation of mass, momentum,
and energy. The fluid flow studied in this paper is a three-dimensional incompressible turbulent flow.
The turbulence model selected for numerical simulation is the SST (Shear Stress Transport) k − ωmodel,
which is a mixture of model k − ε and model k − ω. It not only has the reliability of the model k − ω
in calculating the viscous flow in the near-wall region, but also has the accuracy of the model k − ε
in calculating the free flow of the far-field head [22]. The basic governing equations of the SST k − ω
model are as follows [23,24]:
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∂t

+
∂
∂xi

(ρuik) =
∂
∂xi

[(
μ+

μi

σk

)
∂k
∂xi

]
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+

∂
∂xi

(ρuiω) =
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∂xi
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μi
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∂ω
∂xi

]
+ Dm + α

ω
k

Pk − βρω2 (2)

where β′ = 0.09, α = 5/9, β = 0.075 and σk = 2, ρ stands for density (kg·m−3), Pk represents turbulent
productivity [25,26].

2.5. Steady Computation Settings

The assembly mesh of computational domain was imported in ANSYS-CFX and calculation type
was defined as a constant calculation. The magnetic drive pump impeller was set to the rotation
domain, and the other calculation fields were set to the stationary calculation domain.

The import boundary definition was set on the inlet face of the inlet section, and the boundary
condition type was set to the static pressure inlet. The pressure was set to a standard atmospheric
pressure and the turbulence intensity was chosen to be 5%, corresponding to the moderate turbulence.
The exit boundary was defined on the exit face of the outlet extension and the boundary condition
type was set to the mass flow outlet.

The interface between the impeller rotation domain and other calculation domains was set to
the dynamic–static calculation domain interface, the type was set to frozen rotor type, and the other
interfaces were set to the static–static calculation domain interface.

The impeller speed of the magnetic drive pump was set to 2900 r/min. According to the actual
temperature of the medium delivered in the pump, the simulated medium was water and the water
temperature was set to 25 ◦C. The wall condition was set to a non-slip solid wall condition, and the
wall roughness was set to 15 μm (equivalent value of surface roughness in pump cavity). The time
item for solving the parameter was set to the automatic time step and the residual convergence value
was set to 10−5.

2.6. Test Bench for Magnetic Drive Pump

The prototype pump experiment was carried out at the special pump test bench in the National
Pump Engineering Technology Research Center of Jiangsu University. Schematic diagram of the
magnetic drive pump test bench structure is shown in Figure 6, and Figure 7 is the scene of magnetic
drive pump experiment.
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Figure 6. Magnetic drive pump test bench structure.

Figure 7. Drive pump test bench.

OPTIFLUX 2100 electromagnetic flowmeter was used in the magnetic drive pump test bench
to realize the instantaneous measurement of flow. Its measurement range is 0 to 30 m3·h−1, the
measurement accuracy is less than 0.5%, and the uncertainty of the flow measurement is ±0.2%. The
WIKA S10 pressure transmitter is used to measure the instantaneous pressure at the inlet and outlet of
the pump. The range of the pressure transducer at the inlet and outlet of the pump is −1 to 1 MPa and
0 to 1.6 MPa, respectively. Its measurement accuracy is less than 0.25%, and the uncertainty of the
pressure measurement is ±0.1%.

The output signals of flow and pressure sensors are 4–20 mA current signals, which are collected
by high-speed data acquisition card and stored in PC for data processing.

3. Results and Discussion

3.1. Experimental Verification

To verify the reliability of the numerical calculation, the numerical calculation results at different
flow rate conditions were compared with the experimental data of the magnetic drive pump prototype.
The external characteristic curves drawn by the experimental data at different flow rate conditions
were compared with the ANSYS-CFX numerical simulation results, as shown in Figure 8.

From the flow-head curve, it can be seen that the simulation calculation agrees well with the
experiment near the design flow rate condition, and there are slight deviations between the numerical
calculation and the experimental results under other flow rate conditions. The reason for the deviation
may be that the stability of the flow field is poor and the boundary layer is separated under non-rated
conditions. In this condition, if numerical simulation still uses the steady flow model, the error would
occur. The simulation efficiency agrees well with the experiment efficiency near the design flow rate
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condition. In the flow rate range of 0.6 and 1.4 Qd, the maximum relative error of efficiency is 4.4%
(at 0.6 Qd). In conclusion, the general trends of the simulation and experiment results are consistent,
and the numerical simulation results of the whole flow field in the magnetic drive pump are true
and credible.

Figure 8. Characteristic curve of numerical simulation and prototype experiment.

3.2. Internal Flow Analysis of Impeller

The internal flow condition of the impeller reflects the advantages and disadvantages of the
hydraulic design. The nine impeller schemes were numerically simulated, respectively, and the internal
flow cloud diagram of the impellers at design flow rate condition are shown in Figure 9.

Original impeller Impeller 1

Impeller 2 Impeller 3

Figure 9. Cont.
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Impeller 4 Impeller 5

Impeller 6 Impeller 7

Impeller 8 Impeller 9

Figure 9. Flow cloud diagram of the nine impellers at design flow rate condition.

From Figure 9, it can be seen that, due to the low specific speed of the compact magnetic drive
pump and the narrow inner passage of the impeller, there are vortices in the impeller of all schemes.
Schemes 1–3 have larger low-speed vortices and larger high-speed flow areas at the outlet of impellers,
resulting in worse internal flow conditions. Schemes 4–6 are similar to the internal flow condition of
the original design. Vortexes appeared on the back of the splitter blade and inside the working face of
the main blade, and the flow is not uniform. The internal flow of the impellers in Schemes 7–9 is more
uniform than that of other schemes, and there are less internal vortices. The flow condition in the flow
passage is better improved with the increase of the blades, and the energy loss is reduced. The flow
condition of Scheme 7 is optimal in all schemes, with the least impeller exit wake region and vortex.
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3.3. Range and Variance Analysis of Performance Indexes

The efficiency and head of each scheme impeller obtained by numerical simulation are shown in
Table 4, in which scheme 0 corresponds to the original design impeller.

Table 4. Efficiency and head of different scheme.

Scheme Number Head (m) Efficiency

0 77.98 0.4212
1 71.23 0.4368
2 72.78 0.4215
3 74.41 0.3743
4 76.57 0.4129
5 77.03 0.4156
6 77.75 0.4076
7 80.07 0.4415
8 77.67 0.4429
9 75.62 0.4446

The range analysis of head and efficiency was conducted based on the orthogonal test results in
Table 5. In Table 5, H represents the performance index of head (m), η represents the performance
index of efficiency in percentage, K represents the sum of the test results at the corresponding level, k
represents the average value of the test results at the corresponding level, and R represents the range
value of k.

Table 5. Range analysis of head and efficiency.

Factor Factor

A B C D A B C D

Index Z θs Dsi α Index Z θs Dsi α

H

K1 218.42 227.87 226.65 223.88

η

K1 123.26 129.12 128.73 129.7
K2 231.35 227.48 224.97 230.6 K2 123.61 128 127.9 127.06
K3 233.36 227.78 231.51 228.65 K3 132.9 122.65 123.14 123.01
k1 72.81 75.96 75.55 74.63 k1 41.09 43.04 42.91 42.23
k2 77.12 75.83 74.99 76.87 k2 41.20 42.67 42.63 42.35
k3 77.78 75.93 77.17 76.22 k3 44.3 40.88 41.05 41.00
RH 4.97 0.13 2.18 2.24 Rη 3.21 2.16 1.86 1.35

According to the principle of the orthogonal test, the influence of the factors on the result is
directly proportional to the magnitude of the range. Therefore, the sequence of factors affecting the
head of the magnetic drive pump is ADCB, namely, blades number, deflection angle, inlet diameter
of splitter blades, and bias angle in the peripheral direction. The sequence of factors affecting the
efficiency of the magnetic drive pump is ABCD, namely, blades number, bias angle in the peripheral
direction, inlet diameter of splitter blades, and deflection angle. The effects of various factors on head
and efficiency are shown in Figures 10 and 11, respectively.
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Figure 10. Curve.

Figure 11. Curve.

The influence of each factor level on the performance of the magnetic drive pump is as follows:

(1) For factor A, the head increases with the increase of the number of blades. The head increases
sharply from A1 to A2, while the head increases slowly from A2 to A3. The head reaches the
maximum at A3. The efficiency increases with the increase of the number of blades. Efficiency
increases slowly from A1 to A2, while the efficiency curve increases sharply from A2 to A3. The
efficiency at A3 is the highest. Considering the influence of factor level on head and efficiency, A3

(the number of blades Z = 5) is the best choice.
(2) For factor B, the change of bias angle in the peripheral direction has no obvious effect on head.

The efficiency decreases gradually with the increase of bias angle in the peripheral direction. The
efficiency reaches the highest when the bias angle is 0.4θ(B1). Therefore, it is reasonable to select
the bias angle of 0.4θ.

(3) For factor C, the head is the highest at C3 (the inlet diameter of splitter blades Dsi = 0.75D2), while
the efficiency is the lowest at C3. The head at C1 (the inlet diameter of splitter blades Dsi = 0.55D2)
is slightly lower than that at C3, while the efficiency at C1 is the highest. If more consideration
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is given to head, C1 is chosen. If the head at C1 and C3 has met the design requirements, C3 is
more energy-saving.

(4) For factor D, the variation trend of the head curve and efficiency curve is basically the same.
When the deflection angle of splitter blades is 0◦ (D2), the head and efficiency both reaches the
maximum; therefore, the best deflection angle was 0◦.

The Taguchi method and ANOVA (Analysis of Variance) were applied to find the proportion of
the influence of each orthogonal factor on the performance indexes. The Taguchi method is an optimal
design method based on the orthogonal test, which was proposed by Dr. Taguchi of Japan. The Taguchi
method can optimize the design of multiple objectives. Through the establishment of the orthogonal
test table and the ANOVA of the orthogonal test results, the best combination of design parameters can
be obtained with the least number of tests [27,28]. Analysis of variance of factors is conducted based
on orthogonal test results (Tables 4 and 5), and the analysis results are given in Table 6.

Table 6. Variance of each factor and percentage of influence on performance indexes.

Factors
Head Efficiency

Variance Value Influence Ratio (%) Variance Value Influence Ratio (%)

A (Z) 4.857 73.602 2.214 51.972
B (θs) 0.003 0.046 0.890 20.892
C (Dsi) 0.854 12.941 0.670 15.728
D (α) 0.885 13.411 0.486 11.408
Sum 6.599 100 4.26 100

As can be seen in Table 6, factor A (73.602%) has the decisive influence on head. Factor D (13.411%)
and factor C (12.941%) influence the head greatly, while factor B (0.046%) has the least influence on
the head.

The results of variance analysis show that the influence proportion of each factor on efficiency are:
Factor A (51.972%), factor B (20.892%), factor C (15.728%), and factor D (11.408%), respectively.

Factor A has a greater influence on both head and efficiency than other factors. For factor C, the
influence ratio on efficiency (15.728%) is higher than the influence on head (12.941%).

Based on the Taguchi method, combined with the data in Tables 5 and 6, two sets of optimized
impeller combinations are obtained. The combination of A3B1C3D2 has the best head, while
the combination of A3B1C1D2 has the best efficiency. Table 7 lists the parameters of the two
optimized impellers.

Table 7. Parameters of the two optimized impellers.

Combination
Parameter

Z θs Dsi α (◦)
A3B1C3D2 5 0.4 θ 0.75 D2 0
A3B1C1D2 5 0.4 θ 0.55 D2 0

The above analysis shows that the better design schemes of split blades is A3B1C3D2 and A3B1C1D2.
A3B1C3D2 is Scheme 7 of the orthogonal test. The combination scheme of A3B1C1D2 did not appeared
in the test schemes, and is newly named as Scheme 10. Modeling and numerical simulation of Scheme
10 was conducted. Figure 12 is the water body model of the impeller of Scheme 10, and Figure 13 is its
inner flow cloud diagram. It could be seen that the inner vortex of the impeller of Scheme 10 is less
and the streamline is more stable than that of Scheme 7 (shown in Figure 9).
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Figure 12. Model of impeller 10.

Figure 13. Flow cloud diagram of impeller 10.

Comparisons of impeller performance between Scheme 7 (Z = 5, θs = 0.4θ, Dsi = 0.75D2, α = 0◦)
and Scheme 10 (Z = 5, θs = 0.4θ, Dsi = 0.55D2, α = 0◦) is shown in Figure 14. The head of Scheme 10 is
77.12 m, which is lower than that of Scheme 7 (80.07 m). The efficiency of Scheme 10 is 45.59%, which
is higher than that of Scheme 7 (44.15%). Scheme 7 increases the head and efficiency by 2.68% and
4.82%, respectively. Scheme 10 reduces the head by 0.33% and increases the efficiency by 8.24%. The
data shows that the decrease of inlet diameter of splitter blades improves the flow condition inside the
impeller, reduces the energy loss, and improves the efficiency.
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Figure 14. Performance comparison of impeller 7 and impeller 10.

3.4. Analysis of Pressure Fluctuation

Pressure fluctuation is the main factor affecting the stable operation of the pump. The transient
numerical calculation of the whole flow field of the magnetic drive pump was carried out. A pressure
fluctuation monitoring point was set at the volute tongue. The location of the monitoring point is shown
in Figure 15. The steady calculation results were taken as the initial condition of transient calculation.
Because the rated speed of the impeller is 2900 r/min, considering the economy of calculation, the final
time step was 1.7241 × 10−4 s, namely, the impeller rotated 3◦ per time step.

Figure 15. Location of monitoring point.
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The pressure fluctuation of the original impeller, impeller 7, and impeller 10 at different flow
rate conditions (0.6 Qd, 1.0 Qd and 1.5 Qd) in one period is presented in Figure 16. It can be seen
from Figure 16 that the instantaneous low pressure appears in the original impeller, and the pressure
fluctuation of the original impeller is the most disordered. The peak-to-peak values of pressure
fluctuation of impellers 7 and 10 are smaller than those of the original impeller.

At small flow rate condition (0.6 Qd), the pressure fluctuation amplitudes of the three impellers
are close. The pressure fluctuation of impellers 7 and 10 are more stable than those of the original
impeller at design and large flow rate conditions, and the average pressure values of impellers 7 and
10 are higher than those of the original impeller. The pressures of impellers 7 and 10 are higher than
those of the original impeller, which bring higher heads to the magnetic drive pump.

Comparing the pressure fluctuation of impellers 7 and 10 further, the peak-to-peak value of
impeller 10 is slightly smaller than that of impeller 7 at small flow rate condition (0.6 Qd), and the
pressure fluctuation performance of impeller 10 is more stable. At design flow rate condition (1.0
Qd), the average pressure amplitude of impeller 10 is slightly smaller than that of impeller 7, which is
consistent with the conclusion of the higher head of impeller 7 mentioned above. At large flow rate
condition (1.5 Qd), the pressure fluctuation of impeller 7 is the most consistent with that of impeller 10,
and the fluctuation amplitude, maximum peak value, and minimum peak value are close to each other.

(a) 0.6 Qd

Figure 16. Cont.
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(b) 1.0 Qd

(c) 1.5 Qd

Figure 16. Comparison of pressure fluctuation of different impellers.

3.5. Analysis of Radial Force

The radial forces of the original impeller, impeller 7, and impeller 10 at different flow rate
conditions are shown in Figure 17. It can be seen from the figure that the radial force amplitudes of the
three impellers are similar at different flow rate conditions, and the radial force gradually decreases as
the flow rate increases. By comparison, the radial force circumferential distribution of impeller 10 is
the most uniform at each flow rate condition.
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(a) 0.6 Qd

(b) 1.0 Qd

(c) 1.5 Qd

Figure 17. Comparison of radial force of different impellers.

The variance analysis of the radial forces of different impellers was carried out. Figure 18 shows
the variance histograms of the three impellers at different flow rate conditions. It could be seen
from the figure that impeller 10 has the smallest variance and impeller 7 has the largest variance at
different flow rate conditions, so the radial force distribution of impeller 10 is the most stable among
the three impellers.
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Figure 18. Diagram of radial force for different impellers.

4. Conclusions and Future Work

With the characteristics of electromagnetic transmission, no leakage, and compact structure,
magnetic drive pumps are widely used in aerospace, chemical, pharmaceutical, and military industries.
The efficiency of magnetic drive pumps is usually lower than that of ordinary mechanical seal pumps.
To improve the performance of an ultra-low specific speed magnetic drive pump, combining numerical
simulation with experiment, the optimized design of the impeller was carried out. The blades number
Z, the bias angle in the peripheral direction of splitter blades θs, the inlet diameter of splitter blades Dsi,
and the deflection angle of splitter blades α were taken as the main factors in the orthogonal test, and
two sets of better impeller design parameters were found. The optimized impellers and the original
impeller were compared in internal flow, pressure fluctuation, and radial force. The accuracy of the
numerical simulation was verified by prototype experiments. In the flow rate range of 0.6 Qd and 1.4
Qd, the maximum relative errors of head and efficiency were 2.1% and 4.4%, respectively. The main
conclusions were drawn as follows:

(1) The factors affecting the head of magnetic drive pump in descending order were: Blades number,
deflection angle, inlet diameter of splitter blades, and bias angle in the peripheral direction. The
factors affecting efficiency in descending order were: Blades number, bias angle in the peripheral
direction, inlet diameter of splitter blades, and deflection angle.

(2) Impeller 7 (Z = 5, θs = 0.4θ, Dsi = 0.75D2, α = 0◦) increased the head and efficiency by 2.68% and
4.82%, respectively. Impeller 10 (Z = 5, θs = 0.4θ, Dsi = 0.55D2, α = 0◦) reduced the head by 0.33%
and increases the efficiency by 8.24%.

(3) At small flow rate condition (0.6 Qd), the pressure fluctuation amplitudes of the three impellers
were close. At design flow rate condition (1.0 Qd) and large flow rate condition (1.5 Qd), the
pressure fluctuations of impeller 7 and impeller 10 were more stable than that of the original
impeller, and the average pressure of each new impeller was higher than that of the original
impeller, respectively.

(4) At flow rate conditions of 0.6, 1.0, and 1.5 Qd, impeller 10 had the smallest radial force variance,
and its radial force distribution was more stable than those of the original impeller and impeller 7.
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This paper did not analyze the disk energy loss and axial force distribution of the optimized
impellers. In the future, numerical simulation and experiments will be combined to further analyze
the performance of optimized impellers. In addition, how to reduce the noise and vibration of the
magnetic driven centrifugal pump is the next research direction.
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Abstract: Diluting the combustion mixtures is one of the advanced approaches to reduce the NOx

emission of methane/air premixed turbulent flame, especially with high diluents to create a distributed
reaction zone and mild combustion, which can lower the temperature of reaction zone and reduce the
formation of NOx. The effect of N2/CO2 dilution on the combustion characteristics of methane/air
premixed turbulent flame with different dilution ratio and different exit Reynolds number was
conducted by OH-PLIF and CH2O-PLIF. Results show that the increase of dilution ratio can sharply
reduce the concentration of OH and CH2O, and postpone the burning of fuel. Compared with the
ultra-lean combustion, the dilution weakens the combustion more obviously. For different dilution
gases, the concentration of OH in the combustion zone varies greatly, while the concentration of
CH2O in the unburned zone is less affected by different dilution gas. The CO2 dilution has a more
significant effect on OH concentration than N2 with the given dilution ratio, but a similar effect on the
concentration of CH2O in the preheat zone of flame. However, dilution does not have much influence
on the flame structure with the given turbulent intensity.

Keywords: dilution; turbulent flame; premixed; OH; CH2O; planar laser-induced fluorescence

1. Introduction

Energy and environmental issues have become significant topics in recent decades. Many efforts
have been done to reduce the emission of pollutions caused by the utilization of fossil fuel, such as
NOx, SOx, and soot. In NOx reduction, one of those advanced approaches is diluting the combustion
mixtures [1–4] especially with high temperature diluents to create a distributed reaction zone and mild
combustion [2,5,6] which can lower the temperature of the reaction zone and reduce the formation of
NOx. The dilution can be achieved with exhaust gas recirculation (EGR), steam, or low calorific value
(LCV) fuels utilization, which normally contain a massive amount of incombustible gas, such as N2,
CO2, and H2O. These gases make the chemical reaction rate drop significantly and combustion process
out of the normal flame-let regime more easily [4–11]. Recently, many studies about the effect of
dilution on the characteristics of combustion have been performed, such as turbulent burning velocity,
flame stability, flame structure, and pollution emission [2,12–16].

Among these researches, laser diagnostic techniques were adopted widely, and much essential
information of flames has been obtained, e.g., the structure of turbulent flames [1–3,17,18], OH radical
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laser measurement [19–22], and the intermediate product CH2O [20,23–33]. Dally et al. [34] and
Medwell et al. [2] used planar laser induced fluorescence (PLIF) and Rayleigh scattering (RS) measured
the flame structure of turbulent non-premixed jet flames. Kobayshi et al. [3] did some research on
the methane/air flames with the dilution of 10% CO2 with OH-PLIF. Wang et al. [35] calculated the
local radius of curvature, fractal inner cutoff scale, and local flame angle using OH-PLIF images of
methane/air flames with 10% CO2/H2O dilution. In addition, Han et al. [11] did some work of the
dilution effect of N2 and CO2 on the flames in a swirl-stabilized combustor.

The dilution ratio of the above-mentioned studies was all less than 20%, and the concentration
of OH was studied without the important intermediate product CH2O. Therefore, in the current
work, in order to get some knowledge of the effect of high dilution ratio on the premixed turbulent
flames, dilution ratio was raised up to 50% to gain a high Kariovitaz number (Ka) with high Reynolds
number. Ka number is the ratio of the rotational time of the turbulent minimum vortex (Komogorov
vortex) to the chemical reaction time of the flame. The greater the Ka, the faster the turbulent mixing
rate compared to the chemical reaction rate of the flame. The flame with a high rate of dilution was
also compared with the flame with extreme low equivalence ratio (ϕ = 0.4), which can obtain some
fundamental understanding about the interaction between turbulent transfer and chemical reaction in
distributed reaction regimes including mild combustion [1,5,6]. In addition, the spatial distribution
of OH and CH2O of several jet flames were imaged by PLIF to have a look at the detail structure of
the reaction zone from the downstream position 5d (d: Diameter of jet tube) to 37d. OH results were
mainly used for the flame front structure obtaining and thought as the temperature indicator, and
CH2O results were employed as the marker of the low temperature zone of flames [2].

2. Experiment Setup

The experiment setup employed in the present work is mainly comprised of a burner and a laser
diagnostic system, as shown in Figure 1. A water cooled McKenna burner with a centre jet tube
was utilized. The jet tube was 1 mm in diameter and its exit were 4 mm above the surface of the
McKenna burner. With this tube, the jet flame of the mixture presented in Table 1 was generated. It was
surrounded by a co-flow comprised of hot flue gas which was generated from a laminar premixed flame
of methane/air (ϕ = 0.9) locating about 2 mm below the jet tube exit. The gas supply was controlled by
several mass flow controllers (Alicat) to obtain designed mixtures with the given Reynolds number.
Air was emulated with 21% O2 and 79% N2 and Ddiluent(dilution ratio) was given by,

Ddiluent = Vdiluent/Vsum (1)

where Vdiluent is the volume of diluent (N2 or CO2) and Vsum is the total volume of the gas mixture.

Figure 1. Schematic of experiment setup.
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Table 1. Flame operation conditions.

Experiment Cases
Premixed Mixture Composition

Reynolds Number (Re)
CH4% Air% N2% CO2%

Flame 1 (ϕ = 0.4/DN2 = 0%) 4.0 96.0 0 0 6000
Flame 2 (ϕ = 0.9/DN2 = 0%) 8.6 91.4 0 0 6000

Flame 3 (ϕ = 0.9/DN2 = 30%) 6.0 64.0 30.0 0 6000
Flame 4 (ϕ = 0.9/DN2 = 50%) 4.3 45.7 50.0 0 6000
Flame 5 (ϕ = 0.9/DCO2 = 50%) 4.3 45.7 0 50 6000
Flame 6 (ϕ = 0.9/DN2 = 50%) 4.3 45.7 50.0 0 3000
Flame 7 (ϕ = 0.9/DCO2 = 50%) 4.3 45.7 0 50 3000

The PLIF system was adopted for OH and CH2O measurement. A frequency-double Quanta-Ray
Nd:YAG laser (PRO-250-10H, Spectra physics, Santa Clara, CA, USA) was used to pump a dye laser
(ND6000, Continuum, Boston, MA, USA) to generate 283.049 nm UV laser(with pulse energy of
15 mJ) with a frequency doubler. This UV laser was made to a vertical laser sheet with a length of
32 mm passing through the center of flame vertically to excite Q1 (8) line of OH with the transition of
A2Σ← X2Π(1, 0) . The corresponding fluorescence was captured by an intensified charge coupled
device (ICCD) camera (PI MAX 3, Princeton Instruments, Trenton, NJ, USA) with a 1024 × 1024 pixel
array. A UV lens (105 mm focal length, Nikon, Tokyo, Japan) and two combined Schott filters (WG305
and UG11) were used to obtain the signal around 308 nm. For the measurement of CH2O in the flame,
the frequency-triple Quanta-Ray Nd:YAG laser was used to generate a 355 nm laser with pulse energy
around 150 mJ, which was also formed to a 32 mm high vertical laser sheet passing through the flame.
Its fluorescence was collected by an ICCD camera and a Nikon objective (f/4.5, 50 mm) through a Schott
long-pass filter (GG395).

3. Results and Discussions

3.1. Emission Spectra Analysis

The photographs and emission spectra of the flames under different conditions were shown in
Figure 2. Compared with Flame 2 (ϕ = 0.9, Ddiluent = 0), there is almost no visible light in Flame 1
(ϕ = 0.4, Ddiluent = 0) due to the property of flameless combustion [1]. The flames with large amount of
dilution, such as Flame 4 (ϕ = 0.9, N2Ddiluent = 50%) and Flame 5 (ϕ = 0.9, CO2Ddiluent = 0), also had
much less visible light, showing very close to the characteristic of Flame 1.

Figure 2. Photos and emission spectra of flames.
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The emission spectra of these flames from 260 to 540 nm were captured by a spectrometer (Ocean
optics 2000) focusing on the downstream position 10d with a spherical lens. As shown in Figure 2,
it mainly contains the radiation from OH radical (310 nm) and CH radical (431 nm). Flame 1 and
Flame 5 only have some light emission of OH radical, which is consistent with the observation by
Duwig [1]. Comparing the flames with different dilution ratios, significant difference in the strength of
emission spectra was observed. With a large amount of dilution, both the signals from OH and CH
were dropped significantly. The OH signal of Flames 4 and 5 have the similar strength to Flame 1,
but their CH signal still exists. From Table 1, it can be seen that their content of CH4 is very close to
that of Flame 1, but theirO2 fraction is much lower, which affects the chemical path in the reaction and
makes diluted combustion different from ultra lean combustion.

3.2. Image Process

Figure 3a presented a typical OH-PLIF (Planar Laser Induced Fluorescence) instantaneous image of
Flame 4. Those instantaneous images show the structures of turbulent flames. The color bar represents
the signal intensity of radical, the bigger the color number, the stronger the signal intensity. According
to the intensity of OH fluorescence signal, the wrinkled flame interface can be well recognized, which
were processed with the adaptive threshold method: First, background signal was subtracted and the
effect of uneven distribution of laser energy was removed from the original image using MATLAB.
Second, the spot was assigned to 1 when the intensity of the OH fluorescence signal was more than 0,
or the spot was assigned to 0. Therefore, a black and white picture can be obtained and the burned
region was white while the unburned region was black. Consequently, the flame front contours
were obtained by extracting the boundary of black and white, as shown in Figure 3b. In the present
experiment, 500 transient images were collected for each case. The overlaying value of 500 single shots
was presented in Figure 3c which can be used in statistical analysis with averaging and root mean
square (RMS) values to analyze the flame front distribution.

Figure 3. (a) Instantaneous image of OH-PLIF; (b) flame front of the instantaneous image; (c) overlaying
of 500 flame front boundaries.

Additionally, the wrinkle ratio (W) of these flames was also calculated out with those flame front
boundaries. Wrinkle ratio is a significant parameter to demonstrate the scale of turbulent flame front
fractality. The bigger the wrinkle ratio, the stronger the turbulent intensity, the more flame front
fractality. The calculated method was given by,

W = L/h (2)
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in the formula, h is the given flame height at vertical distance, which is determined as 1 mm in the
current experiment. L is the flame front length within a given flame height of h at a given downstream
position. The distance between two neighbouring pixels with corner connection was counted as

√
2

times of that of the pixels with side connection, as shown in Figure 3b.

3.3. Analysis of PLIF Images

Figure 4 presents the typical instantaneous PLIF images of CH2O (a) and OH (b) in Flame 1–4,
Flame 2–4 were used as a dilution effect analysis and Flame 1 was adopted as a comparison case.
Reynolds number (Re) was kept around 6000 based on exit velocity, tube diameter, and the viscosity of
corresponding gas mixture.

Figure 4. (a) CH2O-PLIF instantaneous images and (b) OH-PLIF instantaneous images of (1) Flame 1;
(2) Flame 2; (3) Flame 3; (4) Flame 4.

From these figures, it is clear that the CH2O layers are surrounded by OH layers. CH2O was
generated in the middle of the flame during the preheating stage which was earlier than OH. In the
flame front zone, OH was generated and the distribution of OH shows the conjunction between burnt
and unburned regions, thought as an indicator of flame region [36]. In all cases, OH signal shows
relatively stronger as close to the flame front, especially in wrinkle pockets and flame tip zone. The
unburned region and the thickness of OH layer expanded from the flame bottom to the tip. The
parts of flames below ~10dareshown to be smooth and above ~10dthey are wrinkled to form many
eddies due to turbulent effect. When the flame was diluted, the strength of OH signal dropped and
unburned zone expanded significantly. The similar effect was observed in ultra lean flame, Flame 1. In
addition, CH2O layers became more thickened from the tube exit and started to merge together at the
downstream position around 10d. At the tip of the flames, CH2O started to be consumed out. The
strength of CH2O signal was also weakened notably by dilution.

The averaging and RMS results of these flames were obtained with 500 single shots of instantaneous
OH ad CH2O images to the statistical analysis, which can be used to analyze the flame front distribution.
Root mean square (RMS) values can be used to indicate the degree of dispersion of the measurement
sample, in this case it refers to the OH and CH2O radical signal, which was real-time and online
measured. Therefore, the root mean square (RMS) values indicated the position of the flame front
with maximum possibility. The radial distribution at the downstream position of 18d is presented in
Figure 5. At this axial position, CH2O already merged together making the peak of the mean value
appear in the central position and the peak of RMS value show at the side of flames corresponding to
the CH2O consuming zone, since at this region, the distribution of CH2O concentration changes a lot
with time due to strong fluctuation by turbulence. The peak of mean value of OH locates around the
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radial distance of 2d, where there is almost no CH2O left. The peak of RMS value of OH is around 1d,
close to that of CH2O, where OH was mainly generated.

Figure 5. The averaged and root mean square (RMS) value of (a) CH2O and (b) OH at the downstream
position of 18d.

The mean and RMS value of CH2O and OH decline with dilution and the peak of OH shifts about
0.5d to the burnt region side, which indicates the expanding of the unburned region. The distribution
curve of CH2O of Flame 1 almost overlaps that of Flame 3, even though their composition is notably
different as shown in Table 1. For these two flames, the OH distribution curve also overlaps each
other in the flame center. However, Flame 3 has a bigger peak value of OH than Flame 1 caused by its
higher methane fraction and larger calorific value inducing higher flame temperature. With the same
reason, the peak value of OH of Flames 1 and 4 are very close to each other. However, comparing to
Flame 1, the combustion of Flame 4 delayed significantly according to the distribution of OH. The
main difference is oxygen fraction in premix. It is found that, even though all the flames are under-lean
condition and the oxygen in the premixed mixture are abundant for fixed methane fraction, oxygen
fraction still has some influence on the combustion. The main effect happened in the preheat reaction
zone, making the reaction stronger and more CH2O to be generated with the same fraction of methane.
Since that, the combustion occurs earlier as observed above. However, it has almost no effect on the
burnt region, because the content of methane dominants the calorific value of the mixture and affects
the heat release and the temperature of flames. It is worth paying attention to the averaged and RMS
value of OH that may be affected by the OH signal of co-flow comprised of hot flue gas, which was
generated from a laminar premixed flame of methane/air (ϕ = 0.9) located about 2 mm below the jet
tube exit.

Figure 6 shows the statistics characteristic of the flame front of Flame 1 to 4. The results were
obtained from those OH-PLIF instantaneous images with the process shown in Figure 3. In Figure 6a,
the plotted flame front distribution value was obtained at downstream position 18d. The front
distribution value represents the OH radical signal intensity of the flame front statistics images, and
the unit “a.u.” is the unit of signal intensity. Figure 6(b1) shows the maximum value of the front
distribution at different given vertical position. It indicated the position of flame front with the
maximum possibility. As the premix was diluted, the flame expanded and the combustion delayed
obviously. Hence, the mean volume of the flame region increased and the mean fuel consumption rate
decreased with less methane fraction in mixtures as concluded by [3]. The flame front of Flame 1 was
much closer to the jet center than that of Flames 3 and 4, even though Flame 1 has same CH2O signal
as Flame 3 and the same peak of OH signal as Flame 4. In Figure 6(b2) the wrinkle ratio was obtained
along the axial direction, which was used to characterize the front fractality structure of turbulent
flame. The change in the wrinkle ratio is small until the tip of the flame. The big drop around the tip
was caused by the flame merging and reaction intensity decline. With dilution, the wrinkle ratio has a
slight drop in the part lower than 22d.
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Figure 6. (a) Flame front distribution, (b1) flame front position and (b2) wrinkle ratio of Flame 1, Flame
2, Flame 3, and Flame 4.

Typical instantaneous images of (a) CH2O-PLIFand (b) OH-PLIF of the flames with 50% N2 or 50%
CO2 dilution are shown in Figure 7. Figure 7(a1,a3,b1,b3) show the flames (Flames 6 and 4) diluted by
N2 and the other figures show the flames (Flames 7 and 5) diluted by CO2. Additionally, different
Reynolds number (3000 and 6000) was adopted for the turbulent effect study.

Figure 7. (a) CH2O-PLIF instantaneous images and (b) OH-PLIF instantaneous images of (1) Flame 6;
(2) Flame 7; (3) Flame 4; (4) Flame 5.

Comparing with the flames diluted by N2, the ones diluted by CO2 have an OH signal with much
less strength. As turbulent intensity enhanced at higher Reynolds number, the flame front was more
folded. At the Reynolds number of 6000, the structure is very similar for N2 and CO2 cases. When
the Reynolds number was changed to 3000, there is no big change in CO2 dilution flames. However,
the folded structure in the N2 dilution flames almost disappeared. This phenomenon can also be
observed based on the structure of CH2O distributions. The reason was thought to be the drop of the
chemical reaction rate and fuel consumption rate caused by CO2 addition, similar to the CO2 effect on
the laminar burning velocity [37,38].

Figure 8 presents the distribution of the mean and RMS values of OH and CH2O along the
radial direction at the downstream position of 18d of the flames with different dilution and Reynolds
number. The structure of Flame 6 (DN2 = 50%, Re = 3000) is significantly different from other flames, as
described above with instantaneous images, which was kept in laminar flame style and its distribution
of OH and CH2O is much close to those as one dimension laminar flames [37,38]. For the flames with
different Reynolds number, the mean value of their signal can be increased due to turbulent intensity
enhancement, and can also be weakened due to their reaction zone expanding. The RMS value was
enhanced significantly with Reynolds number indicating stronger fluctuation of flames. The strength
and the thickness of CH2O increased at higher Reynolds number due to the enhancement of mixing
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between burnt and unburned gas which benefited the reaction in the preheat zone. Comparing the
flames with different dilution content at Reynolds number of 3000, the RMS value of CH2O and OH
of Flame 7 (DCO2 = 50%, Re = 3000) is much larger than Flame 6 due to the folded flame front of
Flame 7 as observed above. The mean value of CH2O in Flame 7 is larger than that of Flame 6, but that
of OH is smaller. The wrinkled front enhanced the preheat reaction, but the larger heat capacity of
CO2 makes the flame temperature lower and the reaction rate slower, which is consistent with the
result of Roy [39]. At the Reynolds number of 6000, there is no difference in the mean value of CH2O
between Flames 4 and 5, but the OH value was weakened and the combustion was delayed in Flame 5,
indicating less heat release and weakened reaction in flame zone.

Figure 8. (a) Mean and RMS value of CH2O and (b) Mean and RMS value of OH at downstream
position of 18d.

In Figure 9a, the distribution of the flame front of Flames 4, 5, and 7 overlapped except Flame
6 having a peak at the position of 1d. Combined with Figure 9b, Flame 6 had less front fluctuation
as mentioned before. It indicated that the dilution difference has almost no influence on the front
fluctuation under turbulent condition. When the downstream position was above 20d, the flame
expanded significantly with CO2 dilution as shown in Figure 9(b1) and the wrinkle ratio dropped in
the entire flame shown in Figure 9(b2), which indicates that the combustion was delayed and flame
front structure was smoothed as dilution changed from N2 to CO2.

Figure 9. (a) Flame front distribution, (b1) flame front position (b2) wrinkle ratio of Flame 4, Flame 5,
Flame 6, and Flame 7.

4. Conclusions

In current work, the effect of N2/CO2 dilution on the combustion characteristics of methane/air
premixed turbulent jet flame with different dilution ratio and different exit Reynolds number were
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conducted using a water cooled McKenna burner with a centre jet tube. In order to obtain the
knowledge about the effect of high dilution on the premixed turbulent flame, 50% dilution gas was
used in the experiment. The distribution of free radical OH and combustion intermediate product
CH2O in several turbulent jet flames were measured by OH-PLIF and CH2O-PLIF. The OH results
were mainly used to obtain the structure of flame front and the distribution of CH2O was mainly used
to study the low temperature zone of flames. Results show that the increasing of dilution ratio can
sharply reduce the concentration of OH and CH2O, and postpone the burning of fuel. Compared
with the ultra-lean combustion, the dilution weakens the combustion more obviously. For different
dilution gases, the concentration of OH in the combustion zone varies greatly, while the concentration
of CH2O in the unburned zone is less affected by different dilution gas. The CO2 dilution has a more
significant effect on OH concentration than N2 with the given dilution ratio, but a similar effect on
the concentration of CH2O in the preheat zone of the flame. However, dilution does not have much
influence on the flame structure with the given turbulent intensity.
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Abstract: To make a better application of the self-excited oscillation jet, a compound organ–Helmholtz
oscillation nozzle (OH nozzle) was designed to generate better pulse effects in the present study.
The effects of geometric parameters on pressure characteristics of self-excited oscillation jets were
investigated experimentally. The geometric parameters of OH nozzles were determined based on the
design principle of the organ-pipe and Helmholtz nozzles. Various types of OH nozzles were tested to
obtain the relationship between oscillation pressure and geometric parameters. Experimental results
showed that some structural parameters are sensitive to the pump pressure, while others are not.
The optimum geometric optimum parameters were obtained based on experimental results. The peak
pressure and pressure pulsation amplitude are closely related to the target distance. The peak
pressure decreases sharply with target distance at first and decreases with a further increase of
the target distance. The peak pressure becomes stable beyond a certain range of target distance.
With the increase of the target distance, the pressure pulsation amplitude increases at first and then
decreases. The optimum target distance was determined based on experimental results to achieve
better pulsation performance and has a value of 20 mm in the present study.

Keywords: self-excited oscillation jet; organ–Helmholtz nozzle; pulse waterjet; pressure
pulsation amplitude

1. Introduction

Waterjet technology has been applied in a wide range of industries, including cutting [1],
cleaning [2], surface treatment [3], coal and gas exploration [4,5], etc. Hu et al. [1] used
an ultra-high-pressure water jet for cutting rubber, and it was found that the water jet was capable
of recycling rubber materials without damaging the internal organizational structures of materials.
Kohan et al. [2] investigated a jetting system to move the self-elevating mobile jack-up units, which are
employed for offshore exploration and development purposes. Soyama et al. [3] used the waterjet to
increase peening intensity, and the improvement of the fatigue strength of stainless steel was observed.
Lin et al. [4] proposed the cross-borehole hydraulic slotting technique, and the minimum period of gas
drainage was reduced in this way.

Waterjets are categorized into pulsed waterjets [6], abrasive waterjets [7], cavitating waterjets [8],
rotating waterjets [9], and so on. Among them, pulsed waterjets, which can improve cutting efficiency
because of the water-hammer effect, have attracted the interest of researchers [10]. Mechanical
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methods, including wobbling, rotating, and reciprocating, are the ordinary ways of producing pulsed
waterjets. Though these methods have been successfully applied, the equipment for mechanical
methods is complex and the reliability is not satisfactory [11–13]. In order to get more powerful
waterjets with simpler devices, self-excited oscillation waterjets are becoming the hotspot in the field of
waterjets. Different from mechanical methods, self-excited methods produce effective pulsed waterjets
by specially designed nozzles, which turn continuous jets into discontinuous pulse jets without any
moving parts [14,15]. Ding et al. [16] utilized a self-excited jet in surface peening and achieved better
performance. Recently, Huang et al. [17] conducted experiments of the self-excited oscillating jets,
and observed both a higher peak pressure and a higher erosion rate, indicating its high applicability
for oil-gas exploration and development. Li utilized self-excited jets in petroleum engineering, and
improvements in penetration rates were observed.

The nozzles are the key devices for generating self-excited oscillation jets, and their geometric
parameters are closely related to the jet’s performance. At present, organ-pipe nozzles and Helmholtz
nozzles are the most common and efficient nozzles used to produce self-excited oscillation waterjets.
The structural diagram and working principle of the organ-pipe nozzle are shown in Figure 1.
The resonance chamber of the organ-pipe nozzle mainly consists of two co-axial cylindrical cavities.
Fluid enters from the upper chamber and flows out through the lower chamber. Johnson et al. [18,19]
found that organ-pipe nozzles could improve rock cutting capability and efficiency by nearly six times.
It was demonstrated that self-excited oscillations would occur in the nozzle if the excitation frequency
was near the fundamental frequency of the nozzle. Chahine et al. [20] found that the efficiency of
organ-pipe nozzles was more than two orders of magnitude higher than that of conventional nozzles.
Besides, he concluded that bubbles resulting from highly resonant organ-pipe nozzles were the main
reason for improving the erosion capability [21]. Li et al. [22,23] studied the effects of area discontinuity
at nozzle inlet on the oscillation characteristics of organ-pipe nozzles. And the experiment results
showed that area enlargement and contraction have a positive effect on the pressure fluctuation
characteristics of the jets.

Figure 1. Structure diagram of an organ nozzle.

Helmholtz nozzles are also used to generate self-excited oscillation jets. The basic structure
and working principle of the Helmholtz nozzle are shown in Figure 2. The resonance chamber is
the structure where jets oscillation is generated and develops, and the cavity’s shape is cylindrical.
Compared to organ-pipe nozzles, Helmholtz nozzles have better jet oscillation performance, especially
in the air, but they do not function well under high pump pressure [24]. Wilson et al. [25] first
established a model of Helmholtz nozzles. He concluded that jet instability would form a large
number of vortex rings, and the impact of the vortex rings was the main factor to generate pulsation
in the nozzle. Crow et al. [26] found that the edge shear layer of jets showed an obvious trend of
a structured vortex ring when the external excitation frequency matched with the natural frequency
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of the air jet. Rockwell et al. [27] studied the self-excited oscillation mechanism from four aspects:
feedback, frequency, amplitude, and resonance. In the experiment introduced by Morel et al. [28],
pressure fluctuations can exceed 5.6 times the value of jet dynamic pressure. This is owing to the
resonance between the oscillating chamber of the Helmholtz nozzle and unstable jets, which amplifies
the pressure pulsation. In recent years, experimental measures have been developed. Geveci et al. [29]
used a three-dimensional particle video graph to measure the change rule of flow longitude in the
pipeline cavitation system. They pointed out that the oscillation characteristics of moving fluid passing
through the cavity in the pipeline were related to the instability of the fluid boundary layer and the
fixed vibration characteristics of the cavity. This further confirms the important role of the nozzle
oscillating chamber structure for the stroke pulse jet. Kolsek et al. [30] studied the influence of different
structure parameters on the characteristics of the self-excited oscillation pulse waterjet, and found
vortex structure and its pattern of change over time in the Helmholtz oscillation nozzles. Based
on the thickness of the approach boundary layer, Ma et al. [31] proposed a model for predicting
pressure fluctuations. Hu et al. [32] proposed a new methodology of generating pulsed air-water jets
by entraining and mixing air into the cavity of the Helmholtz oscillator, and found that there was
an optimum cavity length corresponding to the jet dynamic pressure.

Figure 2. Structure diagram of a Helmholtz nozzle.

From the middle of the last century, a considerable amount of research has been carried out on
self-excited oscillation waterjets, especially on organ-pipe nozzles and Helmholtz nozzles. However,
it is hard to significantly improve certain nozzle pulsed performances based on the key parameter
designing. At an international conference in the United States in 2007, Hlavac proposed a nozzle
composed of an organ pipe and a Helmholtz chamber [33,34]. Double-chamber strengthened nozzles
are studied in this article. It is an effective idea to use two chambers to generate self-excited oscillation
pulse waterjets, as reasonable cooperation of both resonance chambers stimulates fluid resonance more
obviously. To the best of our knowledge, there is, so far, little literature on this kind of composite nozzle,
and the flow field structure and pressure pulsation rule inside the nozzle are rarely involved. In this
study, the OH composite nozzle (organ–Helmholtz composite nozzles) experiments were carried out;
the axial peak pressure and pressure oscillation pulsation amplitude of jet flow were taken as the
parameters to evaluate the jet performance. This paper serves as a supplement to the previous research
on waterjets and the beginning of the study into organ–Helmholtz composite nozzles.

2. Structural Principle of Self-Excited Oscillation Nozzle

The relationships between the structural parameters of different types of nozzles and their natural
frequencies were analyzed based on the theory of fluid network model.
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2.1. Structural Principle of Organ-Pipe Nozzles

The natural frequency is determined by geometry and material of the resonance chamber,

f = KN
c

L1
, (1)

where c is the wave velocity, which is related to material of nozzle. L1 is the length of oscillation cavity.
KN is the coefficient, which is related to the diameter of organ-pipe oscillation cavity.

KN = F
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N
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)2 � 1 and
( d2

d3

)2 ≈ 1
] . (2)

According to the principle of hydroacoustics, the resonant standing wave is close to that of the
fluid critical self-excited structure, which is determined by the critical Strouhal number of the nozzle.
Their relationship is as follows:

S∗t = f ∗·d3

v
, (3)

where S∗t is the critical Strouhal number, f ∗ is the critical oscillation frequency, d3 is diameter of nozzle
outlet, and v is the jet velocity. The jet velocity v can be expressed by the Mach number,

Ma =
v
c

. (4)

From the above two equations, we can obtain

f ∗ = S∗t ·
Ma
d3

c. (5)

When the resonant standing wave frequency is equal to or close to the nozzle natural frequency,
a self-oscillating jet is formed. According to previous research [23,31], when the critical Strouhal
number is a multiple of 0.3, a strong oscillation phenomenon can occur in the cavity. Combining
Equations (3) and (5), the relationship between the length of the oscillating chamber and the diameter
of the outlet can be obtained [18,35].

L1

d3
=

KN

MaS∗t
. (6)

In the self-excited oscillation case, S∗t can be expressed with the use of S∗L. According to the theory
of Morel [29], S∗L is given as follows.

S∗t =
S∗Ld4

L2
; (7)

S∗L = (N − 0.25− L1 f )
uc

u
. (8)

The oscillation frequency is calculated through:

f =
c

2π

√
πd3

4V
. (9)

Substituting the length L1 of the cavity and the diameter d2 of the cavity into the Equation (8):

f =
c

2πd2

√
d3

L1
. (10)
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The Strouhal number can be substituted into the above equation.

d2

d3
=

1
2πStMa

√
d3

L1
. (11)

According to the experiment, when the Strouhal number is 0.6, the cavity length to diameter ratio
is 0.8, so the oscillation effect is obvious.

2.2. Structural Principle of Helmholtz Nozzles

When St is a critical value, the jet ejected from the nozzle becomes a discontinuous vortex
circulation. The natural frequency relationship of the Helmholtz resonator is calculated as follows:

f =
c

2πd4

√
d3

L2
. (12)

Equation (11) can be expressed using St and Ma as follows:

d4

d3
=

1
2πStMa

√
d3

L2
. (13)

The above equation is the relationship showing that the Helmholtz cavity diameter (d4) should be
satisfied. When the vortex from d1 reaches the second injection hole d2, the pressure signal returns to
d1 after the time tL = L2/c. If the cavity length L2 makes the time for the pressure signal to reach d1

exactly equal to the time required to generate a new vortex, the vibration in the cavity is amplified to
produce a strong resonance at the time. So the cavity length L2 should satisfy the following equation:

L2 = nλ − tLuc, (14)

where n is the number of vortexes and uc is the vortex convective velocity. Introducing St and Ma,
then, making α = uc /u1, it can be derived from the relationship that the cavity length L2 should satisfy

L2

d3
=

nα
St(1 + α Ma)

. (15)

If the fluid in the organ-pipe oscillation chamber and the Helmholtz oscillation chamber resonates,
their natural frequencies must be equal or satisfy the multiple relationship; the following relationship:

fO = N fH, (16)

where fO is the natural frequency of organ nozzle, fH is the natural frequency of Helmholtz nozzle,
and N is a positive integer.

KN
c

L1
=

Nc
2πd4

√
d3

L2
, (17)

where a is the jet velocity, c is the disturbance wave velocity, and KN is the coefficient which is related
to the diameter of pipeline oscillating chamber.

The above Equations (6), (11), (13), (15), and (17) can be applied as a reference for the design of the
OH self-excited nozzle.

3. Experimental Setup and Procedures

3.1. Structural Principle of OH Self-Excited Nozzle

The structure diagram of the OH self-excited oscillation nozzle is shown in Figure 3. It consists
of two main sections. One is the upstream organ tunnel oscillating chamber and the other is the
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downstream Helmholtz oscillating chamber. If the two nozzles are compounded by a certain principle,
jet pulsation generated in the oscillating chamber of the organ tube is amplified after entering the
Helmholtz oscillation chamber. That means that the slight disturbance is amplified twice. Therefore,
the nozzle with this structure can produce a pulsation that is more intense than the organ tube nozzle
and the Helmholtz nozzle at the same pump pressure.

Figure 3. The structure diagram of organ–Helmholtz (OH) self-excited oscillation nozzle.

The key parameters determining the jet performance in the composite nozzle are as follows: d1/d2

is called the upper cross-sectional diameter shrink ratio. d2/d3 is called a lower cross-sectional diameter
shrink ratio. The above two parameters have a great relationship with the performance of organ-pipe
resonance chamber. Besides, d3/d5 is the ratio of inlet and outlet diameter of the Helmholtz resonance
chamber. L2 and d4 are the length and diameter of the Helmholtz oscillation chamber, respectively.
These three parameters have an important influence on the performance of the Helmholtz resonance
chamber. Therefore, designing an OH type compound oscillation nozzle is to continuously adjust and
optimize these five parameters so that a better jet oscillation effect can be obtained. In order to process
these nozzles more conveniently, the nozzle is machined in two parts during processing. The middle
part is threaded and two different structural parts can be freely combined.

Referring to the theoretical analysis and experimental conditions [23], a basic OH nozzle form
was designed, and its parameters are shown in Table 1. The nozzles used in the experiments were
all obtained by changing the parameters on this nozzle. Except for the altered parameters, the other
parameters were the same as those of the basic nozzles. These altered parameters were as follows.
d1/d2 values were set to 2.2, 2.4, 2.6, 2.8, and 3. Then, d2/d3 values were set to 1.5, 2, 2.5, 3, and 3.5,
respectively. The values of L2 were set to 2, 4, 6, 8, and 10 mm, respectively, and values of the cavity
diameter d4 were 6, 8, 10, 12, and 14 mm, respectively. The nozzle inlet and outlet diameter ratios
(d3/d5) were 0.5, 0.75, 1, 1.25, and 1.5 respectively. Therefore, a total of ten organ nozzles and fifteen
Helmholtz nozzles were processed. Their physical diagrams are shown in Figure 4.

Table 1. Parameters of the basic nozzle.

d1 d2 d3 d4 d5 L1 L2

13 mm 6 mm 2 mm 10 mm 2 mm 21 mm 6 mm
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Figure 4. The physical diagram of OH self-excited oscillation nozzle.

3.2. Facilities and Setup

This experiment was carried out on a multi-functional high-pressure water jet test bench. The test
bench is composed of four parts, a high-pressure piston pump set, a frequency conversion platform,
a test bench, and a control platform. Each component performs unique functions. The experiment
used a static pressure sensor to measure the nozzle inlet pressure. Besides, we independently designed
a high-pressure water jet pressure test tank to accomplish the experiment. A target disk was mounted
on the right side of the water tank, and a measuring hole of 1 mm in diameter was placed in the center
of the target disk to measure the striking pressure of the jet center. The connection diagram of the
experimental device is shown in Figure 5.

Figure 5. Connection diagram of the device.

The experiment platform works by relying on two key lines, a water flow line and a signal flow
line. The water flow line refers to the water passage during the experiment. The water passes through
the high-pressure piston pump set through the high-pressure hose and the flow stabilizer to enter
the horizontal rigid pipe. Then, it passes through the joint and ejects from the self-excited nozzle.
After that, it hits the target on the right side of the tank through the submerged or non-submerged
environment. Signal lines refer to the paths through which signals are collected during the experiment.
Pressure sensors (Model: JXBS-3001-P304) and the data acquisition instrument (Model: QuantumX
MX840B) are the most important components, the latter of which has a sampling frequency of more
than 10,000 Hz. When the water flows through the connector and hits the target disk, the upper
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pressure sensor transmits the pressure signal to the computer through the data acquisition instrument
for subsequent analysis and processing.

The following is a brief introduction to the relevant parameters and the working performance of
each part. The high-pressure pump’s main function is to supply continuous and stable high pressure
of water. It works with the frequency conversion platform, whose main function is to control the
high-pressure piston pump’s speed by changing the frequency of the three-phase current. Therefore,
the high-pressure pump was able to achieve smooth pressure conversion and provide specific pressure
for the experiment. The test bench was the main operating area for the experiment, which can achieve
changes in the target distance both in the horizontal and vertical directions. The movement accuracy is
up to 0.1 mm, while the stroke in each direction is greater than 1 m. The control center is the platform
for operating the bench. It can realize many functions, such as lifting and lowering the stage, driving
the horizontal servo motor, setting the moving speed, and positioning of each moving part, which is
the key part of the human–computer interaction of the whole system.

Five pressure drops (10, 15, 20, 25, and 30 MPa) were used to test the performance of the OH
type self-excited oscillation nozzle. The experimental pressure range was 10–30 MPa and provided
good pressure conditions and regions for optimizing the structural parameters of the oscillation nozzle.
At each test, pressure measurements were taken at the nozzle inlet.

The impact pressure of the oscillating nozzle varies at different target distances. The target distance
is defined as the distance between the nozzle outlet and the measurement target disk. According to the
guiding experiment and the experience of self-excited oscillating jet nozzle research, the target distance
of this experiment was set in the range of 10–100 mm, and it was regarded as a group every 10 mm.

3.3. Perturbation Elimination

In order to ensure the accuracy of such an experiment, the external influence factors should be
reduced during the experiment. For example, in the experiment, the high-pressure piston pump set
would inevitably have pulsation of flow and pressure during the working process. This pulsation has
a relatively large influence on the pulsation generated by the self-excited nozzle, so two accumulators
were provided in the high-pressure line. One of the accumulators is mounted close to the pump set and
the other is mounted close to the nozzle. It has been estimated that the installation of the accumulator
can reduce the pulsation in the pipeline by 80%.

Water head loss occurs when water passes through a high-pressure hose. In order to reduce the
impact caused by head loss, a pressure sensor was provided at the joint where the nozzle was installed
to monitor the pressure change of the high-pressure water entering the nozzle in real-time. After the
pressure is stabilized, a good experimental result can be obtained.

Before measuring the impact pressure, alignment of the jet axis with the center of the target was
performed. In order to make the center of the oscillating nozzle and the center of the target plate
overlap as much as possible, the directions of stage y and z needed to be adjusted. After the axis was
aligned, the data measured by the pressure sensor were regarded as the striking pressure at the center
of the jet. In the experiment, the accuracy of the sensors was ≤0.25% FS (full scale), which meets the
experimental requirements.

4. Results and Discussion

The pressure characteristics of the water jet determine its destructiveness and cutting effect. In this
experiment, the pressure pulsation peak and amplitude of the OH self-excited oscillation nozzle were
measured under different pump pressures. So the effects of different structural parameters on the
pressure performance were analyzed.

Figure 6 shows the pressure curve measured by the sensor over a period of time. The experiment
was carried out under these conditions: the target distance was 10 mm, pump pressure was 20 MPa,
and the nozzle parameter was d1/d2 = 2.6. It can be seen that the pressure measured by the sensor
changes over time. This indicates that the nozzle created a self-excited oscillation pulsed jet. It can be
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seen that the peak pressure is not constant during different periods of pressure change. In order to
process data efficiently and accurately, the data is divided into series parts by time. Peak pressure
is the maximum pressure during each period of time, while trough pressure is the minimum one.
The pressure oscillation amplitude is defined as the difference between peak pressure and trough
pressure measured at the jet axis in the same cycle during each period time. Then, the average value of
the peak pressures for all stable periods of time is taken as the peak pressure of the nozzle. So does
the pressure pulsation amplitude. Peak pressure and pressure oscillation amplitude can directly
indicate the severity of jet pulsation. Therefore, this article uses these two indicators to evaluate
nozzle performance.

Figure 6. Pressure fluctuations during a period of time.

The performance of the OH nozzle was compared with those of the organ-pipe nozzle and
Helmholtz nozzle, and the geometric parameters of the OH nozzle are listed in Table 1. Figure 7 shows
the comparison of the peak pressure and the pressure oscillation amplitude of the OH nozzle and the
organ nozzle at different target distances under the condition of 30 MPa pressure. Obviously, the OH
nozzle performs better than the organ nozzle or Helmholtz nozzle which makes it up. It can be seen
that the peak pressure of the optimal OH nozzle would be about 8% higher than that of the organ
nozzle or Helmholtz nozzle in the same pump pressure. The pressure pulsation amplitude is about
26% higher. This shows that the OH nozzle does achieve better self-oscillating jet performance.

 
(a) (b) 

Figure 7. Performance comparison of three nozzles: (a). Comparison of pressure peaks at different axis
target distances. (b). Comparison of pressure oscillation amplitude at different axis target distances.

4.1. The Effect of d1/d2 on Pressure Characteristics

Figure 8 shows the relationship between the peak pressure and pulsation amplitude on the jet
axes of different nozzles as a function of the target distance. It can be seen that peak pressure decreases
with increasing jet target distance. The overall trend of decreasing jet peak pressures is accordant,
but the decreasing rate and peak value are different for different nozzles. When the pump pressure
is 20 MPa, the nozzle with a d1/d2 of 2.6 has a peak pressure of 23.3 MPa at a 10 mm target distance.
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As the jet target distance increases, the peak pressure value of the pulsation decreases rapidly, while
the downward trend slows down and approaches the level with the target distance exceeding 50 mm.
Other nozzle peak pressures in the same group have the same trend, but the pressure pulsation peaks
are smaller than this.

 
(a) (b) 

Figure 8. Effect of d1/d2 on nozzle performance at 20 MPa pressure. (a). curves of nozzles with different
d1/d2 on pressure pulsation amplitude at different target distances. (b). curves of nozzles with different
d1/d2 on pressure oscillation peak at different target distances.

It has a complicated relationship between the pressure pulsation amplitude and the jet target
distance. When the pressure changes, the change law of peak pressure and pulsation amplitude at
different target distances are the same as when the pressure is 20 MPa. The maximal peak pressures
of all the nozzles were measured at a 10 mm target distance, which is the smallest target distance
measured in the experiment. However, the maximum pressure pulsation amplitudes were measured
at a target distance of 20 mm.

The reason is that when the target distance is small, the time when the jet is ejected from the
nozzle outlet to the contact with the sensor is too short. It will cause the pressure pulsation in the
nozzle to not sufficiently develop. However, peak pressure will also be rapidly reduced when the
target distance is too large. The jet is fully developed at the proper target distance, so the pressure
amplitude is the largest at a certain target distance.

In fact, the variation law of the peak pressure and pulsation amplitude of different nozzles with
the target distance in different pump pressures is similar in this experiment. Generally, the peak
pressure is maximal at s = 10 mm and the pressure pulsation amplitude is maximal at s = 20 mm.
The effect of the target distance will not be discussed later.

The maximal jet peak pressure and amplitude for different pump pressures are shown in Figure 9.
They were measured at the target distance of 20 mm. It can be seen from the two pictures that the best
oscillation nozzle structure is d1/d2 = 2.6. The reason is that d1/d2 of the OH nozzle determines the fluid
velocity and reflected wave frequency of the jet entering the oscillating chamber of the organ pipe.
Only when the reflected wave frequency is the same or close to the natural frequency of the structure,
will the jet produce significant resonance and oscillation effects.
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(a) (b) 

Figure 9. Performance of different d1/d2 nozzles under each pump pressure. (a). maximal jet pressure
pulsation amplitudes of different d1/d2 nozzles. (b). maximal jet peak pressures of different d1/d2

nozzles at each pump pressure.

4.2. The Effects of d2/d3 on Pressure Characteristics

Figure 10 shows the peak pressures and pulsation amplitudes of different d2/d3 nozzles at the
different target distances. Obviously, the change law here is similar to that discussed previously. It can
be seen that the peak pressure is larger when d2/d3 is small. When d2/d3 increases, the performance of
the nozzle will gradually deteriorate. Judging from the peak pressure, the performance of the nozzles
is similar when d2/d3 is small. However, the variation law of pressure pulsation amplitude is different
from that of peak pressure. When d2/d3 increases, pressure pulsation amplitude increases first and
then decreases. Therefore, in comparison, d2/d3 = 2.5 is the best nozzle structure. Based on Figure 11,
the conclusion that d2/d3 has a more pronounced effect on jet pressure pulsation can be drawn. When
d2/d3 is small, the pressure pulsation amplitude is significantly smaller. The main reason for this
phenomenon is that d2/d3 will affect the space reflected by the jet after it enters the resonance chamber
of the organ pipe and contacts the lower collision wall. This means that inside the nozzle, d2/d3 has
a major influence on the jet velocity.

  
(a) (b) 

Figure 10. Effect of d2/d3 on nozzle performance at 20 MPa pressure. (a). curves of nozzles with
different d2/d3 on pressure pulsation amplitude at different target distances. (b). curves of nozzles with
different d2/d3 on pressure oscillation peak at different target distances.
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(a) (b) 

Figure 11. Performance of different d2/d3 nozzles under each pump pressure. (a). maximal jet pressure
pulsation amplitudes of different d2/d3 nozzles. (b). maximal jet peak pressures of different d2/d3

nozzles at each pump pressure.

4.3. The Effect of L2 on Pressure Characteristics

Figure 12 shows the peak pressures and pulsation amplitudes of different L2 nozzles at the different
target distances. Their change law stays the same as the previous one. According to Figure 13, nozzle
performance first becomes better as L2 increases, and then it deteriorates. It is obvious that L2 = 4 mm
is the best parameter. Meanwhile, according to the curves, L2 = 6 mm nozzle also has relatively good
performance when pump pressure is low. In fact, the best L2 will be slightly affected by pump pressure.

 
(a) (b) 

Figure 12. Effect of L2 on nozzle performance at 20 MPa pressure. (a). curves of nozzles with different
L2 on pressure pulsation amplitude at different target distances. (b). curves of nozzles with different L2

on pressure oscillation peak at different target distances.

Surprisingly, it can be seen that the pressure pulsation amplitude of L2 = 6mm nozzle is slightly
higher than that of 4 mm when the pump pressure is lower. But nozzle performance of L2 = 4 mm is
much better than that of the nozzle of L2 = 6 mm with the pump pressure increasing. In other words,
the comprehensive performance of L2 = 4 mm nozzle is still the best.

This is because the jet enters into the surrounding fluid in the chamber in the Helmholtz oscillation
cavity, and a tiny vortex is continuously generated at the boundary layer. The jet exchanges energy
with the environmental fluid, and the degree of turbulence in the cavity increases with the cavity length.
At the same time, the feedback generated from the downstream collision wall also exacerbates the
attenuation of the axial velocity. When the cavity length is long enough, the ordered vortex ring formed
in the jet shear layer has sufficient space to develop. Therefore, the feedback from the downstream
collision wall back to the upstream can also be well amplified, which plays an important role in
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modulating the jet. However, as the cavity length continues to increase, the fluid of the axial center
exchanges energy with the surrounding environment, causing a large loss. When this loss is greater
than the modulation, the peak pressure and amplitude will decay.

(a)                                              (b) 

Figure 13. Performance of different L2 nozzles under each pump pressure. (a). maximal jet pressure
pulsation amplitudes of different L2 nozzles. (b). maximal jet peak pressures of different L2 nozzles at
each pump pressure.

It can be seen from this that flow in the Helmholtz resonance chamber is more complicated than
that in the organ pipe resonance chamber. Therefore, the influence of inlet pressure cannot be ignored
when designing the Helmholtz oscillation cavity structure.

4.4. The Effect of d4 on Pressure Characteristics

Figure 14 shows the peak pressures and pulsation amplitudes of different d4 nozzles at the different
target distances. Figure 15 shows the peak pressures and pulsation amplitudes of different d4 nozzles
at different pressures. From the above peak pressure curves and pressure pulsation curves, it can be
seen that the nozzle performance of d4 = 12 mm is better than that of d4 = 10mm when the pressure is
low. However, with the pump pressure increasing, nozzle with d4 =10mm has a better performance.
This indicates that in the OH type self-excited nozzle, the optimal d4 structure of the nozzle is extremely
sensitive to changes in pressure.

 
(a) (b) 

Figure 14. Effect of d4 on nozzle performance at 20 MPa pressure. (a). curves of nozzles with different
d4 on pressure pulsation amplitude at different target distances. (b). curves of nozzles with different d4

on pressure oscillation peak at different target distances.

189



Energies 2020, 13, 367

 
(a) (b) 

Figure 15. Performance of different d4 nozzles under each pump pressure. (a). maximal jet pressure
pulsation amplitudes of different d4 nozzles. (b). maximal jet peak pressures of different d4 nozzles at
each pump pressure.

For the Helmholtz nozzle, the vortex ring modulation coupling of the downstream collision wall
feedback is mainly affected by d4. If the cavity diameter is too small, the jet will form a reflux vortex
when it engulfs the surrounding fluid in the chamber and cannot be fully developed. This causes the
chamber wall to be subjected to limited compression against the backflow of the chamber, resulting in
increased energy consumption. If the cavity diameter is too large, the vortex is fully developed and the
return flow is away from the jet axis, and the axial jet cannot be effectively modulated and coupled. So
d4 = 12 mm nozzles have better performance when the pressure is lower. When the pressure is 20 MPa
or more, the pulsation amplitude of the pressure produces a maximum at d4 = 10 mm.

4.5. The Effect of d3/d5 on Pressure Characteristics

Figure 16 shows the effects of d3/d5 on the peak pressure and pressure pulsation amplitude of the
OH self-excited pulse nozzle at the different target distances. Figure 17 shows the effect of d3/d5 on
the peak pressure and pressure pulsation amplitude of the OH self-excited pulse nozzle at different
pressures. As can be seen from the two pictures, the jet peak pressure increases as the nozzle diameter
increases at first, and then decreases. When the nozzle diameter ratio value is 1.0, the jet pulsation peak
is the largest. The pressure pulsation amplitude of the jet shows a more sensitive change. When d3/d5

value is 0.5, the pressure pulsation amplitude is almost 5 MPa or less and keeps steady with the pump
pressure’s increases. It indicates that the fluid does not oscillate when passing through the nozzle
at such a time. As d3/d5 increases, the oscillation effect generated by the nozzle increases, reaching
a maximum value when d3/d5 is 1.0.

When d3/d5 is small, only the innermost layer of the jet core zone can be ejected outward through
the nozzle outlet. Most of the jets will only reciprocate continuously in the oscillating chamber, so it
is almost impossible to form an oscillating jet. When d3/d5 is too large, the fluid in contact with the
collision wall at the periphery of the jet is small, and the oscillation effect generated when propagating
upward is insufficient to modulate the core region of the jet. Therefore, no obvious oscillating jets will
form in this case.
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(a) (b) 

Figure 16. Effect of d3/d5 on nozzle performance at 20 MPa pressure. (a). curves of nozzles with
different d3/d5 on pressure pulsation amplitude at different target distances. (b). curves of nozzles with
different d3/d5 on pressure oscillation peak at different target distances.

 
(a) (b) 

Figure 17. Performance of different d3/d5 nozzles under each pump pressure. (a). maximal jet pressure
pulsation amplitudes of different d3/d5 nozzles. (b). maximal jet peak pressures of different d3/d5

nozzles at each pump pressure.

5. Conclusions

OH nozzles (organ–Helmholtz nozzles) are novel self-oscillation nozzles. They do not just connect
an organ-pipe nozzle and a Helmholtz nozzle together. They combine the two kinds of ordinary
nozzles, and the synergistic effect of OH nozzles makes pressure fluctuations of self-excited jets more
obvious. In this paper, the pressure oscillation characteristics of OH nozzles were investigated, and the
conclusions were obtained as follows:

(1) Both the jet peak pressure and the pressure pulsation amplitude are positively correlated with
the pump pressure. The jet peak pressure is inversely related to the target distance. As the target
distance increases, the peak pressure first decreases sharply, and then decreases slowly. As the target
distance increases, the pressure pulsation amplitude increases at first, and then decreases. Therefore,
there is an optimum target distance, which is 20 mm in the experiment.

(2) Some of the optimal parameters of the OH nozzle are not sensitive to pressure. In this
experiment, the performance of that nozzle regarding those parameters was the best regardless of
the change in pressure. These parameters may be related to the initial perturbation vortex formation.
The optimal parameters are d1/d2 = 2.6, d2/d3 = 2.5, and d3/d5 = 1.

(3) The optimum ranges of L2 and d4 are affected by pressure. They are closely related to the
development of disturbance waves, and the oscillation pulsed jet can enhance and develop only in
appropriate situations. L2 is relatively lightly affected by pressure. L2 = 6 mm has good performance
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when the pump pressure is low. When the pressure is increased, L2 = 4 mm performs better. Similarly,
d4 = 12 mm performs well when the pressure is low. When the pressure exceeds 20 MPa, d4 = 10 mm
performs better.
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Nomenclature

f natural frequency of organ-pipe nozzle (Hz)
c wave velocity (m/s)
St* critical Strouhal number
d3 diameter of organ-pipe nozzle outlet (mm)
Ma Mach number
d4 Helmholtz cavity diameter (mm)
V volume of organ-pipe chamber (m3)
d1 diameter of organ-pipe nozzle inlet (mm)
St Strouhal number
N mode number
KN coefficient
L1 length of oscillation cavity (mm)
f* critical oscillation frequency (Hz)
v jet velocity (m/s)
S*

L Strouhal number based on the cavity length
L2 cavity length (mm)
d2 diameter of organ-pipe nozzle resonance chamber (mm)
d5 diameter of Helmholtz nozzle outlet (mm)
n number of vortex
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Abstract: Wall-model large eddy simulations (WMLES) are conducted to investigate the spatial
features of large-scale and very-large-scale motions (LSMs and VLSMs) in turbulent boundary flow
in different surface roughnesses at a very high Reynolds number, O (106–107). The results of the
simulation of nearly smooth cases display good agreement with field observations and experimental
data, both dimensioned using inner and outer variables. Using pre-multiplied spectral analysis,
the size of VLSMs can be reduced or even disappear with increasing roughness, which indirectly
supports the concept that the bottom-up mechanism is one of the origins of VLSMs. With increases in
height, the power of pre-multiplied spectra at both high and low wavenumber regions decreases,
which is consistent with most observational and experimental results. Furthermore, we find that the
change in the spectrum scaling law from −1 to −5/3 is a gradual process. Due to the limitations of the
computational domain and coarse grid that were adopted, some VLSMs and small-scale turbulence
are truncated. However, the size of LSMs is fully accounted for. From the perspective of the spatial
correlation of the flow field, the structural characteristics of VLSMs under various surface roughnesses,
including three-dimensional length scales and inclination angles, are obtained intuitively, and the
conclusions are found to be in good agreement with the velocity spectra. Finally, the generation,
development and extinction of three-dimensional VLSMs are analyzed by instantaneous flow
and vorticity field, and it shows that the instantaneous flow field gives evidence of low-speed
streamwise-elongated flow structures with negative streamwise velocity fluctuation component,
and which are flanked on each side by similarly high-speed streamwise-elongated flow structures.
Moreover, each of the low-speed streamwise-elongated flow structure lies beneath many vortices.

Keywords: WMLES; VLSMs; LSMs; turbulent boundary flow; roughness

1. Introduction

Large-scale and very-large-scale motions (LSMs and VLSMs) exist in pipe flow, channel flow,
and turbulent boundary layer (TBL) flow. LSMs with lengths of 0.3δ− 3δ (where δ is the boundary layer
thickness, pipe radius, or channel half-height) in the streamwise direction has been observed during
experiments conducted in turbulent boundary layer flows [1,2], pipe flows [3,4], and channel flows [5,6].
LSMs are packets of hairpin vortices moving upward in the near-wall region. In addition, VLSMs,
much longer meandering structures with streamwise lengths larger than 3δ in turbulent boundary
layer flows [7–9], pipe flows [3,4,10,11], and channel flows [6] were also observed. Both LSMs and
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VLSMs carry a considerable amount of the turbulent kinetic energy (TKE). In contrast with the case of
the LSMs, the mechanism of the generation and development of VLSMs remains an open question.

One widespread proposed explanation is the bottom-up mechanism suggested by Kim and
Adrian [3], which implies that VLSMs are formed from coherently aligned bottom hairpin packets.
This mechanism is approved by Balakumar and Adrian [2] and Lee and Sung [8] for boundary
layer flows, by Guala et al. [4] for pipe flows, and by Balakumar and Adrian [2] for channel flows.
However, Hutchins and Marusic [7,12], Mathis et al. [13] and Chung and McKeon [14] observed that
the interaction of LSMs and VLSMs was not only a mere superposition on near-wall fluctuations,
but also that near-wall small-scale structures were subject to an inhibiting modulation effect from the
LSMs and VLSMs in the log region. Therefore, Hutchins and Marusic [7] and Hunt and Morrison [15]
proposed a new mechanism for the origin of VLSMs, the top-down mechanism, according to which
VLSMs may originate in the upper turbulent boundary layer before moving downward and breaking
into small-scale structures in the lower boundary layer as a result of shear forces. As we know
that the top-down mechanism is at this point, only conjecture for some experimental observations.
VLSMs cannot be distinguished at the top of TBL [2]. In addition, Wang and Zheng [9] found that
the product of the wavenumber and the power spectra decreases with height on the right side of the
maximum value in the pre-multiplied spectra, which can be explained using the bottom-up mechanism.
While, on the left side of the peak, the product of the power spectra and the wavenumber increases
with height, indicating that the evolution of the VLSMs may not be entirely attributed to the bottom-up
mechanism, and other candidate mechanisms (the top-down mechanism) may, therefore, coexist with
the bottom-up mechanism.

The simulation study of the characteristics of VLSMs in TBL flow on a rough surface has not
yet been performed. A recent review of studies turbulent flows over rough walls was conducted by
Jiménez [16]. Turbulence structures on rough-wall boundary layers and spectrum characteristics in
rough-wall pipe flow were investigated by Volino et al. [17] and Rosenberg et al. [18], respectively.
In particular, although this was not mentioned by Volino et al. [17], Figure 1 in this paper clearly shows
the effect of the roughness wall on pre-multiplied spectra, and this specific phenomenon is consistent
with results of this study.

In this study, different surface roughness is selected to indirectly study the origin and the
mechanism of development of VLSMs. This is because roughness alters near-wall flow structures.
Typically, a spacing of about 100 wall units spanwise and extend from the wall about the same distance
for near-wall streaks on smooth boundary layers, as was documented by Kline et al. [19]. This size or
larger roughness elements undoubtedly disrupt the streaks.

Studies using direct numerical simulation (DNS) have been recently conducted in an attempt
to resolve the temporal evolution of spatial structures fully. Jiménez [20] summed up previous
works on the subject before identifying the beginning and end of the k−1

x region in pre-multiplied
spectra. He further found the VLSMs in the log region to have a streamwise length of 10δ − 20δ in
pipe flow, channel flow, and TBL flow. Del Alamo et al. [21] conducted a channel flow DNS up to
friction Reynolds number Reτ = 1901 and found evidence for the variant behavior of VLSMs and
LSMs in pre-multiplied spectra. Lee and Sung [8] conducted DNS simulations of a TBL flow, with
a momentum height Reynolds number of up to Reθ = 2560. They showed that the development
process of adjacent packet-type structures combines to form VLSMs, and they employed a modified
feature-extraction algorithm to identify the properties of the VLSMs. Lee et al. [6] investigated the
spatial features of LSMs and VLSMs in a turbulent channel flow with a DNS of Reτ = 930, the results
indicating that the streamwise length of the VLSMs linearly determines the number of outer LSMs
and that the formation of VLSMs possibly comes from the alignment of the positive and negative
streamwise-fluctuation structures.

Although DNS is an ideal approach to flow research at low Reynolds numbers, the cost of
computation is prohibitively expensive as Reynolds numbers increase. Nowadays, a DNS investigation
of these VLSMs at higher Reynolds numbers and with a larger streamwise length domain is not
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possible. To date, the DNSs of wall-bounded turbulence have been limited to Reτ = 5000 [22]. Thus,
large-eddy simulation (LES) is very useful for investigating turbulence phenomena in the TBL. This is
because LES enables simulations with high Reynolds numbers, and it is computationally more efficient.
The horizontally averaged and time-averaged vertical profiles of relevant flow parameters were
studied in most LES studies, and hence, they use rather short sizes for the streamwise computational
domain [23–26]. Fang and Porté-Agel [27] first used LES to study the VLSMs in the neutral TBL,
followed by Salesky and Anderson [28]. As we know, the LES grid is typically constrained by the
near-wall region, where turbulent and viscous momentum transport occurs on small scales, especially
where the atmospheric surface is covered with roughness elements that could be more expensive
to resolve with the grid. Piomelli and Balaras [29] and Smits and Marusic [22] indicated that for
wall-bounded flows, the LES computational costs are estimated as Re9/5

τ , only a small savings over
DNS, with its Re9/4

τ . If, instead, just empirically model the flow that at the near-wall region, the grid
requirements would be greatly reduced, which would also significantly reduce computational costs,
currently reaching about Re1/5

τ . Most important is that wall-model LES (WMLES) tends to be more
accurate at high Reynolds numbers than at moderate or low ones [29]. The reason for this is that
the WMLES approach depends only on large eddies. Consequently, it can effectively simulate high
Reynolds-number flows. Chung and McKeon [14] used the WMLES approach to study large-scale
structures in a long channel flow, focusing on their amplitude modulation in near-wall small-scale
fluctuation. In the present study, LES coupled with a wall model [30] was indirectly used to investigate
the origin of VLSMs in TBL, here the word “indirectly” means we cannot consider the top-down
mechanism in these idealized simulations. The present WMLES can produce a promising approach to
the study of the characteristics of VLSMs.

In this paper, the VLSMs in the TBL under different surface roughnesses were studied progressively,
from a single, two-point correlation field analysis to flow field analysis. Our study is arranged as follows.
Section 2 introduces our numerical method, wall model, and subgrid-scale (SGS) model. Section 3
shows the validation of the WMLES approach using DNS and field observation data. The simulation
results for VLSMs are presented and analyzed in Section 4. Section 5 provides the conclusion.

2. Numerical Method

2.1. Wall Model LES (WMLES)

For incompressible flow, the time-dependent filtered N-S equations are written as follows:

∂ui
∂t

+
∂
∂xj

(ujui) = − ∂
∂xi

p− ∂
∂xj

(τD
ij ) + f T

i (1)

∂ui
∂xi

= 0 (2)

where xi are Cartesian coordinates, ui are corresponding velocity components; p is pressure divided by
fluid density; τD

ij is the total stress; and f T
i is the other density-normalized forces. The bar on top of the

variables represents a filtering operator.
In Equation (1), on the left hand side, the first term represents the time change rate, the second

term represents convection, on the right hand side, the first term gives the density normalized
pressure gradient, the second term represents the stresses, and the third term is the other
density-normalized forces.

SGS model used to represent the effect of unresolved motions on the resolved motions is critical
for accurate simulations, especially for the specific purpose of capturing the dynamics of large-scale
structures. In the present study, the one-equation of the eddy viscosity model [31] was adopted.
The reason for this being that the crucial feature of the Smagorinsky model lies in the assumption of the
balance between SGS energy production and dissipation. On using the ensemble-averaging procedure
in place of the filtering in LES, the balance of energy production and dissipation holds only in some
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restricted flow situations. In fact, this balance breaks down in the vicinity of walls in channel and
boundary-layer flows, as in jets and wakes. Moreover, for the Smagorinsky model, the eddy-viscosity
representation for the Reynolds stress based on the ensemble mean cannot reproduce the anisotropy
of turbulence observed in some typical flows like channel flows. However, the one-equation eddy
viscosity model is not based on the assumption of SGS energy balance and uses a more accurate
representation for SGS Reynolds stress, the deficiency of local balance assumption adopted in algebraic
eddy viscosity models can be overcome. At high Reynolds number flows and for coarse grid resolution
such a phenomenon may occur, which fits perfectly with the simulation considered in this study.

The SGS stress can be modeled as:

τD
ij,sgs =

2
3

ksgsδi j − 2υsgsSij (3)

where τD
ij,sgs SGS stress part of the total stress τD

ij . Sij resolved-scale strain rate tensor, δi j Kronecker
delta function, ksgs SGS kinetic energy; υsgs SGS stress eddy viscosity.

Accounting for the historical effect of ksgs because of diffusion, production, and dissipation,
a transportation equation is derived:

∂ksgs

∂t
+
∂ujksgs

∂xj
= −τD

ij,sgsSij −Cε
k3/2

sgs

Δ
+

∂
∂xj

(υsgs
∂ksgs

∂xj
) (4)

where Δ filter scale, Ck and Cε model constants.
Ck = 0.0673 and Cε = 0.93 were adopted in this study.
The computational requirement of high Reynolds number wall-bounded flow of fully-resolved

LES dependents strongly on Reynolds number. Piomelli and Balaras [29] pointed out that at high
Reynolds number o (106), for smooth boundary layers flow, 99% of the computational mesh grids are
used to resolve the inner layer whose thickness is only 10% of the boundary layer height; furthermore,
more than 99% of the computational mesh grids is required for the rough boundary layers flow.
Consequently, the only economical way to perform LES of high Reynolds number turbulent boundary
layer flow is just to compute the outer layer. The outer-flow eddies can determine the grid size in this
case, while for the near wall eddies, the grid is too coarse, so must model the wall layer. In particular,
near the wall, discrete differentiation cannot evaluate the momentum flux, since the coarse grid cannot
resolve the sharp velocity gradient and the quasi-streamwise in this region. Moreover, Piomelli and
Balaras concluded that the WMLES tend to be more accurate at high Reynolds number than at moderate
or low Reynolds number.

Moreover, for the fully-resolved LES, the SGS model and numerical errors very large in the near-wall
region usually; thus, it is conceivable that comparison with fully-resolved LES, using “perfect” wall
model can get a more accurate predictions.

Another important point we need to consider involves the case of an atmospheric surface
covered with high roughness elements (e.g., sands, rocks, vegetation) that would greatly increase the
computation cost when used in conjunction with the fully-resolved LES.

Thus, in the present study, the surface stress model is the following matrix:

τD
ij =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 τtot

13
0 0 τtot

23
τtot

13 τtot
23 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (5)

and, the Schumann’s model [30] was adopted:

τtot
13 = −u2∗

(u1/2 −
〈
u1/2

〉
)

(
〈
u1/2

〉2
+

〈
v1/2

〉2
)

1/2
(6)
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τtot
23 = −u2∗

(v1/2 −
〈
v1/2

〉
)

(
〈
u1/2

〉2
+

〈
v1/2

〉2
)

1/2
(7)

where 1/2 is at first level cell centers near the surface; the angle brackets represent horizontal average
at a height.

The friction velocity:

u2∗= (
〈
τtot

13

〉2
+

〈
τtot

23

〉2
)1/2

(8)

which rough wall log law:

(
〈
u1/2

〉
+

〈
v1/2

〉
)

1/2

u∗
=

1
k

ln(
z
z0

+ f (L)) (9)

where f (L) atmospheric stability-related function, L Obuhkov length, z0 aerodynamics
roughness height.

In this study, f (L) is zero for neutral stability, z0 is related to roughness elements shape, height,
and distribution.

In this paper, the five different cases of surface roughness are investigated: z0 = 0.0002 m (case 1,
Reτ = 3.538 × 106), z0 = 0.002 m (case 2, Reτ = 4.894 × 106), z0 = 0.02 m (case 3, Reτ = 6.559 × 106),
z0 = 0.2 m (case 4, Reτ = 9.927 × 106), and z0 = 2.0 m (case 5, Reτ = 1.199 × 107).

2.2. Simulation Setup

Figure 1 gives the schematic diagram of the computational domain (5000 × 1000 × 300 m for case
1, 5000 × 1000 × 350 m for case 2, 5000 × 1000 × 400 m for case 3, 5000 × 1000 × 500 m for case 4,
5000 × 1000 × 600 m for case 5) adopted in this study. The streamwise, spanwise, and wall-normal
coordinates are x, y, and z. At the solid wall, wall model was adopted, and at the upper surface,
slip boundary conditions were adopted. For the streamwise and spanwise directions, periodic boundary
conditions were applied, same with the LES TBL flow simulation by Fang and Porté-Agel [27], and DNS
channel flow simulation conducted by Lee et al. [6]. The logarithmic mean wind-speed profile was
used for the inflow, specifically for five cases: Case 1, 250 m, 8 m/s; case 2, 300 m, 8 m/s; case 3, 350 m,
8 m/s; case 4, 450 m, 8 m/s; and case 5, 550 m, 8 m/s.

Figure 1. Schematic diagram of the computational domain.

The hexahedral meshes type was adopted in the simulation. The computational domain at the
height below 200 m, the mesh grid size is 5 m in each direction. Except for this region, the mesh grid
size is 10 m in each direction.

The time step is set to 0.5 s in order to satisfy the Courant number for the stability condition and
viscous stability. To guarantee a fully developed flow field and quasi-steady conditions, a spin-up
simulation is first made for enough time. To ensure statistical convergence, statistical calculations are
then performed over 40,000 timesteps. At 0.015% of domain’s height, the initial peak in perturbation
magnitude occurs, with both the maximum perturbations of streamwise/spanwise flow near the surface
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running at 0.25 m/s, a 4.0/20.0 ratio was adopted at the beginning of the simulation for total periods of
streamwise/spanwise perturbations.

The simulations were performed using the Simulator for Wind Farm Application (SOWFA) [32],
which is developed using OpenFOAM C++ library. The numerical discretization was performed by
a finite volume method. A second-order central difference scheme was used for the convection and
viscosity terms, and a second-order backward scheme was employed for the unsteady term.

3. Validations

Because the wall layer is modeled in WMLES, the accuracy of the simulation results must be
validated before the study can proceed. Here, the simulation results based on non-dimensional inner
variables z+ = zuτ/v and uτ, and outer variables δ and U, are compared with the results of DNS,
experiments, and field measurements.

3.1. Validation by Non-Dimensional Inner Variables

To confirm that the WMLES approach is suitable for TBL flows at high Reynolds numbers,
variations in mean velocity, Reynolds stress, and turbulent variation with height and Reynolds number
are compared with theoretical results and experimental, field-measured data for the TBL flow.

The non-dimensional mean streamwise velocity profiles, shown in Figure 2. The simulated
non-dimensional mean velocities U+ = U/uτ are displayed at different heights from case 1. The mean
velocity profile agrees well with the logarithmic law and Qingtu Lake Observation Array (QLOA)
field-measured data, indicating that the WMLES is highly accurate for TBL flow, despite the down
shift in ΔU+ due to ground roughness.
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Figure 2. Comparison of mean velocity profiles. The solid colored symbols indicate current simulation
data; the black dashed line indicates U+ = ln(z+)/0.41 + 5.0 for a smooth-wall wind profile;
the black open upward-facing triangles show Surface layer Turbulence and Environmental Science
Test (SLTEST) field measured data, Reτ = 6.28 × 105; the solid black circles indicate the Melbourne
wind tunnel experiment data, Reτ = 1.801 × 104; the solid black squares represent the William B.
Morgan Large Cavitation Channel experiment data acquired by the US Navy, Reτ = 6.867× 104; the solid
black leftward-facing triangles show the Princeton Superpipe experiment data, Reτ = 9.819 × 104,
the observational and experimental data obtained by Marusic et al. [33]; the open symbols present the
QLOA field-measured data from Wang and Zheng [9]; the black open squares show Reτ = 1.63 × 106;
the black open circles represent Reτ = 2.19 × 106; the black open leftward-facing triangles give
Reτ = 2.95 × 106; the black open rightward-facing triangles provide Reτ = 3.14 × 106; and the black
open stars show Reτ = 4.19 × 106.

Figure 3 shows the non-dimensional Reynolds shear-stress profiles for case 1. These agree well with
theoretical predictions [34,35] for canonical TBL flow, the field-observation data of Hutchins et al. [36]
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at Reτ = 7.7 × 105, and the QLOA field measured data with higher Reynolds number of Wang and
Zheng [9].

10
0

10
2

10
4

10
6

10
8

10
10

0

0.2

0.4

0.6

0.8

1

1.2

1.4

z+

-<
uw

>/
u 2

 

Current Data

Re

=1.63106

Re

=2.19106

Re

=2.95106

Re

=4.19106

Re

=3.14106

Re

=1.35103

Re

=7.70105

Re

=2.33106

Re

=3.76106

Figure 3. Comparison of Reynolds stress with inner-scaled height: The solid colored symbols are
current simulation data, the dashed line is Chauhan [34] for Reτ = 2.33 × 106, the solid line represents
Reτ = 3.76 × 106, the solid black upward-facing triangles exhibit the wind tunnel results of Graaff and
Eaton [37] at Reτ = 1.35 × 103, the solid black downward-facing triangles give the results of the field
observations of Hutchins et al. [36] at Reτ = 7.7 × 105, the open symbols show the field-measured
QLOA data of Wang and Zheng [9], the black open squares represent Reτ = 1.63 × 106, the black open
circles give Reτ = 2.19 × 106, black open leftward-facing triangles present Reτ = 2.95 × 106, the black
open rightward-facing triangles present Reτ = 3.14 × 106, and the black open stars are Reτ = 4.19 × 106.

In addition, uu/u2
τ is plotted against the inner-scaled height, as shown in Figure 4, including the

field measurement data from the SLTEST site [36,38], laboratory data [39,40], and the similarity
formulation presented in Marusic and Kunkel [41]. This reasonable agreement suggests that the
simulated data agree well with the theoretical formulation [34] and previous measurements at the
SLTEST. The magnitude of the normalized streamwise component of normal stress is strongly dependent
on the Reynolds number, except for the sublayer. Specifically, the normalized streamwise component
of normal stress, simulated at z/δ ≈ ∼ 0.036, was compared to the results of QLOA [9], SLTEST [36],
and wind tunnel experiments [40,42–44] in Figure 5. The current simulation result falls within the
QLOA results because the Reynolds number for case 1 is located within the five cases of Wang and
Zheng [9], indicating an approximate log-linear relationship between uu/u2

τ and the Reynolds number.
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3.2. Validation by Non-Dimensional Outer Variables

In the outer layer of TBL, the flow is assumed to be independent of viscosity and to depend on the
global characteristics of the flow, as represented by δ, U.

The Reynolds shear stress is shown in Figure 6 against the outer-scaled coordinates z/δ. It is clear
that the simulated result of case 1 is in a good agreement with the experimental results of Graaff and
Eaton [37]; most importantly, around z/δ = 0.02, a trend in the shift of Reynolds shear stress is also
captured by this simulation, which indicates the accuracy and high precision of the WMLES adopted
in this study.
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Normalized streamwise component of normal stress is shown in Figure 7 against outer-scaled
coordinates z/δ. The simulated result of case 1 agrees well with the experimental results of Graaff and
Eaton [37]; like the Reynolds shear stress, a normalized streamwise component of normal stress also
shows a shift in the trend with increasing height.

Figure 8 shows the mean velocity defect profiles according to the outer coordinates. The profile
of case 1 is in good agreement with the experiment results of Graaff and Eaton [37] and the DNS
results of Lee and Sung [8] throughout the outer region of the boundary layer, albeit at different
Reynolds numbers.
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Figure 6. Comparison of −uw/u2
τ in results of outer-scaled height simulation with the experimental

data. The solid colored circles indicate current simulation data, the open symbols are experimental
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indicate Reτ = 5.2 × 103, the circle symbols represent Reτ = 1.3 × 104, and the eight-spoked asterisks
are Reτ = 3.1 × 104.
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data. The symbols used are the same as those used in Figure 6.

203



Energies 2020, 13, 659

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

z/

(U
re

f-U
)/u



 

Current Data

Re

=1.30104

Re

=1.43103

Re

=2.90103

Re

=5.20103

Re

=3.10103

Figure 8. Mean velocity-defect profiles, normalized by friction velocity. The symbols used are the same
as those used in Figure 6.

4. Results and Discussion

4.1. Velocity Spectra Characteristics under Different Surface Roughnesses

4.1.1. Streamwise Velocity Spectra

Figure 9 shows the wavenumber-normalized spectra of streamwise velocity Su/u2
τδ for all five

cases at different heights. Taylor’s hypothesis of spatial–temporal transformations was adopted to
calculate the wavenumber spectrum, to smooth the spectra, a multi-point averaging method was used,
following Balasubramaniam [45]. As Figure 9a–c shows, for kδ < 2 (wavelengths larger than 3δ), each
spectral curve has an individual inflection point where the slope of the curves conspicuously changes.
The inflection point represents a spectral peak in low-wavenumber region of the pre-multiplied spectra
(as shown in Figure 10) associated with the VLSMs [3,9,46]. Thus, it can also be demonstrated that
the VLSMs exist in the first three cases for the current TBL study. While, for cases 4 and 5, individual
inflection points exist for kδ > 2, which means that VLSMs does not exist in these two cases. Above all,
with where roughness increases, the scale of the VLSMs (the width of −1 region) decreases or even
disappears. We predict that the reason for this may be associated with roughness elements of similar
or larger sizes, which undoubtedly disrupt near-wall quasi-streamwise streaks. This phenomenon is
identical to what is shown in Figure 1 from Volino et al. [17], although it is not mentioned as such in
the report of that study.
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Figure 9. Power spectra of streamwise velocity fluctuations. (a) case 1, (b) case 2, (c) case 3, (d) case 4
and (e) case 5. The height indicators for each graph are the same as those shown in (a), that is, 7.5 m,
27.5 m, 47.5 m, 67.5 m, 87.5 m, 107.5 m, 127.5 m, and 147.5 m. Further, the boundary layer height is
250 m, 300 m, 350 m, 450 m, and 550 m for cases 1, 2, 3, 4, and 5, respectively.

Figure 10 shows the pre-multiplied spectra for all five roughness cases. There is a distinct peak
in the spectra for all the heights in Figure 10a–c in the low-wavenumber region that corresponds to
VLSMs; another peak appears in high-wavenumber region that corresponds to the LSMs in the spectra
for all heights in Figure 10a–e.

In addition, the product of wavenumber and power spectra kSu decreases with height throughout
all of the spectra under various ground roughness, which is consistent with the result of the
turbulent-boundary layer [2,46], and the pipe-flow result [4]. This phenomenon can be explained by
“bottom-up” mechanism, and VLSMs weaken in the wall-normal direction, due to the TKE produced
in near-wall region gradually dissipates.

The slope between the first and second peaks of the streamwise velocity spectra is also analyzed.
This is governed by the transformation scaling law of VLSMs and LSMs (cases 1, 2, and 3) or the
transformation scaling law of LSMs and the small-scale turbulence vortex (cases 4 and 5); instead of
observing jumps from −1 to −5/3, we observe a gradual change as height increases. With increasing
roughness, the scaling law grows, and the transformation rate from −1 to −5/3 increases, with the
roughness increasing as well, while the VLSMs go extinct. Another interesting phenomenon observed
here is the scaling law in cases 4 and 5, showing height increases of −5/3. For other cases, the scaling
law is located between the values −1 and −5/3, with the smoother terrain yielding the larger scaling law.

Based on this finding, a new concept could be proposed, according to which the presence or
absence of VLSMs cannot simply be defined by the value −1 or −5/3; instead, the scale factor λ/δ (the
length of VLSMs and LSMs to the boundary-layer height) and the scaling law should be combined to
illustrate the location of the vortex structure in VLSMs, LSMs, or small-scale turbulence vortex regions.
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Figure 10. Pre-multiplied spectra for streamwise velocity fluctuation. (a) case 1, (b) case 2, (c) case 3,
(d) case 4 and (e) case 5. The height indicators for each graph are the same as those shown in Figure 9a,
that is, 7.5 m, 27.5 m, 47.5 m, 67.5 m, 87.5 m, 107.5 m, 127.5 m, and 147.5 m.

The kδ decreases at the first peak (meaning (kδ)0) with increasing height; when the height reaches
to a certain extent, (kδ)0 begins to attain a constant value or even to increase, as determined by the
characteristics of the VLSMs and is consistent with the literature [18,46]. These two phenomena can
be seen more clearly in Figure 11, which plots the relationship between (kδ)0 and the dimensionless
height z/δ.

In Figure 11, the result of case 1 agrees with the field-measured data, as a result of the similarity of
terrain between this and the QLOA site, as shown in Figure 2. With increases in roughness, cases 2 and
3 reach a certain degree of agreement with field data. While, for cases 4 and 5, the results diverge from
the field data, implying that the surface roughness has a great influence on the structure of VLSMs.
As we know, there is also a certain deviation between the experimental value and the field-measured
value, which may be due to the difference in Reynolds number between them.
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4.1.2. Wall-Normal Velocity Spectra Characteristics

Wall-normal velocity fluctuation spectra are shown in Figure 12. The trend for wall-normal location
is similar to the streamwise velocity fluctuations, with the exception of the crossover phenomenon,
which is consistent with the finding of Guala et al. [4]. For the left part of the crossover point, energy
density increases from the wall to a wall-normal location, and then it decreases again; for the right part
of the crossover point, the energy density always decreases. In addition, it is clear that as the roughness
increases, the crossover point moves to a large wavenumber, which indicates that the rougher the
terrain, the less the vortex interacts at different heights. Comparison with streamwise velocity spectra,
the wall-normal velocity spectra has lower values, which reflects the difference between the two
components in the total energy, and the ultimate difference is close to one order of magnitude.
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Figure 12. Power spectra of wall-normal velocity fluctuations. (a) case 1, (b) case 2, (c) case 3, (d) €e 4
and (e) case 5. The height indicators for each graph are the same as those shown in Figure 9a, that is,
7.5 m, 27.5 m, 47.5 m, 67.5 m, 87.5 m, 107.5 m, 127.5 m, and 147.5 m.

4.2. Effects of VLSMs and LSMs on Turbulent Kinetic Energy

One of the principal questions addressed in this study is how far VLSMs and LSMs contribute to
TKE. We will examine the distribution of TKE as a function of height.

The TKE of VLSMs and the corresponding energy fraction are plotted against height using a
low-pass filter with a cutoff length of 3δ, as shown in Figure 13a,b, respectively. Similarly, band-pass
filtering with cutoff lengths of 0.3δ− 3δ and δ− 3δ are used to demonstrate the energy fraction of the
LSMs, as shown in Figure 13c,d, respectively. The total kinetic energy of VLSMs of both case 1 in the
present study and the experimental data of Balakumar and Adrian [2] slightly decreases with increases
in height. However, the total kinetic energy of VLSMs increases with height increases as in Wang and
Zheng [9], which may relate to fact that the case investigated by Wang and Zheng [9] found energy
increases with height in the low-wavenumber region of the wind spectra, unlike what was found in
other studies [2,46]. Case 1 shows a close agreement with the experimental data of Balakumar and
Adrian [2], given the increasing ground roughness and nondimensional decreases in TKE. The reason
for this is found in the fact that VLSMs decrease or even disappear as roughness increases. It is worth
noticing that Figure 13 also shows a result found in cases 4 and 5 that does not exist in VLSMs. It simply
is the mathematical expression of the region of VLSMs and LSMs, as shown in Figure 10.

In addition, the energy fraction of the VLSMs in the present study increases with height, which
tends to close agreement with the wind-tunnel measurements of Balakumar and Adrian [2], as shown
in Figure 13b; however, little deviation from the field-measured data of Wang and Zheng [9] appears,
due to the spectrum characteristics mentioned above. The phenomenon, shown in Figure 13 indicates,
that contrary to most other studies [4,8,47], which have generally found that VLSMs contribute 40–50%
of the total TKE, the present study shows that VLSMs contribute up to 40% only at the highest height,
shown in Figure 13b. In Figure 13c, it is seen that in LSMs (0.3δ < λ < 3δ, Guala et al. [4]), the energy
fraction is larger than the field-measured data; but in Figure 13d, the energy fraction of the LSMs
(δ < λ < 3δ, Lee et al. [48]) is similar to the field measured data. It is clear that the energy fraction of
the LSMs is independent of ground roughness, possibly owing to the fact that the size of the element
roughness was adopted in the present study only to disrupt the VLSMs, yielding no effect on LSMs, at
least from the viewpoint of energy fraction.

The reason why the energy fraction of LSMs is found to be large in our study can be explained
as follows. Because the WMLES approach is used, the smallest scale falls in the inertial subrange,
while some or even most of the inertial subrange remains unresolved. It can be seen from the wind
spectra shown in Figure 10 that it quickly falls into the dissipative region. Therefore, the total energy
in this study is small. Due to the relative limitations of the computational domain, the structure of
VLSMs is not completely contained, so that the simulation of the energy of VLSMs is less than that
of the real atmosphere or the sufficient computational-domain case. This might also explain why
the experimental data of Balakumar and Adrian [2] are lower than the field-measured of from Wang
and Zheng [9], as shown in Figure 13b, the experimental domain being also limited to some extent.
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The scale of LSMs, ranging between 0.3δ− 3δ, can be fully resolved. In summary, the energy of VLSMs
is relatively smaller than the field-measured data, while the energy of LSMs is larger.
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Figure 13. Variations in the total energy (a) and energy fraction of VLSMs (b) and LSMs (c, 0.3δ < λ < 3δ;
d, δ < λ < 3δ ) with height. Solid colored circles are current simulation data, the open symbols represent
the field-measured data of Wang and Zheng [9], and the solid black symbols give the experimental
data of Balakumar and Adrian [2].

4.3. Flow Field Correlation Analysis

To intuitively visualize the structure of VLSMs, the coefficients of spatial correlation
of the streamwise fluctuating velocity between the spatial and reference locations
((x, y, z) = (2500m, 500m, 35m)) were calculated. Figure 14 shows the contours of the spatial
correlation coefficient for five types of roughness cases. The contour level of the correlation coefficient
indicating the coherent structure edge was set to be 0.05, following Hutchins and Marusic [7]. As the
figure shows, the length scale of the streamwise coherent structure satisfies λ/δ > 3 for the first three
cases, indicating the existence of the VLSMs. For cases 4 and 5, the 0.3 < λ/δ < 3 range only bears
on the existence of the LSMs. For increasing roughness, the scale of VLSMs and LSMs decreases,
indicating that the generation and development of VLSMs and LSMs are affected by the bottom terrain.
It also indirectly illustrates that the bottom-up mechanism controls the generation and development
of VLSMs.

Along the streamwise direction, the correlation contour lines are tilted, which indicates the
inclination of turbulent structures that observed by Marusic and Heuer [49] and Wang and Zheng [9]
is also present in the current TBL simulation at higher Reynolds numbers. The inclination angle of the
two-point correlation of the fluctuating velocity is related to the average extent of the inclination of
the structures of the VLSMs or LSMs. For the present simulation, the inclination angles in Figure 14
are 11.31◦ for case 1 (Reτ = 3.538 × 106), 14.04◦ for case 2 (Reτ = 4.894 × 106), 16.70◦ for case 3
(Reτ = 6.559 × 106), 14.04◦ for case 4 (Reτ = 9.927 × 106), and 19.29◦ for case 5 (Reτ = 1.199 × 107).
The results of case 1 agree closely with those found by Wang and Zheng [9], who indicated that the
inclination angles of field-measured data were 12.14◦ for Reτ = 3.14 × 106, while for Reτ = 1.63 × 106, the
angle is 20.35◦. The difference among all five cases is comparable to the range reported in the literature
for smooth- and rough-wall boundary layers. Christensen and Wu [50] found an inclination angle of
11◦ for their smooth-wall channel flow. Head and Bandyopadhyay [51] observed inclination angles
between 15–20◦. Christensen and Adrian [52] reported 12–13◦. Adrian et al. [53] found an inclination
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angle of 12◦. Tomkins and Adrian [54] found inclination angles between 10–20◦. Nakagawa and
Hanratty [55] found an angle of 9◦ on the rough wall in a channel flow, compared to smooth-wall values
of 6–8◦. In general, the inclination angle of large-scale coherent structures increases with roughness.

 

 

 

 

 

0.05

0.
05

0.05

0.
05

0.05

0

0.05

x/

z/


-4 -3 -2 -1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

0.05

0.
05

0.05

0.05

0.
05

y/

z/


-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
0

0.2

0.4

0.6

0.8

1

0.0
5

0.
05

0.05

0.
05

0.05

x/

z/


-4 -3 -2 -1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

0.
05

0.05

0.
05

y/

z/


-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
0

0.2

0.4

0.6

0.8

1

0.05

0.
05

0.0
5

0.
05

0.05

0.05

0.
05

0.
05

0.05

x/

z/


-4 -3 -2 -1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

0.
05

0.05

0.05

0.0
5

0.05

0.05

y/

z/


-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
0

0.2

0.4

0.6

0.8

1

0.
05

0.05

0.0
5 0.0

5

0.05

0.
05

0.
05

0.
05

0.
05

0.05
0.050.050.05

x/

z/


-4 -3 -2 -1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

0.05

0.05

0.05
0.05 0.05

0.05
0.05

0.05

y/

z/


-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
0

0.2

0.4

0.6

0.8

1

0.
05

0.
05

0.
05

0.05

0.05
0.05

0.
05

0.05

0.
05

0.
05

x/

z/


-4 -3 -2 -1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

0.05

0.05

0.05
0.05 0.05

0.05
0.050.05

y/

z/


-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
0

0.2

0.4

0.6

0.8

1

Figure 14. Two-point correlation contours of streamwise-fluctuating velocity.

In addition, the streamwise, wall normal, and spanwise extent of fluctuating-velocity two-point
correlations are shown in Figure 15. The distance, Lxuu, twice the distance from the most downstream
location to the self-correlation peak on two-point correlations of the fluctuating streamwise velocity
equal to 0.5 contour, as defined in Christensen and Wu [50]. Volino et al. [17] found that the results for
rough and smooth walls agree well with a value of about Lxuu/δ = 0.65 between z/δ = 0.1 and 0.6
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with their experimental data. Close to the wall, some differences are visible. In Figure 15a, the result
of case 1 is much smaller than that found by Volino et al. [17]; however, the field observation data of
Wang and Zheng [9] with solid symbols are shown in Figure 15a, for Reτ = 3.14 × 106 measured data,
almost same as in case 1 (Reτ = 3.553 × 106). This indicates that the results of simulation are correct.
This can be explained by the fact that field-measured and simulation data have a similarity ratio
comparable to the experimental data. In Figure 15a, as roughness increases, Lxuu/δ decreases, which
agrees with the results of Krogstad and Antonia [56], who found Lxuu/δ was about 50% lower on their
rough wall. The wall-normal extent of the two-point correlations of the fluctuating velocity, Lzuu, is
determined based on the wall-normal distance between the points farthest and closest from the surface
at a 0.5 contour. As the contours merge with the wall, reliable estimates for Lzuu cannot be obtained for
z/δ < 0.2. The conclusion is similar to the Lxuu, as shown in Figure 15b. The spanwise extent Lyuu

shown in Figure 15c, with increasing roughness, the Lyuu/δ range from 0.2 to 0.1, which agrees with
the DNS result of Lee and Sung [8], who concluded that the streamwise negative motions meander in
the downstream direction with a characteristic width of approximately 0.1δ − 0.2δ in the spanwise
direction. Comparing Figure 15a,b, the ratio of Lxuu/Lzuu obtained in Figure 15d, the value is roughly
2.5 for both the experimental data of Volino et al. [17] and the present simulation cases, also consistent
with Nakagawa and Hanratty [55], and the smooth-wall results of Krogstad and Antonia [56].
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Figure 15. The extent of two-point correlations of the fluctuating velocity, equal to the 0.5 contour as
a function of z/δ. (a) Streamwise extent, (b) wall-normal extent, (c) spanwise extent, and (d) ratio
between streamwise and wall-normal extent. The solid colored symbols are current simulation data,
the solid black data are experimental data of Volino et al. [17], the circle symbols represent smooth
wall condition, and squares represent roughness wall condition, the field measured data of Wang and
Zheng [9], the anise star is Reτ = 3.14 × 106, and five star is Reτ = 1.63 × 106 which show in (a).

4.4. Instantaneous Flow Field Analysis

Figure 16 shows visualizations of the VLSMs or LSMs structures in the instantaneous flow fields for
z = 30 m in the xy plane, both the VLSMs and LSMs were visualized based on the streamwise-elongated
negative velocity, which is consistent with the results of previous studies [6,8,57–59]. The direction of
flow is from left to right. Figure 16a–c show several apparent very long negative (dark color) motions
meandering in the streamwise direction, which in the spanwise direction are flanked by positive
streamwise fluctuation (white color), and these motions often extend more than 10δ in streamwise
direction, and the widths is around 0.1δ − 0.2δ. This phenomenon is in agreement with TBL and
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turbulent channel DNS studies [7,8]. For Figure 16d,e, there are some intermediate long negative
streamwise structures, and the scale characteristics are similar to the LSMs structures.

Figure 16. The normalized streamwise velocity fluctuations in xy plane. (a) case-1, (b) case-2, (c) case-3,
(d) case-4, (e) case-5.

Figure 17 shows visualizations of the VLSMs or LSMs structures in the instantaneous flow fields
for line A, B and C of Figure 16c in the xz plane, and the dashed line in Figure 17 corresponds to
the horizontal plane height of Figure 16. In Figure 16c, line A locates at the very long streamwise
structure, line B locates at the intermediate long streamwise structure in order to see the inclination
angle of VLSMs, and line C locates at the high-velocity region. Comparing these three lines streamwise
fluctuation in Figure 17, there are inclined at angles of 18.26◦ of line B, very close to the spatial
correlation result, 16.70◦, which is calculated by the reference point of streamwise direction. Note that
the inclination angle is 10◦–15◦ in an almost linear type [8], it also can be seen in the present study,
the line A has nearly same inclination angle. Moreover, the flow patterns of these aligned packets
are consistent with the observations [53]. For line C, which locates at the high-velocity region, the
inclination angles at A and B do not exist at line C, this indicates that LSMs and VLSMs structures
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located at low momentum region, and comes from the near wall aligned packets, as described by
“bottom-up” mechanism.

 
Figure 17. Streamwise velocity fluctuations normalized by the friction velocity in xz plane of case-3.
The lines (A), (B) and (C) in the Figure 16c are shown here.

4.5. The Generation and Development of VLSMs

The results of Section 4.4 illustrate the presence of VLSMs and their associate with low-momentum
regions. In this section, we address the creation and extinction procession of VLSMs in the flow field.
As we know, the hairpin packet model could give a reasonable explanation for logarithmic layer
features, for example, quasi-streamwise vortices and bursting processes. An idealized conceptual
model Based on the hairpin packet paradigm and in the outer layer, most features of the coherent
structures, an idealized conceptual model is built [53]. In contrast, Kim and Adrian [3] suggested that
VLSMs is not a new type of turbulent motion. They conjectured that the alignments of hairpin packets
could form VLSMs; however, the created and extincted of VLSMs in TBL is little to know. Thus, to
obtain spatial information about the formation and disappearance of VLSMs is our object.

The mechanism of Kim and Adrian [3] means that in the streamwise direction continually
spawning new hairpins to create packets. After growing, the packets become larger and longer,
and then probably merge with adjacent packets or broken up into small structures. In this study, a
representative case of merging and extincting of vortex packets is discussed in detail, which VLSMs
showed in the dashed red rectangle of Figure 16c, The time evolution of flow field in the xy plane
with a time interval of 20 s and the height is 30 m, shown in Figure 18. The dashed lines D, E, F and
G were added to show the development of the VLSMs. It is obvious that the VLSMs in Figure 18f
originates in several packet motions P1, P2, P3, P4, P5, P6, P7, and P8 present in Figure 18a. For dashed
line D1 in Figure 18a, two adjacent low-momentum regions of P1 and P2 are travelling downstream,
then they merge together from Figure 18f, the similar phenomenon is observed at dashed line D2.
For dashed line E, the P2 and P3 are merge together, as they move downstream, and the low-momentum
regions separate in the streamwise direction, as shown in Figure 18j. For dashed line F1, two adjacent
low-momentum regions of P3 and P4 are travelling downstream, and the first stage is that they
merge together from Figure 18a–e, then separate from each other again in the Figure 18j, the similar
phenomenon is observed at dashed line F2. For dashed line G1, as part P5 and P6 move downstream,
and the first stage is that they separate from Figure 18c and then merge together again in the Figure 18f,
the similar phenomenon is observed at dashed line G2. The four cases of D1, D2, E, F1, F2 and G,
represent three typical development process of adjacent hairpin vortices. Due to the low-momentum
regions merge in streamwise direction, resulting in a longer structure at the streamwise scale of the
flow field in Figure 18f,g. Another phenomenon is that although the streamwise growth of the VLSMs
occurs; however, the spanwise length of VLSMs becomes thinner slightly.
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Figure 18. Time evolution of the instantaneous fields at a height of 30 m in xy plane. The dashed line
D1, D2 are added to show the growth of the VLSMs, dashed line E is added to show the extinction of
the VLSMs, F1, F2 are added to show the growth first then extinction of the VLSMs and G1, G2 are
added to show the extinction first then growth of the VLSMs. P-number represents the different part of
VLSMs of Figure 18f. Subfigures (a–j) represent the time evolution of flow field.
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Figures 19 and 20 show the associated flow features in the xz plane. The conclusion is consistent
with the results show in Figure 18. Combining the Figures 18–20, which indicates that the development
and extinction of VLSMs structure is a three-dimensional process. As can be seen in these figures, in
the downstream direction, these packets are growing continuously and further away from the wall,
part of the upstream packets go through the higher mean flow velocity. The lower parts slower than
these part flows, which leads lift vortex away from the wall by a higher velocity, and in the higher part
of the upstream packet causes in greater stretching. Consequently, in downstream the adjacent packets
are merged to form VLSMs with a shallow angle. These processes are same with hairpin structure
dynamics [5] and DNS results [8].

For the formation of VLSMs, present simulations describe one possible mechanism, however, in
the future, the analysis of the general mechanism of VLSMs formation is needed, because the trigger of
the formation of new packets still no definitive evidence.

 

Figure 19. Evidence of the streamwise scale growth and extinction in xz plane. Subfigures (a–j) represent
the time evolution of flow field.
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Figure 20. Evidence of the streamwise scale growth in xz plane. Subfigures (a–j) represent the time
evolution of flow field.

4.6. Vortices Field Analysis

The packet merging process is presented schematically in Figure 17 of Tomkins and Adrian [54].
The similar conclusion was obtained in figure 25 of Adrian, Meinhart and Tomkins [53]. This is the
reason for the vorticity field analysis, which could show the VLSMs structure is formed by hairpin
vortex or hairpin vortex package development.

Figure 21 shows three-dimensional vortical structures that contoured by λ2 [60] in the horizontal
plane. It is clear that several highly elongated low-speed regions are shown in the flow field, and many
hairpin-type vortices lie above each of them. Corresponding to the Figure 17, here Figure 22 is shown
as the vertical plane to illustrate the negative velocity region is covered by vortices, while positive
velocity is not. By comparing A, B, and C, it is clearly shown that vortices are more density for A than
B than C, which locates in high-speed region—this is consistent with the preceding results. These flow
patterns, together with three-dimensional vortical structures to form longer structures that erupt from
the wall and grow towards the outer region, are consist with Lee and Sung [8].

 

Figure 21. Instantaneous vortical structures visualized with an iso-surface of λ2 in xy plane.
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Figure 22. Instantaneous vortical structures visualized with an iso-surface of λ2 in xz plane,
the subfigures (A), (B) and (C) are the same with the Figure 18c, represent the cross section of
vortices field.

5. Conclusions

In this paper, the spatial features for LSMs and VLSMs in the TBL flow under different surface
roughness at very high Reynolds number, O (106–107), were investigated using the WMLES approach.
The VLSMs in TBL were studied progressively from a single point, in correlation with a field analysis.
The statistical properties of the mean and fluctuating velocity for the nearly smooth case were compared
with those found in the literature, including field observations, laboratory studies, and DNSs, and a
close agreement was found using the inner and outer variables. These results, thus, provide a useful
database for the turbulence statistics of TBL.

Our analysis of the streamwise velocity spectra demonstrates the tendency is that with increasing
roughness, the scale of VLSMs decreases or even disappears. The (kδ)0 decreases with height in an
approximately log-linear manner. While, when height increases to a certain extent, (kδ)0 begins to
reach a constant value or even to increase. In addition, kSu decreases with height throughout all spectra.

For wall-normal velocity spectra, the crossover phenomenon occurs, and as roughness increases,
the crossover point moves to larger wavenumber.

The VLSMs and LSMs carry a considerable portion of the TKE. While, the energy fraction of VLSMs
in the present study is a little smaller than the field-measured data, but it is similar to experimental
data, which can be explained by spectral characteristics.

The spatial correlation coefficient pertaining to five different roughness cases were calculated.
The results have reached a close agreement with the wind spectra. For the ratio of the streamwise
extent and wall-normal extent of the two-point correlations of the fluctuating velocity, the near-constant
is 2.5. Moreover, the inclination angle of nearly smooth cases is consistent with field observation
data at almost the same Reynolds number. The tendency of the inclination angle of different cases of
roughness is similar to what has been shown in other studies.

Then, we conducted the instantaneous flow field analysis to illustrate the generation and
development of VLSMs. It is clearly shown that both the VLSMs and LSMs were visualized based on
the streamwise-elongated volumes associated with the negative streamwise velocity, and which are
flanked on either side by similarly elongated positive streamwise velocity. In addition, the generation
and extinction process of VLSMs is seen by three-dimensional flow field analysis.

In the end, Vortices field analysis is conducted to explain further the VLSMs locate in negative
streamwise velocity region and each of them lies beneath many hairpin-type vortices.

Above all, in this study, the results at least indirectly support that the bottom-up mechanism is one
of the origins of VLSMs. It is confirmed here that the WMLES method has the ability to investigate the
spatial features of LSMs and VLSMs in the TBL flow at high Reynolds numbers at neutrally stratified
TBL, and the applicability of these results to a real atmospheric boundary layer flow that stability
variation will be investigated in the future study.
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Abstract: This study developed a data-driven surrogate model based on a deep neural network (DNN)
to evaluate gas–liquid multiphase flow occurring in horizontal pipes. It estimated the liquid holdup
and pressure gradient under a slip condition and different flow patterns, i.e., slug, annular, stratified
flow, etc. The inputs of the surrogate modelling were related to the fluid properties and the dynamic
data, e.g., superficial velocities at the inlet, while the outputs were the liquid holdup and pressure
gradient observed at the outlet. The case study determined the optimal number of hidden neurons
by considering the processing time and the validation error. A total of 350 experimental data were
used: 279 for supervised training, 31 for validating the training performance, and 40 unknown data,
not used in training and validation, were examined to forecast the liquid holdup and pressure gradient.
The liquid holdups were estimated within less than 8.08% of the mean absolute percentage error,
while the error of the pressure gradient was 23.76%. The R2 values confirmed the reliability of the
developed model, showing 0.89 for liquid holdups and 0.98 for pressure gradients. The DNN-based
surrogate model can be applicable to estimate liquid holdup and pressure gradients in a more realistic
manner with a small amount of computating resources.

Keywords: surrogate model; deep neural network; multiphase flow; horizontal pipe; liquid holdup;
pressure gradient

1. Introduction

The accurate evaluation of multiphase flow has been essential not only for optimum facility designs,
but also for the estimation of transport features in pre-installed pipes. The oil and natural gas industries
require time-consuming experimental analyses, but the flow characteristics, e.g., flow patterns, liquid
holdup, superficial velocities, and pressure gradient, are uncertain. These uncertain parameters are
important for demonstrating transport phenomena but they are linked nonlinearly. A few analytical
models implement closure relationships that depend on experimental data and therefore they have the
limitation of the applicable ranges used in the experimental works. The experiments validated the
numerical simulations with the closure relationships, as well as the mechanistic modules, e.g., OLGA
(Schlumberger, Houston, USA) and Ledaflow (Kongsberg, Norway). However, the detailed designs
of these numerical simulations become complicated, e.g., computational fluid dynamics, and require
a large amount of computing resources and skillful user interactions [1,2].

Many works have validated their effectiveness using the experimental database, e.g., TUFFPDB
(University of Tulsa Fluid Flow Projects Database) and the experimental database of the University
of Amsterdam. The empirical interpretations proposed different interpolation rules within the
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experimental ranges [3–9]. Choi et al. [6] introduced a drift–flux closure relationship to interpolate
the experimental results and estimate the liquid holdup. Their model estimated the liquid holdups
of experimental data from 0.042 up to 0.156 of the mean absolute error. Lee et al. [7] examined the
applicability of the minimum dissipated energy concept to explain the stratified gas–liquid flow in
horizontal pipes and confirmed its usefulness by estimating liquid holdups and pressure gradients.
Luo et al. [9] proposed an empirical power-law model not subject to the experimental ranges to predict
the liquid holdup in vertical gas wells.

Machine learning methods have been actively implemented to predict the multiphase flow
characteristics [10–15]: some studies implemented an artificial neural network [10–12] and
Mask et al. [13] implemented dimensionless parameters to estimate the flow patterns. Kanin et al. [14]
trained a machine learning algorithm to validate the mechanistic models. Mohammadi et al. [15] used
a genetic algorithm to select closure relationships in multiphase flow models. These studies have
focused on securing the most accurate ways to explain the nonlinearity more effectively between input
and output data. Deep neural networks (DNNs), as a class of machine learning techniques, implement
a few hierarchical hidden layers of non-linear transforms and improves the performances of a typical
artificial neural network with one hidden layer [16–19]. The neural networks normalize the input
data such that they can integrate different-scaled data. Added hidden layers reduce the number of
calibrating parameters, thereby it can seek the non-linear relationships among the parameters more
effectively, i.e., deep learning.

An objective of this paper was to develop a DNN framework, i.e., a data-driven surrogate (proxy)
model, to estimate the liquid holdup and pressure gradient for a gas–liquid multiphase flow in
horizontal pipes instead of using numerical simulations. DNN with multiple hidden layers was
applied to secure an accurate empirical relationship between the experimental input factors and the
estimating values. The experimental data were used to validate the reliability, to train the neural
network, and to predict the flow-related parameters.

2. Methodology

The representative parameters used to explain gas–liquid flow characteristics are the liquid
holdup and pressure gradient; the liquid holdup, i.e., the fraction of a part of pipe occupied by
liquid, demonstrates the amount of liquid transported through pipes, while the pressure gradient,
i.e., pressure drop divided by the given length of the horizontal pipe, is essential for designing the
transport facilities. Various empirical correlations have been proposed to explain these parameters,
e.g., Equations (1) and (2) for a horizontal pipe [20–22], but these correlations are challenging to use
due to the complexity and the uncertainty of multiphase flow.

HL =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λL = AL

AP
=

qL
qL+qg

=
vSL

vSL+vSG
, no–slip condition

a1λ
a2
L

(N2
FR)

a3 , slip condition
(1)

dP
dL

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩−
fρnv2

m
2d − ρnvm

dvm
dL , homogeneous flow

−
fρnv2

m
2d

1−Ek
, non–homogeneous flow

(2)

In Equations (1) and (2), the no-slip liquid holdup (λL) is the ratio of the liquid volumetric flow
rate to the total volumetric flow rate [22]. AP represents the cross-sectional area of pipe and AL is
the cross-sectional area occupied by liquid in the pipe. qL is the flow rate of liquid and qg is the flow
rate of gas. vSL =

qL
AP

is the liquid superficial velocity and vSG =
qg
AP

is the gas superficial velocity.
a1, a2, and a3 are the coefficients for liquid holdup correlation, which are different for different flow

patterns. f is the friction factor related to the pipe diameter (d) and roughness. NFR =
v2

m
gd is the

mixture Froude number, where vm = vSL + vSG (mixture velocity). Ek is a dimensionless kinetic or
acceleration energy term. ρn is the no-slip density. The no-slip condition occurs where the input
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phase-superficial velocities are constant in the course of the gas–liquid flow, e.g., a typical stratified
flow pattern. A homogeneous two-phase flow is defined as the flow structure in which the two phases
travel at the same in-situ velocity while a non-homogeneous flow means the flow structure in which
the mixture physical properties vary across the pipe’s cross-sectional area [22].

The experimental data were from Gokcal [23,24], which considered a viscous oil–air mixed flow
in horizontal pipes, where the viscous oil was Citgo sentry 220 oil with a density range from 833.6 to
884.5 kg/m3 (Table 1). Gokcal [23] investigated various flow patterns while Gokcal [24] investigated
slug flow. The experimental data showed a slip condition since the liquid holdups resulting from
the multi-phase flow experiment were not equal to the no-slip liquid holdups (λL). The total number
of available data was 350: 279 for the supervised training of the DNN, 31 for validating the training
performance, and the other 40 data were for testing the predictability. A reason why 310 training
data were divided into the training and validation sets was to examine any overfitting or underfitting
problems. A data-shuffling process was implemented to split the data. A total of 40 experimental data
that were not used in either training or validation were randomly selected for testing the predictability
(Table 2).

Table 1. Summary of experimental data for the input and the output parameters in the deep neural
network (DNN).

Experimental Data Parameters 1 Number of Data Points

Gokcal [23]

Air and oil (Citgo sentry 220 oil)
ID = 0.0508 m, T = 20.8–38.1 ◦C
ρL = 833.6–884.5 kg/m3, ρG

=1.25–4.5 kg/m3

vSL = 0.01–1.76 m/s, vSG =
0.09–20.3 m/s

Annular (33) 2, annular/slug (4),
stratified wavy (3), slug (120),

elongated bubble (19),
dispersed bubble/slug (4)

183

Gokcal [24]

Air and oil (Citgo sentry 220 oil)
ID = 0.0508 m, T = 20.8–38.1 ◦C
ρL = 833.6–884.5 kg/m3, ρG =

1.12–2.08 kg/m3

vSL = 0.05–0.8 m/s, vSG = 0.1–2.17
m/s

Slug (167)

167

1 ID: Inner diameter, T: Temperature; 2 (number) indicates the number of available experimental data with the
specified flow pattern; The subscripts L, G, SL, SG stand for liquid, gas, liquid superficial velocity, and gas superficial
velocity, respectively.

Table 2. Experimental data and their flow patterns used in the DNN model.

Training Operation
Prediction (Test Set)

Training Validation

Number of Data Points 279 31 40

Flow pattern
Annular (31), annular/slug (3), stratified wavy (3),

elongated bubble (14), dispersed bubble/slug (4), slug
(257)

Annular (4), annular/slug
(1), elongated bubble (5),

slug (30)
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Figure 1 explains how to establish empirical correlations using a backpropagation algorithm
between the input and output data in multi-hidden-layered neural networks (Equation (3); [18,25]).

a(1)i = fa
(∑n

j=1 w(1)
i, j xj + b(1)j

)
, ∀i = 1, 2, 3, · · · , m,

a(2)i = fa
(∑m

j=1 w(2)
i, j a(1)j + b(2)j

)
, ∀i = 1, 2, 3, · · · , h,

ŷi = fa
(∑h

j=1 w(3)
i, j a(2)j + b(3)j

)
, ∀i = 1, 2, 3, · · · , l.

(3)

Figure 1. DNN structure to establish the empirical relationship between the input and the output layer.

In Equation (3), ak
i denotes the value of the ith neuron at the kth hidden layer. fa is an activation

function. w is a weight and b is a bias. x is the value in the input layer and ŷ is the estimated value at
the output layer. Figure 2 depicts the DNN framework consisting of one input, one output, and two
hidden layers in this study. The performance of estimating the output neurons depended on the
design of hidden layers, e.g., the number of neurons in the hidden layers, the activation function,
and the filters.

Figure 2. DNN design to estimate the liquid holdup and pressure gradient. One input layer (X),
one output layer (Ŷ), and two hidden layers (HDNN1 and HDNN2) were implemented.

The input layer (X) was composed of the normalized properties, such as the liquid superficial
velocity, gas superficial velocity, liquid density, gas density, and temperature (see Equation (4)). On the
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other hand, the output layer (Ŷ) had the liquid holdup and pressure gradient. Two hidden layers were
introduced and the effects of setting the number of neurons were examined as a result of changing
the neurons in the hidden layers in terms of the computation cost, i.e., the processing time, and the
validation loss, i.e., the mean square error between the estimated values and the true (experimental)
data for cost function. The number of nodes in the second hidden layer (HDNN2) was assumed to be
half of the node number in the first hidden layer (HDNN1).

xnorm =
x− xMIN

xMAX − xMIN
(4)

In Equation (4), xnorm in X represents the normalized x value, and the subscripts MIN and
MAX are the minimum value and the maximum value of x. The Nesterov accelerated gradient was
introduced as a momentum optimizer (Equation (5); [26]) and the rectified linear unit (ReLU) was used
for the activation function. The training continued until the optimizer converged before 40 epochs.
Some methods, e.g., dropout, batch normalization, and weight regularization, was used to try to fix
the overfitting matter.

θt = γθt−1 + η∇wJ(w− γθt−1)

w = w− θt
(5)

In Equation (5), w is the parameter to update, i.e., weight. θt denotes the update vector of the
current time, t. γ is the momentum term that this work set to 0.9. J is a loss function, i.e., cost function,
and ∇wJ is a gradient vector of the loss function. η represents the learning rate that was assigned 0.001
in this study. He et al.’s scheme initializes the weights applicable to ReLU (Equation (6); [27]). W is
a set of weights. σ2(W) is the variance of weights and nin is the number of nodes in the previous layer.

W ∼ N
(
0, σ2(W)

)
σ2 = 2

nin

(6)

Three kinds of errors were applied: the root mean squared error (RMSE; Equation (7)),
the percentage error (Equation (8)), and the mean absolute percentage error (MAPE; Equation (9)):

εRMSE =

√
1
n

∑n

i=1
(Yi − Ŷi)

2
, (7)

εPE = 100

∣∣∣∣∣∣Yi − Ŷi
Yi

∣∣∣∣∣∣, (8)

εMAPE =
100
n

n∑
i=1

∣∣∣∣∣∣Yi − Ŷi
Yi

∣∣∣∣∣∣. (9)

In Equations (7)–(9), εRMSE denotes RMSE, n is the number of output data points, Yi represents the
actual experimental data, and Ŷi are the values estimated using the DNN. The percentage error (εPE)
measures the difference between the predicted and the experimental value, divided by the experimental
value, and expresses the error as a percentage. The MAPE (εMAPE) is the arithmetic mean value of the
percentage errors and is implemented for both the validation and testing sets. The optimum number of
nodes in the hidden layers was determined using the results of the processing time, i.e., training time
to construct the DNN model, and the MAPEs.

3. Results and Discussion

3.1. Design of the Deep Neural Network: The Number of Hidden Neurons

Both performances of training with validation loss and the predictability with the testing dataset
were examined by changing the number of nodes in the hidden layers. Since the node number of the
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second hidden layer was set as half of that in the first hidden layer, the performances were observed
in terms of the number of the first hidden layer from 10 to 1000. The processing time refers to the
training time, i.e., time for constructing the DNN using supervised training. It was measured when the
optimization scheme, i.e., the Nesterov accelerated gradient, converged until 40 epochs, thereby it can
be different with the number of nodes in the hidden layers and the final epoch number. The measuring
computer system was as follows: Intel Xeon CPU E5-1620v3 @3.50GHz, 64GB RAM, and NVIDIA
GeForce GTX 1060 6GB.

Table 3 summarizes the range of the validation loss to evaluate the DNN training performances.
The RMSEs of the validation dataset ranged from 0.0632 to 0.0742 (unitless) for the liquid holdup and
from 615.87 to 903.84 Pa/m for the pressure gradient. The predictability of the pressure gradient was
less than that of liquid holdup; the reasons for this could be the high nonlinearity and complexity of the
pressure gradient. The large range of the pressure gradient, e.g., from 6000 to 8000 Pa/m, caused a high
RMSE such that both the RMSE and MAPE should be considered.

Table 3. Summary of the processing time and the errors for validating the DNN training performances.

Number of Nodes 1

(First Hidden Layer)
Processing Time (s) RMSE MAPE (%)

10–30 116.02–131.49 0.0648–0.0742 (HL)
681.04–838.40 (dP/dL)

9.778–11.015 (HL)
33.564–142.051 (dP/dL)

30–100 128.87–144.19 0.0648–0.0721 (HL)
618.04–773.73 (dP/dL)

9.791–11.170 (HL)
45.690–94.514 (dP/dL)

100–1000 138.16–176.02 0.0632–0.0735 (HL)
615.87–903.84 (dP/dL)

9.376–11.687 (HL)
47.104–75.831 (dP/dL)

1 The number of neurons in the second hidden layer assumes the half of given number in the first hidden layer.
RMSE: Root Mean Squared Error; MAPE: Mean Absolute Percentage Error. HL: liquid holdup (unitless); dP/dL:
pressure gradient (Pa/m) in RMSE

Figure 3 depicts the processing time and the MAPE (εMAPE defined in Equation (9)) of liquid
holdups estimated using the validation data (31 data not used in training). Figure 4 demonstrates
those of the pressure gradient. Both overall trends of processing time increased as the number of nodes
in hidden layers increased. The processing time for less than 100 nodes in the first hidden layer was
not high, but if applying over 100 nodes, the processing time increased dramatically in the case of
predicting the liquid holdup (Figure 3). For the pressure gradient, the trend of processing time was
similar to that of the liquid holdup but the errors fluctuated in the range of 30 to 100 for the number
of nodes in the first hidden layer. The overall trend of errors, i.e., both for the liquid holdup and
pressure gradient, converged after 70 nodes and decreased by up to 30% of the MAPE (Figures 3 and 4).
The errors did not necessarily decrease even when the number of neurons in the hidden layer increased.
This trend of processing time and error shows that the optimum conditions satisfying the acceptable
training time and errors could be contentious because this study assumed several fixed constraints: the
neuron number in the second hidden layer was half that in the first hidden layer and the converging
criterion was limited until the given epoch. Figures 3 and 4 can be used to recommend 70 nodes in
the first hidden layer and 35 nodes in the second hidden layer as the optimum DNN model with the
consideration of the processing time and the training accuracy for both the results of validating the
liquid holdup and pressure gradient.
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Figure 3. Processing time and training accuracy of the liquid holdup (unitless) for the validation data
(31 data points) in relation to the number of nodes in the first hidden layer (HDNN1) in the range of (a)
10 to 30, (b) 30 to 100, and (c) 100 to 1000.

227



Energies 2020, 13, 968

Figure 4. Processing time and training accuracy of pressure gradients (Pa/m) for the validation data
(31 data points) in relation to the number of nodes in the first hidden layer (HDNN1) in the range of (a)
10 to 30, (b) 30 to 100, and (c) 100 to 1000.

3.2. Prediction Accuracy of the Liquid Holdups and Pressure Gradients

Figure 5 compares the values predicted using the DNN with those of the experimental results; the
proposed DNN implemented 70 nodes in the first hidden layer and 35 nodes in the second hidden
layer. The MAPEs were 8.08% for the liquid holdup and 23.76% for the pressure gradient. The R2

showed a high correlation, i.e., 0.89 for the liquid holdup and 0.98 for the pressure gradient, which was
enough to confirm the robustness of the proposed DNN (Table 4). The predictability of the pressure
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gradients was reliable given the high R2 value, notwithstanding that they had a wide range from 0 to
near 8000 Pa/m in this study. The predictability of the liquid holdup was better or similar to the existing
closure relationships [6,8,10,11], e.g., 3.7%–24.5% [6]. The errors of the pressure gradient were not
less than the results of the previous works, e.g., around 4%–36% [5,7,8]. Since the available data and
the methods in the previous works are different, a direct comparison of the results does not provide
a reliable evaluation. Therefore, the errors and the R2 values, i.e., the correlation between the true and
the estimated values, must examine the reliability of the developed model.

Figure 5. Prediction accuracy of the proposed DNN model: (a) liquid holdup and (b) pressure gradient.
A total of 40 experimental data points, not from within the training and validation data sets, were used
to evaluate the prediction performances.

Table 4. Prediction accuracy of liquid holdups and pressure gradients with the testing dataset (40 data).

Parameter RMSE MAPE (%) R2

Liquid holdup 0.0056 8.07868 0.8855
Pressure gradient 261.6052 23.7609 0.9802

Figure 6 depicts the percentage errors (Equation (8)) with the values estimated from the DNN.
The largest percentage error was 67.23%, for the case of annular flow, with a 0.12 (relatively a small value)
liquid holdup, while that of the pressure gradient was 167.0%, observed for slug flow, with 48 Pa/m
(a small value). Given the definition of MAPE (Equation (9)), the smaller the value of the denominator,
the more the error tends to increase. Five outliers, with percentage errors of 50% or more, influenced
the MAPE; the number of outliers when predicting liquid holdups was 1 and that for pressure gradients
was 4. All singular values were in the zone where the true values were small. Therefore, Figure 6
proves that the developed model could accurately estimate both the liquid holdup and the pressure
gradient, except for the outliers.
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Figure 6. Scatter plot of the percentage errors using the testing dataset: (a) liquid holdup and (b)
pressure gradient.

A notable result is that the DNN-based model can be applicable to reliably estimate the flow
characteristics without time-consuming numerical simulations and user interactions, even though the
flow patterns are various in horizontal pipes. The factors influencing the liquid holdup or pressure
gradient can be different and thereby the separate model composed of different input parameters
can improve the prediction performances. This study discusses the characteristics of gas–liquid
multiphase flows that are easily identified using only five simple input parameters. Obtaining enough
experimental data to improve the DNN workflow is challenging; the time-consuming work and the
complexity of the experimental designs limit the ability to obtain big data suitable for training neural
networks and for improving the predictability under various experimental conditions. This paper is
limited for the case of horizontal flow and a few flow patterns. If the training and testing data with
different flow patterns is enough, a more quantitative analysis would be available that is related to the
effects of flow patterns on the prediction accuracy. Constructing the standard forms of neural networks,
e.g., determination of the optimum activation functions and elements of the neural networks, is still
challenging to obtain to improve the robustness of the deep learning. Enhancement of the neural
network requires the intensive examinations of various activation functions and details of designing
neural networks to yield more reliable predictions.

4. Conclusions

This study developed a noble machine learning approach based on a deep neural network to
evaluate the liquid holdup and pressure gradient of a gas–liquid two-phase flow in a horizontal pipe.
The optimal design of two hidden layers in the neural network was obtained from the comparison
of the processing time and training accuracy. Experimental results with different flow patterns in
a horizontal pipe examined the reliability of the proposed DNN-based surrogate model: the mean
absolute percentage errors were 8.08% for the liquid holdup and 23.76% for the pressure gradient,
while the R2 values were 0.89 for the liquid holdup and 0.98 for the pressure gradient. This study
developed the data-driven surrogate model to accurately estimate both the liquid holdup and pressure
gradient without time-consuming numerical simulations.

Author Contributions: Conceptualization, C.P. and J.C.; formal analysis, C.P. and I.J.; investigation, Y.S. and I.J.;
methodology, Y.S. and I.J.; resources, J.C.; software, Y.S.; supervision, C.P.; validation, C.P.; project administration,
C.P.; funding acquisition, C.P. All authors have read and agreed to the published version of the manuscript.

Funding: This study was supported by Basic Science Research Program through the National Research Foundation
of Korea (NRF) funded by the Ministry of Education (2017R1D1A1B04033060), by the Korea Institute of Energy
Technology Evaluation and Planning (KETEP) and the Ministry of Trade, Industry & Energy (MOTIE; Nos.
20172510102150; 20172510102160), and by 2016 Research Grant from Kangwon National University, Korea
(No. 520160435).

Acknowledgments: The experimental data were from Gokcal’s works [23,24] (The University of Tulsa,
Tulsa, OK, USA).

230



Energies 2020, 13, 968

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Choi, J.; Pereyra, E.; Sarica, C.; Lee, H.; Jang, I.; Kang, J. Development of a fast transient simulator for
gas–liquid flow in pipes. J. Petro. Sci. Eng. 2013, 102, 27–35. [CrossRef]

2. López, J.; Pineda, H.; Bello, D.; Ratkovich, N. Study of liquid–gas two–phase flow in horizontal pipes using
high speed filming and computational fluid dynamics. Exp. Therm. Fluid. Sci. 2016, 76, 126–134. [CrossRef]

3. Ottens, M.; Hoefsloot, H.C.J.; Hamersma, P.J. Correlations predicting liquid hold–up and pressure gradient
in steady–state (nearly) horizontal co–current gas–liquid pipe flow. Chem. Eng. Res. Des. 2001, 79, 581–592.
[CrossRef]

4. Meng, W.; Chen, X.T.; Kouba, G.E.; Sarica, C.; Brill, J.P. Experimental study of low–liquid–loading gas–liquid
flow in near–horizontal pipes. SPE Prod. Facil. 2001, 16, 240–249. [CrossRef]

5. Vielma, J.C.; Shoham, O.; Mohan, R.S.; Gomez, L.E. Prediction of frictional pressure gradient in horizontal
oil/water dispersion flow. SPE J. 2011, 16, 148–154. [CrossRef]

6. Choi, J.; Pereyra, E.; Sarica, C.; Park, C.; Kang, J. An efficient drift–flux closure relationship to estimate liquid
holdups of gas–liquid two–phase flow in pipes. Energies 2012, 5, 5294–5306. [CrossRef]

7. Lee, H.; Al–Sarkhi, A.; Pereyra, E.; Sarica, C.; Park, C.; Kang, J.; Choi, J. Hydrodynamics model for gas–liquid
stratified flow in horizontal pipes using minimum dissipated energy concept. J. Petro. Sci. Eng. 2013, 108,
336–341. [CrossRef]

8. Xu, D.; Li, X.; Li, Y.; Teng, S. A two–phase flow model to predict liquid holdup and pressure gradient
of horizontal well. In Proceedings of the SPE/IATMI Asia Pacific Oil & Gas Conference and Exhibition,
Bali, Indonesia, 20–22 October 2015. SPE-176229. [CrossRef]

9. Luo, C.; Zhang, L.; Liu, Y.; Zhao, Y.; Xie, C.; Wang, L.; Wu, P. An improved model to predict liquid holdup in
vertical gas wells. J. Petro. Sci. Eng. 2020, 184, 106491. [CrossRef]

10. Osman, E.A. Artificial neural networks models for identifying flow regimes and predicting liquid holdup
in horizontal multiphase flow. In Proceedings of the SPE Middle East Oil Show, Manama, Bahrain,
17–20 March 2001. SPE-68219. [CrossRef]

11. Shippen, M.E.; Scott, S.L. A neural network model for prediction of liquid holdup in two–phase horizontal
flow. SPE Prod. Facil. 2004, 19, 67–76. [CrossRef]

12. Al-Naser, M.; Elshafei, M.; Al-Sarkhi, A. Artificial neural network application for multiphase flow patterns
detection: A new approach. J. Petro. Sci. Eng. 2016, 145, 548–564. [CrossRef]

13. Mask, G.; Wu, X.; Ling, K. An improved model for gas–liquid flow pattern prediction based on machine
learning. J. Petro. Sci. Eng. 2019, 183, 106370. [CrossRef]

14. Kanin, E.A.; Osiptsov, A.A.; Vainshtein, A.L.; Burnaev, E.V. A predictive model for steady–state multiphase
pipe flow: Machine learning on lab data. J. Petro. Sci. Eng. 2019, 180, 727–746. [CrossRef]

15. Mohammadi, S.; Papa, M.; Pereyra, E.; Sarica, C. Genetic algorithm to select a set of closure relationships in
multiphase flow models. J. Petro. Sci. Eng. 2019, 181, 106224. [CrossRef]

16. Reed, R.; Marks, R.J. Neural Smithing: Supervised Learning in Feedforward Artificial Neural Networks; MIT Press:
London, UK, 1999; ISBN 9780262282215.

17. Hinton, G.; Osindero, S.; Teh, Y. A fast learning algorithm for deep belief nets. Neural Comput. 2006, 18,
1527–1554. [CrossRef] [PubMed]

18. LeCun, Y.; Bengio, Y.; Hinton, G. Deep learning. Nature 2015, 521, 436–444. [CrossRef] [PubMed]
19. Mishra, S.; Datta–Gupta, A. Applied Statistical Modeling and Data Analytics: A Practical Guide for the Petroleum

Geosciences; Elsevier: Amsterdam, The Netherlands, 2018; ISBN 9780128032794. [CrossRef]
20. Beggs, D.H.; Brill, J.P. A study of two–phase flow in inclined pipes. J. Petrol. Technol. 1973, 25, 607–617.

[CrossRef]
21. Shoham, O. Mechanistic Modeling of Gas–liquid Two–phase Flow in Pipes; Society of Petroleum Engineers:

Richardson, TX, USA, 2006; ISBN 9781555631079.
22. Al-Safran, E.M.; Brill, J.P. Applied Multiphase Flow in Pipes and Flow Assurance: Oil and Gas Production; Society

of Petroleum Engineers: Richardson, TX, USA, 2017; ISBN 978613994924.
23. Gokcal, B. Effects of High Viscosity on Two-Phase Oil-Gas Flow Behaviour in Horizontal Pipes. Master’s

Thesis, University of Tulsa, Tulsa, OK, USA, 2005.

231



Energies 2020, 13, 968

24. Gokcal, B. An Experimental and Theoretical Investigation of Slug Flow for High Oil Viscosity in Horizontal
Pipes. Ph.D. Thesis, University of Tulsa, Tulsa, OK, USA, 2008.

25. Leung, H.; Haykin, S. The complex backpropagation algorithm. IEEE T. Signal Process. 1991, 39, 2101–2104.
[CrossRef]

26. Ruder, S. An overview of gradient descent optimization algorithms. arXiv 2017, arXiv:1609.04747.
27. He, K.; Zhang, X.; Ren, S.; Sun, J. Delving deep into rectifiers: Surpassing human–level performance on

imageNet classification. arXiv 2017, arXiv:1502.01852v1.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

232



energies

Article

Numerical Simulation of Coherent Structures in the
Turbulent Boundary Layer under Different
Stability Conditions

Shujin Laima 1,2,3, Hehe Ren 1,2,3,*, Hui Li 1,2,3 and Jinping Ou 1,2,3

1 Key Lab of Smart Prevention and Mitigation for Civil Engineering Disasters of the Ministry of Industry and
Information, Harbin Institute of Technology, Harbin 150090, China; laimashujin@hit.edu.cn (S.L.);
lihui@hit.edu.cn (H.L.); oujinping@hit.edu.cn (J.O.)

2 Key Lab of Structures Dynamic Behavior and Control of the Ministry of Education, Harbin Institute of
Technology, Harbin 150090, China

3 School of Civil Engineering, Harbin Institute of Technology, Harbin 150090, China
* Correspondence: renhehe@hit.edu.cn

Received: 7 February 2020; Accepted: 25 February 2020; Published: 1 March 2020

Abstract: Coherent structures in the turbulent boundary layer were investigated under different
stability conditions. Qualitative analyses of the flow field, spatial correlation coefficient field and
pre-multiplied wind velocity spectrum showed that the dominant turbulent eddy structure changed
from small-scale motions to large- and very-large-scale motions and then to thermal plumes as the
stability changed from strong stable to neutral and then to strong unstable. A quantitative analysis
of the size characteristics of the three-dimensional turbulent eddy structure based on the spatial
correlation coefficient field showed that under near-neutral stability, the streamwise, wall-normal and
spanwise extents remained constant at approximately 0.3δ, 0.1δ and 0.2δ (δ, boundary layer height),
respectively, while for other conditions, the extent in each direction varied in a log-linear manner
with stability; only the spanwise extent under stable conditions was also independent of stability. The
peak wavenumber of the pre-multiplied wind velocity spectrum moves towards small values from
stable conditions to neutral condition and then to unstable conditions; thus, for the wind velocity
spectrum, another form is needed that takes account the effects of the stability condition.

Keywords: coherent structures; turbulent boundary layer; stability; pre-multiplied wind velocity
spectrum; spatial correlation coefficient field

1. Introduction

Over flat and homogeneous terrain, turbulence is a very important factor affecting turbulent
motions near the ground. Consequently, the structure of the turbulent boundary layer depends mainly
on vertical turbulence transport which has a great influence on mass, momentum, heat, water vapor
and energy exchanges [1] with turbulent coherent structures playing an important role [2,3]. Field
measurements, laboratory experiments and numerical simulations of the turbulent boundary layer
have revealed the existence of a wide variety of coherent structures such as low-speed streaks, hairpin
vortices, large-scale motions and very large-scale motions in canonical wall-bounded flows including
pipe flows, channel flows and turbulent boundary layer flows [2,4–10]. Actually, coherent structures
are characterized by a specific scale and lifetime, the recurrence of characteristic and flow-specific
organization and regions of concentrated vorticity. Specifically, Theodorsen [4] proposed the existence
of hairpin vortices, and such vortices, together with streamwise packets, have been suggested to be the
primary elements forming coherent structures in the neutral turbulent boundary logarithmic layer
under experimental conditions [6]. However, most studies have focused on neutral conditions. Under
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neutral conditions, turbulent structures observed in the field are similar to those found in experiments.
Furthermore, Marusic et al. [3] indicated that turbulence and even the pressure field in the turbulent
boundary layer are also similar to those in canonical wall-bounded flows, and they suggested that the
reason for this is the presence of coherent structures.

The prevalent view regarding the formation of coherent structures in the turbulent surface layer is
the “bottom-up” mechanism, in which active structures emerge mainly at the surface and then grow up
into the outer layer [8,11–13]. As is well known, the turbulent boundary layer is usually classified as
being stable, neutral or unstable on the basis of the dominant mechanism of turbulence generation and
stability [14,15]. Differences in stability will affect energy transport and fluxes between the near-surface
layer and upper free layer, through the formation and development of coherent structures [16–20]. The
stability depends on its ability to resist three-dimensional turbulent motions. In stable conditions, even
slight three-dimensional turbulent motions are difficult or even impossible. By contrast, in unstable
conditions, slight three-dimensional turbulent motions tend to become stronger, leading to turbulence
and convective activity. Li and Bou-Zeid [18] concluded that coherent structures in the atmosphere
must be different from those found in experiments, because in the turbulent boundary layer they can
be affected by the surface buoyancy flux under stable (nocturnal) or unstable (daytime) conditions
which are not taken into account in most experiments. Specifically, unstable turbulent boundary layers
include three kinds of coherent structures: under slightly unstable conditions, large-scale horizontal
roll vortices occur, owing to a combination of shear and buoyancy [21–24]; under moderately unstable
conditions, individual hairpins arise from the ground, leading to an increase in the inclination angle of
the vortex packets [25–28]; and under strongly unstable conditions, plume-shaped structures appear,
together with streamwise elongated structures, and the magnitude of the vertical turbulent momentum
flux increases [17,25,29,30]. Stable turbulent boundary layers can generally be divided into two kinds:
weakly stable and strongly stable [31]. Under weakly stable conditions, because turbulence is nearly
continuous and quasi-steady, Monin–Obukhov similarity theory applies [32]. Under strongly stable
conditions, small eddy motions dominate in the boundary layer, and the layer is much shallower
than those under neutral or unstable conditions; however, our understanding of this is still quite
limited [31,33,34] partly because of the intrinsic complexity of fluid dynamical phenomena such as
intermittency and Kelvin–Helmholtz instability [31,33,35].

In the present study, to obtain a better understanding of turbulent boundary layer flow under
different stability conditions, a large eddy simulation (LES) approach was adopted. The LES technique
was proposed for meteorological applications by Deardorff [36,37]; since then, it has become an
indispensable tool to study the turbulent boundary layer [38–41]. In LES, large-scale structures are
resolved explicitly, while the effect of small-scale structures to large-scale structures is not resolved but
is parameterized using a subgrid-scale (SGS) model. Thus, because the unstable turbulent boundary
layer is dominated by large-scale structures, LES is an appropriate approach [42–44]. Large eddy
simulation has also been used successfully for neutral conditions [17,20,42,44,45]. However, simulation
of the stable turbulent boundary layer faces a number of challenges. These arise because the way in
which the radiative cooling of the ground leads to stable stratification modifying the flow turbulence
is still not completely understood [46], and because the characteristic size of eddies decreases with
increasing stability. The application of LES to stable conditions has, therefore, been mostly confined to
weakly or moderately stable cases [47,48], and this approach has not been considered appropriate for
strongly stable conditions [34,49]. However, Churchfield et al. [50] have suggested an approach that is
capable of simulating complex terrain and stable conditions using wall model LES (WMLES), and it is
this approach that is adopted in the present study.

Turbulent boundary layers have a complex structure and involve some phenomena that are still
not completely understood, especially at high Reynolds numbers [9]. Therefore, the objective of this
study was to investigate the characteristics of the turbulent boundary layer under different stability
conditions and to quantify the variations in the shapes and sizes of eddy structures with stability. The
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LES model and simulation setup are described in Section 2, and the model is validated in Section 3.
Simulation results are discussed in Section 4. Finally, conclusions are given in Section 5.

2. Simulation Details

The governing equations of the LES model are:

∂ui
∂t

+
∂
∂xj

(ujui) = − ∂
∂xi

p− ∂
∂xj

(τD
ij ) + f T

i (1)

∂ui
∂xi

= 0 (2)

For potential temperature transport, the governing equation is:

∂θ
∂t

+
∂
∂xj

(ujθ) = − ∂
∂xj

(qj) (3)

where xi represent Cartesian coordinates, ui represents the corresponding velocity components, p
represents the pressure which, divided by the fluid density and τD

ij , represents the SGS stress, and f T
i

represents the density-normalized forces. The Coriolis force was not considered, the same as in Fang
and Porté-Agel [20]. A bar on a variable indicates the mean grid-filtered quantity. θ is the resolved
potential temperature, and qj represents the flux of temperature due to the viscous and sub-filter-scale
effects. The details of how the SGS momentum flux τD

ij was modelled is shown in Ren et al. [51]. The
heat flux qj at the surface was modelled using a similar method [38]:

qj =
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0
0
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3
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where, in the simulation, the total average temperature flux is specified, and the fluctuating temperature
flux qtot

3 is created by the wall model.
For numerical discretization, the finite volume method was used; for the viscous and convective

terms, a second-order central difference scheme was adopted; and for the unsteady term, a second-order
backward scheme was adopted.

Schumann’s model [52] was used as the wall model to model the near wall shear stress, and
Moeng’s model [38] was adopted for the total temperature flux at the surface. The subgrid stress (SGS)
model is the one-equation eddy viscosity model [53]; this is because the one-equation eddy viscosity
model does not require the assumption in the algebraic eddy viscosity models, that is, local balance
between the production and dissipation of SGS energy. The SGS stress can be modelled as:

τD
ij,sgs =

2
3

ksgsδi j − 2υsgsSij (5)

where τD
ij,sgs is the SGS stress part of the total stress, τD

ij . Sij is the resolved-scale strain rate tensor, δi j is
the Kronecker delta function, ksgs is the SGS kinetic energy; and υsgs is the SGS stress eddy viscosity.

Accounting for the historic effect of ksgs, because of diffusion, production and dissipation, a
transportation equation was derived:
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where Δ represents the filter scale, and Ck and Cε are the model constants.
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In the present study, the size of the computational domain was 5 × 1 × 0.3 km for all cases. When
the hexahedral mesh was applied, the mesh grid size was 5 m in each direction from the ground surface
to 0.2 km, and above 0.2 km, the mesh grid size was 10 m. For the streamwise and spanwise directions,
periodic boundary conditions were applied; this agrees well with Fang and Porté-Agel [20] of LES of
turbulent boundary layer flow and with Lee et al. [54] of DNS of channel flow; for the upper boundary,
the slip boundary condition was adopted; and for the solid wall, the wall model was used. For the
initial conditions, the logarithmic mean wind speed profile was used in all cases (gradient wind height
of 250 m and a gradient wind speed of 8 m/s).

The computation timestep was 0.5 s which ensures the stability and viscous stability by a given
Courant number. First, to obtain a fully developed flow field and quasi-steady state, a spin-up
simulation was performed. For the statistical analysis, to ensure statistical convergence, over 40,000
timesteps were simulated. For the perturbation component, the initial peak was set at the height of
0.015% of the computational domain, and for the horizontal direction, the maximum perturbation was
0.25 m/s; at the beginning of the simulation, for the streamwise and spanwise direction, the number of
periods of the perturbations were 4.0 and 20.0, respectively.

The aim of this numerical simulation was to calculate the forms of coherent structures under
specifically assumed stability conditions and to quantify the variations in the shapes and sizes of eddy
structures with stability. The simulation was conducted within a pre-defined stability range. As is well
known, stability refers to the air’s tendency to either resist vertical movement (stability) or to rise and
create storms (instability) which can be expressed in terms of a dimensionless stability parameter, −z/L,
where z represents the height above the surface ground, and L represents the Obukhov length, given
by L = −u3∗Tv/(kgQv0), where k represents the von Kármán constant, u∗ represents the friction velocity,
Qv0 is the kinematic virtual temperature flux at the surface, Tv is a reference virtual temperature,
and g is the gravitational acceleration. L expresses the relative roles of shear and buoyancy in the
production/consumption of turbulence kinetic energy with positive and negative values indicating
stable and unstable conditions, respectively, and it approaches zero in the limit of neutral stratification.
For −z/L, positive and negative values indicate unstable and stable conditions. In this study, 17
different turbulent boundary layer cases were analysed, from case 1 to 17 which range from stable
to unstable, with −z/L = −98.27 (case 1), −16.19 (case 2), −2.29 (case 3), −1.15 (case 4), −0.84 (case 5),
−0.63 (case 6), −0.35 (case 7), −0.05 (case 8), 0 (case 9), 0.54 (case 10), 1.01 (case 11), 1.79 (case 12), 3.16
(case 13), 4.48 (case 14), 8.13 (case 15), 11.31 (case 16), and 31.46 (case 17). It should be noted that to
represent the average stability of the turbulent boundary layer, the z used for calculating −z/L here is
the boundary layer height δ; this is different from Figures 1 and 2 in which z represents the level height
above the ground.
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(a) (b) 

Figure 1. Ratio of horizontal and vertical heat fluxes u′θ′/w′θ′ versus −z/L. In (a), for unstable
conditions, the blue circles, red crosses, green plus signs, cyan stars, magenta squares, yellow asterisks,
black diamonds and blue rightward-pointing triangles represent cases 17, 16, 15, 14, 13, 12, 11 and
10, respectively, from very to slightly unstable. The curve corresponds to Equation (7). In (b), for
stable conditions, the blue circles, red crosses, green plus signs, cyan stars, magenta squares, yellow
asterisks, black diamonds and blue rightward-pointing triangles represents cases 8, 7, 6, 5, 4, 3, 2, and 1,
respectively, going from slightly to very stable.

(a) 

(b) 

(c) 

Figure 2. Normalized standard deviation of w(σw/u∗) versus −z/L: (a) unstable conditions; (b) neutral
stability conditions; and (c) stable conditions. The symbols are the same as in Figure 1, except that the
curve in (a) now corresponds to Equation (8).
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3. Validation

The basic statistical properties of the velocity under neutral stability conditions were compared
with those from previous studies, and good agreement was found when dimensioned both by inner
and outer variables; the details are shown in previous studies by Ren et al. [51] and Ren et al. [55].

The ratio of the heat fluxes in the horizontal and vertical directions under unstable conditions is
shown in Figure 2. Wyngaard and Cote [56] proposed the following formula for this ratio:

u′θ′
w′θ′ = aϕmϕh (7)

where ϕm = (kz/u∗)(∂u/∂z) represents the non-dimensional wind shear function, u∗ is the surface
friction velocity, ϕh = (kz/u∗)(∂θ/∂z) is the non-dimensional potential temperature gradient function,
and a is a constant. In the present study, ϕm = (1− 28z/L)−1/4, ϕh = (1− 20z/L)−1/2 [57,58], and
a = 5 [57–59]. In Figure 1, the ratio of the horizontal and vertical heat fluxes decreases with increasing
−z/L away from the near-surface region, and u′θ′/w′θ′ tends towards 0 which indicates that at higher
elevations the shear stress is very small compared with the thermal plume force. The simulation
results show good agreement with theory under strongly unstable conditions, but under moderately
or slightly unstable conditions, they deviate from the theoretical values. This deviation occurs because
under these conditions, the shear stress driving the horizontal motions near the surface is greater than
under strongly unstable conditions, while the vertical transport is weaker than under strongly unstable
conditions. Therefore, Equation (7) is appropriate for strongly unstable conditions only, and perhaps,
after the forms of a, ϕm and ϕh are changed in the present study, it will also prove to be appropriate for
moderately or slightly unstable conditions. Another phenomenon revealed in Figure 1 is a shift in the
peak of w′θ′/w′θ′ towards larger −z/L; this is because as conditions become more unstable, thermal
plumes reach higher. Similarly, the peak of u′θ′/w′θ′ shifts to smaller −z/L as the stability increases
under stable conditions. This suggests that as conditions become more unstable, −z/L becomes larger
which is related to the upper location of thermal plumes.

Figure 2 shows the normalized standard deviation of the vertical velocity component, σw/u∗,
which is important for describing stability. The curves in Figure 2 represent the formula proposed by
Panofsky et al. [59] in the case of the unstable condition:

σw/u∗ = 1.3(1− 3z/L)1/3 (8)

where u∗ is the friction velocity, L represents the Obukhov length, and z is the height above the ground.
It can be seen that σw/u∗ remains constant under slightly or moderately unstable conditions but
increases with increasing height under strongly unstable conditions. The simulation results show good
agreement with Equation (8) which means that σw/u∗ obeys Monin–Obukhov similarity theory under
unstable conditions, fitting well with the 1/3 power law. Under neutral conditions, σw/u∗ is constant,
independent of height and equal to 1.32 (shown in Figure 2b); indeed, a large number of observations
show that under neutral conditions, σw/u∗ should be constant [58,60–64]. In particular, Bowne and
Ball [60] and Counihan [61] both concluded that this constant value is 1.3. Roth [64] summarized the
values of different researchers, which ranged from 1.1 to 1.7. When the turbulent boundary layer is
under stable conditions, the turbulent motions are weakly connected to the ground, and the height
is no longer a similarity parameter of this motion, except in the region near the ground. As can be
seen from Figure 2c, the normalized standard deviation of the vertical velocity component behaves as
expected for stable conditions. Also, similar to the ratio of horizontal and vertical heat fluxes, the peak
of σw/u∗ shifts to smaller −z/L as stability increases, except for neutral conditions; this is related to the
upper location of thermal plumes.
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4. Results

The above verification analysis has illustrated the feasibility of the WMLES approach and the
accuracy of simulation of turbulent boundary layer flow under different stability conditions. In the
following, we investigate the characteristics of turbulent boundary layers under different stability
conditions and quantify the variations in the shape and size of eddy structures with stability.

4.1. Flow Field

We now turn to an analysis of the flow field with the aim of providing a more intuitive view of
its basic characteristics and those of the turbulent eddy scale. We consider a horizontal plane (whole
domain) at the height of 0.2δ. Figure 3 shows the flow field for all 17 cases. On the whole, under stable
conditions, the dominant turbulent eddy structure was small which is consistent with many previous
results [31,33,34]. This is because, under stable conditions, the ground temperature is lower than that
of the near-surface flow, and the vertical development of the turbulent eddy structure is limited which
suppresses the development of three-dimensional turbulent eddy structure thus small-scale motion is
prevalent. The dominant turbulent eddy structure scale increases as the stability decreases, and for the
weakly stable condition in case 8, very-large-scale motion structures [8,10,65] even occur, just as under
neutral conditions. It is obvious under neutral conditions that both large-scale and very-large-scale
motion structures are visualized, based on the streamwise-elongated volumes associated with negative
streamwise velocity, which is consistent with the results of Dennis and Nickels [66,67], Lee and
Sung [65], Baltzer et al. [68] and Lee et al. [54]. Under slightly and moderately unstable conditions,
obvious large-scale horizontal roll vortices form which are usually attributed to the combined effects of
shear and buoyancy [21,22,24]. These can be seen as corresponding to the extended turbulent eddy
structure that appears under neutral stability conditions. Under strongly unstable conditions, the
effects of buoyancy dominate those of shear, so there is an obvious distinction between low-velocity
and high-velocity regions which extends over the whole spanwise direction. This is consistent with the
experimental results of Hommema and Adrian [25].

In Figure 3, going from the strongly stable condition to the neutral stable condition to the strongly
unstable condition, some interesting phenomena can be seen. First, the form and shape of the dominant
turbulent eddy structure changed from small-scale motions to large-scale and very-large-scale motions
and then to regional motions as the turbulent boundary layer became unstable. Second, the dominant
size of the turbulent eddy structure varied as the stability changed; a quantitative analysis of this is
presented in Section 4.2 based on the three-dimensional spatial correlation coefficient field.

4.2. Spatial Correlation Coefficient Field

To quantify the size characteristics of the three-dimensional turbulent eddy structure under different
stability conditions, a flow field correlation analysis was performed with reference location (x, y, z) =
(2500 m, 500 m, 35 m). Figure 4 presents contours of the spatial correlation coefficient for all 17 cases. The
plots in the left column are for the xz plane, and those in the right column are for the yz plane; thus, it is
possible to visualize the three-dimensional turbulent eddy structure. The conclusion is similar to that
from the flow field analysis, namely, that with increasing stability, the dominant size of the turbulent eddy
decreases. This clearly shows that under weakly stable, neutral and slightly and moderately unstable
conditions, very-large-scale motion structures appeared, while strongly unstable conditions led to thermal
plumes. Meanwhile, an interesting phenomenon was that the spanwise size of the dominant vortices
remained almost constant, except under strongly unstable conditions which may be due to the fact that the
effect of the shear force was mainly in the streamwise direction and that of the buoyancy force was mainly
in the wall-normal direction; however, under strongly unstable conditions, the temperature of the ground
was higher than that of the adjacent near-surface air, and so the buoyancy force had a positive effect on the
upward motion of air near the ground in the whole spanwise direction. The spanwise and wall-normal
velocity correlations were different from the streamwise velocity correlation. For the spanwise velocity
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correlation under stable conditions, the spanwise size of the correlation structure was smaller than the
streamwise velocity correlation; moreover, the degree of tilt was smaller than for the streamwise velocity
correlation. Under unstable conditions, even light unstable conditions, the plume-shaped structure
occurred, meaning that this structure form occurred earlier than the streamwise velocity correlation. For
the wall-normal velocity correlation, from stable to unstable conditions, the spanwise and wall-normal
sizes of the correlation structure became wide and deep which is very different to the other two direction
velocity correlations. These results are not shown here.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

 
(i) 

  
(j) (k) 

  
(l) (m) 

  
(n) (o) 

  
(p) (q) 

Figure 3. Streamwise velocity in the xy plane (whole domain) at a height of 0.2δ for each case.
(a) to (q) represent cases 1 to 17, respectively, going from very stable, to neutral and, finally, very
unstable conditions.
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(p1) (p2) 

(q1) (q2) 

Figure 4. Contours of the two-point correlation of streamwise velocity fluctuations. Subfigures (a1)
to (q2) means: each row represents case 1 to 17, from very stable, to neutral, and then very unstable
conditions, with the left and right columns showing the contours in the xz and yz planes, respectively.

Figure 5 shows the size of the turbulent eddy structure under different stability conditions at a
height of 0.2δ. The distances Lxuu, Lyuu and Lzuu are defined in Christensen and Wu [69] and Volino
et al. [70] as twice the distances from the self-correlation peak to the most distant locations on the
0.5 contour of the two-point correlation of the fluctuating velocity in the downstream, spanwise and
wall-normal directions, respectively. We can see that under strongly and moderately stable conditions,
the streamwise extent Lxuu increased in a log-linear manner as −z/L increased, and that it behaved
similarly under strongly unstable conditions. However, under near-neutral stability conditions,
Lxuu was independent of −z/L and remained constant at approximately 0.3δ. Similar behaviour
was found for the wall-normal extent Lzuu which remained constant at approximately 0.1δ. From
strongly stable through neutral to slightly unstable conditions, the spanwise extent Lyuu remained
constant at approximately 0.2δ, while under strongly unstable conditions, Lyuu also increased in a
log-linear manner with increasing −z/L. This corresponds to the behaviour of the spatial correlation
coefficient field.
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(a1) (a2) 

 

(b1) (b2) 

 

(c1) (c2) 

Figure 5. Extents of the 0.5 contours of the two-point correlations of the fluctuating velocity as functions
of −z/L at a height 0.2δ: (a) streamwise extent; (b) spanwise extent; and (c) wall-normal extent. The
left and right columns are for stable and unstable conditions, respectively. For the neutral stability
condition, Lxuu= 0.32δ, Lyuu= 0.20δ and Lzuu= 0.12δ.

4.3. Pre-Multiplied Spectral Analysis

Pre-multiplied spectral analysis is a popular approach for determining the distribution characteristics
of vortices of different scales in canonical wall-bounded flows [8,10,71,72]. Figure 6 shows the multipoint
averaged [73] pre-multiplied wind velocity spectra for all 17 cases. As we know, the most energetic
point in the pre-multiplied wind velocity spectrum represents the dominant turbulent eddy structure.
Therefore, under stable conditions, the peak wavenumber of the wind velocity spectrum is located in the
high-wavenumber region which indicates that the dominant vortices are small. With decreasing stability,
the peak wavenumber moved to smaller values which means that the size of the dominant turbulent eddy
structure increased and very-large-scale motion structures occurred under the slightly stable conditions of
case 8. Here, it should be noted that very-large-scale motion structures are those with turbulent eddy
size larger than 3δ. Under near-neutral stability conditions (slightly stable, neutral and slightly unstable
conditions), the stationary stage of the pre-multiplied wind velocity spectrum has a large width, because
the stationary stage corresponds to the very-large-scale motion structure [6,8,10,12]. Under strongly
unstable conditions, the peak wavenumber is located in the small wavenumber region which means
that the dominant turbulent eddy structure is very large, and the shape of the wind velocity spectrum is
similar to that of a typhoon wind velocity spectrum near the eye-wall region. This may be because the
eye-wall region of a typhoon is also characterized by strongly convective conditions, accompanied by a
strong updraft. For spanwise and wall-normal pre-multiplied wind velocity spectra, the maximum energy
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points are consistent with the streamwise pre-multiplied wind velocity spectrum, and as the instability
increases, it moves to a small wavenumber. The difference is that the steady stage is more obvious in the
streamwise pre-multiplied wind velocity spectrum than the other two directions, and that the spanwise
and wall-normal pre-multiplied wind velocity spectra have obvious cross-over phenomenon at different
heights, which does not occur for streamwise pre-multiplied wind velocity spectrum. These results are
not shown here.

Figure 6. Cont.
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Figure 6. Pre-multiplied wind velocity spectra of the streamwise velocity fluctuation for each case at
different heights: (a) to (q) are for cases 1 to 17, respectively. The dashed and solid black lines represent
0 and –2/3 slope, respectively.

It can be seen from Figure 6 that as the stability conditions changed from stable to neutral to
unstable, the peak wavenumber of the pre-multiplied wind velocity spectrum moved towards smaller
values which is consistent with the above analyses of the flow field and the spatial correlation coefficient
field, and the stationary stage of the wind velocity spectrum existed only under near-neutral conditions.
Under strongly stable or unstable conditions, the small-scale and large-scale turbulent eddy structures
were the dominant structures, respectively, and only one dominant peak existed in the pre-multiplied
wind velocity spectrum.

The canonical wind velocity spectral styles are based on the neutral stability condition, but in
this paper, we found that the different stability conditions gave different wind velocity spectral forms.
Therefore, in future studies, we should try to find a stability parameter that represents the differences
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in the wind velocity spectra and allows us to obtain a universal wind velocity spectrum that is suitable
for all stability conditions.

5. Conclusions

We investigated the coherent structures in the turbulent boundary layer under different stability
conditions and performed qualitative and quantitative analyses of the shape and size of eddy structures.

First, the WMLES approach and the basic variables of the simulation results were validated by
comparing these results with theoretical predictions, observed data, experimental data and other
simulation results.

Then, based on a flow field analysis, it was found that the form and shape of the dominant
turbulent eddy structure changed from small-scale motions to large-scale and very-large-scale motions
and then to thermal plumes as the stability condition changed from strong stable conditions to neutral
stability conditions and then, to strongly unstable conditions. A spatial correlation analysis was
performed, and the results led to similar conclusions as those obtained from the flow field analysis.
An interesting phenomenon was also found, namely, that the spanwise size of the dominant vortices
remained almost constant, except under strongly unstable conditions which may be because the main
effect of shear is in the streamwise direction while that of buoyancy is in the wall-normal direction.
From an analysis of the pre-multiplied wind velocity spectrum, it was found that as the stability
condition goes from stable to neutral to unstable, the peak wavenumber of the pre-multiplied wind
velocity spectrum moves towards smaller values, and the stationary stage of wind velocity spectrum
only exists under near-neutral stability, whereas under strongly stable or unstable conditions, the small-
and large-scale turbulent eddy structures have an overwhelming advantage, so only one dominant
peak exists in the pre-multiplied wind velocity spectrum. In future work, we need to consider a new
style for the wind velocity spectrum that takes account of the effects of stability.

Finally, a quantitative analysis of the size characteristics of the three-dimensional turbulent eddy
structure under different stability conditions based on the spatial correlation coefficient field showed
that for near-neutral stability, the streamwise, wall-normal and spanwise extents remain constant at
approximately 0.3δ, 0.1δ and 0.2δ, respectively. For other conditions, it was found that the streamwise,
wall-normal and spanwise extents increase in a log-linear manner with increasing stability, except for
the spanwise extent under stable conditions which is independent of stability.
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Abstract: In this study, the effects of the jet fan speed, heat release rate and aspect ratio on smoke
movement in tunnel fires have been investigated. The jet fan speed was changed from 6.25 (25%) to
12.5 m/s (50%), 18.75 m/s (75%), and 25 m/s (100%). The heat release rate was set up from 3.9 to 6 MW
and 16 MW, the aspect ratio was changed from 0.6 to 1 and 1.5, respectively. The lower the jet fan
speed is, the longer the smoke back-layering length is. With a higher velocity, the smoke tends to
move out of the tunnel quickly; however, smoke stratification also occurs, and this reduces visibility.
This could make it difficult for people to evacuate. With a higher heat release rate, the smoke tends to
move far away from the fires quickly when compared with other cases. Additionally, the higher the
heat release is, the longer the smoke back-layering is. Finally, with a higher aspect ratio, the smoke
back layering length in the tunnel is also longer. The smoke layer thickness is also larger than in other
cases. The correlation of velocity, heat release rate and aspect ratio has been investigated to avoid the
smoke back layer length in tunnel fires.

Keywords: tunnel fires; jet fan speed; heat release rate; aspect ratio; smoke movement; visibility;
smoke layer thickness; smoke stratification

1. Introduction

Recently, there have been many tunnels under construction worldwide. A tunnel is an underground
passageway commonly used in transportation, and studying fires in tunnels is very critical for human
safety. When a fire occurs, smoke and toxic gases will be accumulated in the tunnel due to the nature
of a tunnel structure. Two parts of typical smoke are CO2 and CO, which are poisonous to humans.
As smoke spreads across the tunnel, the smoke prohibits the evacuation of occupants and prevents
firefighters from extinguishing the fire.

Many fire accidents have occurred in tunnels. These typically cause significant damage in both
human and economic terms, causing many people to be killed and injured and many facilities destroyed;
for these reasons, investigating tunnel fires is very important.

In order to prevent the smoke from spreading through an entire tunnel, mechanical ventilation
systems are used to transport smoke from the tunnel to the outside. A jet fan is one of the main methods
for ventilation in a tunnel; a jet fan can quickly move smoke from vehicles and fires outside of the
tunnel. Correspondingly, investigating the jet fan speed on smoke movement in tunnels is necessary
for decreasing human casualties.

João Carlos Viegas (2009) [1] investigated the interaction between a fire ceiling jet and the flow
driven by the jet fan. In that paper, the use of impulse ventilation for smoke control in underground
car parks was performed by using Computational Fluid Dynamics (CFD) simulations. M.G.L.C et al.
(2010) [2] performed modeling and simulation of a jet fan for controlling airflow in large enclosures. A
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relatively simple CFD model of the free jet fan was proposed and validated. Moreover, the different
series modes of jet fans in a longitudinal tunnel ventilation system were investigated by Guihong
Pei and Jie Pan (2014) [3]. When most operational fans are located near the tunnel entrance, it is
more conducive to increase the velocity and pressure inside the tunnel. Beyer M et al. (2016) [4] has
considered the evaluation of the jet fan performance in tunnels. In a tunnel, due to the lack of space,
the jet fan is usually installed close to the wall. However, this increases the wall shear stress around
the jet, and thus, the effectiveness is significantly reduced.

An experimental study of the effect of the aspect ratio on the critical velocity in longitudinal
ventilation tunnel fires was studied by Ryou et al. (2003) [5]. In that study, the aspect ratios of the
tunnel were changed from 0.5, 0.667, 1.0, 1.5 and 2.0. The results showed that the aspect ratio affects
the growth of smoke fires in the tunnel. The critical velocity increases with the aspect ratio; it was
confirmed that high-temperature smoke moved along the ceiling and low-temperature air moved
along the lower part of the tunnel.

Moreover, Haukur Ingason et al. (2008) [6] investigated the effect of air velocity on the heat
release rate (HRR) and fire characteristics during a fire in the tunnel. The results showed that when
increasing the ventilation rate, causing the maximum heat, the release rate increases. The effect of the
cross-section on the maximum heat release rates in the tunnel fires was studied by Li et al. (2016) [7].
In that study, they made a model scale tunnel fire with heptane pool fires. For heptane pool fires,
decreasing the tunnel height results in an increase of the heat release rate; the heat release rate is about
three times that in a free burn test. However, in this research, there is a lack of information about the
effect of the aspect ratio on smoke movement and stratification. On the other hand an experimental
study on temperature evolution inside the compartment with fire growth and flame ejection through
an opening under external wind was considered by Hu, Longhua, et al [8]. They also considered the
characterization of buoyant flow stratification and flame extension lengths in the tunnel fires [9,10].
Wan, Huaxian, et al. [11] investigated a numerical study on the smoke back-layering length and inlet
air velocity of fires in an inclined tunnel under natural ventilation with a vertical shaft. The tunnel
inlet air velocity increases when increasing the tunnel slope and HRR. Besides, Ji, Jie, et al. (2019) [12]
also performed a numerical investigation on the influence of the length–width ratio of the fire source
on the smoke movement and temperature distribution in tunnel fires. Furthermore, many researches
relating to fires or fans were carried out in literature [13–37].

Although there are many kinds of research regarding the jet fan operation and efficiency, there
is no research relating to the effect of jet fan speed on smoke movement or stratification in tunnel
fires. The purpose of this study is to analyze the effect of the jet fan speed, heat release rate and aspect
ratio on smoke movement in a tunnel fire. For this purpose, a numerical study of the effect of the
jet fan speed, heat release rate and aspect ratio in the tunnel fires has been carried out by using CFD
simulation, as shown in Figure 1. The smoke movement, temperature, velocity and visibility are also
investigated in this paper to clarify the impact of the jet fan location and velocity in the tunnel.

Figure 1. Numerical analysis objective.
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2. Theoretical Analysis

2.1. Jet Fan Speed

The jet fan centerline velocity can be calculated as follows:
Awbi (2003) [38] and Baturin (1972) [39] provide the equation regarding the centerline velocity

and distance for the experiment. The equation includes the centerline velocity, um, the supply velocity,
u0, distance, X, supply diameter of the fan, d0, and constant, a (from 0.076 to 0.080 for cylindrical tubes).

With a square duct, Kümmel et al. (2007) [40] provided another equation of jet fan experimental
data. It includes the length of the potential core, x0, the side length of the square duct, h, and constant,
m (from 0.12 to 0.2).

From these equations, the jet fan centerline velocity can be calculated, as shown in the Figure 2,
with the supply velocity at 25 m/s, and the side length of the square duct at 0.91 m.

Figure 2. Jet fan centerline velocity.

2.2. Heat Release Rate

In this study, the heat release rate was obtained from our experimental study; one car was assumed
to be fired in the tunnel. The maximum heat release rate was 3896 kW at 1551 seconds as shown below
Figure 3. Besides, the heat release rate was around 6 MW, and 16 MW for two vehicles [41] and truck
fires, respectively.

Figure 3. The heat release rate from an experimental study (one vehicle) by Park et al. (2019) [41].
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2.3. Smoke Layer Height and Thickness

There are several methods to determine the smoke layer height and thickness. These include the
N-percentage rule and integral ratio method. The N percentage rule was developed by Cooper et al. [42].
It is the simplest way to define the smoke layer. This method has been used widely in a much different
application, however, it has a limitation. Depending on every region, other N values will be used; this
may cause confusion when using N values.

He et al. (1998) [43] proposed another method, which was an integral ratio method. This method
divided the temperature profile into two regions, which are the smoke layer and cold air layer. The
integral ratio of the smoke layer is ru and the air layer is rl. The sum of the integral ratio is rt; when rt

reaches the minimum value, the interface height can be calculated. As this method is not based on any
external reference parameter, it is adopted to obtain a more accurate estimation of the smoke layer
thickness in this study.

3. Numerical Analysis

3.1. Computational Domain for Numerical Study

For this numerical study, the effect of the jet fan speed, heat release rate and aspect ratio on the
smoke movement and visibility in tunnel fires would be considered. The geometry of the tunnel and
the computation flow domain is presented in Figure 4. The computational domain was extended
over the exit and entrance surface, in order to eliminate the influence of the tunnel exit and entrance
conditions. Moreover, the computational domain was expanded to the place where the pressure
boundary condition was applied. Twenty-four cases have been investigated in this simulation. The
parameters of the jet fan velocity, heat release rate and aspect ratio are shown in Table 1.

Figure 4. The geometry of the tunnel.
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Table 1. The numerical case studies.

Case HRR (kW) Jet Fan Velocity (m/s) Aspect Ratio

1 3896 25 0.6
2 3896 18.75 0.6
3 3896 12.5 0.6
4 3896 6.25 0.6
5 6000 25 0.6
6 6000 12.5 0.6
7 16,000 25 0.6
8 16,000 12.5 0.6
9 3896 25 1
10 3896 25 1.5
11 3896 12.5 1
12 3896 12.5 1.5
13 3896 6.25 1
14 3896 6.25 1.5
15 6000 18.75 0.6
16 6000 6.25 0.6
17 16,000 18.75 0.6
18 16,000 6.25 0.6
19 6000 25 1
20 6000 25 1.5
21 16,000 25 1
22 16,000 25 1.5
23 3896 18.75 1
24 3896 18.75 1.5

3.2. Numerical Method and Boundary Conditions

3.2.1. Numerical Method

The Fire Dynamics Simulator (FDS) is a computational fluid dynamics software developed by the
National Institute of Standards and Technology (NIST) of the United States Department of Commerce,
in cooperation with the VTT (Valtion Teknillinen Tutkimuskeskus) Technical Research Centre of Finland.
This computer program numerically solves large-eddy simulations using Navier–Stokes equations,
which are suitable for low-speed flow, thermally driven flow, with an emphasis on smoke and heat
transport from the fire to describe the progression of the fire.

The governing equations of FDS can be described as in [44].

3.2.2. Numerical Condition

In order to simulate the fire in the tunnel, the initial condition and boundary condition were set
up as follows. The ground of the tunnel is adiabatic, the tunnel structure is also adiabatic and the
computation domain at the entrance and exit of the tunnel was set up as a zero Pascal pressure gauge.

For the initial condition, the value was set up, as follows in Table 2. The velocity in three directions
was 0 m/s, the temperature was 293.15 K and the gauge pressure was 0 Pa.

Table 2. The initial conditions.

Physics Fluid Flow

Gauge pressure = 0 Pa
Cell zone x, y, z velocity = 0 m/s

Temperature: 293.15 K
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3.3. Grid Independence Test

For a numerical study, the independent grid test was performed to get accurate analysis results
and the proper size. The number of grids was increased from 915,000 to 2,300,000, and a total of three
cases, of a number of grids, were selected as Table 3.

Table 3. The number of grid cells.

Case Index Number of Grid Cells

Case 1 2,300,000
Case 2 1,275,000
Case 3 915,000

From the above Figure 5, when the grid size was 0.1 m, the results showed the best accuracy, so in
this case, the grid size of 0.1 m was used for a nearby fire source, and the grid size of 0.4 m was used
for a location that was far away from the fire source. As it is less critical in this region, the coarse mesh
was applied.

Figure 5. The vertical temperature distribution: (a) Location A (Y = 120) and (b) Location B (Y = 300).

4. Results and Discussion

In this study, a numerical study was conducted to investigate the effect of jet fan speed, heat
release rate and aspect ratio on the smoke movement in the tunnel fire for optimizing the ventilation
system in the tunnel. For this purpose, the separate effects will be analyzed as follows.

4.1. Effect of Jet Fan Speed

To consider the effect of the jet fan speed on smoke movement, the heat release rate and aspect
ratio were fixed, as below in Figure 6. The smoke movement is shown through visibility because it is
directly related to visibility.
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Figure 6. Visibility in the tunnel when changing the jet fan speed.

When the jet fan operates with a high velocity, the smoke tends to move to the left side (the
exit direction), as there is a significant amount flow rate of the air entrained into the tunnel from the
entrance. However, when the jet fan speed is decreased, the smoke tends to move in both directions;
and the visibility between the left side and right side had the same distribution.

When changing the jet fan speed, the distances between the smoke and entrance position for case
1, 2, 3 and 4 were 84.75 m, 73.75 m, 60.1 m and 52.76 m, respectively. This indicates that the higher
the jet fan speed is, the lower the smoke back layer length is. At location Y = 300 m, the smoke layer
thicknesses for case 1, 2, 3 and 4 were 2.3 m, 2.1 m, 2 m and 1.8 m, respectively. From this result, when
decreasing the jet fan speed, the smoke layer thickness decreased. Moreover, the temperature in the
tunnel on the tunnel center’s plane was also affected by the jet fan speed. In this case, it was confirmed
that high-temperature smoke moved along the ceiling and low-temperature air moved along the lower
part of the tunnel.

For case 1 in Figure 7b, when the height (z) was from 1 to 5.4 m, the velocity was a minus value,
indicating that, at this region, the flow (air) moved into the tunnel (moved from the right side to the left
side). When the height (z) was from 5.4 to 7.6 m, the velocity was a positive value, and in this region,
the flow (smoke) from the fire in the tunnel moved outside (moved from the left side to right side).
Similarly, from case 2 to case 3 and 4, the temperature and velocity distribution were also different
between these cases. In case 2, when the height was from 1 to 5.4 m, the air moved into the tunnel.
When the height was from 5.4 to 7.6 m, the smoke from the fire in the tunnel moved outside. For cases
3 and 4, when the height was from 1 to 5 m, the air moved into the tunnel. When the height was from 5
to 7.6 m, the smoke from the fire in the tunnel moved outside. The effect of the jet fan speed on flow
can be obtained from Figure 7, as well. In the lower part, as the flow was air induced, the absolute
velocity value of case 1 (highest speed) was larger than the other cases. However, at the upper part,
which was near the ceiling, because all flow was smoke, the absolute velocity value of case 1 (the
highest speed) was lower than for the other cases.
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Figure 7. Temperature and velocity distribution in the tunnel: (a) temperature distribution at Y = 120;
(b) velocity distribution at Y =120; (c) temperature distribution at Y = 300 and (d) velocity distribution
at Y = 300.

4.2. Effect of Heat Release Rate

First, the value of the jet fan speed was fixed at 25 m/s, the aspect ratio was 0.6 and the heat
release rate was changed. The smoke movement in these cases on the tunnel center’s plane is shown in
Figure 8. In case 1, the velocity of the jet fan was 25 m/s (100%), and the smoke movement was totally
different between the left side and right side. The smoke tended to move to the left side (exit direction).
As, in this case, the jet fan operated with a high velocity, there was a significant amount of flow rate of
the air coming inside the tunnel from the entrance. Therefore, it pushed the smoke to move to the
exit direction. Moreover, the heat release rate was 3.9 MW, thus the amount of smoke was not high.
However, when increasing the heat release rate, the amount of smoke was more significant. In case 7,
with a 16 MW heat release rate, the smoke moved in both directions. In the region near the entrance,
due to the effect of a jet fan, stratification occurred. The visibility was lower when compared with
other cases, as a result, and it was difficult for evacuation.
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Figure 8. Visibility in the tunnel fire when changing the HRR.

Moreover, when changing the heat release rate, the length of the smoke back layer was quite
different. The distances between the smoke and entrance position for case 1, case 5 and case 7 were
84.75 m, 70.1 m and 29.5 m, respectively. This indicates that the smoke back layer length was affected
by the heat release rate. With the higher heat release rate, the smoke back layer length was higher.
Additionally, at location Y = 300 m, the smoke layer thicknesses for case 1, 5 and 7 were 2.3 m, 2.4 m
and 2.7 m, respectively. Thus, the larger the heat release rate is, the thicker the smoke layer is.

The velocity vector at the center plane for cases 1, 5 and 7 are shown in Figure 9. In case 7, at the
distance 29.5 m from the entrance, the smoke and air from the jet fan were mixed. The velocity vector
of the air from jet fan tended to move down. The stratification occurred in this region.

Figure 9. Velocity vector in the tunnel fire when changing the HRR.

In Figure 10a at the upper part, the larger the heat release rate was, the higher the temperature
was. Besides, the velocity was also larger when the heat release rate was larger. In the lower part,
because all flow was air so that the absolute velocity value of case 1 (lowest heat release rate) was
lower than other cases. When the heat release rate was low, it means the amount of air needed for fire
combustion was also lower, so that the air coming inside the tunnel was low (case 1), and the smoke
movement was quite weak when compared with other cases. However, with a higher heat release
rate, the amount of air needed for the combustion process was larger and the smoke generated by the
combustion process was also larger, so the velocity value, in this case, was greater than in other cases.
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Figure 10. Temperature and velocity distribution in the tunnel: (a) temperature distribution at Y = 120;
(b) velocity distribution at Y = 120; (c) temperature distribution at Y = 300 and (d) velocity distribution
at Y = 300.

4.3. Effect of Aspect Ratio

In order to analyze the effect of aspect ratio on smoke movement, the numerical study was
investigated by fixing the value of the jet fan speed and the heat release rate, and the aspect ratio was
changed from 0.6 to 1 and 1.5.

First, the value of the jet fan speed was 25 m/s, and the heat release rate was 3.9 MW, and the
aspect ratio was changed. The smoke movement in these cases was shown in the figures below,
through visibility.

For case 1 in Figure 11, the velocity of the jet fan was 25 m/s, and the smoke movement was
completely different between the left side and right side. In this case, the smoke tended to move to
the left side (exit direction). As, in case 1, the jet fan operated with a high velocity, thus there was a
tremendous flow rate of the air-entrained inside the tunnel. Therefore, it pushed the smoke to move
to the exit direction. The heat release rate was 3.9 MW; thus, the amount of smoke was not high.
However, when increasing the aspect ratio, the smoke could move outside quickly. In the region near
the entrance, due to the effect of the jet fan, stratification occurred with the largest aspect ratio (case
10). The visibility was lower when compared with other cases, and as a result, it was difficult for the
evacuation to proceed.
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Figure 11. Visibility in the tunnel fire when changing the aspect ratio.

Furthermore, when changing the aspect ratio, the distance between the smoke and entrance
position from case 1, case 9 and case 10 were 84.75 m, 77.8 m and 65.2 m, respectively. This indicates
that the smoke back layer length was affected by the aspect ratio. With the high aspect ratio, the smoke
back layer length was higher.

In Figure 12a, at the upper part, the lower the aspect ratio was, the larger the temperature was.
When the aspect ratio increased, the velocity increased. This is because the width of the tunnel
decreased when increasing the aspect ratio. In the lower part, as all flow was air, the absolute velocity
value of case 1 (lowest aspect ratio) was lower than in other cases.

As shown in the previous sections, when increasing the heat release rate, the smoke layer length
was also increased. The reason for this is that when the heat release rate of fire was larger, the amount
of smoke generated was also higher. This caused the smoke to move quickly, so the smoke layer
length was also increased. In contrast, when the jet fan speed was increased, the smoke layer length
was decreased.

The result shows that when the aspect ratio increased, the smoke back layer length also increased.
When the aspect ratio was larger, this indicates that the height of the tunnel was higher. For that
reason, the smoke was affected by buoyancy force, leading to the smoke movement being larger, and
the smoke layer length being longer. The higher the jet fan speed was, the shorter the smoke back layer
length was.

Furthermore, when changing both the heat release rate and aspect ratio, with a higher heat release
rate or aspect ratio, the smoke layer length was also larger. This was in agreement with the above
conclusion in previous figures.

In the tunnel fires, the ceiling jet velocity is calculated by the following equation [45]⎛⎜⎜⎜⎜⎝Vmax√
gH

⎞⎟⎟⎟⎟⎠/Q∗1/3
c = 0, 5812

(
lb
H

)−1/3

exp

⎡⎢⎢⎢⎢⎣−1.567.St.
x
H

(
lb
H

)1/3⎤⎥⎥⎥⎥⎦ (1)

where Vmax is maximum ceiling jet velocity, H is tunnel height, Qc* dimensionless heat release rate =
Qc/(ρ∞CpT∞g1/2H5/2), lb is half-width of tunnel =W/2, St is Stanton number and x is the horizontal
distance from the center of fire source (m).
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Figure 12. Temperature and velocity distribution in the tunnel: (a) temperature distribution at Y = 120;
(b) velocity distribution at Y = 120; (c) temperature distribution at Y = 300 and (d) velocity distribution
at Y = 300.

Based on the above equation, the following equation can be derived.

Vmax =
√

g.AR.2lb.Q∗1/3
c .0, 5812

( 1
2.AR

)−1/3
exp

[
−1.567.St.

x
AR.lb

( 1
2.AR

)1/3]
(2)

where AR is aspect ratio = H/2lb
On the other hand, the jet fan velocity can be applied by the equation as in Section 2.1.

Um =
0.48U0

(aX/d0 + 0.145)
(3)

In order to avoid the smoke back layer length, the velocity of the jet fan at distance X (Um) has
to be larger than the ceiling jet velocity (Vmax). So, that the following equation can be derived from
Equations (2) and (3)

U0 >
(a(L− x)/d0 + 0.145)

0.48
.
√

g.AR.2lb.Q∗1/3
c .0, 5812

( 1
2.AR

)−1/3
exp

[
−1.567.St.

x
AR.lb

( 1
2.AR

)1/3]
(4)

where L is the distance from the center of fire source to a jet fan location.
Based on Equation (4), as the left term and right term are equal, it means that the smoke movement

keeps stable. From that point, the distance x is the place in which the ceiling jet velocity and jet fan
velocity are equal. So, x (smoke back layer length) can be derived from Equation (4). The results of
Equation (4) are shown in Figures 13 and 14.
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Figure 13. Smoke back layer length in the relationship between HRR and jet fan speed.

Figure 14. Smoke back layer length in relationship between AR and jet fan speed.

The smoke back layer length in the correlation between the heat release rate and jet fan speed
is shown in Figure 13, the dots represent the results obtained by numerical study, and the line is the
results from Equation (4). The figure shows that when increasing the heat release rate, the smoke layer
length was also increased for both the numerical study and Equation (4). The reason is that when the
heat release rate of fire was larger, the amount of smoke generated was also higher, it tended to cause
the smoke to move quickly, the result was that the smoke layer length was also increased. In contrast,
when the jet fan speed increased, the smoke layer length decreased, as this depends on a large amount
of air that has been transported at high speed. Similarly, in Figure 14, when increasing the aspect ratio,
the smoke layer length was also increased for both the numerical study and Equation (4), because
when the aspect ratio was larger, it means the height of the tunnel was higher. For that reason, the
smoke affected by buoyancy force led to the smoke movement being larger and the smoke layer length
being longer, obviously. In this figure, the effect of the jet fan speed on the smoke layer length was also
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the same as the previous figure. The higher the jet fan speed was, the shorter the smoke layer length
was. In Equation (4), there are some coefficients representing the temperature and velocity attenuation.
Besides, because the two jet fans operated, it caused discrepancy in the coefficient. For that reason, the
results had a little bit of error between the equation and numerical study. The future work will be
investigated to find out that correction.

5. Conclusions

In this study, the numerical study of the effect of jet fan speed, heat release rate and aspect ratio on
smoke movement in tunnel fires was investigated. The effect of the jet fan speed, heat release rate and
aspect ratio on smoke movement and visibility and stratification in tunnel fires were drawn as follows:

The lower the jet fan speed is, the longer the smoke back-layering is, as this depends on a small
amount of air that has been transported at low speed. The smoke tends to spread in both directions.

When changing the jet fan’s speed to a high velocity, the smoke tends to move to the exit direction,
because the flow rate of air that enters the tunnel is higher, thus, the smoke can quickly move outside.
However, smoke stratification also occurs and the smoke and air are mixed. This reduces visibility,
and it is difficult for people to evacuate.

The lower the heat release is, the lower the smoke back-layering is. With a higher heat release rate,
the smoke tends to move far away from the fires when compared with other cases. With a high heat
release rate, the stratification of smoke occurs quite strongly, as it is affected by both the heat release
rate and jet fan. This causes difficulty for people evacuating; thus, it is important to optimize the jet fan
speed to avoid stratification occurring in the tunnel.

The higher the aspect ratio is, the higher the smoke back-layering is. With a higher aspect ratio, the
smoke can move outside quickly. On the other hand, stratification also occurs strongly, as compared
with other cases.

The jet fan velocity has been investigated to avoid the smoke back layering as Equation (4).
For these reasons, it is necessary to consider the effects of jet fan speed, heat release rate and aspect

ratio when designing mechanical ventilation systems in tunnels.
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Abstract: Vertical jet in flowing water is a common phenomenon in daily life. To study the flow and
turbulent characteristics of different jet orifice shapes and under different velocity ratios, the realizable
k-ε turbulent model was adopted to analyze the three-dimensional (3D) flow, turbulence, and vortex
characteristics using circular, square, and rectangular jet orifices and velocity ratios of 2, 5, 10, and 15.
The following conclusions were drawn: The flow trajectory of the vertical jet in the channel exhibits
remarkable 3D characteristics, and the jet orifice and velocity ratio have a significant influence on
the flow characteristics of the channel. The heights at which the spiral deflection and maximum
turbulent kinetic energy (TKE) occur for the circular jet are the smallest, while those for square jets
are the largest. As the shape of the jet orifice changes from a circle to a square and then to a rectangle,
the shape formed by the plane of the kidney vortices and the region above it gradually changes from
a circle to a pentagon. With the increase in the velocity ratio, the 3D characteristics, maximum TKE,
and kidney vortex coverage of the flow all gradually increase.

Keywords: orifice shape; vertical jet; velocity ratio; numerical investigation; hydraulic characteristics

1. Introduction

In real life, it is a typical vertical jet that pollutants such as waste gas and wastewater enter the
river through the riverbed. After entering the water, the pollutants can have a good or bad impact
on the water environment. The study of vertical jets is of great significance for pollutant diffusion,
sediment transport, and water temperature regulation.

When a high-velocity flow is ejected from a pipeline into a low-velocity water environment,
a vertical jet is formed. In recent years, different researchers have conducted numerous studies on
the flow characteristics and pollutant diffusion characteristics when there is a vertical jet in flowing
water [1–5]. Scorer [6] is arguably the first person who noticed the presence of a counterrotating vortex
in a vertical jet. He pointed out that a pair of counterrotating kidney vortices exist in the channel
when a small circular orifice emits a high-velocity flow. In recent years, many scholars have conducted
extensive research on vertical jets under different conditions from physical experiments [7,8] and
numerical simulations [9–11], but the existing research is mainly focused on circular jets. Smith and
Mungal [12] employed a planar laser-induced fluorescence technology (PLIF) technique to divide the
flow field under the condition of a circular hole jet in a wide range of 5 to 25 into three parts and
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analyzed the kidney vortices and their attenuation characteristics. Based on the relevant experimental
data of momentum transport and the turbulence characteristics of a circular vertical jet, Wang and
Law [13] proposed a second-order integral model to analyze the turbulence characteristics of a vertical
jet. The data calculated by Huai et al. [14] using the k-ε turbulent model are in good agreement with
Andreopolous and Rodi [15] test data. Zhu and Shin [16] used different turbulent models to analyze
the flow characteristics of water flow under co-current jet conditions and found that the simulation
results of renormalization group (RNG) k-ε and realize k-ε are significantly better than the standard k-ε,
and the difference between the calculation results of k-ε and realize k-ε is small. Zeng and Huai [17]
analyzed the flow field structure and bifurcation phenomenon of a thermal buoyant jet under the
condition of a circular hole vertical jet using the finite analysis method based on the RNG k-ε turbulence
model. Large eddy simulation (LES) [18] and Scale adaptive simulation (SAS) [19] can also realize
relevant research of the vertical jet.

Although circular orifice jets are the most common in practice, they are not unique. The change in
the shape of the jet orifice can affect the flow trajectory and energy conversion of the jet. Therefore,
it is necessary to study the shape of the jet orifice, but there are few studies on this aspect. Haven and
Kuroska [20] adopted the laser-induced fluorescence (LIF) technique and particle image velocimetry
(PIV) in a top-down jet experiment with a small velocity ratio range of 0.4 to 2.0 and found that the
square and rectangular jets can also produce kidney vortices, and the change in the jet orifice shape
affects the local shape of downstream vortices. Due to the limitation of the accuracy of the physical
experiment, the trajectory and turbulent characteristics of the jet in the water have not been thoroughly
studied due to the change in the shape of the jet orifice. However, the vortex structure due to buoyancy
in the process of jet from top to bottom and jet from bottom to top is also different.

The trajectory of the jet deflects, which moves along the direction of the open channel while
rising, due to the influence of the original flowing water in the open channel when the jet flows from
the riverbed into the open channel environment. The velocity of the jet beam in the channel is a
combination of its vertical upward velocity and the original horizontal velocity of the water in the
channel. The trajectories and other effects of the jet beam in the closed and open channel are different
due to the different velocity distributions along the water depth, especially at a large velocity ratio.
In this paper, we choose a smaller range of velocity ratio to study the vertical jet in an open channel.

In order to further investigate the jet trajectory and turbulent characteristics with various jet
orifice shapes, this paper analyzes the 3D flow structure, turbulent kinetic energy, and vortex of
circular, square, and rectangular jet orifices in a wide range of velocity ratios of 2, 5, 10, and 15,
respectively. This research complements the lack of research on different jet orifice shapes under
vertical jet conditions, and can provide basic guidance for pollutant diffusion, water temperature
regulation, and sediment transport in the river.

2. Materials and Methods

2.1. Model Layout

The model built in present work is a straight channel with a rectangular cross-section, the length
(L), width (B), and height of which are 3 m, 0.8 m, and 0.3 m, respectively (shown in Figure 1).
The water depth (H) at the inlet is 0.26 m and the distance between the center of the jet outlet, placed at
the bottom of the model, to the inlet is 1 m. To study the influence of the jet orifice shape on the
flow and turbulence characteristics of the straight channel, the shape of the jet orifice was set to be
circular, square, and rectangular while maintaining the same jet orifice area and average flow velocity.
The circular diameter is D = 5 mm, the square side length is a = 4.43 mm, and the rectangular outlet has
a side length ratio of b/c = 2, where b and c are the dimensions along the width and length directions
respectively, of the channel. The average velocity, u0, at the inlet is 0.0826 m/s, the average velocity at
the jet outlet is uj, and the velocity ratio is calculated using Equation (1). Different velocity ratios of 2, 5,
10, and 15 are adopted to analyze the influence of the jet orifice shape on the channel under different
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velocity ratios (listed in Table 1). Rej, calculated using Equation (2), is the Reynolds number of the jet
hole. In the present work, the center of the jet orifice is set as the origin of the coordinates, the flow
direction is the positive direction of the Y axis, the positive direction of the X axis is determined using
the right-hand rule, and the positive direction of the Z axis is vertical upward.

r = uj/u0 (1)

where r is the velocity ratio.
Rej = ρujD/u0 (2)

where Rej, uj, and D are the Reynolds number, velocity, and diameter of the jet hole respectively, and ρ

and u0 are the density and dynamic viscosity of the water, respectively.

Figure 1. Three-dimensional (3D) view of the model layout.

Table 1. Parameters of different cases.

Series Shape
B H L u0 D a b c uj r Rej Cells

(m) (m) (m) (m/s) (mm) (mm) (mm) (mm) (m/s)

Case 1 Circular

0.8 0.3 3 0.0826

5 - - -

0.165 2 924 703,080
Case 2 Circular 0.413 5 2312 703,080
Case 3 Circular 0.826 10 4625 703,080
Case 4 Circular 1.23 15 6887 703,080
Case 5 Square

- 4.43 - -

0.165 2 924 703,080
Case 6 Square 0.413 5 2312 703,080
Case 7 Square 0.826 10 4625 703,080
Case 8 Square 1.23 15 6887 703,080
Case 9 Rectangular

- - 6.26 3.13

0.165 2 924 698,040
Case 10 Rectangular 0.413 5 2312 698,040
Case 11 Rectangular 0.826 10 4625 698,040
Case 12 Rectangular 1.23 15 6887 698,040

2.2. Governing Equations

The realizable k-ε turbulent model proposed by Shih et al. [21] is adopted in this paper. This model
is optimized on the basis of the standard k-ε turbulent model and can accurately simulate the jet flow,
especially in terms of strong streamtrace bending, vortex, and rotation. The governing equations are
as follows:

Continuity equation:
∂ρ

∂t
+
∂(ρui)

∂xi
= 0 (3)

Momentum equation:

∂(ρui)

∂t
+
∂
(
ρuiuj

)
∂xj

= − ∂p
∂xi

+
∂
∂xj

[
(μ+ μt) × (∂ui

∂xj
+
∂uj

∂xi
)

]
(4)
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Turbulent kinetic energy (k) equation:

∂(ρk)
∂t

+
∂
∂xj

(
ρujk

)
=

∂
∂xj

[(
μ+

μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk (5)

Turbulent dissipation rate (ε) equation:

∂(ρε)

∂t
+

∂
∂xj

(
ρujε

)
=

∂
∂xj

[(
μ+

μt

σε

)
∂ε
∂xj

]
+ ρC1Sε − ρC2

ε2

k +
√
νε

+ C1ε
ε
k

C2εGb + Sε (6)

C1 = max
[
0.43,

η

η+ 5

]
(7)

η =
Sk
ε

(8)

S =
√

2SijSij (9)

Sij = 0.5(
∂uj

∂xi
+
∂ui
∂xj

) (10)

μt =
ρCμk2

ε
(11)

where Gk and Gb are the turbulent kinetic energy values caused by the average velocity gradient and
buoyancy lift, respectively. YM is the contribution of the compressible turbulent wave expansion to the
overall dissipation rate, ρ is the water density, t is time, υ is the turbulent kinematic viscosity coefficient,
ui is the average velocity in the direction of i, μt is the turbulent viscosity, Cμ, C1ε, C2ε, σk, and σε are
model constants with values of Cμ = 0.09, C1ε = 1.44, C2ε = 1.92, σk = 1.0, and σε = 1.3, and Sk and Sε
are user-defined source items.

2.3. Solver Settings and Boundary Conditions

Fluent software is adopted and the volume of fluid (VOF) method proposed by Hirt and
Nichols [22] in 1981 is used to solve the free surface tracking problem in multiphase flow. This method
uses a volume fraction function, F (x, y, z), to describe the position and volume ratio of the gas and
liquid phases. F (x, y, z, t) = 1 indicates that the calculation unit is full of liquid, and F (x, y, z, t) = 0
indicates that the calculation unit is full of gas. Therefore, when 0 < F (x, y, z, t) < 1, there must exist an
interface between the water and gas phases. Accordingly, a difference method can be used to calculate
the interface position and solve for the free surface. The equations for calculating the volume fraction
function in the VOF method are as follows:

∂F
∂t

+ ui
∂F
∂xi

= 0 (12)

ρ = Fwρw + (1− Fw)ρa (13)

μ = Fwμw + (1− Fw)μa (14)

where, ρw and ρa are the densities of water and gas respectively, μw and μa are the viscosity coefficients
of water and gas respectively, and Fw is the volume fraction of the liquid phase.

A transient solver is used for the calculation. Pressure-velocity coupling is calculated by adopting
the SIMPLE pressure correction algorithm proposed by Patankar [23], and open channel flow is used
for the VOF sub-models.

To save computation time and maintain calculation accuracy, the model is divided into five
sections (shown in Figure 2). A fine mesh is used near the jet orifice location, and a relatively coarse
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mesh is used for locations near the inlet and outlet of the channel in the Y direction. The number
of grids in the jet orifice is 4, and the total number of grids of the channel is 84 in the X direction.
The number of grids is 30 in the Z direction. So, the layouts of the mesh of different jet orifices are (100
+ 4 + 50 + 75 + 50) × 84 × 30, (100 + 4 + 50 + 75 + 50) × 84 × 30, and (100 + 2 + 50 + 75 + 50) × 84 × 30,
respectively. The red line in Figure 2 is the grid of the jet orifice. The numbers of grids in different
cases are shown in Table 1.

 

Figure 2. The grid of the numerical model.

The velocity-inlet boundary or pressure-inlet boundary are adopted to the water part or the air
part of the channel, respectively. The inlet velocity of the water in the channel is set to the average
and the magnitude is 0.0826 m/s. The pressure outlet is set at the outlet and the air–water interface
is standard atmospheric pressure. The material of side walls of the sink in Reference [24] are glass,
which is set to a non-slip boundary condition and a standard wall function is used near the sidewalls.

2.4. Convergence Stability and Mesh Sensitivity Analysis

The flow in the straight channel without a vertical jet is first calculated until it is steady, then its
flow field is taken as the initial flow field for the channel with a vertical jet to carry out the relevant
calculation. In the calculation, the mass flow rate error (MFRE) for the inlet and outlet of the channel
are traced and the calculation is considered to be steady when the MFRE is small enough. To ensure
the accuracy of the calculation, the vertical distribution of the velocity at the center of the jet orifice is
compared at different times when the MFRE is relatively small. If the velocities are almost consistent,
the calculation is considered to reach the final steady state required in this study. The time-history
curve of the variation in the MFRE with the calculation time is shown in Figure 3, and the MFRE values
of different cases are shown in Table 2.

Table 2. MFRE values under different cases in steady state.

Title 1 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9 Case 10 Case 11 Case 12

MFRE (kg/s) −0.006 −0.006 0.00002 0.007 0.002 0.01 −0.006 0.0004 −0.002 0.006 0.002 −0.001
Relative mass
flow rate (%) −0.36 −0.36 0.00 0.42 0.12 0.58 −0.35 0.02 −0.12 0.35 0.12 −0.06
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Figure 3. Mass flow rate error (MFRE) time-history curve.

For case 4, the grid convergence index (GCI) [25] of the velocity distributed vertically at the center
of the jet orifice is calculated with the number of grids approximately equal to 0.54 million, 0.7 million,
and 1.08 million to verify that the calculation in this study is independent of the meshing. The GCI is
calculated as follows:

GCI =
1.25

∣∣∣∣φ1−φ2
φ1

∣∣∣∣
(h2/h1)

P − 1
(15)

P =
1

ln(h2/h1)

∣∣∣∣∣∣∣ln∣∣∣(φ3 −φ2)/(φ2 −φ1)
∣∣∣+ ln(

(h2/h1)
P − sgn((φ3 −φ2)/(φ2 −φ1))

(h3/h2)
P − sgn((φ3 −φ2)/(φ2 −φ1))

)

∣∣∣∣∣∣∣ (16)

where φi is the calculated value for the ith numerical grid with i = 1, 2, and 3, and hi is the height of the
first-layer grid of the ith numerical grid and satisfies h1 < h2 < h3.

The variation in the vertically distributed GCI of the vertical velocity at the center of the jet orifice
is shown in Figure 4, where ω is the vertical velocity. As shown in Figure 4, the maximum value of
GCI is only 2.3, which indicates that the number of grids used in the present study (approximately 0.7
million) is appropriate.

 
Figure 4. Vertical distribution of the grid convergence index (GCI) in jet orifice centerline.

2.5. Numerical Model Validation

Before carrying out the study, it is necessary to conduct an accuracy analysis on the chosen
numerical model to verify that it can meet the needs of this work. The calculation model selected
in this study is from Reference [24], and the experimental water tank has a length of 15 m and a
width of 4 m. The calculation and analysis in the present study show that the flow velocity of the
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water tank calculated using a 1:5 scale model is almost the same as that of the prototype. Therefore,
to save calculation time, this scale is used for the width and length of the channel but the water depth
in the original experiment and numerical model along the height direction is maintained at 0.26 m,
the average velocity at the inlet of the straight channel is 0.0826 m/s, the jet outlet has a circular shape
with a diameter of D = 5 mm, and the jet velocity ratio is 15. Using the center of the jet orifice as the
coordinate origin, the numerical calculation results and the experimental data of the vertical velocities
at the intersecting lines between the central plane face of the channel and the sections of Y = 2D, 4D,
12D, and 16D along the flow direction are selected and compared in Figure 5.

Figure 5. Distribution of the vertical flow velocity along the water depth at different locations.

The comparison shows that the numerical calculation data are slightly larger than the experimental
data at different positions. Considering that there may be a slight deviation in the positions in the
actual measurement process of the physical experiment and that the vertical velocity at the middle
sections is greater than that on the two sides, the numerical calculation results are considered to be in
good agreement with the experimental results and can thus be used for further in-depth investigation
in this study.

3. Results and Discussion

3.1. 3D Structure of the Flow Field

In the absence of the free surface flow, the jet behaves as a simple jet, with the fluid decelerating as
it moves away from the jet exit. But the trajectory of the jet deflects, which moves along the direction
of the open channel while rising, due to the influence of the original flowing water when the jet flows
from the riverbed into the water environment flowing in the open channel. The jet beam successively
undergoes three processes: linear jetting, spiral motion, and downstream steady linear motion (shown
in Figure 6). When the flow is ejected rapidly from the orifice, the jet beam moves linearly. During
the upward motion, the jet beam gradually increases due to the effect of gravity, the original flow
field, and the absence of orifice constraints. When developed to a certain stage, the water with a high
velocity in the middle of the jet orifice deflects significantly to move outward, which simultaneously
drives the deflection of the surrounding water and forms a spiral flow due to the influence of the
original water movement. After the energy is dissipated over a sufficiently long distance, the vertical
velocity and spanwise velocity of the jet flow gradually decrease and eventually move downstream in
line with the mainstream of the channel.
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Figure 6. 3D structure of the jet streamtrace.

In this study, the trajectories of the jets with different orifice shapes and different velocity ratios at
Y = 0 were analyzed, as shown in Figure 7.

  

 (a) (b) (c) 

  

 (d) (e) (f) 

  

 (g) (h) (i) 

Figure 7. Cont.
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 (j) (k) (l) 

Figure 7. Variations of streamtraces under different cases: (a) case 1, (b) case 5, (c) case 9, (d) case 2, (e)
case 6, (f) case 10, (g) case 3, (h) case 7, (i) case 11, (j) case 4, (k) case 8, (l) case 12.

As shown in Figure 7, when the velocity ratio is 2, the water is ejected from the orifice and then
gradually draws closer toward the middle in the vertical direction, eventually forming a straight line
without bifurcation. The shape of the jet orifice has a notable influence on the jet height and the jet
height is the largest for the circular jet, followed by the square jet and then the rectangular jet. When
the velocity ratio is 5, the jet beam bifurcates. The jet beams with circular and rectangular orifices
bifurcate even when Z is less than 0.05 m, while the height at which the jet beam of the square orifice
starts to bifurcate is relatively large, at more than 0.05 m. Further analysis reveals that the streamtrace
line of the circular jet beam at the center of the orifice exhibits significant spiral deflection, while no
apparent spiral deflection occurs in the jet beams with the other jet orifice shapes. When the velocity
ratio is 10, there are two significant jet deflections in all the jet beams regardless of the orifice shape.
The height at which the jet beam exhibits the first notable spiral deflection is the smallest for the
circular jet beam, followed by the rectangular jet and then the square jet. For each of the three orifice
shapes, the amplitude of the second deflection of the jet is significantly larger than that of the first
deflection. After the second deflection, the streamtrace lines of the jets from the circular and rectangular
orifices move vertically downward and then tend to stabilize and move downstream. After the second
deflection, the jet beam with the square orifice exhibits a third deflection but with a smaller amplitude,
and then tends to stabilize and move downstream. When the velocity ratio is 15, the variation in the jet
beam trajectory for each of the three orifice shapes is similar to that with a velocity ratio of 10, although
the amplitude of the second deflection has a large decrease in the vertical direction and all three exhibit
third deflections. Based on the analysis of the influence in the Y direction, the circular jet beam has the
largest influence range, while the rectangular jet beam has the smallest influence range.

An analysis of the cases with different velocity ratios shows that as the velocity ratio increases,
the jets on the two sides first gather toward the center and gradually bifurcate; then, a spiral deflection
occurs, and the number of occurrences continuously increases. The circular jet has the largest jet
height, the smallest vertical height at which a spiral deflection occurs, and the largest influence range.
The square jet has the largest vertical height at which the spiral deformation occurs and the rectangular
jet has the smallest jet height and the smallest influence range.

3.2. The Analysis of Turbulent Kinetic Energy (TKE)

When the flow velocity is relatively low, the flow in the straight channel is laminar, and the TKE
(calculated by Equation (17)) near the sidewall is relatively large due to the influence of the flow velocity
fluctuation. When the jet beam enters the water, the flow fluctuation increases, and the TKE increases
as the jet beam passes. In this work, several TKE distributed along the water depth at several locations
are selected to analyze the influence of the jet orifice shape and velocity ratio on the distribution of
TKE in the channel, as shown in Figure 8. As shown in Figure 1, P1 is the center of the jet orifice,
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the distances of P2 and P3 to P1 are both X/D = 4, and the distances of P4 and P5 to P1 are Y/D = 10 and
20, respectively.

TKE =
1
2
[(u′)2 + (v′)2 + (ω′)2] (17)

where u′, v′, and ω′ represent the fluctuating flow velocity in the X, Y, and Z directions, respectively.

  
(a) P2 (b) P3 

  
(c) P1 (d) P4 

 
(e) P5 

Figure 8. Distribution of the turbulent kinetic energy (TKE) values at different locations along the water
depth: (a) P2, (b) P3, (c) P1, (d) P4, (e) P5.

It can be seen from Figure 8a,b that the TKE value along the water depth is distributed symmetrically
under different cases at symmetrical positions on both sides of the center of the jet orifice. Overall,
the maximum TKE value gradually increases as the velocity ratio increases, and the influence of the
different jet orifice shapes is not significant. When the flow velocity is small (r = 2 and 5), the maximum
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TKE values under different cases are relatively close to each other and adjacent to the channel. When
the flow velocity is high (r = 10 and 15), the maximum TKE value significantly increases, and the height
of the corresponding occurrences also increases significantly. In both situations, the height at which
the maximum TKE appears is Z/H = 0.16. As shown in Figure 8c, the variation in the TKE value at
the center of the jet orifice along the water depth under different cases has a notable pattern. As the
velocity ratio increases, the maximum TKE increases gradually as does the corresponding height of the
occurrences. With different jet orifice shapes, the heights where the maximum TKE value occurs under
the same velocity ratio are basically the same, but the corresponding numerical values are significantly
different: the maximum TKE value of the square jet is the largest, and the maximum TKE value of the
round jet is the smallest.

According to Figure 8d, at the position Y/D = 10 away from the jet orifice downstream of the
channel, the maximum TKE value gradually increases as the velocity ratio increases, as does the
corresponding height of the occurrences. The maximum TKE value of the circular jet occurs at the
smallest height and its value is also the smallest. The maximum TKE value of the square jet occurs
at the largest height, and its value is also the largest. When the velocity ratio is small (r = 2 and 5),
the maximum TKE is close to the channel, and when the velocity ratio is high (r = 10 and 15), the heights
at which the maximum TKE values occur for different jet orifice shapes differ greatly. When r = 10,
the maximum TKE values corresponding to the circular orifice, square orifice, and rectangular orifice
are Z/H = 0.35, 0.49, and 0.43 respectively, and when r = 15, the maximum TKE values are Z/H = 0.50,
0.54, and 0.54, respectively. Combined with the earlier analysis of Figure 7, it is believed that the
TKE value is highly related to the spiral deflection of the jet beam. The height at which the spiral
deflection occurs is the largest for the square jet, followed by the rectangular jet and then the round jet;
thus, the height corresponding to the maximum TKE value also exhibits a similar distribution pattern.
According to Figure 8e, the variation in the TKE distribution along the water depth at a distance
Y/D = 20 from the jet outlet is relatively complex. Further analysis shows that the variation pattern of
the TKE value is the same as that at Y/D = 10, but the maximum TKE value is significantly reduced,
and the positions at which the maximum TKE value appears under different cases increase remarkably.

Analysis of Figure 8a–e shows that the abscissa of Figure 8c is significantly larger than that of the
other figures. This is because the turbulence is relatively strong at the center of the jet orifice due to the
sharp collision between the jet and the original water in the open channel. Then, the TKE gradually
decreases as the distance to the jet hole increases. The four points (P2, P3, P4, and P5) selected in this
paper are far from the jet orifice (P1) and close to the edge of the area affected by the jet. Therefore,
the turbulent kinetic energy at these four positions is significantly smaller than that at the position of
the jet orifice.

3.3. The Analysis of Vortex

After the jet beam enters the channel, the velocity of the original water changes significantly,
and vortices can be found near the jet beam. In this study, the vortex characteristics at the cross-section
Y = 0 under different cases are analyzed, as shown in Figures 9–11 (where the legend in the cloud plots
of the velocity is consistent with that in Figure 7).
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(a) (b) 

  
(c) (d) 

Figure 9. Vortex of the circular jet at cross-section Y = 0: (a) case 1, (b) case 2, (c) case 3, (d) case 4.

  
(a) (b) 

  
(c) (d) 

Figure 10. Vortex of the square jet at cross-section Y = 0: (a) case 5, (b) case 6, (c) case 7, (d) case 8.

  
(a) (b) 

  
(c) (d) 

Figure 11. Vortex of the rectangular jet at cross-section Y = 0: (a) case 9, (b) case 10, (c) case 11, (d)
case 12.
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Figure 9 shows that there is a very small vortex at the deflection position of the cross-sectional jet
orifice when the circular jet has a velocity ratio of 2 because the jet velocity is too small, which causes
the jet beam to deflect along the Y direction near the channel while only slightly deflecting in the X
direction. When the velocity ratio is 5, there is a notable kidney vortex near the jet orifice, the water
above the kidney vortex moves upward, the water on both sides deflects on the upper side of the
vortex, and the kidney vortex and the upper streamtrace lines form a circular distribution on the plane.
When the velocity ratio is 10, the range of the kidney vortex is further expanded. The region above the
jet orifice is within the range of the kidney vortex, and both sides are affected by the kidney vortex,
resulting in a notable streamtrace line convergence near the lower side of the kidney vortex. When the
velocity ratio is 15, the plane streamtrace line distribution is basically consistent with that when the
velocity ratio is 10, with the main difference being the further expanded range of the kidney vortex.
An analysis of Figures 10 and 11 shows that as the velocity ratio increases, the range of the kidney
vortex increases continuously.

The cross-sectional streamtrace distribution under different orifice shapes and the same velocity
ratio as shown in Figures 9–11 was analyzed. When the velocity ratio is 2, the shapes of the streamtrace
line distribution of the circular and square jet outlets are basically the same, and the height of the
converged ellipse-like streamtrace lines above the section of the rectangular jet is reduced significantly.
When the velocity ratio is 5, as the shape of the jet orifice gradually changes from circular to rectangular,
the kidney vortex and the shapes formed in the upper convergence region gradually develop from
circular to pentagonal. It is believed that, with a relatively small velocity ratio, the influence height
corresponding to the circular, square, and rectangular jet orifices gradually decrease, while different jet
orifice shapes result in different coverages and thus different streamtrace line distributions. When the
velocity ratios are 10 and 15, there is no significant difference in the sectional distribution of the kidney
vortex with different jet outlet shapes.

4. Conclusions

In this study, the realizable k-ε turbulent model was used to analyze the 3D flow structure, TKE,
and vortex structure of water under jets with different orifice shapes and velocity ratios in straight
channels. The conclusions are as follows:

(1) The flow trajectory of the vertical jet in the channel exhibited notable 3D characteristics, and the jet
orifice shape and velocity ratio significantly affected the spiral characteristics of the flow. As the
velocity ratio increased, the number of spiral deflections of the jet beam increased gradually,
and the magnitude became larger. The circular jet beam had the largest height and the smallest
vertical height of the spiral deflection, the square jet had the largest vertical height at which the
spiral deformation occurs, and the rectangular jet had the smallest jet height.

(2) As the velocity ratio increased, the maximum TKE value gradually increased, and the height
corresponding to the maximum value also gradually increased. The maximum TKE value of the
circular jet was the smallest and occurred at the smallest height, the maximum TKE value of
the square jet was the largest and occurred at the largest height. As the downstream distance
increased, the maximum TKE value gradually decreased, and the height at which the maximum
TKE value occurs gradually increased.

(3) As the velocity ratio increased, the influence range of the kidney vortex increased. When the shape
of the jet orifice gradually changed from circular to square and rectangular, the shape formed
by the kidney vortex and the region above it gradually changed from circular to pentagonal,
indicating that the shape of the jet orifice affects the shape distribution of the cross-sectional vortex.
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Abstract: As a kind of water jet technology with strong impinging force and simple structure,
the submerged impinging water jet can produce strong scouring action on subaqueous sediments. In
order to investigate the flow field characteristics and impinging pressure of submerged impinging
water jets at different impinging heights, the Wray-Agarwal (W-A) turbulence model is used for
calculation. The velocity distribution and flow field structure at different impinging heights (1 ≤ H/D
≤ 8), and the impinging pressure distribution at the impingement plate under different Reynolds
numbers (11, 700 ≤ Re ≤ 35100) are studied. The results show that with the increase of the impinging
height, the diffusion degree increases and the velocity decreases gradually when the jet reaches
the impingement region. The fluid accelerates first and then decelerates near the stagnation point.
The maximum impinging pressure and the impinging pressure coefficient decrease with the increase
of the impinging height, but the effective impinging pressure range remains unchanged. In this paper,
the distribution characteristics of the impinging pressure in the region of the impingement plate
at different heights are clarified, which provides theoretical support for the prediction method of
the impinging pressure.

Keywords: impinging water jet; impinging height; numerical calculation

1. Introduction

Impinging jets are widely used in many fields, such as waste treatment, irrigation and drainage,
cooling and heating, chemical vapor deposition and so on. The flow characteristics of the impinging
jet depend on the nozzle shape, the Reynolds number at the exit of the jet, the distance from the nozzle
to the impingement plate, and the impinging angle (the angle between the center axis of the jet nozzle
and the impingement plate), etc. In order to study the flow structure of impinging jet, domestic and
foreign scholars have used hot wire anemometer, laser Doppler velocimeter, particle image velocimetry
and other technologies for experimental research [1–5], and different turbulence models are also
used for numerical calculation [6–8]. According to the impinging angle, the submerged water jet
flow can be divided into vertical impinging jet (θ = 90◦ ) and oblique impinging jet (0◦ < θ < 90◦).
The impinging jet can be divided into three regions: free-jet region, impingement region and wall-jet
region [9]. In the free-jet region, the flow characteristics are similar to that of the free jet. When
the jet fluid moves towards the impingement plate, the surrounding fluid is sucked in and the overall
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velocity is attenuated; when the jet fluid approaches the impingement plate, the axial velocity decreases
gradually, and the direction changes in the impingement region 1D to 2D away from the impingement
plate. In the downstream of the impingement region, the jet fluid diffuses outward, almost parallel to
the impingement plate; as the jet fluid exchanges momentum with the ambient fluid, the impinging jet
eventually develops into a wall jet.

With the rapid development of computational fluid dynamics (CFD) technology, many
scholars have applied CFD to solve complex problems encountered in engineering such as
turbomachinery [10–14]. At the same time, some scholars have conducted a lot of research on vertical
submerged impinging water jets through CFD. Chen et al. [15] studied the evolution mechanism and
characteristics of the submerged laminar round jet in a viscous homogenous shallow water layer
through computational modeling. In order to visualize the formation and evolution of the flow pattern,
the volume of fluid (VOF) method was adopted, to simulate the free surface of the water layer below
the air and to trace the jet fluid. The results show that the jet forms a class of quasi-two-dimensional
(Q2D) vortex structures in the ambient fluid, with unequal influence from the bottom wall and
free surface. Amamou et al. [16] computationally investigated a turbulent round jet issuing into
a uniform counterflow stream. The simulation was carried out using the Reynolds stress model.
Numerical results agree well with experimental results and the penetration and spreading of the jet
are studied. Chen et al. [17] used a SIMPLE algorithm and RNG k-ε turbulence model to analyze
the flow field of the plane jet in the semi-closed space with inclined impinging plate (θ = 30◦, 60◦,
90◦), the results show that the change of impingement angle has a significant effect on the flow field
structure. Guo et al. [18] studied the three-dimensional numerical simulation of the flow field of
the oblique jet, by using the two turbulence models of k-ε and large eddy simulation, the results show
that the large eddy simulation can accurately reveal the evolution process of the oblique submerged
jet flow field and the shear and mixing mechanism of energy dissipation. Afroz et al. [19] presented
the results of a numerical investigation of fluid flow and heat transfer due to a turbulent annular
jet impingement on an isothermally heated flat surface. Annular impinging jets enhance the heat
transfer and spread it more uniformly over the impingement surface compared to the round impinging
jet, and have one noteworthy characteristic of forming a reverse stagnation flow. Huang et al. [20]
used the numerical tool of arbitrary Lagrangian–Eulerian formulations to model the arc-curved jet
impacting these different solid surface types, and a double/multiple-peaked pressure structure is
observed for the cases of the water jet impacting the concave and convex solid surfaces. Stahl et al. [21]
used large-eddy simulations to examine the primary flow phenomena for two adjacently placed
round jets, with identical and dissimilar exit conditions, impinging on a ground plane. Particular
emphasis was placed on the dynamics of the fountain flow between the jets, entrainment, vortex tube
formation and acoustic feedback mechanisms. Battistin et al. [22] established a numerical model to
describe the impinging water jet, and incorporated it into the solver to evaluate the model capability.
After a careful verification, the proposed model is validated through comparisons with the similarity
solution of the wedge impact with constant entry velocity. Singh et al. [23] numerically studied the flow
characteristics of a turbulent offset jet impinging on a wavy wall surface. The variation in integral
constant of momentum flux, wall shear stress, and pressure along the wall is presented and compared.
Wienand et al. [24] made numerical results of a turbulent impinging jet on a flat plate, and four different
jet-to-plate distances from H/D = 2 to 14 had been considered at a jet Reynolds number of 23,000.
The results show the influence of the dimensionless distance of the first node near the wall on flow and
heat transfer characteristics. In summary, the existing numerical studies on impinging jets are based
on common commercial turbulence models.

In this paper, the W-A (Wray–Agarwal) turbulence model was used to calculate the submerged
impinging jet at different impinging heights (1 ≤ H/D ≤ 8), and the influence of impinging heights on
the vertical jet flow field was studied. In this study, a common circular jet was selected, and the jet was
a fully-developed round jet.
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2. Computational Model

2.1. Geometric Model and Boundary Conditions

The vertical jet fluid is sprayed into a square water tank through a round copper pipe perpendicular
to the bottom wall surface, as shown in Figure 1. The jet fluid flows in from the copper pipe, and
the inlet of the copper pipe is the Inlet surface; the outflow from the left and right side walls is the Outlet
surface; the top surface of the water tank contacts with the air, which is the free surface; the other
surfaces are the wall surface. D is the inner diameter of the copper pipe, which is selected as 20 mm. H
is the vertical distance from the end face of the vertical jet nozzle to the bottom surface. In this paper,
the impinging height H/D = 1–8 was set. As shown in the figure, in order to better describe the motion
in the jet flow field, the intersection of the extension line of the nozzle axis and the impingement
plate was taken as the origin of the coordinate system, and the rectangular coordinate system oxyz
was established.

 
Figure 1. Three-dimensional submerged vertical jet.

Setting of boundary conditions: (1) inlet: velocity inlet was adopted, and the velocity was evenly
distributed, different inlet conditions are shown in Table 1; (2) outlet: pressure outlet, and the pressure
value was set as 0 Pa; (3) free surface: the rigid-lid assumption was adopted, and the symmetrical
surface was set; (4) wall surface: fixed wall surface with no slip; (5) reference pressure was set to 0 Pa.

Table 1. Computational conditions of submerged impinging jet.

Parameters Condition 1 Condition 2 Condition 3

Inlet velocity(m/s) 0.585 1.17 1.76
Re 11,700 23,400 35,100

2.2. Mesh Information

The calculation domain should be discretized before simulation. In this study, the whole calculation
domain was divided into structural mesh by ICEM software, to shorten the calculating time. The total
number of elements is 950,8963, which is near ten million. Due to the fact that the number of elements is
rather large, the working capacity of the common computer, which has a CPU with 10 cores and RAM
with 64G, has reached a limit. The greater the number of elements, the greater the calculation accuracy,
therefore, it’s not necessary to prove the mesh independence for the model. The value of the mesh
quality is greater than 0.67, which fully meets the need of calculation accuracy. Moreover, the time of
every calculation case will last for 5–7 days under the premise that 8 cores are used. The mesh can be
shown in Figure 2.
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(a) 

 
(b) 

 
(c) 

Figure 2. Middle section of the mesh of the impinging jet model: (a) oxz plane without jet; (b) oyz plane
without jet; (c) enlarged jet rotating 90 degrees clockwise.

2.3. Wray–Agarwal Turbulence Model

The Wray–Agarwal (W-A) turbulence model is a single-equation model developed based on the k
- ω turbulence model. Wray et al. [25] used Wray-Agarwal (W-A), SA and SST k-ω turbulence model to
simulate several classical separation flows, and compared with the experimental results, it was found
that the W-A model predicted the separation and reattachment characteristics of the boundary layer
more accurately.

From our previous studies on the oblique impinging jet with the impinging angle of θ = 45◦ and
impinging height of H/D = 3, the Wray-Agarwal, standard k-ε, RNG k-ε, realizable k-ε, standard k-ω,
and SST k-ω turbulence models were used for numerical calculations, which were also compared with
the experimental data of PIV.

Figure 3a shows the comparison between the numerical velocity V/Vmax with the empirical
formula V/Vmax = (1−2r/D)1/n for the fully developed circular jet. Where, V is the velocity at any
position of the jet exit; Vmax is the maximum velocity at the jet exit; Vb represents the bulk velocity at
the jet exit, which can be defined as Vb = 4Q/πD2 (Q is the flow rate of the jet); r represents the radial
direction. When n = 7, the formula is considered to be approximately consistent with the fully
developed velocity distribution of the circular jet [26]. It can be seen from the figure that the numerical
results by applying different turbulence models are in good agreements with the empirical formula,
indicating that the flow at the jet exit is a fully developed jet flow. Among them, the result calculated
by the W-A turbulence model is closest to the empirical formula.
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Figure 3. Verification of Wray-Agarwal turbulence model: (a) Profiles of the normalized axial velocity
V/Vmax near the jet exit; (b) Normalized mean axial velocity V/Vmax profiles along the centerline of
the impinging jet.

Figure 3b illustrates the axial velocity V/Vb in the centerline of the jet, with different turbulence
models. It can be seen that the axial velocity remains basically unchanged in the free jet region (about
0 ≤ l/D ≤ 3), and decreases rapidly in the impinging region (about 3 < l/D ≤ 4.24). In the free jet
region, the axial velocity calculated by the W-A turbulence model is greater than that by other models,
and the velocity in the impinging region is approximately the same. In the initial stage of the free
jet region (about 0 ≤ l/D ≤ 0.8), the experimental data are smaller than the calculation result with
the W-A turbulence model, and the experimental data in the region (1 ≤ l/D ≤ 1.5) agree well with
the calculation results. Finally, it is found that, compared with other turbulence models, the calculation
results with the W-A turbulence model agree well with the experimental data.

The flow angle ϕ of the impinging water jet, which is defined as ϕ = arctan (Vz/Vx), can
represent the flow direction at any point in the middle section (oxz section) of the jet. Figure 4 shows
the distribution of the flow angle on the centerline of the jet. In the free jet region (about 0 ≤ l/D ≤ 3),
the flow angle is maintained at about 45 degrees, while it rapidly decreases to zero in the impinging
region (about 3 < l/D ≤ 4.24). Except for the near-wall region, the flow angles calculated by different
turbulence models are in good agreement with the experimental results.

k
k

k
k

k

l D

Figure 4. Flow angle ϕ along the jet centerline.

3. Results and Discussion

3.1. Analysis of Vertical Submerged Jet Flow Field under Different Impinging Heights

Figure 5 shows the mid-section (y/D = 0) V/Vb contour and streamline (Re = 35,100) of the jet
at various impinging heights. When H/D = 1, a pair of vortices of similar size appear in the jet flow
field; When H/D ≤ 3, the size of the vortex is almost unchanged; thereafter the range of influence of

289



Energies 2020, 13, 1744

the vortex becomes larger as the impinging height increases. When H/D = 8, the vortex position is
close to the left and right exit surfaces.
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Figure 5. Normalized mean velocity V/Vb contour and streamline of mid-section on submerged
impinging jet at various impinging heights:(a) H/D = 1; (b) H/D = 3; (c) H/D = 4; (d) H/D = 8;
(e) enlarged view on the impinging region.

Figure 6 shows the cross section (z/D= 1, 0.5, 0.1) velocity V/Vb contour and streamline (Re = 35,100)
of the jet at various impinging heights. When H/D = 1, the velocity contour and streamline of the jet
have good symmetry with respect to the section in the jet; There are two pairs of vortices near the left
and right exit of z/D = 1 section; At the z/D = 0.5 section, the jet velocity contour is distributed in a ring
shape, and a ring with zero velocity appears. The outer boundary of the jet at the z/D = 0.5 section is
affected by the front and rear wall surfaces, and the velocity contour is square outside and circular
inside. With the increase of the impinging height, the area of the ring with a zero velocity at z/D = 0.5
gradually decreases, indicating that the thickness of the jet from the impingement region to the wall-jet
region gradually increases. It can be seen from the figure that the velocity distribution and streamline
of the jet at different heights at the section with z/D = 0.1 are similar.
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Figure 6. Normalized mean velocity V/Vb contour and streamline of different cross sections on
submerged impinging jet at various impinging heights: (a) H/D = 1; (b) H/D = 2; (c) H/D = 3;
(d) H/D = 4; (e) H/D = 6; (f) H/D = 8.
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Figure 7 shows the vertical cross section (x/D = 0, 1, 5) velocity V/Vb contour and streamline
(Re = 35100) of the jet at various impinging heights. The contour of V/Vb in the vertical cross section
can reflect the lateral (y-direction) diffusion of the wall-jet region, and the streamline can reflect
the development of vortex. When H/D = 1, the thickness of the wall jet increases as x increases; on
the x/D = 0 section near the two side wall surfaces, a pair of vortices are generated symmetrically;
the thickness of the wall jet decreases first and then increases. When H/D = 3, the thickness of the wall
jet increases and the vortex size is almost the same at the vertical cross section of the jet at the same
position. When H/D = 6, the vortex is asymmetric in the flow field.
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Figure 7. Normalized mean velocity V/Vb contour and streamline of different vertical cross sections on
submerged impinging jet at various impinging height: (a) H/D = 1; (b) H/D = 3; (c) H/D = 6.

Figure 8 shows the radial distribution of the axial velocity V/Vb of the jet at various impinging
heights (Re = 35,100). When H/D = 1, the velocity distribution has a good symmetry; when z/D ≤ 0.25,
the jet velocity presents a double hump distribution, and two velocity peaks are observed at different
x values; with the decrease of z, the velocity on the axis decreases gradually, but the velocity peak
increases gradually. When H/D = 2, the velocity distribution remains the same in the region of 1 ≤ z/D
≤ 1.5, and the jet is in the core region. With the increase of the impinging height, the range of the jet
core region gradually increased, and the position of the double hump velocity near the impingement
plate gradually.
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Figure 8. Radial profile development of the normalized mean axial velocity V/Vb at various impinging
height: (a) H/D = 1; (b) H/D = 2; (c) H/D = 3; (d) H/D = 4; (e) H/D = 6; (f) H/D = 8.

Figure 9 shows the velocity V/Vb distribution along the jet centerline (Re = 35,100). It can be
seen that the velocity in the core region of the jet remains almost unchanged, and the velocity in
the impinging region decreases rapidly. The height of the impinging region is about 1D, and the velocity
on the impingement plate is 0. When H/D ≥ 6, the jet has a transition zone, and the velocity decreases
when the fluid reaches the impinging region.
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Figure 9. Normalized mean axial velocity V/Vb along the jet centerline.

Figures 10 and 11 show the dimensionless horizontal velocity component and vertical velocity
component distributions at different x positions (Re = 35,100). It can be seen from Figure 9 that when
H/D = 1, the horizontal velocity component reaches a maximum value at x/D = 0.8, which is about
1.05; when H/D = 3, the maximum horizontal velocity component is about 0.95. When H/D = 6,
the horizontal velocity component reaches the maximum value at x/D = 1, which is about 0.72. As
shown in Figure 10, as x increases, the vertical velocity component gradually decreases.
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Figure 10. Development of mean horizontal velocity (Vx/Vb) along the horizontal direction at different
vertical locations on the near-wall region:(a) H/D = 1; (b) H/D = 3; (c) H/D = 6; (d) H/D = 8.
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Figure 11. Development of mean vertical velocity (Vz/Vb) along the horizontal direction at different
vertical locations on the near-wall region: (a) H/D = 1; (b) H/D = 3; (c) H/D = 6; (d) H/D = 8.

Figure 12 shows the axial distribution of the average velocity V/Vb at different x positions (H/D = 3,
Re = 35,100). It can be seen that, with the development of the wall jet, the local maximum velocity
decreases gradually, and the thickness of the wall jet increases gradually. Figure 13 shows the maximum
velocity Vm/Vb distribution of the wall jet in the forward flow direction (Re = 35,100). As shown in
the figure, when H/D ≤ 8, there is a large difference in the value of Vm/Vb at different impinging
heights in the region of x/D ≤ 2, and a small difference in the region of x/D > 2, and the fitting formula
Vm/Vb = (x/D)−1 is very consistent.
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Figure 12. Variation of normalized average velocity V/Vb.
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Figure 13. Variation of normalized maximum velocity Vm/Vb along the x direction.

3.2. Time-Averaged Impinging Pressure Distribution

Figure 14 shows the pressure contour (Re = 35,100) of the impingement plane (oxy plane) with
different impinging heights. When H/D = 1, the pressure on the impingement plate is circular and
symmetrical, and the maximum pressure is obtained at the impinging point. As the impinging height
increases, the maximum impinging pressure on the impingement plane gradually decreases.
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Figure 14. Pressure contour of the plane (oxy plane) of jet at various impinging height: (a) H/D = 1;
(b) H/D = 2; (c) H/D = 3; (d) H/D = 4; (e) H/D = 6; (f) H/D = 8.

Figure 15 shows the change of the maximum pressure coefficient Cpmax with H/D, and the numerical
results are fitted with a straight line. The fitting formula is:

Cpmax =
Pmax − P0

1
2ρV2

b

= −0.012(
H
D
)

2
+ 0.011

H
D

+ 1.539 (1)
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Figure 15. Variation of Cpmax as a function of H/D.

The applicable range of formula (1) is θ = 90◦, 11,700 ≤ Re ≤ 35,100. It can be seen that the
decreasing rate of Cpmax gradually increases with H/D.

Figure 16 shows the distribution of the pressure coefficient Cp on the x-axis at different heights. It
can be seen that Cp increases first and then decreases with the increase of x. The effective impinging
pressure range is within −2 ≤ x/D ≤ 2, which is independent of the impinging height. The impinging
pressure is dimensionless treated with P/Pmax as the ordinate and x/D as the abscissa. The pressure
distribution under different impinging heights is shown in Figure 17. It can be seen that the jet pressure
distributions at different impinging heights are similar. When H/D ≤ 6, the dimensionless pressure
distribution is almost the same. When H/D = 8, the dimensionless pressure distribution range increases,
and the pressure concentration degree decreases.
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Figure 16. Variation of the pressure coefficient Cp along the x axis in the flow direction.

 
Figure 17. Variation of the pressure P/Pmax along the x axis in the flow direction.
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4. Conclusions

In this manuscript, submerged impinging water jets with different impinging heights were
investigated in depth, by using CFD based on the W-A turbulence model, and the conclusions can be
shown as follows:

(1) The jet flow is highly dependent on the impinging height H, but is relatively insensitive to
Re. The normalized mean velocity V/Vb along the jet centerline remains constant in the potential-core
region, and decreases rapidly in the transition zone and the impinging region. With the increase of
impinging height, the diffusion degree of the jet flow reaching the impinging region increases and
the velocity decreases gradually. Near the stagnation point, the fluid velocity increases first and
then decreases.

(2) In the impinging region, the jet decelerates rapidly and starts to flow along the wall in
the transverse direction. With the increase of impinging height, the value of the maximum axial
velocity Vm/Vb decreases rapidly in the region of x/D ≤ 2 (impinging region), while it remains basically
unchanged in the region of x/D > 2 (wall-jet region), which also keeps consistent with x/D. It shows
that the velocity distribution in the wall-jet region is relatively insensitive to impinging height.

(3) The pressure coefficient Cp along the plane mainly concentrates on the impinging region in
the range -2 ≤ x/D ≤ 2, with the maximum value being observed at the stagnant point. The maximum
impinging pressure coefficient at the impinging plate decreases with the impinging height, and the
decreasing rate increases constantly.
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Abstract: Recirculation in a combustion chamber is required for stabilizing the flame and reducing
pollutants. The swirlers can generate recirculation in a combustion chamber, inducing a swirling
flow that breaks vorticity and improves the mixing of air and fuel. The swirl number (Sn) is related
to the formation of recirculation in conditions of high-intensity flows with Sn > 0.6. Thus, the
optimized design of a swirler is necessary to generate enough turbulence that keeps the flame stable.
We present the optimized design of a swirler considering the main parameters for a non-premixed
combustion chamber. This optimization is made with genetic algorithms to ensure the generation
of a recirculation zone in the combustion chamber. This recirculation phenomenon is simulated
using computational fluid dynamics (CFD) models and applying the renormalization group (RNG)
k-ε turbulence method. The chemistry is parameterized as a function of the mixture fraction and
dissipation rate. A CFD comparison of a baseline swirler model and the proposed optimized swirler
model shows that a recirculation zone with high intensity and longer length is generated in the
primary zone of the combustion chamber when the optimized model is used. Furthermore, the CFD
models depict swirling effects in the turbulent non-premixed flame, in which the stabilization is
sensitive to the recirculation zone. The temperature results obtained with the CFD models agree well
with the experimental results. The proposed design can help designers enhance the performance of
combustion chambers and decrease the generation of CO and NOx.

Keywords: swirler; optimized; genetic algorithms; recirculation; combustion; CFD; experimental validation

1. Introduction

Recirculation has an important role in most combustion systems. Several equipments such
as combustion chambers, gas turbines, and industrial furnaces need recirculation to increase the
combustion efficiency and keep the flame stable [1–3]. Recirculation is generated by a reversible
toroidal flow that causes a low-pressure zone and a break in the vorticity [4]. This allows efficient
mixing between hot gaseous fuel and fresh air entering the combustor [5,6]. Lefebvre and Ballal [7]
showed that the process of mixing and combustion occurs inside the primary zone. This primary zone
provides an anchor to flame and supplies the temperature, time, and turbulence necessary to achieve
complete combustion [8]. The formation of a recirculation zone depends on the swirl number, which is
an important parameter in swirling flows [9]. It allows the generation of toroidal recirculation zone to
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burn the fuel and prevent the formation of nitrogen oxide (NOx). Mundus and Kwark [10,11] reported
that the emissions generated during the combustion can be reduced keeping a flow with rotation
and controlling the flame intensity. The flame instability can increase the CO and NOx emissions;
therefore, swirl flows with a sufficient amount of turbulence are required to induce a reversal flow and
define a recirculation zone [12–17]. Tuttle [18] described the importance of mechanical components
to generate a recirculation zone inside a combustion chamber. Tejeda-del-Cueto [19] indicated that
flame stability could be achieved through three means: the generation of turbulence using a bluff body,
swirling the flow or a combination with a bluff body to improve mixing of the reactants, and finally the
optimization of air injection. Furthermore, Kilik [20] studied high-intensity turbulence in the primary
zone using perforated plates with spiral-shaped strips inside a tube or by swirler, which was the most
efficient method to inject tangential flows.

A swirler has a set of directed vanes to generate a centrifugal force in the flow, which moves the
fluid with a swirling shape within the walls of the flame tube (liner). Valera-Medina [21] observed
that flow with high turbulence can produce constant temperature during combustion, avoiding the
formation of hot spots. The vane angle of a swirler influences the flame behavior and the pollutant
emissions [21–23]. For the swirler design, it is necessary to develop analytical and numerical methods
to optimize their performance. Several experimental studies have determined the rotatory flows
generated by swirlers and their effect on combustion [24–28]. In addition, computational fluid dynamics
(CFD) models have been used to predict the flow behavior in function of the swirler geometry [29–34].
The swirler designs are based on preliminary combustion chamber models [11,29,35,36]. Swirler
geometry is defined by variables such as the swirl number, pressure drop due to mass flow, and the
area of the swirler. These variables influence the formation of a recirculation zone at the primary area
inside the combustion chamber as well as flame stability [35].

Genetic algorithm (GA) is a method that is used to solve constrained and unconstrained
optimization problems considering natural selection and genetics [37]. Hiroyasu [38] used genetic
algorithms to improve fuel efficiency and reduce the generation of pollutants during the combustion of
a diesel engine. By using this method, the operating costs and NOx generation were reduced. On the
other hand, Seneca et al. [39] and Liu et al. [40] used genetic algorithms to determine the optimal
geometry of a combustion chamber, reducing the fuel consumption and pollutant emissions. They
observed that NOx generation and fuel consumption are reduced by varying the parameters of fuel
injection and the geometry of the combustion chamber. In order to improve the performance of a
combustion chamber, we propone the optimal design of a swirler using genetic algorithms. This design
considers the main parameters of a swirler and the physical limitations of the combustor, as well as
the conditions to enhance the recirculation in the combustion chamber. In addition, CFD models are
developed to study the recirculation zone generated by the swirler and the temperature behavior of the
flame under real operating conditions. The results of the CFD simulations show suitable conditions for
a complete combustion. Furthermore, the optimized swirler generates high-intensity turbulence that
can decrease the formation of CO and NOx. The response of the temperature behavior obtained using
CFD models agrees well with the experimental results.

2. Design

A swirler induces a flow with rotation to generate axisymmetric stagnation in the center of the
flame tube, improving the flame stability [41]. Nowadays, there are two types of swirlers [42]: annular
and axial. In this work, we present the optimized design of an axial swirler. Figure 1 depicts a schematic
view of an axial swirler, in which the flow is axially applied.
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Figure 1. Schematic view of an axial swirler.

The vanes of an axial swirler have an outlet angle used to direct the air flow. This swirler generates
a low-pressure drop, since vanes do not have a sharp change of direction. Keshtkar [43] demonstrated
that the variation of vane angle can affect the size of the flame and decrease the pollutants generated
during combustion. These swirler vanes can be designed with two shape types: flat or curved [44].
Thus, Beer and Syred [45] evaluated the performance of curved and flat vanes of swirlers. They
reported that curved vanes achieve higher efficiency (about 70%) and generate less pressure drop
compared with flat vanes. Lefebvre and Ballal [7] described a conventional notation for elements of an
axial swirler, as shown in Figure 2.

Figure 2. Geometrical parameters of the main elements of an axial swirler. Where Dsw is the swirler
diameter, θ is the vane angle, Dhub is the swirler hub diameter, c is the vane chord, s is the vane space,
and z is the annular space length formed by the hub diameter and the swirler diameter.

3. Design of Swirler

The design procedure presented in this work follows steps as shown in Figure 3. The operating
conditions and physical dimensions of the combustion chamber defined the starting point for
optimization. Deep research was done to determine the variables, objective (fitness) function, limits,
and restrictions for running the genetic algorithm. The design procedure finished when the swirl
number is maximized, keeping variables within the established limits.
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Figure 3. Flow chart of design procedure.

Generally, the design of swirlers is based on three variables: swirl number, mass flow, and swirler
area [7].

3.1. Swirl Number

The swirl number (Sn) is the main variable considered in swirler design. The swirl number is the
ratio of the axial flux of angular momentum (Gt) to the axial flux of the axial momentum (Gx). The
swirl number can be determined by [43]:

Sn =
Gt

Gxra
(1)

where ra is the hydraulic radius.
Beer and Syred [45] proposed the following equation to determine the swirl number (Sn) in an

annular swirler with a constant vane angle:

Sn =
2
3

⎛⎜⎜⎜⎜⎜⎜⎜⎝1−
(Dhub

Dsw

)3
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(Dhub

Dsw

)2

⎞⎟⎟⎟⎟⎟⎟⎟⎠ tan(θ). (2)

3.2. Mass Flow

Knight and Walker [46] reported that the mass flow (
.

msw) of air entering the combustion chamber
is a requirement in the swirler design. The

.
msw can be expressed as:
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where Asw is the swirler frontal area, AL is the liner area, ΔPcomb is the pressure drop through combustor,
ksw is the vane shape factor, and ρ is the air density.

The pressure drop (ΔPsw) in the combustor due to the mass flow in a swirler must be minimal.

3.3. Swirler Area

The frontal area (Asw) of the swirler represents the relationship between the frontal annular area
and the area occupied by the vane profiles. This parameter can be calculated by [47]:

Asw =
π
4

(
D2

sw −D2
hub

)
− nvtv

2
(Dsw −Dhub) (4)

where nv is the number of swirler vanes and tv is the thickness of the swirler vane.

4. Genetic Algorithm

The genetic algorithm (GA) of MATLAB (R2015b, The MathWorks, Inc., Natick, USA) is a tool that
enables defining the value of the parameters involved in an optimization process. These parameters
are restricted by limits that allow the values to be optimized efficiently [37]. The genetic algorithm used
in this work is based on generating a set of individuals called a population of possible solutions; these
individuals are manipulated through the intervention of the following operators: selection, crossover,
and mutation to generate a new generation of individuals. When the new generation is created, the
new individuals are analyzed, and their properties are evaluated to determine if convergence criteria
are satisfied or not. If the convergence criteria are satisfactory, the process stops, but if the convergence
criteria are not satisfactory, the process continues until a convergence solution is found [48,49].

4.1. Objective Function

In the design of swirlers, we consider three main parameters: the swirl number, the mass flow,
and the swirler area. We propone the swirl number as objective function, which will be maximized to
achieve a stability in the flame. This is due to the generation of a recirculation zone in the combustion
chamber. The objective function of swirl number (Sn) can be represented by:

Sn =
2
3

(D2
sw + DswDhub + D2

hub)(tanθ)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
(

4Dsw
π(Dsw−Dhub)

)⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
√

sec2 θ(
2ρΔPcomb
ksw

.
m2

sw

) + (
2nvtvDsw

π

)⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5)

where ΔPsw is the swirler pressure drop, nv is the number of vanes,
.

msw is the mass air flow, and tv is
the thickness.

4.2. Limits

Table 1 shows the values of ksw, nv, tv, and θ recommended by [46,50] for swirler design.
These values can allow the generation of a recirculation zone in the combustion chamber. However,
Keshtkar [43] and Beer and Syred [45] reported that a similar behavior of the recirculation zone is
generated starting with a vane angle of 10◦. Based on these research studies, the minimum angle value
is modified. In addition, the shape of the curved vane is considered. Table 2 depicts the range of values
of the main geometrical parameters used by the genetic algorithm in the swirler design.
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Table 1. Recommended values of geometrical parameters for the swirler design.

Geometrical Parameter Minimum Maximum

θ 30◦ 60◦
tv 0.7 mm 1.5 mm
nv 8 16
ksw 1.15 (curved vane) 1.3 (flat vane)

Table 2. Limits of the geometrical parameters used in the genetic algorithms for the swirler design.

Variable Minimum Maximum

θ 10◦ 60◦
tv 0.7 mm 1.5 mm
nv 8 16

4.3. Restriction Parameters

The swirl number directly influences the formation of the recirculation zone in the combustion
chamber. However, it is necessary for a higher turbulence intensity of the flow. For this, the swirl
number must increase to generate a backward flow. Beer and Syred [45] indicated that flows with
high-intensity turbulence have a range of swirl numbers between 0.6 and 2.5. Thus, the recirculation
zone increases, which establishes the main restriction of the objective function in the genetic algorithms.

Another parameter is the ratio of the hub diameter (Dhub) to the swirler diameter (Dsw). This ratio
allows the reduction of the pressure drop in the flow, which is established by the ratio Dhub/Dsw. This
ratio has a recommended value to reduce losses of Dhub/Dsw = 0.5. Nevertheless, Beer and Syred [45]
expressed that recirculation zones with similar behavior can be generated when the ratio Dhub/Dsw has
values from 0.4 to 0.6. Based on this restriction and considering Dsw = 9.8 cm, Dhub is measured from
the ratios Dhub/D sw= 0.4 and Dhub/Dsw = 0.6. Thus, the maximum and minimum dimensions of Dhub
are 5.88 cm and 3.92 cm, respectively. Another restriction is added regarding the need to insert the fuel
injector at the center of the swirler. It is established that the minimum value of Dhub is 5 cm. Table 3
shows the values of the restriction parameters used in genetic algorithms.

Table 3. Range of restrictions for swirler design using genetic algorithms.

Restrictions Minimum Maximum

Sn 0.6 2.5
Dhub/Dsw 0.4 0.6

Dhub 0.05 m 0.0588 m

4.4. Constant Values

Figure 4 shows the different components of the combustion chamber design. In this design, the
diffuser has a length of 5.6 cm, an inlet diameter of 6 cm, and an outlet diameter of 15.70 cm. The flame
tube has a cylindrical shape with an internal diameter and length of 10.70 cm and 26.10 cm, respectively.
It has 5 secondary holes with diameters of 0.54 cm around the flame tube, which are located 12 cm
from the air inlet. Moreover, it has 5 tertiary holes with diameters of 1.20 cm that are located 18 cm
from the air inlet. The fuel injector has a diameter of 1.30 cm and a length of 11.50 cm. Combustion
exhaust gases leave the chamber through a nozzle, which has a length of 5.60 cm and interior and
outer diameters of 15.70 cm and 6.0 cm, respectively. The combustion chamber has two peepholes of
2.54 cm diameter. The first and second peephole are located 20.60 cm and 26.60 cm from the air inlet,
respectively. Table 4 shows the values of different parameters used in the objective function of the
genetic algorithm.
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Figure 4. Diffuse flame combustion chamber.

Table 4. Values of different parameters considered in the objective function of the swirl number.

Parameters Value

Internal diameter of the case 0.157 m
Diameter of combustor 0.107 m

Minimum diameter of diffuser 0.06 m
Air density 1.16 kg/m3

Vane shape factor 1.15
Air mass flow 4.398 × 10−2 kg/s

Percentage of air entering the combustor 70%
Combustor pressure drop relative to dynamic pressure 20 Pa

Ratio of the combustor pressure drop to the combustor inlet 0.06
Gas constant 286.9 N m/kg

Temperature of incoming air 303.15 K

4.5. Optimal Values

The swirler depth is determined in proportion to Dsw, considering 40% of the swirler diameter.
Table 5 shows the values obtained by the genetic algorithm. In addition, Figure 5 depicts the final
design of the optimized swirler with the coupled injector.

Table 5. Values of optimum swirler design obtained by genetic algorithm.

θ nv tv Dhub Depth

18◦ 8 0.001 m 0.0576 m 0.039 m

Figure 5. Optimized design of swirler with injector.
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The solidity is a parameter that intervenes in swirler design and is defined as the ratio of vane
chord length to vane pitch. Martin [51] described that for an axial swirler, the solidity as a function of
the vane angle is defined by the following equation:

σ =
c sinθ

s
(6)

where σ is the solidity of the vane, c is the chord, θ is the vane angle, and s is the gap between
adjacent vanes.

Considering this, the solidity of the vanes of the designed swirler has a value of 0.51, which
indicates that the flow area increases, reducing the pressure drop of the element. In addition to this,
since it is a value less than 1, the generation of a high-intensity swirl number is favored.

5. Numerical Models

5.1. CFD Model

5.1.1. Turbulence Model

The RNG k-ε turbulence model is a variation of the standard k-ε turbulence model derived by
Yakhot and Orszag, and it is based on the infinite scale expansion in η [52]. This replaces the constant
Cε1 by the function Cε1RNG within the transport equation for turbulence dissipation and is based on
the theory of renormalization of groups through the solution of transport equations for the generation
and dissipation of turbulence [53]. The turbulence model used for the analysis of recirculation zone
and the flame behavior generated by proposed the swirler have been used in several research studies
related to rotational flows, providing correct results in the turbulence developed in flows with high
rotation and also good results in predicting the behavior of the steady-state combustion [54–58]. This
RNG k-ε turbulence model can be represented as:

∂(ρk)
∂t

+
∂
(
ρujk

)
∂xj

=
∂
∂xj
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μt

σk
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with

μt = ρCμ
k2

ε
(9)

Cε1RNG = 1.42−
η
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(10)
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/ρCμε
)

(11)

where the term μt represents the turbulent viscosity and the value of the constants are Cμ = 0.085,
Cε2 = 1.68, σε = 1.3, σk = 1.0, β = 0.015, and η0 = 4.38.

5.1.2. Laminar Flamelet Model

The laminar flamelet model is based on the temperature and species mass fractions transport
equations. These equations are standardized in terms of two variables: scalar dissipation (χ) and
mixture fraction (Z) [59,60], and they can be represented by:

ρ
∂Yi
∂t

= ρ
χ
2
∂2Yi

∂Z2 + wi − ρ
(Dχ

2

)1/2
k
∂Yi
∂Z

(12)

308



Energies 2020, 13, 2240

ρ
∂T
∂t

= ρ
χ
2
∂2T
∂Z2 + wT − ρ

(Dχ
2

)1/2
k
∂Y
∂Z

(13)

where wT and wi are the chemical sources for temperature and species, Yi is the mass fraction of the
specie i, T is the temperature, k is the curvature of a mixture fraction iso-line, and t represents the time.

The laminar flamelet model uses the mixture fraction (Z) to incorporate chemical reactions
into the flame during turbulent combustion [61]. To quantify the proximity to balance, this model
employs scalar dissipation (χ), which represents the stretching of the flame [60]. These parameters are
expressed by:

χ = 2D|∇Z|2 (14)

ρ
∂Z
∂t

+ ρvk
∂Z
∂χ

=
∂
∂χ

(
ρD

∂Z
∂χ

)
(15)

where D is the diffusion coefficient and vk is the velocity.
Combustion is studied using the laminar flamelet model with a chemical kinetics mechanism [62],

which incorporates 58 pollutants (including CO and CO2) and 270 reactions, but the chemical kinetics
mechanism for NOx production is not included in this model.

5.1.3. Numerical Modeling

Meshing and Boundary Conditions

A CFD model of the combustion chamber is developed to study its performance using the finite
volume method in Fluent ANSYS. Combustion is modeled using liquefied petroleum gas (LPG) as
fuel, which is a mixture of 80% propane and 20% butane on a volumetric basis. This concentration can
decrease the contaminant emissions [63]. Figure 6 shows the longitudinal section of the combustion
chamber mesh.

 
Figure 6. Mesh used in the computational fluid dynamics (CFD) model of the combustion chamber,
including a view of the boundary layer on the swirler vanes (right), the boundary of the thermocouple
(top), and the elements of the burner (bottom).

The mesh used represents the entire volume of the combustion chamber, and it is set to simulate
the fluid that constitutes the flow along the combustor. The mesh is of the tetrahedral type and the
use of a boundary layer is established in the swirler vanes, with local refinement on the internal
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and external surfaces of the vanes. The mesh has 7,555,837 elements and 1,565,195 nodes with an
approximate quality of 84%. The residual values of continuity, momentum, turbulent kinetic energy,
mixture fraction, and variance of mixture fraction were 10-4, while for energy, it was 10-7.

Table 6 indicates the boundary conditions used in the CFD model of the combustion chamber.

Table 6. Boundary conditions for numerical analysis.

Variable Value

Air inlet pressure 2100 (Pa)
Mass air flow 4.398 × 10−2 (kg/s)

Air temperature 303.15 (K)
Fuel inlet pressure 2100 (Pa)

Mass fuel flow 2.95 × 10−4 (kg/s)
Fuel temperature 300.15 (K)

Combustion chamber outlet pressure 375 (kg/s)
Wall temperature 300 (K)

Given that the model is based on density terms, the second-order upwind discretization scheme is
used. This scheme provides a higher-order precision at the cell faces using Taylor series expansion of
the cell-centered solution at its centroid [64,65].

Cold Air Flow

The recirculation zone generated by the optimized swirler was compared to a baseline swirler
under the same boundary conditions. Figure 7 shows the views of the optimized swirler and the
baseline swirler. Figure 7a,b shows isometric and front views of the baseline swirler, while Figure 7c,d
depicts the isometric and front views of the optimized swirler.

Figure 7. Swirlers compared in numerical analysis. (a) baseline swirler, (b) front view of the baseline
swirler, (c) proposed optimized swirler, (d) front view of the proposed optimized swirler.

Table 7 shows the comparison of the design parameters for both an optimized swirler and
baseline swirler.

Table 7. Comparative table of the design parameters of the swirlers.

θ nv tv Dhub Depth Sn

Optimized swirler model 18◦ 8 0.001 m 0.0576 m 0.039 m 2.48
Baseline swirler model 12◦ 5 0.0015 m 0.06 m 0.03 m 0.18
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Figure 8 shows the behavior of the flow circulating in the combustion chamber. Figure 8a
represents the velocity path lines generated by the optimized swirler. On the other hand, Figure 8b
shows the velocity path lines generated by the baseline swirler. It is observed that the recirculation
zone generated by the optimized swirler has a longer length than the baseline swirler and the velocities
developed reach up to 5 m/s; it is also observed that a high-intensity turbulence zone is developed at
the primary zone. Additionally, a low-speed region is found at the combustion chamber core, ending
close to the secondary zone. The recirculation zone obtained with the baseline swirler is wider and
shorter than its optimized counterpart. The recirculation zone ends at the primary zone and is bounded
by the hub of the swirler. Velocities developed with the baseline swirler are smaller, having average
values of 3 m/s.

 
Figure 8. Path lines of velocity along the yz plane of a CFD model of a combustion chamber.
(a) Recirculation zone generated by the optimized swirler model, (b) recirculation zone generated by
the baseline swirler model.

As the optimized swirler shows better behavior, further analysis is performed regarding cold air
flow conditions. Figure 9 shows the air velocity streamlines in the zx plane of the combustion chamber
using the optimized swirler. Figure 9a depicts a recirculation core formed by air inside the primary
zone, which benefits the mixing process by retaining the particles in that zone and delays the process
in order to burn properly. In addition, Figure 9b illustrates the rotating flow along the combustor.
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Figure 9. View of air velocity streamlines along zx plane of a CFD model of a combustion chamber.

Combustion

Figure 10 shows several xy planes along the combustion chamber used to show flow behavior
during combustion conditions. The origin point is considered at the inlet of the combustion chamber,
and each plane is located at the following distances: plane 1 (10.50 cm), plane 2 (14 cm), plane 3
(17.60 cm), plane 4 (23.60 cm), plane 5 (26.60 cm), and plane 6 (30 cm).

 
Figure 10. xy planes and origin point of the combustion chamber. (a) plane 1, (b) plane 2, (c) plane 3,
(d) plane 4, (e) plane 5, (f) plane 6, and (g) origin point.

Figure 11a,b depict the optimized and baseline swirler velocity vectors in plane 1, respectively.
Figure 11a shows that the slowest velocity zone is located at the center of the combustion chamber and
has a hub-like shape. In this zone, average velocities of 3 m/s are obtained, and it is surrounded by a
uniform high-velocity zone, with maximum velocities of 14 m/s. On the other hand, in Figure 11b, it is
observed that the zone of low velocity begins at the center of the combustor and has a star-like shape,
which expands from the center of the hub to the radially middle section of the swirler vanes. This
low-velocity zone is surrounded by a high-velocity zone, with an average value of 9 m/s.

312



Energies 2020, 13, 2240

 
Figure 11. Velocity vectors during combustion in plane 1 of the combustion chamber. (a) Optimized
swirler, (b) baseline swirler.

Figure 12a,b represent the velocity vectors in plane 2 of the combustion chamber with the optimized
and baseline swirler, respectively. Figure 12a shows that the size of the low-velocity zone decreased
and remains at the center of the combustion chamber. It is also observed that the vectors surrounding
the low-velocity zone maintain a constant speed of 8 m/s and rotate inside the flame tube. On the
other hand, in Figure 12b, it is observed that the velocity remains constant inside the flame tube with
velocity magnitudes comparable to those of the optimized swirler; however, the direction of the vectors
indicates that there is no a swirling pattern in the transverse plane to achieve a constant rotation. Most
of the air flow passing through the combustion chamber is located in the annular area between the
casing and the flame tube.

 
Figure 12. Velocity vectors during combustion in plane 2 of the combustion chamber. (a) Optimized
swirler, (b) baseline swirler.

Figure 13a,b represent the velocity vectors in plane 3 of the combustion chamber with the optimized
and baseline swirler, respectively. It is observed that in Figure 13a, high velocities are kept constant
near the liner walls while in the central zone, a low-velocity profile is found; however, the flow is
maintained rotating throughout the transverse plane of the flame tube. In addition, it is observed
that fresh air enters the flame tube through the secondary holes, which will benefit the burning of
unburned fuel in the primary zone. On the other hand, Figure 13b shows that a low-velocity zone is
generated at the central portion of the combustion chamber, with an approximate velocity of 3 m/s,
which is surrounded by a higher velocity zone. It is also observed that there is a rotation of the flow
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at the central zone of the combustor compared to the flow at the liner walls; moreover, the fresh air
entering the flame tube has a higher velocity than the model with the optimized swirler.

 
Figure 13. Velocity vectors during combustion in plane 3 of the combustion chamber. (a) Optimized
swirler, (b) baseline swirler.

Figure 14, Figure 15, and Figure 16 show the vectors of planes 4, 5, and 6 of the combustion
chamber; Figure 14a, Figure 15a, and Figure 16a represent the optimized swirler, and Figure 14b,
Figure 15b, and Figure 16b correspond to the baseline swirler. Figure 14a, Figure 15a, and Figure 16a
show that the velocity profile pattern in the transverse plane remains constant and rotating inside the
flame tube; furthermore, it is observed that air flow enters through the tertiary holes of the combustor
and peephole 2. On the other hand, in Figure 14b, Figure 15b, and Figure 16b, it is observed that the
flow field does not have a constant velocity pattern along the flame tube; instead, low-velocity zones
and a low-intensity rotating flow is given, even though flow also enters through the tertiary holes and
peephole 2.

 
Figure 14. Velocity vectors during combustion in plane 4 of the combustion chamber. (a) Optimized
swirler, (b) baseline swirler.
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Figure 15. Velocity vectors during combustion in plane 5 of the combustion chamber. (a) Optimized
swirler, (b) baseline swirler.

 
Figure 16. Velocity vectors during combustion in plane 6 of the combustion chamber. (a) Optimized
swirler, (b) baseline swirler.

A pressure drops comparison of the air flow circulating through both optimized and baseline
swirlers is shown in Figure 17. Figure 17a shows an air flow pressure at the optimized swirler inlet with
an average value of 616 Pa; meanwhile, the same variable measured at the outlet has an average value
of 587 Pa, as shown in Figure 17b. Pressure drop is created mainly on the swirler internal walls with
an average value of 29 Pa; such value is compared with the reference value of Table 4 of 20 Pa. This
represents an acceptable approximation to be used with the GA. On the other hand, from Figure 17c–d,
it is observed that the baseline swirler has the following values: an inlet pressure of 616 Pa and an
outlet pressure of 530 Pa. Therefore, the pressure drop is 86 Pa, which represents a higher value than
the reference in Table 4.

The temperature profile in all six xy planes of the combustion chamber model using the optimized
swirler are shown in Figure 18. Figure 18a shows the temperature distribution in the primary zone of
the combustion chamber where an annular shaped high-temperature zone is developed around the
fuel injector limited by the hub of the swirler. At plane 1, we observe a region with a local mixture with
the highest fuel flow fraction, and it generates the highest temperature region matching the highest
velocities, while at the lower velocity zones, the temperature decreases. Figure 18b shows that the
highest local temperature is close to 1200 K and is located at the central low-velocity zone caused by a
local air–fuel mixture with the highest fuel flow fraction in this plane. Figure 18c depicts that highest
global temperature is close to 1790 K located at the center of the combustion chamber, where the local
air–fuel mixture has the highest fuel flow fraction, matching in this case with the low-velocity zone.
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In Figure 18d, a decrement in temperature at the combustor core is observed, which is caused mainly by
fresh air entering the tertiary holes, obtaining a highest local temperature close to 1450 K. Figure 18e,f
show the dilution zone with a reduction in the global temperature; comparison between planes 5 and 6
reveals a similar temperature profile corresponding with both planes having a similar velocity profile.

 
Figure 17. Pressure drop of the air flow generated by the swirler. (a) Pressure at the optimized swirler
inlet, (b) pressure at the optimized swirler outlet, (c) pressure at the baseline swirler inlet, (d) pressure
at the baseline swirler outlet.

Figure 18. Results of temperature profile in different xy planes of a CFD model of a combustion chamber
with optimized swirler. (a) Plane 1 (10.50 cm), (b) plane 2 (14 cm), (c) plane 3 (17.60 cm), (d) plane 4
(23.60 cm), (e) plane 5 (26.60 cm), and (f) plane 6 (30 cm).

Figure 19 shows the temperature profile in all six xy planes of the combustion chamber model with
the baseline swirler. Figure 19a contains the highest global temperature with approximately 1900 K
located at a low-velocity star-like shaped zone as in Figure 11b, while the lower local temperatures
match the high-velocity zones; for this plane, a local air–fuel mixture with the highest fuel flow fraction
is found at the aforementioned star-like shape. In Figure 19b, the global temperature decreases with
values up to 1480 K corresponding to a decrease in the fuel flow fraction; this behavior matches the
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increment in flow velocity, keeping a similar shape as in plane 1. Figure 19c shows that the air flow
coming from secondary holes makes the temperature decrease to an average value of 900 K, given
that at this plane, a low-velocity zone is kept at the center of the flame tube. Figure 19d–f depict
temperature profiles with approximate values of 740 K.

Figure 19. Results of temperature profile in different xy planes of a CFD model of a combustion chamber
with a baseline swirler. (a) Plane 1 (10.50 cm), (b) plane 2 (14 cm), (c) plane 3 (17.60 cm), (d) plane 4
(23.60 cm), (e) plane 5 (26.60 cm), and (f) plane 6 (30 cm).

Figure 20 shows the mole fraction of the CO profile in all six xy planes of the combustion chamber
model using the optimized swirler. Figure 20a shows a symmetric distribution of the mole fraction
of CO at the center of the plane, where CO appears as a result of fuel burning. Figure 20b depicts
plane 2 corresponding to the primary zone of the combustion chamber where the highest global mole
fraction of CO is located at the combustion core. Figure 20c describes plane 3 containing mainly a
cross-section of the secondary zone; it can be observed that the mole fraction of CO decreases as an
effect of fresh air entering from the secondary holes, allowing CO to oxidize and form CO2. Figure 20d
shows a significant reduction in mole fraction of CO, while in Figure 20e,f, the formation of CO reaches
its minimum.

Figure 20. Results of mole fraction of CO profile in different xy planes of a CFD model of a combustion
chamber with an optimized swirler. (a) Plane 1 (10.50 cm), (b) plane 2 (14 cm), (c) plane 3 (17.60 cm),
(d) plane 4 (23.60 cm), (e) plane 5 (26.60 cm), and (f) plane 6 (30 cm).
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In Figure 21, the mole fraction of CO generated during combustion with the baseline swirler is
visualized. Figure 21a shows the mole fraction of CO in plane 1 keeping a star-like shape as in the
low-velocity zone shown in Figure 11, indicating that combustion happens in this zone. The mole
fraction of CO in planes 2–6 is minimal, as there is no CO generation as shown in Figure 21b–f.

 
Figure 21. Results of mole fraction of CO profile in different xy planes of a CFD model of a combustion
chamber with a baseline swirler. (a) Plane 1 (10.50 cm), (b) plane 2 (14 cm), (c) plane 3 (17.60 cm),
(d) plane 4 (23.60 cm), (e) plane 5 (26.60 cm), and (f) plane 6 (30 cm).

Figure 22 shows the mole fraction of the CO2 profile resulting from using the optimized swirler in
the six reference planes used to describe the combustion chamber. Figure 22a shows the CO2 generated
when fuel starts to burn, getting a symmetric pattern around the fuel injector. A mole fraction of CO2

with an annular shape is observed at the core area of plane 2 in Figure 22b. Figure 22c describes the
behavior of the secondary zone in the combustion chamber where the highest global mole fraction of
CO2 is obtained matching the plane with the highest global temperature; this phenomenon is the result
of CO reacting with oxygen entering from the secondary holes to produce CO2. Figure 22d–f depict the
dilution zone as the mole fraction of CO2 decreases closer to the combustion chamber outlet caused by
air flowing through tertiary holes and peephole 2; CO2 has an uniform distribution across the planes.

 
Figure 22. Results of mole fraction of a CO2 profile in different xy planes of a CFD model of a combustion
chamber with an optimized swirler. (a) Plane 1 (10.50 cm), (b) plane 2 (14 cm), (c) plane 3 (17.60 cm),
(d) plane 4 (23.60 cm), (e) plane 5 (26.60 cm), and (f) plane 6 (30 cm).
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The mole fraction of CO2 distribution obtained with the baseline swirler is given in Figure 23.
Figure 23a demonstrates that the highest global mole fraction of CO2 has a star-like shape similar to the
behavior of CO distribution across this plane, as shown in Figure 21a. Figure 23b shows how the star-like
shape is preserved; however, the mole fraction of CO2 decreases. In plane 3 (Figure 23c), the mole
fraction of CO2 decreases, given that fuel flow was burnt at the two previous planes. In Figure 23d–f,
the mole fraction of CO2 is uniform and keeps decreasing closer to the combustion chamber outlet.

Figure 23. Results of mole fraction of the CO2 profile in different xy planes of the CFD model of a
combustion chamber with a baseline swirler. (a) Plane 1 (10.50 cm), (b) plane 2 (14 cm), (c) plane 3
(17.60 cm), (d) plane 4 (23.60 cm), (e) plane 5 (26.60 cm), and (f) plane 6 (30 cm).

5.2. Experimental Results

Once the objectives of the optimized swirler were verified with the numerical analysis, the
combustion experimental tests were carried out to compare the numerical data with the experimental
data and validate them.

A swirler prototype was used to measure the temperature behavior inside a combustion chamber.
For these measurements, the following conditions were employed: atmospheric pressure of 101,325 Pa,
ambient temperature of 303 K, air supply temperature of 305 K, fuel pressure of 2275 Pa, and fuel
temperature of 300 K. Figure 24 shows the combustion chamber with its main components.

 
Figure 24. Prototype of combustion chamber used in experimental tests.
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The temperature inside the combustion chamber was measured using a bimetallic thermocouple
(platinum–rhodium 13%), which allows obtaining temperature measurements ranging from 0 to
1450 ◦C with an uncertainty of +/− 1.5 ◦C. It has a ceramic insulating bar of 30 cm length and a ceramic
cover. The thermocouple was positioned in two peepholes of the combustion chamber at four different
positions. The reference for placing the thermocouple was the central axis of the combustion chamber.
Figure 25 depicts the thermocouple positions in both peepholes.

Figure 25. Schematic view of different positions of thermocouple in peephole 1 (left): (a) Position 1,
(b) position 2, (c) position 3, and (d) position 4, and peephole 2 (right): (e) position 1, (f) position 2,
(g) position 3, and (h) position 4.

Figure 26 shows the measurements of temperature in four different positions of the combustion
chamber. For peephole 1, the highest temperature was measured in position 1 with average temperatures
of 1002 K. On the contrary, the lowest temperature was registered in position 4 with average value of
438 K. For peephole 2, the highest temperature (1030 K) was achieved in position 1 and the lowest
temperature (438 K) was measured in position 4.
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Figure 26. Measurements of temperatures in four different positions of the combustion chamber.

Validation of Numerical Modeling

Figure 27 shows the temperature results obtained using the CFD model and experimental tests
in peephole 1 of the combustion chamber. The numerical results of the temperature agree well with
the measurement results. Figure 28 depicts the numerical and experimental values of temperature
in four different positions along peephole 2 of the combustion chamber. The numerical values of the
temperature agree well in comparison with measurement results.

Figure 27. Temperature in peephole 1 obtained using a CFD model and experimental tests.

Figure 28. Temperature in peephole 2 obtained using a CFD model and experimental tests.
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An infrared thermographic camera (Fluke) was used to visualize the distribution of temperature at
the outlet of the combustion chamber. The thermographic camera has a spatial resolution of 320 × 240
and it was configured as follows: emissivity 0.95, bottom temperature of 308.15 K, and transmission of
100%. Figure 29 shows the measurement of the temperature distribution at the exterior environment
of the combustion chamber. Low temperature is registered at the walls of the flame tube, while the
area of the nozzle outlet reaches the maximum temperature of 557 K. In addition, Figure 30 depicts
a thermal image of a cross-section at the combustion chamber outlet. It registers the temperature
profile, in which the highest temperature (638 K) is located at the center of the combustion chamber.
However, the internal walls of the combustion chamber have relatively low temperatures. Due to this,
the generation of hot spots inside the combustor is decreased.

Figure 29. Lateral thermal image of the combustion chamber.

Figure 30. Cross thermal image of the combustion chamber outlet.

6. Conclusions

The optimized design of a swirler using genetic algorithms to generate a recirculation zone in a
combustion chamber was presented. CFD models of the combustion chamber were developed using
ANSYS software (16.2, ANSYS, Inc., Pittsburgh, USA) through the FLUENT module. In these models,
the renormalization group (RNG) k-ε turbulence method was applied. The optimized design was
compared to a baseline design to verify optimization. Results obtained numerically showed that
the optimized swirler generates a recirculation zone with a longer length and less width. The flame
obtained using the optimized swirler was located at the center of the combustion chamber, while using
the baseline swirler, a flame was found upstream from the aforementioned location. The exhaust
temperature using the optimized swirler was higher than its baseline counterpart, even though the
same air–fuel ratio was used.
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The CFD models of the combustion chamber using the optimized swirler showed that the
stabilization was sensitive to the recirculation zone. In addition, the temperature behavior obtained
using the CFD models agreed well in comparison with the experimental results. The Thermographic
images showed that the external walls of the combustion chamber registered low-temperature values.

The prediction of the recirculation generated by the experimentally proposed swirler is beyond
the scope of this investigation; however, the implementation of the use of particle image velocimetry
(PIV) in future research is proposed to obtain parameters such as radial and axial velocities and the
swirl number produced by the proposed swirler.
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Abstract: In this study, the thermal characteristics of welding spatters were analyzed to predict the
risk of fire spread in the shield metal arc welding. The mean diameters and the distribution shapes of
the particles were investigated with the variation of the distribution coefficients using the modified
gamma distribution function. To quantify the heat source of the welding spatters, the previous
empirical equation for the heat transfer coefficient of Ranz and Marshall was analyzed regarding
the particle velocity and surface temperature. The order of magnitude for the convection and the
radiation were as performed to the particles and the base metal, respectively. The results, which are
only valid for Tp,m = 750 K and Tb,s = 2300 K, show that the radiation term is only 10% for a particle but
the convective term is only 6% for the base metal. Finally, the simplified model for the temperature
of the welding spatters was obtained and the validation results were within ±13%. The variations
of electrical power, droplet size, number of particles, and surface temperature were systematically
analyzed with the prediction model. The importance of safety conditions to prevent the fires spread
by welding spatter was suggested with electrical power, particle velocity, and numerical density of
the particles.

Keywords: welding spatter; distribution; shield arc metal welding; particle heat transfer; fire risk

1. Introduction

Welding can be divided into fusion, pressure, and soldering by applying heat and pressure to
the same or different types of metal materials to bond the solids together [1–3]. The fusion method
uses an electrode and an electrical power source to create a heat source, resulting in the base metal
reaching more than melting temperature and bonding together. Fusion types include gas metal arc
welding (GMAW) and shield metal arc welding (SMAW) [4–6]. The GMAW is an arc welding process
that uses a plasma arc between a continuous, consumable filler-metal electrode and the weld pool [7,8].
The SMAW, which is the most widely used in building construction, applies electrical power between
the metals, such as carbon steels alloy steels nickel and copper alloys, and the electrode to generate arc
heat, heating and binding the welds [9–11]. In this process, however, the unbound metals fall off and
generate numerous or large particles due to the high temperature of the arc discharge, also known
as welding spatters. The spread of these particles can make contact with a combustible material and,
if the particles are above the ignition point of the material, can cause a fire. The fire hazards from the
SMAW at building construction sites can occur when welding spatters make contact with the inward of
a pipe or other enclosed space filled with the flammable vapor or liquid [9–13]. In addition, flammable
materials, such as foam urethane or sandwich panels, can be ignited by welding spatters due to thermal
storage [13–15]. In accordance with previous research, particles from 0.1 to 3 mm can be dispersed
horizontally from the work from 11 to 15 m, igniting flammable materials [13–18]. Previous studies
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have reviewed major fire accidents caused by welding spatters [19,20] and the thermal characteristics
of the particle distributions is one of the most important subjects in fire engineering.

Chol et al. numerically investigated the movement of the metal particles from the GMAW to be
150 A and 300 A [21]. The predictions using the VOF (Volume of Fluid) method for spray velocity,
pressure and diameter of particles for the two values of current roughly agree with Kim’s research [17].
However, the heat transfer between electrodes and base metal was not considered. Wang et al. [22] used
high-speed photography, laser-shadow imaging, and metallographic analysis to validate the simulation
results of the GMAW. The results were in broad agreement with experiments despite the assumptions
that no drag effects on the droplet surface. Hu et al. analyzed the fluid flow and heat transfer in the
GMAW with arc plasma [7]. The transient distributions of current density, arc temperature, and arc
pressure were studied, with the assumption that Gaussian profiles were presented to explain the
droplet transfer and deformed weld pool surface for GMAW. However, the thermal characteristics of
the SMAW is still slow to progress since the distribution of the welding spatters are affected by welders’
experiences or circumstances [12]. The electrode used in SMAW is thicker and the arc instability relies
on the welders’ sensory evaluations unlike the electrode used in GMAW [4]. This causes significant
differences for the thermal–fluid characteristics of welding spatters in the fire technology. While the
GMAW generates relatively small welding spatters since it is welded to thin electrodes continuously
supplied by gas and heat sources such as plasma, the SMAW can generate large particles as it is welded
with thick electrodes supplied with fluctuating heat sources [4–6]. The previous studies of the GMAW
may predict the transfer phenomenon for welding spatters, but only complex computations can obtain
numerical results regarding that the phenomenon. These issues would make it difficult to analyze the
risk of fire spread. To overcome these difficulties, a simplified method for solving the heat transfer
equation must be developed to explain, not only the thermal characteristics of welding spatters but
also the distributions of particles in SMAW. In this study, the simplified prediction model of the surface
temperature of welding spatters by SMAW is presented in accordance with electrical power, welding
speed and a time, using energy conservation equation.

2. Materials and Methods

2.1. Heat Transfer Phenomenon of Welding Spatters

The thermo–fluid characteristics of the distribution particles, which are generated by welding
spatters from the SMAW, depends on electronic power, base metal (material) and electrode (material,
welding speed and contact angle between the base metal and electrode) as shown in Figure 1 [17,18].
The dependent variables are summarized as temperature, relative velocity, diameter, and numerical
density of particles. Thus, the energy balance for the control volume of the base metal can be expressed as:

Δ
.
Est =

.
Ein +

.
Eg −

.
Eout (1)

where Δ
.
Est,

.
Eg,

.
Ein and

.
Eout are the stored thermal and mechanical energy, thermal, and mechanical

energy generation and thermal and mechanical energy transport across the control surfaces, i.e.,
the inflow and outflow terms, respectively. The flammable materials, which are continuously heated
for a sufficient time as shown in Figure 1, could combust while the base metal maintains its melting
temperature. Thus, the first term of Equation (1) can be simply assumed as Equation (2) for the steady
state regarding the risk of fire spread.

.
Est = mbcb,p

dTb
dt
≡ 0 (2)
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where mb, cb,p, Tb, and t denote mass, specific heat, and temperature for the base metal and time,
respectively. The thermal and mechanical energy transference to the base metal for the SMAW is
mainly produced by electrical power. Thus, Equation (3) can be assumed as,

.
Ein = η(V × I) (3)

where η, V, and I denote that efficiency of the electrical power, voltage, and current, respectively.
When the heat source from the electrical power is transferred to the base metal, the surface temperature
can be up to the melting temperature during the welding process [5,7]. The base metal can be thought
of as at constant temperature since the equilibrium of the heat transfer by convection and radiation
maintains the melting temperature of the base metal. The second assumption is very thin control
volume of Figure 1 and the heat transfers to the base metal. Thus, the heat generation

.
Eg for the base

metal can be regarded as:

.
Eg = −

[
hbAb,s

(
Tb,s − T∞

)
+ σεAb,s

(
T4

b,s − T4
sur

)]
(4)

where hb, Ab,s, Tb,s, T∞ and Tsur denote that heat transfer coefficient for the flat plate, surface area,
surface temperature for base metal, free stream, and surrounding temperature, respectively. If the
surface temperature of the base metal remains constant during the welding process, the heat transfer
coefficient hb can be approximated as 10 W/m2-K [23]. The amount of energy released by the particle
distribution can be expressed as:

.
Eout =

∞∑
i=1

Ep,i =
∞∑

i=1

niq
′′
p,iAi (5)

where the subscript i, ni, q′′p,i and Ai mean that each size of the particles during the welding process,
the number of particles, the heat flux, and the surface area for ith particle size. Therefore, Equation (1)
can be rearranged as

η× Pe =
[
hbAb,s

(
Tb,s − T∞

)
+ σε

(
T4

b,s − T4
sur

)]
+
∞∑

i=1

niqp,iAi (6)

where the left-hand side of Equation (6) explains the electrical power (Pe = V× I) from the electrode to the
base metal and the right-hand side explains the heat transfer of base metal and the particles, respectively.

Figure 1. The schematic diagram of welding spatters by the SMAW and the assumptions for temperature
of the particles and the base metal.
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2.2. Momentum Equation for Simplification

The velocity distributions of the heated particles should consider the drag coefficient and the
dynamic viscosity of air and density [7,8,14]. As temperature increases, so does the viscosity; meanwhile,
the density decreases for the ideal gas. This means that the initial particle velocity decreases since
the drag coefficient increases by the Reynolds number [5,14]. However, in the author’s knowledge,
the initial velocity depends on the welding conditions such as electrical power, the angle of contact
between the electrode and base metal for the specified properties of each material and the thermal
time constant of the base metal surface. In addition, the worst case of the fire spread by welding is the
maximum velocity for steady state. In this study, the most important objective is the prediction of
the fluid and the thermal characteristics of welding spatters which can ignite surrounding flammable
materials. Thus, the transient and the velocity variations during the spray time are not considered.

2.3. Distribution Model of Welding Spatters

The size distribution of particles produced by the SMAW is approximated by a Deirmenjian
modified gamma function distribution, which is the most widely used in poly dispersion systems as
denoted below [24,25].

n(r) = arα exp(−brγ) (7)

where a, b, α and γ are distribution coefficients for the welding spatters. In general, α is an integer and
the distribution coefficients are dependent on each other [24]. Since Equation (9) should have three
zeros (at r = 0, r = ∞ and r = rm), the constant b can be determined as b = α/

(
γrγm

)
at r = rm [24,25].

The relation of the numerical density (number of particles per unit volume) and the normalized
distribution of n(r) is defined as n(r) = fexp(r) N [26]. Thus, the coefficient a, the number density N and
the normalized modified distribution fexp(r) can be obtained as Equations (8)–(10) [25]:

a = N × γb(α+1)/γ/Γ
(
α+ 1
γ

)
(8)

N =

∫ ∞

0
n(a)da =

∫ ∞

0
f (a)Nda = AΓ

(
γ+ 1

δb(γ+ 1)

)
(9)

fexp(r) = a′C0 × rα exp(−brγ) (10)

where Γ and N are gamma function and number of particles per unit volume. The symbol A in
Equation (9) can be determined by the number density N for a’ = a/N and the experimental constant
(C0) and substitute f(r) as denoted in Equation (10). Studies have examined the fitting process of
the measured distributions [26]. The droplet mean diameter can be obtained from Equation (9) with
various methods such as SMD (Sauter Mean Diameter) as shown in Figure 2 [27]. Therefore, as denoted
in Equation (11), the summation of volume for each particle should be equal to the volume of particle
mean diameter multiplied by the number.

Vtotal =
∞∑

i=1

π
6

d3
p,i × ni =

π
6

Nd3
p,m (11)

where Vtotal, dp,i, dp,m and N means the total volume, the diameter of each particle, the mean diameter
of particles and the number of particle mean diameter, respectively. Thus, dp,m and N are related with:

N =
6Vtotal

πd3
p,m

(12)
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Figure 2. The schematic diagram of the analytic method for distribution of the particles.

Finally,
.
Eout in Equation (5) can be replaced by:

.
Eout =

∞∑
i=1

niq
′′
p,iAi = N × q′′p,dm

Adm (13)

where q′′p,dm
and Adm denote the heat flux and the surface area of the mean diameter, respectively.

2.4. Considering of Heat Transfer Coefficient

The heat transfer from the spray of spherical particles has the conservation of energy equation as
denoted in Equation (14) by the convection for the free stream at the particle surface and the radiation
with surrounding,

q′′p,dm
= h(TP,s − T∞) + εσ(T4

P,s − T4
sur) (14)

where h is the heat transfer coefficient. Several researchers have proposed the empirical equation of the
convective heat transfer coefficient. In this study, Equation (15) is suggested by Ranz and Marshall [28],
which is recently applied to investigation of Song et al. [14] and is analyzed with particle diameter and
particle surface temperature as the Reynolds number increases. Table 1 denotes the thermal properties
for determining the Reynolds number, the Prandtl number and the heat transfer coefficient when the
particle diameters are dp,m = 0.001 m and dp,m = 0.003 m, respectively.

NuD =
hdp,m

k
= 2 + 0.6Re0.5

D Pr1/3 (15)

where NuD, h, ReD and Pr of Equation (15) denote the overall Nusselt number, the conductive heat
transfer coefficient, Reynolds number, and Prandtl number. The properties of density (ρ), thermal
conductivity (k), specific heat (Cp) and viscosity (μ) for Reynolds number and Prandtl number are
considered at film temperature (Tref = (Tp,s+T∞)/2, T∞ = 273 K) [14,29].

Figure 3 denotes the previous investigations on the correlation between the critical temperature
(for ignition of flammable materials) (Tp,c) and one particle size (dp,c). As shown in the figure, Urban [30]
et al. experimentally analyzed the fire spread in power grass blend according to particle size (marked
with triangle). Song [14] and Hadden [31] applied the Frank–Kamenetskii equation on polyurethane
foam and Powder cellulose to analyze the critical of fire spread, respectively (marked with rectangular
and circle). In author’s knowledge, the critical temperature of combustible materials may vary
depending on the particle distribution of welding spatters. In addition, the ignition boundary could
be affected by the particle velocity as well as the particle diameter due to the heat transfer of the
particle [14,30,31]. Therefore, in this study, the lowest temperature boundary of J. Song et al. [14] is
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assumed with the critical temperature for fire spread as denoted in Equation (16), which is derived
from curve-fitting, and the effects of particle diameter on the heat transfer are investigated.

dp,c = 1.65× 1032T−11.32
p,c (16)

Table 1. Results of the coefficients of the distribution function.

Fixed Value a b α γ dp,m

α = 2

0.0090 0.0030 2.0000 3.0000 6.0571

0.0418 0.0030 2.0000 4.0000 3.5930

0.1029 0.0030 2.0000 5.0000 2.6606

0.1854 0.0030 2.0000 6.0000 2.1926

0.2808 0.0030 2.0000 7.0000 1.9173

0.3821 0.0030 2.0000 8.0000 1.7382

0.4845 0.0030 2.0000 9.0000 1.6134

γ = 2

0.0124 0.0030 1.0000 4.0000 3.0214

0.0042 0.0030 2.0000 4.0000 3.5930

0.0012 0.0030 3.0000 4.0000 3.9764

0.0003 0.0030 4.0000 4.0000 4.2729

0.0001 0.0030 5.0000 4.0000 4.5180

0.0000 0.0030 6.0000 4.0000 4.7287

0.0000 0.0030 7.0000 4.0000 4.9145

Figure 3. Investigation of the particle diameter and temperature criteria from previous results [14,30,31].

Figure 4 shows results of the overall Nusselt number and the heat transfer coefficient of particles
as the Reynolds number increases when Tref = 525 K and 1315 K, dp,m = 1 mm and 3 mm, respectively.
As shown in the figure, the overall Nusselt number increases proportionally with the Reynolds number
regardless of the particle diameter and temperature. However, for the fixed values of dp,m and the
Reynolds number, as the particle temperature increases, the heat transfer coefficient increases due to
the increase in viscosity and the decrease in density. In addition, for the fixed values of Tref and the
Reynolds number, as the particle diameter decreases, the heat transfer coefficient inversely increases
proportionally to the particle diameter.
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Figure 4. The Nusselt number and heat transfer coefficient with the particle diameter and temperature.

2.5. The Order of Magnitude for Particle and Base Metal

The governing equation of Equation (6) cannot be derived analytically due to the radiation term
of particle as denoted in Equation (14). To predict the particle temperature with simple equation,
the quantities of heat amount are compared with the method of the order of magnitude for the base
metal and particle diameter, respectively [32]. Since the base metal can be welded when the melting
temperature reaches about ~2327 K while the particle temperature can ignite the flammable materials
more than ~750 K as referred to in [14]. The interest region of temperature can divide into ~750 K for
particle and ~2327 K for base metal.

Figure 5 shows the comparative results of the radiative and the convective heat transfer for one
particle at dp,m = 3 mm and up,m = 10 m/s. Thus, the heat transfer coefficient, h can be obtained from
the Reynolds number (ReD = ρup,mdp,m/μ) in Equation (15) [14,15]. The radiative term more rapidly
increases than the convective term as particle temperature increases; the radiative term is higher
than the convective term at 2240 K. The risk of fire spread by welding particles, however, is about
Tp,s = 750 K at dp,m = 3 mm. The radiative term is only 10% and the convective term is more dominant
at Tp,s = 750 K. Therefore, the assumption that the convective heat transfer for the particles are mainly
an influence on the particle’s temperature is a reasonable one. Thus, Equation (14) can be simplified
as below,

q′′p,dm
≡ −h(TP,s − T∞) (17)

Figure 5. Comparison of the convection and the radiation of the particle.
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Figure 6 shows the comparative results of the radiative and the convective heat transfer for the
base metal at using ε = 0.3, σ = 5.67 × 10−3 W/m2·K4 and dp,m = 3 mm. Since the heat transfer coefficient
is hb,s = 10 W/m2-Ks for the plate [23], the convective term is less than the radiative term and more than
Tp,s = 700 K. Contrary to the heat transfer of one particle, the surface temperature of the base metal is
more than 2300 K and the convective term is only 6%. Thus, the radiative term is mainly an influence
on the surface temperature of the base metal. Equation (4) can therefore be simplified as follows,

.
q′′g =

.
Eg

Ab,s
≡ σε

(
T4

b,s − T4
sur

)
(18)

Figure 6. Comparison of the convection and the radiation of the base metal.

2.6. Model Equation for Surface Temperature of the Particles

From the analysis of the heat transfer for the particle and base metal, Equation (6) for the energy
balance in the SMAW can be rearranged as Equation (19) using with Equations (3), (17) and (18) for the
steady state condition.

η× Pe = σεAb,s
(
T4

b,s − T4
sur

)
+ NhAP,s(TP,s − T∞) (19)

Equation (19) explains that the electric power supplied during the welding is equal to the sum of
the radiant heat from the base metal and the convection heat from the particles. Finally, the predictions
of particles can be obtained as Equation (20) for Tsur = T∞ and η = 1:

TP,s = T∞ +
Pe − σεAb,s

(
T4

b,s − T4
sur

)
NhAP,s

(20)

From the results of the heat transfer with this distribution model of the particles, the overall
calculation process can be presented as shown in Figure 7.
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Figure 7. Calculation process of the prediction model.

3. Results

To obtain the particle temperature of Equation (20), the main parameters, such as particle mean
diameter (dp,m), the number of particle mean diameter (N), the electric power (VI) and particle velocity
(up), should be determined. However, only several simulation results have presented these parameters
for a specified condition. Therefore, reliability of the predictions can be obtained from the correlations
between the unknown terms, investigated by experiments.

3.1. Validation of the Presented Model Equation

Results of the particle temperature are compared to the previous simulation of Urban [5] at 22 kW
ε = 0.3, σ = 5.67 × 10−3 W/m2 K4 and uarc = 0.0025 m/s to validate the accuracy of the prediction model
in Equation (20). The surrounding and free stream temperature of 300 K, the particle velocity (up,m) of
17.4 m/s, the base metal area (Ab,s) of 0.04 m2 and the total volume (Vtotal) of 2.5 × 10−5 m3 are assumed.
As particle diameter (dp,m) increases, the convective heat transfer coefficient of particle (h) increases with
root mean square of dp,m by Equation (15) while the number of particle mean diameter (N) decreases
with third square of dp,m by Equation (12). These induce the particle temperature (Tp,m) to increase and
the comparisons between prediction and the previous result are in agreement within ±13% for dp,m = 1,
4, and 7 mm as shown in Figure 8. However, to predict more accurate the particle temperature using
the model presented in this study, the relationship between the electric power, the speed of the welding
electrode and the surface area of the base metal should be determined in the steady state.

Figure 8. Comparison of the particle temperature of the prediction model with previous results.
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3.2. Analysis on the Distribution Characteristics of Welding Spatters

Figure 9 presents that the effects of the normalized distribution f (r) on the change of the distribution
coefficient γ from 3 to 9 when fixed value of α = 2. The mean diameters of the particles are in the
range of 1.6–6.05 mm as γ decreases. The critical of the particle diameter(dp,c) which has the risk of
igniting the flammable materials is assumed to be 3 mm by some studies [14], then the distributions
from γ = 3 to γ = 6 can cause the fire spread. This result explains that the distribution coefficients
are important engineering parameters and the distribution characteristics of the welding spatters
significantly influence on the risk of the fire spread.

Figure 9. The results of the distribution of the particles for α = 2 and γ = 3, 4, 5, 6, 7, 8, and 9.

Figure 10 denotes that the effects of normalized distribution f (r) on change of the distribution
coefficient α from 1 to 7 for γ = 4. The mean diameters of the particles are in the range of 3–4.9 mm,
as denoted in Table 1 with the distribution coefficients. In particular, the distribution configurations
are sharply shifted to the right when compared to Figure 9. It means that all the distribution features
assumed to be greater than 3 mm in particle size could spread the fire. In this study, the distributions
of particles are analyzed with the working conditions such as electrical power, particle velocity,
and diameter.

Figure 10. The results of the distribution of the particles for γ = 4 and α = 1, 2, 3, 4, 5, 6, and 7.

3.3. Analysis on the Thermal Characteristics of Welding Spatters

Figure 11 shows that effects of the particle temperature (Tp,m), the number of particle mean
diameter (N) and the critical of particle temperature (Tp,c) on the particle mean diameter (dp,m) change
when reaching an electric power (Pe) of 22 kW, the particles velocities (up,m) of 17.4 m/s, the base metal
temperature (Tb,s) of 2370 K (melting temperature of steel [14]), the base metal area (Ab,s) of 0.04 m2 and
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the total volume of the electrode (Vtotal) of 2.5 × 10−5 m3 for the 4 mm electrode’s diameter. The dp,m

is obtained from the droplet distribution coefficients of α and γ in Table 1. The other distribution
coefficients a and b can be obtained from Equations (7) and (8). As shown in the table, the particle mean
diameter (dp,m) increases in accordance with α and γ. It causes the particle temperature (Tp,m) increases
as presented in Figure 11 since the number of particle mean diameter (N) of Equation (12) more rapidly
decreases compared to the increase of the convective heat transfer coefficient (h) of Equation (15).
In particular, if Tp,c, which has the risk of igniting the flammable materials assumed with the previous
results using Equation (17) (red line in the figure), the fire spread can exist at dp,m > 3.4 mm. Moreover,
the ‘no ignition’ of dp,m is 1.6–3.4 mm for α = 2 and γ = 3–9 and 3–3.4 mm for γ = 2 and α = 1–7. It means
that the distribution characteristics is important to estimate the critical of the ignition by the welding
spatters. It is a noticeable result that the ‘no ignition’ can be affected by the distribution coefficients

Figure 11. The effects of particle temperature, particle number, and the critical on the particle mean
diameter (for ignition of flammable materials).

Figure 12 explains that the effects of the particle temperature (Tp,m) and the convective heat
transfer coefficient of particle (h) on the particle velocity (up) change when reaching an electric power
(Pe) 22 kW, the base metal temperature (Tb,s) 2370 K, the base metal area (Ab,s) 0.04 m2 and the total
volume of the electrode (Vtotal) 2.5 × 10−5 m3. The particle temperature (Tp,m) of Equation (20) decreases
as the particle velocity (up,m) increases since the convective heat transfer coefficient (h) increases in
accordance with the Reynolds number (ReD =ρup,m dp,m/μ) of Equation (15) for each particle mean
diameter (dp,m = 1 mm, 4 mm, and 7 mm). As shown in the figure, the Tp,m is higher temperature as
dp,m increases for the fixed value of and the total volume of the electrode (Vtotal) and the electric power
(Pe) in order to converge on the energy equilibrium. Moreover, the critical temperature of dp,m = 1 mm,
4 mm, and 7 mm can be approximated with 700 K, 750 K and 800 K from Equation (17). Thus, it is
possible to predict that dp,m = 1 mm satisfies ‘no ignition’ due to Tp,m < 700 K, whereas dp,m = 4 mm
and 7 mm are ‘ignition’ due to the minimum values of Tp,m > 750 K. However, the maximum particle
diameter can be determined by the distribution coefficients α and γ (as explained in Figures 4 and 5).
Therefore, the fire risk of the welding spatters should consider the maximum welding particle diameter
and particle temperature.

Figure 13 shows that effects of the electrical power (Pe) and the particle mean diameter (dp,m) on the
particle temperature (Tp,m) of Equation (20) change when reaching the particle velocity (up,m) of 17.4 m/s.
Despite the dependence between Ab,s and Pe, no correlation has been suggested. In this study, the linear
fit result of Ab,s from the comparison of Urban [30] are assumed with Ab,s = 0.0004 × Pe. As shown
in this figure, the number of particles (N) decreases as particle mean diameter (dp,m) increases since
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the total volume (Vtotal) of Equation (12) maintains constant. This causes the surface temperature of
particles increase since the overall convective heat transfer coefficient of particles decrease. This means
that as more particles are particulate, cooling effects by convection heat improves. Moreover, dp,m,
which satisfies the critical temperature of the particle (Tp,c), decreases as Pe increases. The critical of
dp,m and N for preventing fire spread by welding spatters are investigated with dp,m < 13 mm and N > 3
at 2.2 kW, dp,m < 5.5 mm and N > 25 at 8.8 kW, dp,m < 4.0 mm and N > 70 at 15.4 kW, dp,m < 2.8 mm
and N > 104 at 22 kW, respectively. However, the exact prediction requires the relations between the
electrical power and base metal area as well as the particle mean diameter. Therefore, the results of the
surface temperature are only for the analytical results of particle distributions.

Figure 12. The effects of particle temperature and convective heat transfer coefficient on the particle
velocity for dp,m = 1, 4, and 7 mm.

Figure 13. The effects of particle temperature and particle number on the particle mean diameter for
Pe = 2.2 kW, 8.8 kW, 15.4 kW and 22 kW.
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4. Conclusions

In this study, a theoretical investigation of the welding spatters by the SMAW is performed.
To analyze the fire spread by welding spatters, the critical of particle temperature, which have the
risk of igniting the flammable materials, is opted from the previous investigation of Song et al. [14].
The results of this study are summarized as:

Heat transfer equation of the welding spatters are derived from the energy conservation equation.
The order of magnitude is performed for the base metal and the particles to present a simplified model.
The simulation results of I. U. James are compared to the model equation to validate the accuracy.
The prediction and the previous results agree within ±13%. The welding conditions for preventing
the fire spread by welding spatters are analyzed with the prediction results with the electrode total
volume of 2.5 × 10−5 m3 and the base metal temperature of 2300 K.

The effects of a fire spread on the particles mean diameter in accordance with the distribution
coefficients of the welding spatters are investigated with using by a Deirmenjian modified gamma
function distribution. The prediction values of the particle temperature linearly increase as the particle
mean diameter increases when reaching an electrical power of 22 kW, the particle velocity of 17.4 m/s
and the base metal area of 0.04 m2. The ‘no ignition’ region of particle mean diameter exists more
widely when the distribution coefficients of α = 2 and γ = 3–9 than γ = 2 and α = 1–7. These results
validate that not only the particle mean diameter, but the distribution coefficients with the number of
particles are significantly influence on the fire spread by welding spatters.

Each particle temperature, which has the particle mean diameter of 1 mm, 4 mm, and 7 mm,
is predicted in accordance with the variation of particle velocities when the base metal area is 0.04 m2

and electrical power is 22 kW. The surface area increases as dp,m and the velocity increases, resulting in
an increase in the convection heat transfer coefficient. In particular, dp,m = 4 mm and dp,m = 7 mm for
the particle velocity from 1 m/s to 20 m/s were expected to reach an ignition temperature of more than
750 K.

Finally, the effects of the particle mean diameter (dp,m) and electrical power (Pe) on the particle
temperature are investigated with the assumption that the base metal temperature were linearly
proportional to the size of the electric power. it was predicted that the particle temperature would
increase proportionally to the size of the particle mean diameter (dp,m) and the electric power and
the number of particle mean diameter (N) decrease. In addition, the critical of particle diameter (dp,c)
and the number of particle mean diameter (N) for preventing the fire spread by welding spatters are
investigated with dp,m < 13 mm and N > 3 at 2.2 kW, dp,m < 5.5 mm and N > 25 at 8.8 kW, dp,m < 4.0 mm
and N > 70 at 15.4 kW, dp,m < 2.8 mm and N > 104 at 22 kW, respectively.

These results confirm that the simplified model presented in this study could predict the fire
spread of the welding spatters depending on the distribution of particles, the particle mean diameter,
the number of particles, the particle velocity, and the electrical power.
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Abstract: Understanding fire characteristics under sprinkler spray is valuable for performance-based
safety design. However, fire characteristics during fire suppression by sprinkler spray has seldom
been studied in detail. In order to present a fire suppression model by sprinkler spray and determine
the fire characteristics after sprinkler activation in a compartment, a numerical analysis was conducted
using a fire dynamics simulator (FDS). A simple fire suppression model by sprinkler spray was
calibrated by comparing ceiling temperatures from experimental data. An extinguishing coefficient
of 3.0 was shown to be suitable for the fire suppression model. The effect of sprinkler spray on
the smoke layer during fire suppression was explained, revealing a smoke logging phenomenon. In
addition, the smoke, which spread under the influence of the sprinkler spray, was also investigated.
The temperature, velocity, and mass flow rate of the smoke layer through the doorway was significantly
reduced during fire suppression compared to a free burn case.

Keywords: sprinkler; fire dynamics simulator (FDS); fire suppression; extinguishing coefficient;
smoke logging; smoke spread

1. Introduction

In Korean regulations, automatic sprinkler systems are required in buildings and factories to
control a fire. Applications of sprinkler systems in the building are to suppress the fire and prevent
the fire spread from one compartment to another. As a result, it can restrict the untenable conditions
caused by smoke hazards and extend the available safe egress time when a fire occurs in the building.
Extensive research has been conducted to improve the design and efficiency of sprinkler systems for
many years, especially using computational fluid dynamics (CFD) modelling, which can simulate
the interaction of water with fire environments and has been widely used and become a powerful tool
with many advantages.

Computational fluid dynamics can provide details on an analysis of the interaction between
the fire environment and water sprays. The numerical analysis can be completed with a less expensive
cost and consumed time and can be used in combination with experimental work to improve technical
design for water spray systems. Various numerical studies on the interaction between water spray
and fire plume have been reported. The primary concerns are related to extinguishing times and
the minimum water flow rate to extinguish the fire. Novozhilow et al. [1] developed a CFD model
of burning rate and extinction in fires by water sprinklers. The extinguishing rates were modeled
by calculating the heat transfer and temperature at the solid surface when the sprinklers were in
operation. The extinction time was compared to experimental data and found to be in satisfactory
agreement. They also developed a CFD model to predict extinguishment times of an array of wood
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slats by sprinkler water. The wood pyrolysis rate modeled by Arrhenius’s reaction was fully coupled
with the gas phase model, and the spray was treated in Lagrangian fashion. The extinguishment times
were reasonably close to those measured from experiments [2]. Nam [3] investigated the trajectory
capacity of water spray from fast response sprinklers into heptane fire via numerical simulations.
The simulation was a combination of the water spray model and the free burn fire model. The fire was
modeled to avoid complicated chemical combustion by defining prescribed fire source. The results
from the simulations compared reasonably well with experimental measurements in terms of actual
delivered densities. Hua et al. [4] introduced a numerical approach to investigate the effect of water
spray characteristics on a fire plume. The chemical combustion used the Arrhenius reaction to present
fire extinction by water. In the results, a solid cone pattern and a finer water droplet size of the water
spray was more effective in extinguishing fires. The flow rate of the water spray had a certain critical
value for suppressing a specific fire.

Other studies on the effects of water spray on fire environments without considering fire
suppression have also been conducted. O’grady and Novozhilov [5] used the Fire Dynamic Simulator
(FDS) version 4 software to present the effect of the water spray of a sprinkler on the ceiling
jet. The numerical results of two different flow rates were validated to free burn fire tests including
a 1.5 MW steady-state fire. The relative errors were 7–8% for velocity and 10–15% for the temperature [5].
Cunfeng Zhang and Wanki Chow [6] used the FDS code to investigate the interaction of the sprinkler
spray and the smoke layer. The cooling effect of the spray and drag force of water particles was
analyzed. As a result, the temperature of the smoke layer decrease was almost linear to the working
pressure of the sprinkler systems. Chen et al. [7] discussed the cooling effect of water spray systems in
experimental and numerical analyses. Although the flame continued after activating sprinkler due to
the lack of the suppression model, the cooling effects by the water spray in a room test within 120 s
were obvious. Zhi Tang et al. [8] presented the effect of water spray on the fire smoke layer inside
a hood by FDS simulation. The influence of the water spray characteristics on the downward smoke
displacement due to the fact of drag and cooling was analyzed in detail. Other applications of sprinkler
modeling were also used in the suppression of rack storage [9] and conveyor belt fires [10].

When the water droplets encounter to a fire source, the water is not only cooling the burning
surface and surrounding air, but it also impacts the chemical reaction rate of solid fuel. Simultaneously,
water droplets also significantly affect the smoke movement by its trajectory. Meanwhile, the complex
Arrhenius reaction model is usually used to present chemical combustion. Therefore, when adding
fire extinction by a water spray, the numerical simulation is more complicated. Hence, it is necessary
for a study that includes the phenomena above to better understand fire characteristics under water
spray with a simple fire suppression model. In this present study, fire characteristics after sprinkler
activation in a compartment were investigated by numerical analysis in FDS 6.7.0. The mathematical
equation of the fire suppression model was introduced in FDS. Experimental work was conducted
to collect data related to the heat release rate and ceiling temperature. Based on the experimental
data, the numerical simulations proceeded to calibrate the fire suppression model by comparison
to the ceiling temperature. Then, the calibrated model was used to investigate the characteristics of
the smoke movement during fire suppression. In addition, the smoke spread was analyzed in terms of
temperature, velocity, mass flow, and was compared to a case of free burn.

2. Fire Dynamics Simulator and Fire Suppression Model by Water

Fire Dynamics Simulator v. 6.7.0 (FDS) [11,12] was used to simulate the fire suppression in
this study. The FDS is a computational fluid dynamics (CFD) model of fire-driven fluid flow.
A form of the Navier–Stokes equation was applied for low-speed, thermally-driven flow such as
smoke and heat transport from fires. The partial derivatives of the conservation equations of mass,
momentum, and energy were approximated as finite differences, and the solution was updated in
time on a three-dimensional, rectilinear grid. The combustion model was based on the mixing-limited,
infinitely fast reaction of lumped species, called eddy dissipation concept (EDC) model. Thermal
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radiation was computed using a finite volume technique on the same grid as the flow solver. Water
droplets can absorb and scatter thermal radiation. For calculation of absorption coefficients, a gray
band model, RAD-CAL was implemented. Lagrangian particles were used to represent the liquid
droplets. The mass, momentum, and energy transfer from the Lagrangian particles to gas flow were
treated sufficiently by source term in the conservation equation. The model in FDS was successfully
tested and validated for a variety of fire problems, natural convective flows, smoke movement [13,14],
and water-based fire suppression [15].

The fire suppression by a water spray involving multiple physical phenomena adds complications
to CFD. The fire suppression by water was first introduced by Yu et al. [16] and applied to the FDS
simulation by Hamins and McGrattan [12] as a fire suppression model. When the water droplets
drop into burning surfaces, the water is cooling the surface and the surrounding gas, and it is also
changing the pyrolysis rate of the solid fuel. A liquid droplet hits a solid horizontal surface in FDS, it
is assigned a random horizontal direction and moves at a fixed velocity until it reaches the edge, at
which point it drops straight down at the same fixed velocity. While attached to the burning surface,
the water droplet forms a thin film that transfers heat to the solid, and heat and mass to the gas by
evaporating. In the FDS model, the cooling of unburned surfaces and the reduction in the Heat Release
Rate (HRR) are computed locally. However, the exponential nature of fire suppression by water is
observed both locally and globally; thus, the local heat release rate per unit area (kW/m2) can be
expressed in the following equation:

.
q′(t) = .

q0
′(t)e−

∫
k(t)dt (1)

where
.
q′′ 0(t) is the user-specified heat release rate per unit area of fuel (kW/m2) when no water droplets

are applied, and k(t) is a linear function of the local water mass per unit area, m′′w(t), in units of kg/m2,
which is expressed as:

k(t) = αm”
w(t) 1/s (2)

where α is the extinguishing coefficient and is obtained experimentally in units of m2/(kg·s).
The extinguishing coefficient is dependent on the material properties of the solid fuel and its geometrical
configuration. In order to obtain the optimal α value, simulations were performed for calibration by
comparison of the ceiling temperature. The detail will be discussed in the next section.

3. Experiment Setup

In order to obtain data for calibrating the suppression model, a fire experiment was conducted
in a compartment using a water sprinkler. The measurement used to collect ceiling temperature in
a compartment. The compartment had dimensions of 3 m (W) × 7 m (L) × 3 m (H) coved by gypsum
board in the ceiling, plywood walls, and a concrete floor. Two doorways on opposite walls provided
for ventilation. The left doorway was 0.89 m (width) × 2.8 m (height), and the right doorway was
1.04 m (width) × 2.8 m (height) (Figure 1). A pendant water sprinkler was installed 76 mm below
the ceiling. The manufacturer supplied the glass bulb sprinkler with an activation temperature of
68 ◦C and a K-factor of K = 50 Lpm/bar0.5. The operation pressure was 1 bar. The spray angle of 10 to
80 degrees was estimated by image analysis. Two K-type thermocouples (range: −200 to +1000 ◦C,
accuracy is ±1 ◦C) were installed 76 mm from the ceiling to measure the temperature. The ceiling
temperature data were recorded by a portable data logger, a midi LOGGER GL240, every second (the
measurement accuracy: 0.05% for the K-type thermocouple).
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(a) (b) 

  
(c) (d) 

Figure 1. Detailed drawings of the compartment in the experiment: (a) test compartment layout; (b)
sprinkler spray; (c) test compartment; and (d) fire source.

The fire source consisted of a wood crib and polyether foam, described in detail in ISO 6182-10 [17].
The wood crib, with dimensions of 305 mm × 305 mm × 152 mm, was made with fir lumber of 3 kg and
ignited by a pan of heptane. The pure polyether foam of 810 mm × 760 mm × 76 mm was ignited by
cotton wicks soaked in heptane. The polyether foam glued to a thick plywood backing and assembled
to a steel frame for support. The fire source was placed in the corner of the compartment. The wood
crib was positioned 5 mm from each wall (Figure 1a,d).

The heat release rate of the fire source could not be determined directly during the compartment
fire experiment. Therefore, the HRR measurement was conducted separately without the effect of
sprinkler spray. Figure 2 shows the wood crib and polyether foam were burnt individually under
a large-scale calorimeter (LSC), applicable up to 3 MW (ISO 13784-1), to determine the unsteady heat
release rate. The principle of LSC is that it is based on the amount of heat released from a burning
sample and is proportional to the amount of oxygen consumed during the combustion. The dimensions
and weight of the wood crib and polyether foam were the same in the compartment test.
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(a) (b) 

Figure 2. Independent measurement of heat release rate for (a) the wood crib and (b) polyether foam.

The experimental results of HRR in the free burn and ceiling temperature in the compartment fire
equipped with a sprinkler are shown in Figure 3.

 
(a) (b) 

Figure 3. Experiment results: (a) heat release rate in the free burn and (b) ceiling temperature in
the compartment with sprinkler activation.

4. Numerical Detail

Figure 4 shows the computational domain coved the compartment test with dimensions of 3.4 m
(W) × 11.4 m (L) × 4.4 m (H). The compartment geometry was made based on experiments. The wood
crib and polyether foam modeled simple obstructions of the same dimension in the experiment. The fire
source presented as burner with a specified heat release rate per unit area (HRRPUA) in units of kW/m2.
The HRR assigned to the top surface of the wood crib and interior surface of polyether foam (red surface,
Figure 2). Sprinkler and ceiling thermocouples were installed in the same location in the experiment.
The boundary conditions assigned “OPEN” for the computational domain, and “ADIABATIC” to
the wall and floor. The ambient temperature was 29 ◦C, in agreement with the experiments. A Cartesian
coordinate system indicated at the center of the compartment for convenience in the analysis.
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Figure 4. 3D schematic view of the compartment modeling.

In order to model a fire suppression correctly, numerical sprinkler spray parameters need to be
specified in detail. Those parameters include the water flow rate, droplet diameter, initial droplet
velocity, spray angle, and offset distance. Because of the limit of apparatus, there was a lack of data on
sprinkler spray in the experimental report. Therefore, the necessary estimations have been made based
on the experimental work and various studies reported in the literature [18,19].

The water flow rate of any sprinkler can be calculated based on the K-factor and pipe pressure by
the equation:

.
m = K

√
p (3)

where
.

m is the water flow rate in L/min, K is the K-factor for the sprinkler L/(min.bar0.5) which can be
obtained from the manufacturer and p is the pressure of the pipe in Bar.

Water spray usually includes various sizes of spherical droplets. The cumulative volume fraction
(CVF) is specifies the size distribution of water droplets. This function indicates the fraction of the total
mass carried by droplets less than the given diameter. The CVF for a sprinkler spray is represented by
a combination of log-normal and Rosin–Rammer distributions [12]:

F(D) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1√
2π

∫ D
0

1
σD′ exp

⎛⎜⎜⎜⎜⎜⎜⎝−
[
ln

(
D′

Dv,0.5

)]2

2σ2

⎞⎟⎟⎟⎟⎟⎟⎠dD′ (D ≤ Dv,0.5)

1− exp
[
−0.693

(
D

Dv,0.5

)γ]
(D > Dv,0.5)

(4)

where Dv,0.5 is the median volumetric droplet diameter, μm (i.e., half the mass is carried by droplets
with diameters of Dv,0.5 or less), γ and σ are empirical constants equal to approximately 2.4 and 0.48,
respectively [12]. The median droplet diameter, Dv,0.5, is estimated using the formula reported by
Yu [19]:

Dv,0.5

D
= CspW−1/3

e (5)

We =
ρdu2

dD

σd
(6)

where D is the orifice diameter of the sprinkler. ρd is the density of water in kg/m3, ud is the initial
droplet velocity in m/s, and σd is the water surface tension in N/m. Analysis of Sheppard’s [18] data
provided an average value of Csp approximately 1.53 for sprinklers test.

348



Energies 2020, 13, 3099

Sheppard [18] used particle image velocimetry (PIV) and phase Doppler interferometry (PDI) to
measure the initial droplet sizes and velocities for the various type of sprinklers. The initial droplet
velocity had an average measurement at 0.6 of

√
p/ρd . The PIV measurements were taken from

the spray atomization length of 0.2 m from the sprinkler orifice, the distance at which no more droplet
breaks up downstream from this point.

The angles of the spray were estimated from experimental work providing a 10–80◦ spray angle.
The activation temperature was 68 ◦C. All sprinkler parameters are summarized in Table 1.

Table 1. Sprinkler parameters and estimated sprinkler spray parameters.

Sprinkler Parameter Value

Flow rate 50 L/min
Velocity 6.01 m/s

Droplet size 954 μm
Atomization distance 0.2 m

Angles 10–80◦
Activation temperature 68 ◦C

Grid size is important to verify in numerical simulation, because it directly influences results.
In theory, a very small grid can give the accuracy of the calculation, but the time may be wasted
unnecessarily. When the deviation between the neighboring results is small enough, the grid can be
considered as an independent grid. Before applying the sprinkler simulation, the independent grid
tests for the free burn (without sprinkler) were conducted. Figure 5 shows the temperature at point 1
in the compartment with four different grids (15 cm, 10 cm, 7.5 cm, 5 cm). The result of 15 cm had
larger deviations than the results of 10 cm, 7.5 cm, and 5 cm. Therefore, the grid size of 10 cm was
chosen in this paper. The grid selection was the same in the simulation of sprinkler interaction with
a fire ceiling jet by O’Grady and Novozhilov [5].

 

Figure 5. Ceiling temperature at point 1 with different grid size without sprinkler activation.

5. Result and Discussion

5.1. Optimal Extinguishing Coefficient

The extinguishing coefficient is not determined by experimental correlation, as mention by Hamins
and McGrattan [12]. Instead, the suppression model is calibrated to find the optimal extinguishing
coefficient (α value) in this study. When sprinkler activation, the water of sprinkler strikes to fire
source and make a reduction on the burning rate. The HRR reduction with a certain water distribution
depends on the α value in Equations (1) and (2). In order to define the α value, the comparison of
ceiling temperature is conducted.

Figure 6 shows the ceiling temperature over time measured in simulation with various α values
and experimental data at points 1 and 2. As α value varies between 0.5 m2/(kg·s) and 4.0 m2/(kg.s),
the ceiling temperature of numerical simulation decreases with an increasing extinguishing coefficient.
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Comparing ceiling temperature, the value of the extinguishing coefficient α = 3.0 m2/(kg·s) provides
the best fit temperature between numerical and experimental data at both points. These comparisons
demonstrate that the fire suppression model in FDS can capture the features of fire characteristics
under the effect of sprinkler spray.

  
(a) (b) 

α = 0.5
α = 1.0
α = 2.0
α = 3.0
α = 4.0

α = 0.5
α = 1.0
α = 2.0
α = 3.0
α = 4.0

α = 0.5
α = 1.0
α = 2.0
α = 3.0
α = 4.0

Figure 6. Variation of ceiling temperature with different extinguishing coefficients: (a) Point 1 and (b)
Point 2.

The effect of extinguishing coefficients on the HRR after activating sprinkler is shown in Figure 7.
The HRR falls more instantly when sprinkler activates. The higher the alpha value, the greater the HRR
decreases. As optimal α = 3.0, it was observed that HRR stops growing to 165 kW at 70 s and then
reduces rapidly to 10 kW at 400 s. The suppression model was calibrated in the prediction of the HRR
affected by a water spray. Therefore, this model can be used to investigate the fire characteristics in
the compartment.

 

α = 0.5
α = 1.0
α = 2.0
α = 3.0
α = 4.0

α = 0.5
α = 1.0
α = 2.0
α = 3.0
α = 4.0

α = 0.5
α = 1.0
α = 2.0
α = 3.0
α = 4.0

Figure 7. Variation of heat release rate for different extinguishing coefficients.

5.2. Temperature and Flow Field

Analysis of the temperature distribution and velocity field was necessary to understand
the interaction between sprinkler spray and the smoke layer during fire suppression. The numerical
view of the temperature and velocity field of the smoke layer during fire suppression is shown in
Figure 8.
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(a) (b) 

  
(c) (d) 

  
 (e) (f)  

Figure 8. Temperature distribution and vector field of the smoke layer in vertical plane y = 0 m: (a)
temperature distribution before sprinkler activation, 70 s; (b) velocity field before sprinkler activation,
70 s; (c) temperature distribution after sprinkler activation, 100 s; (d) velocity field after sprinkler
activation, 100 s; (e) temperature distribution at 150 s; (f) velocity field at 150 s.

Figure 8a,c,e presents the temperature distribution with different times in the vertical plane y
= 0 m. A smoke layer was formed under the ceiling and flowed out across the doors. Temperature
contours showed the higher temperature distributed gradually from the bottom to the top and from left
to right in the smoke layers (Figure 8a). There were great differences in temperature distribution when
the sprinkler activated. Due to the reduction of HRR and the cooling effect on smoke, the temperature
would decrease apparently over time. The hot layer rapidly reduced both the temperature value and
the area as shown in Figure 8c,e.

The smoke movement and velocity vector with different times in the vertical plane y = 0 is shown
in Figure 8b,d,f. There was a clear smoke layer at z = 1.7 m above the floor. Immediately, when
the sprinkler was activated, the impact of the water spray on the smoke movement was observed.
The smoke layer surrounding the sprinkler was entrained into the spray and flowed downward with
the water spray due to the drag force (A). Smoke logging happened [20]. At that moment, fresh
air entered into the inner water spray due to the buoyance force (B). The cone shape of the smoke
logging was formed with symmetry right below the sprinkler location. The lower temperature due to
the cooling and replacement of fresh air inside the smoke cone is clearly shown in Figure 8c.

After that, under the effect of the sprinkler spray, smoke logging combined with fresh air-entraining
from the left doorway and swirled back inside the water spray (C). Simultaneously, it pushed the other
side of the smoke logging to the right region, further away from the center sprinkler spray (D).
The symmetrical cone of the smoke logging was broken; local smoke vortexes were formed. Smoke
logging occurred more strongly, and it widely spreads towards the right doorway (Figure 8f).
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5.3. Effect of Sprinkler Spray on Smoke Spread

In the event of a building fire, the smoke spread directly affects tenability criteria in the means
of egress. The available safe egress time depends on how the smoke spreads from compartment to
compartment more than considering the fire itself in many cases. Therefore, the ability to predict
the impact of a sprinkler on the smoke spread from the compartment would be a valuable engineering
tool for use with performance-based safety design. The smoke temperature, velocity, and mass flow
out of the doorway are important factors in considering smoke spread during fire suppression.

The smoke movement has different behavior in different positions depending on the sprinkler
spray region as well as the structure of the compartment. In order to investigate smoke spreading in
detail, the numerical devices were measured inside the water spray region and the doorway, Figure 9.
The numerical results of sprinkler case were compared to the case without the sprinkler, i.e., free burn.

 

Figure 9. The location of numerical devices to investigate smoke spread in the compartment.

Figure 10 shows the change in temperature over time with different locations: inside spray with
the height of 2.8 m, 1.8 m (location A), and a centerline of the right doorway (location B) with the height
of 2.6 m and 1.8 m in two cases of sprinkler and free burn. In the sprinkler case, the temperature of
the smoke layer varied from 50 ◦C to 110 ◦C just before sprinkler activation at both locations. Due
to the influence of water spray, the temperature of the smoke layer reduced rapidly to an ambient
temperature after 200 s of activating the sprinkler. The slopes of the temperature at the locations A
and B were similar, involving the reduction of HRR and cooling by water spray, whereas the smoke
temperature varied from 60 ◦C to 160 ◦C over time in the free burn case. It is much higher than
the sprinkler case.

  
(a) (b) 

Figure 10. Variation in the temperature at (a) location A; (b) location B.

Figure 11 illustrates the variation in terms of velocity at the same locations in temperature
measurement. In location A, variation in smoke velocity became over 2 m/s with the sprinkler activation
due to the direct effect of water spray. As observed, however, most smoke flows downward to the floor
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because of the smoke logging phenomenon. Therefore, smoke velocity reduction in the horizontal
direction can be observed at the right doorway. The smoke velocity decreased immediately with
sprinkler activation at location B, from 1.8 m/s to 0.5 m/s at 300 s. Whereas in the free burn case,
the velocity of the smoke layer varied from 0.25 m/s to 1.3 m/s at location A. Due to the narrow geometry
of the right doorway, the smoke velocity accelerated and varied from 0.5 m/s to over 2.0 m/s at location
B (Figure 11b). It was much higher than the smoke velocity in the sprinkler case at the near ceiling.

  
(a) (b) 

Figure 11. Variation in the velocity at (a) location A and (b) location B.

The mass flow rate of the smoke layer flowing out was measured in the right doorway as shown
in Figure 12. The sprinkler activation caused a significant reduction in the mass flow rate leaving
the compartment. The mass flow rate reduced from 1.0 kg/s to 0.6 kg/s for 130 s after activating
the sprinkler. The reasons were the reduction of HRR as well as smoke logging inside the compartment.
Meanwhile, in the free burn case, the mass flow rate reached 1.2 kg/s at 100 s and kept almost constant
afterward. It was more than twice that in the case of the sprinkler from 200 s.

Figure 12. Variation in the mass flow rate of the smoke layer through the right doorway.

6. Conclusions

A numerical study on the fire characteristics during fire suppression by a sprinkler was conducted
using FDS. The following conclusions were made:

• The extinguishing coefficient of 3.0 was chosen for the fire suppression model in this study. Under
the effect of sprinkler spray, the HRR stopped growing at 165 kW at 70 s and then reduced rapidly
to 10 kW at 400 s;

• The hot upper layer rapidly reduced both the temperature value and the area of the layer during
fire suppression. The smoke layer was formed with a symmetrical cone right below the sprinkler,
revealing the smoke logging phenomena. Under the influence of sprinkler spray, the combination
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of smoke logging and fresh air-entraining from the left door pushed the smoke logging to occur
strongly in the right region afterwards;

• Heat Release Rate reduction and smoke logging phenomena inside the compartment presented
a significant effect of the sprinkler spray on the smoke spread in the doorway. The temperature of
the smoke layer through the doorway reduced to an ambient temperature of 200 s after activating
the sprinkler. The smoke velocity inside the sprinkler spray could reach over 2 m/s. At the doorway,
however, the smoke velocity reduced to 0.5 m/s at 300 s, much lower than the 2 m/s in the free burn
case. The mass flow rate through the doorway in the sprinkler case reduced to half compared to
the free burn case at 200 s;

• The extinguishing coefficient in this study can be used as a first step trial for other researchers
who want to apply the fire suppression model. However, the fire suppression model defined
by the calibration method depends not only on the material properties and geometry of solid
fuels but also on water spray distribution. Therefore, several important spray characteristics,
such as water droplet size, spray angle, and initial velocity, need attention when referring to an
extinguishing coefficient. Sensitive to these factors, we will further investigate.
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Abstract: The fire growth rate index (FIGRA), which is the ratio of the maximum value of the heat
release rate (Qmax) and the time (tmax) to reach the maximum heat release rate, is a general method to
evaluate a material in the fire-retardant performance in fire technology. The object of this study aims
to predict FIGRA of the polyethylene foam pipe insulation in accordance with the scale factor (Sf),
the volume fraction of the pipe insulation (VF) and the ignition heat source (Qig). The compartments
made of fireboard have been mock-up with 1/3, 1/4, and 1/5 reduced scales of the compartment as
specified in ISO 20632. The heat release rate data of the pipe insulation with the variation of Sf, VF,
and Qig are measured from 33 experiments to correlate with FIGRA. Based on a critical analysis of
the heat transfer phenomenon from previous research literature, the predictions of Qmax and tmax

are presented. It is noticeable that the fire-retardant grade of the polyethylene foam pipe insulation
could have Grade B, C, and D in accordance with the test conditions within ±15% deviation of the
predicted FIGRA. In case of establishing the database of various types of insulation, the prediction
models could apply to evaluate the fire-retardant performance.

Keywords: pipe insulation; fire growth rate index; scale factor; volume fraction; ignition heat source;
maximum heat release rate; time to reach maximum HRR (heat release rate)

1. Introduction

Insulation is widely used in buildings as an important material to prevent energy loss of
architecture [1–3]. Among them, polystyrene, poly-urethane, poly-ethylene, and elastomeric closed
cell thermal insulation, which are made of organic substance, are mainly used as pipe insulation to
prevent freezing and surface condensation by minimizing the heat loss [4–6]. However, pipe insulation
could be ignited from the overheated hot wire or welding work for maintenance, and rapidly spread to
the surrounding combustibles [7–9]. To fundamentally prevent the spread of fire occurred by pipe
insulation, inorganic materials such as semi-combustible, which does not ignite at high temperature,
is able to be applied. However, inorganic substance, especially molded stone wool, glass wool,
etc., is not useful in the installation of piping compared to organic materials because of its highly
absorbent feature as a mechanical weakness [10–12]. For these reasons, the specific material of pipe
insulation is not regulated, and it is recommended to use materials that satisfy the fire retardants
as an alternative [13]. The fire growth rate index (FIGRA) is a general method to evaluate the
material in the fire-retardant performance in fire technology [14,15]. Therefore, the pipe insulation,
which satisfies extremely low FIGRA values, should minimize the rapid spread of fire phenomenon
even though the pipe insulation could not have the properties of the complete non-combustible.
However, the regulated test conditions, such as the compartment size, the thermal properties of the
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wall, and the ignition heat source, are not equal for each test standard [16–19]. It means that FIGRA
for evaluating the flame-retardant performance of the pipe insulation depends on the test conditions.
Thus, the thermal characteristics inside the compartment in accordance with test conditions are
important to analyze a fire risk of the pipe insulation.

There are several studies that the fire-retardant performance test result is changed by the test
conditions in the use of the same pipe insulation material. The temperature inside the compartment
increases in proportion to the thermal ratio, as resulted in the study of H. Pretrel et al., analyzed
by the correlation under the ventilated pool fire phenomenon by the thermal ratio of dimensionless
variables including thermal conductivity coefficient, the thickness of the wall, and the opening area of
the compartment [20].

The fire growth rate decreases as the ignition source decreases in the same volume of pipe
insulation, since the time to reach the maximum heat release is decreased proportional to the delay
time of ignition, as investigation of N. Hernandez with the predictive model of the phenomenon of
the penetration of radiation to the sold materials [21]. In addition, the fire growth rate decreases in
proportion to the size of volume space, in the research of R.R. Leisted et al. with the analyze of the
temperature distribution by the time in the case of polyisocyanurate or stone wool in the 1/5 reduced
scale compartment of ISO 13784-1 [22].

In accordance with the previous research, it can be predicted that FIGRA would not be
equal for the same material due to the thermal conditions. However, to the authors’ knowledge,
there have been no research to predict FIGRA since the values of Qmax and tmax cannot be closed with
previous investigations [20–24]. Especially, if the value of FIGRA for a highly combustible material
is evaluated too low at a specified test condition, it can cause a risk for the material to be used for
building construction. From this point of view, the quantitative analysis on FIGRA in accordance with
the experiment conditions can be considered as a significant object in terms of the evaluation for the
risk of fire spread. The object of this study aims to predict FIGRA of polyethylene foam pipe insulation
in accordance with the scale factor (Sf), the volume fraction of the pipe insulation (VF), and the ignition
heat source (Qig).

2. Materials and Methods

2.1. Heat Transfer Phenomenon

Figure 1 explains that the heat transmission phenomenon of a polyethylene foam pipe insulation
in the semi-closed compartment space. As shown in this figure, the surface temperature of the pipe
insulation increases to reach the reference temperature by the ignition heat source. Therefore, the mass
loss of the pipe insulation can be quantified as [25,26].

.
m′′′fr = ρA0Yn

f Ym
O2

e(−E/RTτ) (1)

where
.

m′′′f ,r, ρ, A0, Y, E, R, and Tr are the mass loss rate per unit volume, the density of pipe
insulation, the pre-exponential factor, the mass fraction, the activation energy (kJ/mole), the gas
constant (8.314 kJ/kmole), and the reference temperature, respectively. The heat release rate during the
vaporization of the combustible (Qf) can be expressed as,

Q f = ηΔhc
.

m′′′f ,rV f (2)

where η, Δhc, and Vf are the combustion efficiency, the heat of combustion, and the ignited insulation
volume during the combustion time, respectively [27]. When the ignition of the pipe insulation
takes place inside the compartment, the surface area, which reaches the reference temperature (Tr)
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by convective heat from the free stream and the radiative heat from the flame and the wall, could be
time-variant. Thus, the total heat release rate can be denoted as,

Qt(t) = Q f (t) + Qig (3)

where t denotes the combustion time, and the total heat release rate (Qt(t)) and the heat release
rate of the pipe insulation (Qf(t)) in Equation (3) should be a time-variant function due to Af→Af(t).
However, the heat of combustion (Δhc, kJ/kg), which is one of the thermochemical properties, has a
constant value for the pipe insulation as shown in Equation (4) [28–30].

Δhc =

∫ t=t f inal
t=0

.
Q f (t)dt

ηΔm f
= const (4)

where Δmf means that the mass loss after the combustion of the pipe insulation. The fire growth rate
index (FIGRA) to classify the fire-retardant grade is defined as the ratio of the maximum heat release
rate (Qmax), which is the net heat of the pipe insulation, and the time (tmax) to reach the maximum heat
release rate (Qmax) as denoted in Equation (5) [16].

FIGRA =
Qmax

tmax
(5)

where FIGRA refers to a main parameter to evaluate the fire-retardant grade. As Qig increases,
.

Q f (t) is
varied in proportion, since the size of the solid surface to reach the reference temperature (Tr) varies
with the combustion time. However, when the heat of combustion (Δhc) in Equation (4) maintains
a constant value with a fixed value of Δmf, the integral value of Qf(t) during the total combustion time
should satisfy the first law of energy conservation. It means that Qmax increases as the total combustion
time decreases, as shown in the lower right side in Figure 1. Especially, the convective and radiative
heat can be mainly affected by the compartment space (VM), the volume of the combustibles (Vf),

and the geometrical shape of the opening area. Therefore, it is assumed that
.

Qmax and tmax can be
functioned with the quantity of the volume of the compartment (VM), the volume of the combustibles
(Vf), and the ignition heat source (Qig) as denoted in Equation (6).

Qmax, tmax ∼ f (Qig, VM, V f ) (6)

Figure 1. Schematic diagram of heat transfer and the heat release rate of the pipe insulation in
a compartment fire.
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2.2. Heat Transfer Phenomenon

Table 1 summarized the test conditions of ISO 20632 and NFPA 274. As shown in the table,
the volume (VM) of the compartment was reduced to 1/3, 1/4, and 1/5 of ISO 20632. In addition,
the volume fractions of the pipe insulation (VF) consisted of a total 5 conditions, including those of ISO
20632 (VF = 0.024) and NFPA 274 (VF = 0.07). The experiment conditions of this study were opted
with the definitions of the scale factor (Sf) and the volume fraction (VF) as denoted in Equation (6).

S f =
LM

LISO
, VF =

V f

VM
(7)

where Sf, VM, VISO, Vf, and VF are the scale factor, the volume of the compartment, the volume of the
ISO 20632 compartment, and the volume fraction of the pipe insulation, respectively. The schematic
diagram and pictures of the experiment conditions are explained in Figure 2.

Table 1. Test conditions investigated by ISO 20632 and NFPA 274.

Contents ISO 20632 NFPA 274 Test Conditions

Volume of Compartment
(m3) VISO = 20.76 m3 VM,NFPA = 0.78 m3

VM,1/3 = 0.768 m3

VM,1/4 = 0.324 m3

VM,1/5 = 0.165 m3

Scale Factor (-) 1 1/3 ( = 0.33) 1/3 ( = 0.33), 1
4 ( = 0.25), 1/5 ( = 0.20)

Volume of Insulation
(m3) Vf,iso = 0.51 m3 Vf,NFPA = 0.055 m3

Vf,1/5 = 0.004 m3, 0.008 m3, 0.019 m3, 0.008 m3

Vf,1/4 = 0.016 m3, 0.038 m3, 0.012 m3, 0.023 m3

Vf,1/3 = 0.053 m3, 0.017 m3, 0.032 m3

Volume Fraction
(-) VF = 0.024 VF = 0.07 VF = 0.024, 0.05, 0.07, 0.1

Ignition (kW) and Time (s) Qig,1 = 100 kW for 600 s Qig,1 = 20 kW for 180 s Qig = 10 kW, 15 kW, 20 kW for tfinal = 600 s
Qig,2 = 300 kW for 600 s Qig,2 = 70 kW for 420 s

Figure 2. Schematic diagram and pictures of the test conditions and the experiment method.

2.3. Calibration of the Heat Release Rate

Figure 3 shows the calibration results of the heat release rate for a propane burner by the oxygen
consumption method of the cone calorimeter. A mass flow controller (MFC, Model TSC-145) was used to
control the flow rate of propane. In Figure 3a, the difference of maximum 50 s with the theoretical
heat release rate was measured due to the increase of the response time of the MFC instrument.
Thus, in the low flow range from 10 to 20 kW, the fluctuation of the mass flow rate and the delay time
were minimized by the metering valve and the area flow meter. As a result of performing A-Type
uncertainty under the repeated experiments, it is found that the cone-calorimeter apparatus used in this
study had a reliability of ±5% when the coverage factor, k = 1.95 at 95% confidence level as displayed
in Figure 3b. Table 2 shows the specifications of the experimental apparatus used in this study.
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Figure 3. (a) Calibration results of heat release rate (HRR) using propane burner and (b) comparison of
the theoretical and measured HRR.

Table 2. Specification of the experiment apparatus of the cone-calorimeter.

Measurement Specification

Duct Temperature K-Type Wire, Range: −200–1000 ◦C
DAQ Voltage: 20 mV to 100 V, 1–5 V F.S., 20 channels, Accuracy: ±0.1%

Duct Size & Blower Length: 5 m, Diameter: 0.2 m, Fan capacity: 3 hp
O2 Analyzer Output: 4–20 mA, Range: 0.7–1.2 bar, Model: OXYMAT 61

Pressure Sensor Output: 0–10 V, Range: 1250 Pa, Model: MS-311
Mass Flow Controller Fuel: CH4, C3H8, Output: 0–5 VDC, Range: 200 LPM, Model: TSC-145
Pressure Transmitter Output: 0–20 mA, Range: 0–20 bar, Model: PSC-E-B-A-P-G

2.4. Material Properties of the Test Sample

Figure 4a shows the measurement of the mass loss rate of the standard specimen calcium oxalate
to verify the accuracy of the apparatus of thermo gravimetric analysis (TGA, Model STA PT1000).
The calcium oxalate changes in the symmetry of CaC2O4·H2O, CaC2O4, and CaCO3 as mentioned
in reference [31]. Thus, the reference temperature (Tr) was given as 190 ◦C, 450 ◦C, and 700 ◦C at
±30 ◦C, and the mass reduction rate was measured as −12.99%, −19.15%, and −29.98%, respectively.
The measured values were in good agreement within about ±0.6% to the reference values.

Figure 4. (a) Calibration results of TGA using calcium oxalate and (b) the results of TGA for material
properties of the test sample (polyethylene foam).

Figure 4b shows the result of calculating the reaction rate, pre-exponential factor, and reference
temperature, which are the thermochemical properties of the polyethylene foam pipe insulation used
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in this study. The reaction and the heat rate mechanism of a solid fuel can be found in the combustion
theory [32]. From Tr = 744 K, the pre-exponential factor (Aj) of Equation (8) and activation energy (Ej)
of Equation (9), which are suggested by Lyon et al. [30,33], are arranged in Table 3.

Aj =
erp, j

Ys,o
e
(

Ej
RTp, j

)
(8)

Ej =
erp, j

Ys,o

RT2
p, j

(dT/dt)
(9)

where Aj, Ej, Tr, and Ys,o means the pre-exponential factor, activation energy, reference temperature,
and mass fraction, respectively [33].

Table 3. Thermal properties of the polyethylene foam (PE) test sample.

Properties Values Properties Values

Reference Temperature, (K) 744 Heat of Combustion, (kJ/kg) 42,660
Activation Energy (kJ/kmole) 1.19 × 10−5 Density (kg/m3) 26
Pre-exponential Factor (1/s) 1.05 × 10−6 Specific Heat (kJ/kg-◦C) 2.31

3. Results and Discussion

3.1. Experiment of Heat Release Rate

The effects of the ignition heat source on the heat release rate in the case of the fixed values of the
scale factor (Sf = 1/3) and the volume fraction (VF = 0.024) are plotted in Figure 5. As denoted in this
figure, the values of tmax were decreased as 589 s, 203 s, and 136 s in accordance with Qig = 12 kW,
16 kW, and 23 kW, respectively. While Qmax maintained a constant value at approximately 209 ± 10 kW.
The results explained that the time for the pipe insulation to reach the reference temperature (Tr)
of 744 K decreased as Qig increased. However, the values of Qmax maintained a constant value
since the overall heat amount of the pipe insulation inside the compartment should be conserved.
All results for Sf = 1/3, 1/4, and 1/5 and VF = 0.024, 0.05, 0.07, and 0.1 in accordance with the ignition
heat sources are plotted in Figure 6. Test conditions and analysis based on the Figure 6 are summarized
in Table 4. As shown in Table 4, tmax of Test #8, #16, and #31–#33, which have more than 20% deviation,
were excluded due to the environment differences. However, in all the experimental result, the values
of Qmax maintained a constant value within the range of ±3.48% average and ±12.26% maximum
for the fixed volume fraction (VF), while the values of tmax were decreased, which were inversely
proportional to the heat amount of ignition. From the results of Figure 6 and Table 4, the effective heat
of combustion was investigated and Qmax and tmax were predicted with the effects of Sf, VF, and Qig.

Figure 5. The results of the heat release rate with the variations of the ignition heat source for volume
fraction 0.024 and scale factor 0.33.
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Figure 6. Experiment results of the heat release rate vs. ignition heat source for 0.33, 0.25, and 0.2 of the
scale factor with a volume fraction of 0.024, 0.05, 0.07, and 0.1. (a) Test#1–Test#3. Heat release rate vs.
time (Sf = 0.2, VF = 0.024, Qig = 11.00 kW, 21.10 kW, 28.54 kW); (b) Test#4–Test#6. Heat release rate vs.
time (Sf = 0.2, VF = 0.05, Qig = 10.00 kW, 15.47 kW, 23.05 kW); (c) Test#7, Test#9. Heat release rate vs.
time (Sf = 0.2, VF = 0.07, Qig = 10.00 kW, 18.65 kW); (d) Test#10–Test#12. Heat release rate vs. time
(Sf = 0.2, VF = 0.1, Qig = 10.00 kW, 15.45 kW, 19.92 kW); (e) Test#13–Test#15. Heat release rate vs. time
(Sf = 0.25, VF = 0.024, Qig = 10.00 kW, 15.16 kW, 22.47 kW); (f) Test#17–Test#18. Heat release rate vs.
time (Sf = 0.25, VF = 0.05, Qig = 16.18 kW, 22.25 kW); (g) Test#19–Test#21. Heat release rate vs. time
(Sf = 0.25, VF = 0.07, Qig = 10.00 kW, 15.77 kW, 21.36 kW); (h) Test#22–Test#24. Heat release rate vs.
time (Sf = 0.25, VF = 0.1, Qig = 10.00 kW, 15.95 kW, 22.03 kW); and (i) Test#28–Test#30. Heat release rate
vs. time (Sf = 0.33, VF = 0.05, Qig = 11.00 kW, 16.50 kW, 21.69 kW).
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Table 4. Test conditions and summarized results of experiments.

Test
Num.

Test Conditions Results of Experiment

Sf VM Vf VF Δmf
.

Qig
.

Qf Δmc,eff
.

Qmax
tmax

(-) (m3) (m3) (-) (kg) (kW) (kJ) (kJ/kg) (kW) (s)

#1 0.2 0.165 0.004 0.024 0.109 11.00 3795 34,817 30.23 172
#2 0.2 0.165 0.004 0.024 0.109 21.10 3797 34,833 33.47 101
#3 0.2 0.165 0.004 0.024 0.109 28.54 3779 34,672 42.63 99
#4 0.2 0.165 0.008 0.050 0.227 10.00 7477 32,938 79.09 188
#5 0.2 0.165 0.008 0.050 0.227 15.47 8576 37,778 78.96 97
#6 0.2 0.165 0.008 0.050 0.227 23.05 6913 30,455 85.23 89
#7 0.2 0.165 0.012 0.070 0.312 10.00 11,847 37,972 165.25 189
#8 0.2 0.165 0.012 0.070 0.320 14.64 10,785 33,702 160.78 N/A
#9 0.2 0.165 0.012 0.070 0.318 18.65 11,282 35,479 162.03 142
#10 0.2 0.165 0.0165 0.1 0.450 10.00 17,344 38,541 169.34 236
#11 0.2 0.165 0.0165 0.1 0.454 15.45 18,482 40,708 179.98 123
#12 0.2 0.165 0.0165 0.1 0.452 19.92 16,436 36,362 167.22 113
#13 0.25 0.324 0.008 0.024 0.223 10.00 8260 37,042 103.18 286
#14 0.25 0.324 0.008 0.024 0.214 15.16 7660 35,797 80.16 137
#15 0.25 0.324 0.008 0.024 0.220 22.47 9101 41,366 70.60 126
#16 0.25 0.324 0.016 0.050 0.444 10.00 18,959 42,699 178.05 N/A
#17 0.25 0.324 0.016 0.050 0.444 16.18 14,961 33,696 145.56 139
#18 0.25 0.324 0.016 0.050 0.444 22.25 17,763 40,006 229.68 125
#19 0.25 0.324 0.023 0.070 0.626 10.00 22,223 35,500 194.57 384
#20 0.25 0.324 0.023 0.070 0.632 15.77 23,994 37,964 183.09 170
#21 0.25 0.324 0.023 0.070 0.620 21.36 24,962 40,261 240.65 112
#22 0.25 0.324 0.032 0.1 0.892 10.00 35,515 39,815 245.92 447
#23 0.25 0.324 0.032 0.1 0.892 15.95 32,812 36,785 291.99 209
#24 0.25 0.324 0.032 0.1 0.872 22.03 33,095 37,953 269.13 159
#25 0.33 0.768 0.019 0.024 0.495 12.00 19,455 39,303 227.52 589
#26 0.33 0.768 0.019 0.024 0.500 15.98 20,547 41,095 199.78 203
#27 0.33 0.768 0.019 0.024 0.503 23.20 18,974 37,722 202.00 136
#28 0.33 0.768 0.038 0.050 1.052 11.00 44,035 41,859 325.05 789
#29 0.33 0.768 0.038 0.050 1.046 16.50 37,700 36,042 282.23 212
#30 0.33 0.768 0.038 0.050 1.054 21.69 39,344 37,328 282.02 204
#31 0.33 0.768 0.053 0.070 1.448 13.57 49,677 34,307 382.10 N/A
#32 0.33 0.768 0.053 0.070 1.430 17.69 54,897 38,389 437.19 N/A
#33 0.33 0.768 0.053 0.070 1.451 21.83 50,609 34,878 370.69 N/A

3.2. Comparison of the Effective Heat of Combustion, Δhc,eff

Regarding the previous studies, the heat of combustion (Δhc) of the polyethylene foam pipe
insulation is around 42,660 kJ/g [34]. In this study, the effective heat of combustion of Equation (10) as
referred in [35] was compared with the heat of combustion by integrals on the combustion time under
the measured heat release rate.

hc,e f f =

∫ t=t f inal

t=0
Q f (t)dt/Δm f (10)

where Δhc,eff and Δmf are the effective heat of combustion and the mass loss of the pipe insulation after
combustion, respectively. The measured effective heat of combustion for Sf = 1/3, 1/4, and 1/5, VF =
0.024, 0.05, 0.07, and 0.1 in accordance with the values of Qig are plotted in Figure 7. As shown in the
figure, the average values of the effective heat of combustion was around 37,214 kJ/kg, which was only
about 87% of the combustion efficiency compared to 42,660 kJ/kg. The main reason can be found that
the incomplete combustion condition occurs due to the circumstance lack of ventilation regarding
to the size of the opening area [34–37]. In addition, from R. N. Walters et al. [34], the combustion
heat value could be changed by the composition ratio and the porosity of the molecule consisted
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of materials. Therefore, the correlation between the geometric shape of the pipe insulation and the
thermochemical properties of the molecular structure of the pipe insulation should be analyzed with
the combustion efficiency to obtain more accuracy reasons. However, the main purpose of this study
was to predict the fire growth rate index related with the scale factor (Sf), the volume fraction (VF),
and the ignition heat source (Qig). Therefore, Qmax and tmax were analyzed with the effective heat of
combustion assumed to be the averaged value of 37,214 kJ/kg.

Figure 7. The results of the effective heat of combustions with volume fraction 0.024, 0.05, 0.07, and 0.1
for scale factor 1/3, 1/4, and 1/5.

3.3. Analysis of the Maximum Heat Release Rate, Qmax

The values of Qmax and Δmf for Sf = 1/3, 1/4, and 1/5 and VF = 0.024, 0.05, 0.07, and 0.1 in Table 4
are plotted in Figure 8. The line marked in red can be obtain from the boundary condition, which is
Qmax = 0 at Δmf = 0, as shown in the Equation (11).

Qmax = a1 × Δmb1
f (11)

Figure 8. Experiment results of the maximum heat release rate vs. fuel mass loss with scale factors (Sf

= 1/3, 1/4, and 1/5) and volume fraction (VF = 0.024, 0.05, 0.07, and 0.1).
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The Δmf can be assumed that the initial mass of the pipe insulation since all completely burned
during the experiments for each condition in Table 4. The simple expression foam of Qmax can be
curve-fitted with Δmf, regardless of Sf, VF, and Qig in the case of a1 = 302.224 and b1 = 0.721 within
±15%. However, in the overall range of Δmf, the deviations between Equation (11) and the experiments
were higher in accordance with the volume of compartment and the pipe insulation. Thus, the effects
of Sf and VF on Qmax were investigated to obtain more accurate prediction.

Figure 9a shows the correlations between Qmax and VF for Sf = 1/3, 1/4, and 1/5. As shown in the
figure, Qmax intends to increase in proportional to VF as denoted in Equation (12).

Qmax,pre = a2(VF)b2 (12)

where Qmax,pre (kW), a2(kW), and b2 are the predictive value of the maximum heat release rate and the
experimental constants, respectively. The mass loss is approximated in Equation (13).

Δm f = VF×VM × ρ f (13)

when a2 is constant at 1766.78 of Equation (12), b2 decreases with Sf as shown in Figure 9b. Thus,
the experiment constant, b2 can be curve-fitted as,

b2 = 0.18308× S−1.04545
f (14)

Figure 9. (a) Averaged maximum HRR vs. volume fraction for Sf = 0.2, 0.25, and 0.33 and (b) the
curve-fit results of experiment coefficient b1 vs. scale factor for Sf = 0.2, 0.25, and 0.33.

The predictions of Qmax and Δmf for the fixed values of the scale factor (Sf = 1/3, 1/4, and 1/5) and
the volume fraction (VF = 0.024, 0.05, 0.07, and 0.1) were compared with the experiments as shown in
Figure 10. The predictions at Δmf = 0.2 kg and 0.7 kg were higher about 15% than the experiments
for Test #14, #15, and #18 in Table 4 due to the relatively high deviation of the averaged Qmax. On the
other hand, the predictions at Δmf = 0.2 kg were about 15% lower than the experiments for Test#7
and #9 in Table 4. The main reason would be expected to take place from the combustion efficiency
in accordance with the opening area [20]. However, it is confirmed that the total of 27 experiments
and the predicted values were in good agreement within ±5%. Thus, Equation (12) indicates that
the improved accuracy approximately 10% or more compared to Equation (11) since Sf and VF were
considered. The limitation of the prediction should consider the experiment constants. The prediction
of Qmax can be applicable in the case of establishing the database of various types of insulation.
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Figure 10. Comparison of the maximum heat release rate of experiments and predictions with mass loss.

3.4. Analysis of the Time to Reach the Maximum Heat Release Rate, tmax

From the results in Table 2, as the volume of the compartment increased, the heating time of the
surface temperature for the pipe insulation by convection and radiation was proportionally increased
in the case of the fixed values of Qig and VF. In addition, when Qig increased, tmax was decreased
since the surface area of the pipe insulation to reach reference temperature (Tr) rapidly increased.
These relations can be functioned as,

tmax ∼ f (S f /Qig) (15)

Figure 11a shows the relations between Sf/Qig and tmax in the case of VF = 0.024, 0.05, 0.07,
and 0.1. The values of tmax, which was inversely proportional to Qig and proportional to Sf under the
fixed value of VF, can be curve-fitted as,

tmax,pre = c1 + c2 × e(c3×S f /Qig) (16)

where c1, c2, and c3 represent the experimental constants for the polyethylene foam pipe insulation.
The values of c2 and c3 were found to have the constant with 3.283 and 180.102. In addition, the values
of the experimental constant c1 were 74.93, 81.07, 83.35, and 122.64 when VF = 0.024, 0.05, 0.07, and 0.1
respectively, as shown in Figure 11b. Thus, it can be curve fitted as,

c1 = d1 + d2 × e(d3×VF) (17)

where d1, d2, and d3 have a constant value of 75.782, 0.167, and 56.36, respectively.

Figure 11. (a) Maximum time vs. Sf/Qig for 0.024, 0.05, 0.07, and 0.1 of the volume fraction and (b) the
curve-fit results of experiment coefficient c1 vs. volume Fraction.
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The predictions of tmax and Sf/Qig for the fixed values of the scale factor (Sf = 1/3, 1/4, and 1/5) and
the volume fraction (VF = 0.024, 0.05, 0.07, and 0.1) were compared with the experiments as shown in
Figure 12. The predictions at Sf/Qig = 0.01, 0.015, and 0.024 kW−1 were about 20% deviation than the
experiments for Test #5, #6, #11, #12, #13, #15, and #30 in Table 4 due to the heat loss by the leakage from
the connection part in the compartment, the difference humidity or the relatively low surrounding
temperature. The heat loss can cause the experiments of tmax that could be relatively delayed than the
predictions of tmax. However, the total 23 of predictions were in good agreement with the experiments
in the error range of ±5%. Therefore, as mentioned in Section 3.3, tmax can be applicable in the case
of establishing the database of various types of insulation. As denoted in Equations (12) and (16),
the predictions of Qmax and tmax were significantly correlated with Sf, VF, and Qig, which were the test
conditions of fire resistance standard. It is noticeable that the values of FIGRA can be obtained without
experiments for the polyethylene foam pipe insulation if the effects of the thermal properties of the
compartment materials are determined.

Figure 12. Comparison of the maximum time of experiments and predictions with Sf/Qig.

3.5. Estimation of the Fire Growth Rate Index, FIGRA

According to EN13501-1, the fire-retardant grade can be divided as Grade A2 for FIGRA ≤ 0.16
kW/s, Grade B for 0.16 ≤ FIGRA ≤ 0.6 kW/s, Grade C for 0.6 ≤ FIGRA ≤ 1.5 kW/s, the Grade D for
0.6 ≤ FIGRA ≤ 7.5 kW/s, and Grade E for FIGRA ≥ 7.5 kW/s. Therefore, Equations (12) and (16) are
substituted into Equation (5), and the prediction of FIGRA can be arranged as,

FIGRApre =
a2(VF)b2

c1 + c2 × e(c3×S f /Qig)
(18)

where FIGRApre means the prediction value of the fire growth rate index (FIGRA) considering the scale
factor (Sf), the volume ratio (VF), and the ignition heat source (Qig).

Figure 13 shows the results of the comparisons between the predictions by Equation (18) and the
experiments in Table 4. The predictions of Qmax for Test #15, #20, and #30 in Table 4 were about 11%
higher than the experiments, while the predictions of tmax were about 16% lower than the experiments
at FIGRA = 0.975 kW/s, 1.58 kW/s, and 2.40 kW/s. On the other hand, the predictions of Qmax for
Test #7 and #8 in Table 4 were about 19% lower than the experiments, while the predictions of tmax

were about 10% lower than the experiments at FIGRA = 0.63 kW/s and 1.05 kW/s. These results
caused more than a 30% deviation of FIGRApre and FIGRA. It would be necessary to investigate the

368



Energies 2020, 13, 3644

combustion efficiency and the surrounding temperature with environmental conditions to improve
more accurate predictions. However, the final results shows that a total of 22 of the predictions were in
good agreement with the experiments within ±15% since the predicted values of Qmax and tmax were
satisfied with the experiments on the effects of Sf, VF, and Qig within ±5%. Especially, in the case of
application of FIGRA of EN 13501-1, the polyethylene foam pipe insulation could have Grade B, C,
or D in accordance with Sf, VF, and Qig.

Figure 13. The comparison of the predictions and experiment of the fire growth rate index with scale
factors (Sf = 1/3, 1/4, and 1/5), volume fraction (VF = 0.024, 0.05, 0.07, and 0.1), and ignition heat
sources (Qig).

4. Conclusions

In this study, the effects of the scale factor (Sf), the volume fraction (VF), and the ignition heat source
(Qig) on the fire growth rate index (FIGRA) of polyethylene foam pipe insulation were systematically
investigated. From the 33 experiments of the heat release rate of the pipe insulation, the maximum
heat release rate (Qmax), and the time (tmax) to reach the maximum heat release rate were analyzed with
the effective heat of combustion assumed to be the averaged value of 37,214 kJ/kg. The results of this
study can be summarized as follows,

First, the values of Qmax maintained a constant value within the range of ±3.48% average and
±12.26% maximum regardless of Qig when the value of VF was fixed. While tmax decreased, which was
inversely proportional to Qig. These results explain that the heat amount of the pipe insulation should
be conserved regardless of the ignition.

Second, the correlations between the values of Qmax and tmax in accordance with the variation of
the scale factor (Sf = 1/3, 1/4, and 1/5), the volume fraction (VF = 0.024, 0.05. 0.07, and 0.1), and the
ignition heat source (Qig = 10 kW, 15 kW, and 20 kW) were presented. It is possible to quantify that Qmax

intended to increase in proportional to VF and Sf regardless of Qig while tmax increased in proportion to
Sf/Qig and VF. However, the limitation of the predictions was that the experiment coefficients should
be determined with the thermal properties of the wall and the type of the pipe insulation.

Finally, FIGRA as defined in EN 13501-1 was evaluated using the prediction models of the Qmax

and tmax. It was verified that a total of 22 experiments in Table 4 were in good agreement with the
predictive values of FIGRA within ±15%. Especially, the fire-retardant grade for the polyethylene
foam pipe insulation could have a Grade B, C, and D in accordance with the scale factor (Sf = 1/3, 1/4,
and 1/5), volume fraction (VF = 0.024, 0.05, 0.07, and 0.1), and the ignition heat sources (Qig). Therefore,
in case of establishing the database of various types of insulation, it can be expected that the prediction
models could apply to evaluate the fire-retardant performance with dimensionless methods for FIGRA.
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