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Preface to ”Urban Climate and Adaptation Tools”

In 1925, Le Corbusier, in his book Urbanisme, wondered if cities are still capable of preserving

the dignity of human beings. That question today appears even more motivated by two phenomena

that have become increasingly evident over time: urbanization and climate change.

Urbanization has led the human community to find itself, today, within the geographical

perimeter of cities with growth rates that in a few decades into the future, will ensure that all

men can be defined as citizens; but citizenship has a much deeper meaning than living in one

place. Citizenship means being able to provide the human being with all those elements of life

and well-being that reconcile all aspects of one’s nature: opportunities for one’s expectations,

physiological well-being, social well-being, protection of one’s own safety. That ability to live fully,

being able to bring out all their physical and intellectual abilities. Well-being understood as the

overall state of being human. Almost a century after that question, the answer cannot be positive.

Although it is not possible for cities to define a precise development model, what we have seen was

an urbanization that has profoundly undermined the sustainable livelihoods of places and, therefore,

of the human being.

The climate–environmental problem has therefore caused all the contradictions of the modern

era to explode, placing humankind in danger. Pollution, rising temperatures, intense precipitation

phenomena endanger life but, above all, the well-being of citizens, with health understood as a

primary good. It is the task of politics to find solutions, and the task of science and technology to

find the tools to support politics in the search for solutions.

The time is actually ripe for a transition—for a transition to a more sustainable world where the

human being is at the center of the system, the replacement of gross domestic product with gross

domestic well-being. We already own our toolbox, which can also be improved and implemented,

and this collection of works allows us to understand that the passage to the answer to that

fundamental question is within reach. In reading, it will be clear that, today, we have tools to respond,

we have risk reduction methodologies, we have policies based on scientific assumptions, we have

the possibility of transforming a danger into new growth opportunities. The overview offered is

vast, and this can only lead us to be optimistic. The real knot is not given by science or the will of

politics: the real knot is given by the citizen’s ability to make this hope their own, to transform it into

daily awareness of what can be done in an exercise of democracy in understanding that there exists

diversity that must be protected and that special actions are necessary for these; protections that are

then transformed into greater resources to be redistributed for the benefit of all. The environment

and climate today can represent an opportunity; by building more resilient cities, we not only protect

the weakest groups but, in fact, we free up resources represented by health costs which in healthier

environments are reduced, allowing access to a full life to all citizens.

The recent pandemic, with all the grief and suffering, has opened our eyes to the future and to

the meaning of being a community. It has also shown us how the contradictions of modern living can

explode in a very short time for us, used to talking about what the world will be like in 2050, and we

understand that we don’t know what tomorrow itself will be like. But we have the tools to change,

and you have them in your hands right now, and now is the time to apply them.

Teodoro Georgiadis, Letizia Cremonini

Editors
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Abstract: In urban areas, high air temperatures and heat stress levels greatly affect human thermal
comfort and public health, with climate change further increasing the mortality risks. This study
presents a high resolution (100 m) modelling method, including detailed offline radiation calculations,
that is able to efficiently calculate outdoor heat stress for entire urban agglomerations for a time
period spanning several months. A dedicated measurement campaign was set up to evaluate model
performance, yielding satisfactory results. As an example, the modelling tool was used to assess
the effectiveness of green areas and water surfaces to cool air temperatures and wet bulb globe
temperatures during a typical hot day in the city of Ghent (Belgium), since the use of vegetation and
water bodies are shown to be promising in mitigating the adverse effects of urban heat islands and
improving thermal comfort. The results show that air temperature reduction is most profound over
water surfaces during the afternoon, while open rural areas are coolest during the night. Radiation
shading from trees, and to a lesser extent, from buildings, is found to be most effective in reducing wet
bulb globe temperatures and improving thermal comfort during the warmest moments of the day.

Keywords: thermal comfort; urban greening; urban heat island; UrbClim model; water bodies

1. Introduction

Rapid urban growth coupled with high population density increases the vulnerability of cities to
extreme weather [1]. In cities, heat extremes are among the most important weather-related health
hazards. Moreover, the effects of extreme heat are exacerbated by the presence of the urban heat island
(UHI) [2]. This UHI is caused by a combination of the increased heat capacity of cities, anthropogenic
heat sources, and the imperviousness of urban surfaces, which inhibit evaporative cooling [3–5]. Due to
the UHI increment, cities are particularly vulnerable to heat waves, causing higher heat-related excess
mortalities [6–8]. The risks of morbidity and mortality in urban areas are further increased by climate
change, due to the increasing frequency of weather extremes [9,10].

In this context, integrating mitigation and adaptation measures can help avoid locking a city
into counterproductive infrastructure and policies. Urban greenery has been proposed as an effective
measure to mitigate the UHI and improve the urban microclimate [11–13]. Green areas are generally
cooler than their surrounding built up areas, which is demonstrated by observational studies reporting
instantaneous air temperature differences of 1 ◦C up to 7 ◦C [14,15]. Vegetation cools cities via shading,
evapotranspiration, and alteration of the wind pattern [16]. The cooling intensity of, for example,
city parks, is often largest in the evenings and during the night (like the UHI) and tends to increase

Climate 2020, 8, 6; doi:10.3390/cli8010006 www.mdpi.com/journal/climate1
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with park size [17]. During the afternoon, parks with extensive tree coverage tend to be cooler due
to shading effects, while at night more open parks are cooler due to greater long-wave radiative
cooling [18].

Similar to parks, water features have the potential to alleviate high urban temperatures through
enhanced evaporation and reduced sensible heat fluxes [19]. A number of observational studies
have shown that temperatures adjacent or downwind of water bodies are reduced by around 1–2 ◦C
compared to surrounding areas [20,21]. On specific days during the afternoon, Murakawa et al. [22]
observed 3–5 ◦C cooler temperatures near a wide river in Hiroshima, Japan. In contrast to urban parks
where the cooling effect is most pronounced during the evening and the night, these studies suggest
that open water effects are most pronounced during the day, because water bodies can maintain
warmer temperatures at night due to the high heat capacity and thermal inertia of water [23].

However, air temperatures are only part of the story when assessing outdoor human comfort, as
humidity, wind, and radiation also play a role [24,25]. During the day in summertime, radiation is even
the single most important meteorological factor influencing the human energy balance [26]. Hence,
by blocking solar radiation, trees can substantially improve thermal comfort, even if air temperature
reductions are small. The relationship between urban greening and outdoor thermal comfort has been
the subject of many modelling studies (e.g., [12,27,28]). At the same time, new urban modelling tools
have been developed that focus on the introduction of green in urban design [29,30]. Most of these
studies have been performed with high resolution models (e.g., ENVI-met) that can only perform
simulations for limited areas in a city and for limited time periods.

In this study, we present an offline GIS-based post processing method, coupled to the urban
boundary layer climate model UrbClim [31], that is able to calculate outdoor thermal comfort for an
entire urban agglomeration and for time periods of several months to years. As a heat stress indicator,
we applied the wet bulb globe temperature (WBGT), the ISO standard to quantify human thermal
comfort [32]. The modelling method can easily be validated, which is done by performing an extensive
measurement campaign in the city of Ghent, Belgium. As an example, the model is used to assess the
effectiveness of urban vegetation and open water areas in reducing air temperatures and heat stress for
the city of Ghent during a particularly warm summer day.

2. Materials and Methods

2.1. The UrbClim Model

The urban boundary layer climate model UrbClim [31] is designed to cover agglomeration-scale
domains at a high spatial resolution, taken as 100 m for this study. The model consists of a land
surface scheme, including simplified urban physics, which is coupled to a 3-D atmospheric boundary
layer model. To ensure that the synoptic forcing is properly taken into account, the boundary layer
model is tied to synoptic-scale meteorological fields through the lateral and top boundary conditions.
The land surface scheme used in UrbClim is based on the soil–vegetation–atmosphere transfer scheme
of De Ridder and Schayes [33], extended to account for urban surface physics. This urbanization is
implemented by representing the urban surface as a rough impermeable slab, with appropriate values
for the albedo, emissivity, thermal conductivity, and volumetric heat capacity. The main feature of the
urbanization scheme is the inclusion of a parameterization of the inverse Stanton number, which is
known to be much higher in urban areas [34,35]. A full description of the UrbClim model can be found
in De Ridder et al. [31].

The spatial distribution of land cover types, needed for the specification of required land surface
parameters, is taken from the reference land use map for Flanders, described in White et al. [36].
The percentage of urban land cover is attributed by applying the urban soil sealing raster data files
that are distributed by the European environment agency. From the normalized difference vegetation
index (NDVI) acquired by the MODIS instrument on-board the TERRA satellite platform, maps of
vegetation cover fraction were obtained. This fraction is specified as a function of the NDVI using a
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linear relationship proposed by Gutman and Ignatov [37], and then interpolated to the model grid.
Model grid cells are divided into vegetation and bare soil (the complementary fraction) if they do not
feature urban land use types. Where grid cells contain urban land use, the urban fraction, as derived
from the soil sealing data, takes precedence over the fractional vegetation cover data, in case both sum
to over 100%. In case they sum to less than that, the remaining fraction is assigned to bare soil. Terrain
elevation data are taken from the GMTED2010 Dataset [38].

The UrbClim model has previously been validated regarding its energy fluxes, 2 m wind speeds, air
temperatures, and urban–rural temperature differences for the cities of Antwerp, Brussels, and Ghent
in Belgium, Toulouse in France, and Barcelona in Spain [31,39–41]. Also, the land surface temperatures
in the UrbClim land surface scheme have already been validated with satellite data for the city of
London [42]. In De Ridder [43], the urban parameterization was tested for the city of Paris, and the
simulated land surface temperature compared favorably to observed values obtained from thermal
infrared satellite imagery.

2.2. Outdoor WBGT Calculation

The UrbClim model has already been coupled offline to a building energy simulation model to
calculate indoor heat stress, based on the WBGT [44]. Here, we present a method to calculate outdoor
WBGT values from the UrbClim model results. Therefore, we follow the method of Liljegren et al. [45]
to calculate the WBGT from standard meteorological variables, which is recommended for outdoor
WBGT calculations in a review paper by Lemke and Kjellstrom [46]. The (outdoor) WBGT is the
weighted sum of the natural wet bulb temperature Tw, the globe temperature Tg, and the dry bulb
(ambient) temperature Ta:

WBGT = 0.7Tw + 0.2Tg + 0.1Ta (1)

Separate calculation models for the natural wet bulb temperature and the globe temperature are
used by Liljegren et al. [45], where all details on the calculations and required input parameters can
be found.

In our modelling approach, hourly 2 m air temperatures, specific humidity, and wind speeds were
taken from the UrbClim output data as input for the WBGT calculations. Downward solar radiation
and surface pressure are also needed, and were taken from the ERA-interim re-analysis of the European
centre for medium-range weather forecasting (ECMWF). Both these variables also serve as input data
for the UrbClim model. To calculate the detailed amount of shade (either from buildings or trees) in a
grid cell, shape files with building height and tree height were obtained from the city administration of
Ghent. These files were converted to 1 m resolution raster files, and subsequently, for every hour of
the period under study (see Section 2.3), the incoming solar radiation for the different solar zenith
angles was calculated with the potential incoming solar radiation module of the system for automated
geoscientific analyses (SAGA), an open-source geographic information system [47]. The results of
these calculations were resampled to the UrbClim model grid, yielding fractional coverages of building
shadow and tree shadow in every grid cell for every hour of the day. Finally, the fraction of the grid
cells occupied by buildings was defined by resampling the building footprint raster to the model grid.
We excluded this fraction from the calculations since we assume people do not stand regularly on
their roof.

In the end, there were three types of locations in every grid cell: open, in the shadow of buildings,
or in the shadow of trees. The open locations received the full amount of incoming solar radiation (both
direct and diffuse, which are separately needed for the WBGT calculation), while for locations in the
shadow of buildings, the direct fraction is set to 0 and only the diffuse fraction remains. In the shade of
trees, the amount of direct and diffuse solar radiation was calculated according to the radiation transfer
through the tree canopy scheme of De Ridder [48]. The overall WBGT value in a grid cell was taken as
the weighted average of the respective WBGT values from these fractions.

3
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Based on the approach outlined above, it is possible to obtain, in a fairly simple manner, outdoor
heat stress values from general climate models, taking into account the detailed radiative shading
effects of buildings and trees.

2.3. Experiment Setup

In order to evaluate the performance of the UrbClim model and the WBGT calculation, while also
assessing the effectiveness of green and blue infrastructure in reducing outdoor heat stress, a dedicated
measurement campaign was set up during the summer of 2015 in the city of Ghent. A measurement
station was installed in the middle of a square of a public nature museum (Wereld van Kina,
http://www.dewereldvankina.be/) in the city center during the months of July and August 2015.
The station featured a WBGT sensor measuring 2 m (dry bulb) air temperatures, wet bulb and
black globe temperatures, and relative humidity. The dry bulb temperature was measured using a
highly accurate 43347 RTD temperature probe housed inside a fan-aspirated radiation shield, yielding
a reported measurement uncertainty of only 0.1 ◦K. The relative humidity sensor has a reported
measurement uncertainty of up to 5%.

During a particularly warm and sunny day (the 3rd of July 2015), two bikes were equipped
with autonomous Onset HOBO U23-002 (http://www.onsetcomp.com/products/data-loggers/u23-002)
temperature/humidity loggers at 2 m height and driven around the city center, through urban parks
and to nearby rural areas, during the afternoon (12–16 h Local Time). The sensor tips were mounted in
the same fan-aspirated radiation shields as the reference measurement station, using battery packs to
power the fans during the trips. These measurements have a temporal resolution of 1 s. Furthermore,
a floating fixed platform [49] was equipped with an automatic ventilated air temperature sensor
(HOBO U23-002) at 2 m height to measure the cooling effect of a small lake near the city center, during
the same time period as the bike measurements. Figure 1 shows the location and trajectories of all
measurement devices.

Figure 1. Extent and land use classification of the UrbClim model domain (a) and the focus area of
this study around the measurement locations (b). The location of the observational station and the
trajectories of the cycling (white) and boating (black) measurements are shown in the panel on the right.

Afterwards, the UrbClim model and the offline WBGT calculation were used to simulate the
summer of 2015 for the wider agglomeration of Ghent, directly driven with meteorological data from the
ERA-Interim re-analysis of the ECMWF, as was the setup in previous validation experiments [31,39–41].
The model domain is configured with 301 × 301 grid cells in the horizontal direction, using a spatial
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resolution of 100 m. Figure 1 shows the extent of the UrbClim model domain and the land use in the
domain. In the vertical direction, 20 levels are specified, with the first level 10 m above the displacement
height, the resolution smoothly decreasing upward to 250 m at the model top located at 3 km height.
This vertical discretization closely matches that of the ECMWF host model. The simulation is initialized
on 1 May at 0000 LT, resulting in a two-month spin-up before the start of the analysis on 1 July, in order
to ensure model equilibrium between external forcing and internal dynamics, especially in terms of soil
variables. Initial soil temperature and soil moisture data are taken from the ERA-Interim re-analysis.

3. Results

3.1. Model Evaluation

Figure 2 shows the time series and error statistics of the measured and modelled 2 m air
temperatures, dew point temperatures, and wet bulb globe temperatures at the observational station
for the months of July and August 2015. There is a good correspondence between the measured
and simulated air temperatures, with almost no bias, root mean square errors well below 2 ◦C,
and a correlation coefficient over 0.9. These statistics are in line with previous validation results of the
UrbClim model [31,39,41]. There is more variability in the comparison of the dew point temperatures,
which is to some extend due to the larger uncertainty in the measurements. The measured dew point
temperature is estimated from the air temperature and the relative humidity, of which the combined
measurement errors can lead to an uncertainty well of over 0.5 ◦C. With this in mind, the error
statistics are certainly reasonable. For the wet bulb globe temperatures, there is again a very good
correspondence between measured and simulated temperatures, with a small positive bias, a root
mean square error just above 1 ◦C, and a correlation coefficient of 0.95. There are a few days (e.g., 2 July)
where the simulations deviate significantly from the observations, due to some observed cloudiness
that is not picked up by the ERA-Interim re-analysis.

Figure 2. Time series of 2 m air temperatures (a), 2 m dew point temperatures (b), and wet bulb
globe temperatures (c) for July and August 2015. Observations are in black, model results in red. The
quantities given are the bias, root mean square error (RMSE), and correlation coefficient (CORR).
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It is not straightforward to compare the simulated air temperatures to the mobile measurements.
First of all, there is some local variability in land use that cannot be captured by the 100 m model
resolution. Moreover, the model results have an hourly temporal resolution, whereas the observations
have a temporal resolution of 1 s. To overcome these issues, we have grouped the measurements in four
relevant land use classes (urban, park, rural, and water) and calculated the average value and standard
deviation during a specific two hour period (14–16 h LT) of the afternoon of 3 July 2015. These values
are compared to the modelled air temperatures for the same hours, taken from all grid cells of the focus
area (Figure 1) for the respective land use classes. Table 1 shows the results of this comparison.

Table 1. Overview per land use class of the mean modelled and measured 2 m air temperatures, and
their standard deviations (SD), for the afternoon (14–16 h Local Time) of 3 July 2015.

Land Use
Model Measurements

Mean [◦C] SD [◦C] Mean [◦C] SD [◦C]

Urban 30.2 0.26 30.0 0.45
Park 30.0 0.28 29.9 0.85
Rural 30.1 0.29 29.0 0.36
Water 28.4 0.43 28.4 0.32

The average model results are very close to the observed values for all land use classes, except
for the rural class. The simulated rural air temperatures in the afternoon are almost as high as the
urban ones, but the measured rural air temperatures are 1 ◦C lower than the urban air temperatures,
so the model seems to underestimate, to some extent, the cooling effect of the rural locations during
the afternoon. The differences between the other land use classes are well captured by the model,
with the air temperatures over water being almost 2 ◦C lower than the urban and park air temperatures.
The standard deviations of the measurements are significantly larger than these of the model results,
demonstrating the large local variability within each land use class, which is difficult to capture for a
100 m resolution model.

Overall, the model performs satisfactorily compared to the measurements.

3.2. Effect of Green and Blue Areas on Air Temperatures

On the 3rd of July 2015, the air temperatures in the city of Ghent rose quickly during the day due to
sunny and calm conditions, reaching over 30 ◦C during the day and only cooling down slightly during
the evening and the night. In Figure 3 the daily cycle of modelled 2 m air temperatures for the different
land use classes is presented. The results show that during these types of days, air temperature is
highest in the urban areas, while urban parks show limited or no cooling effect on air temperatures
during midday hours. The measurements presented in Table 1 suggested that the rural areas just
outside the city are around 1 ◦C cooler than the city center during these warm hours, while the model
estimates this effect to be a lot smaller. Both the measurements and the model show that the lowest
temperatures during the afternoon are clearly found over water surfaces, being around 2 ◦C cooler
during the warmest moment of the day.

It is important to also investigate the differences in night time temperatures, since this is the
moment that the UHI is the strongest and has the biggest potential impact on human health, because
the warmer urban night-time temperatures limit the recuperation of city inhabitants from heat stress
during daytime [50,51]. During the night, the urban air temperatures are warmest, with the air
temperatures in parks and over water being around 0.5 ◦C cooler. The lowest air temperatures during
the night are found in the rural areas, which are around 2 ◦C cooler due to the greater long-wave
radiative cooling in the open fields and grasslands.
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Figure 3. Daily cycle of modelled 2 m air temperatures with an hourly time resolution, averaged per
land use class for the focus area.

3.3. Effect of Green and Blue Areas on Thermal Comfort

As explained in the introduction, it is important to also include humidity, wind speed, and
radiation when assessing outdoor thermal comfort. Here, we apply the WBGT as a heat stress indicator,
which is the ISO standard for human thermal comfort and takes these variables into account. In Figure 4,
the daily cycle of the WBGT for the different land use classes is presented, differentiating between
open and shaded locations.

Shading clearly plays a very important role regarding thermal comfort during the afternoon,
when the differences in WBGT between all open locations are small (<1 ◦C), regardless of the land
use. Even the water areas, where the air temperatures are several degrees cooler, have a WBGT value
comparable to urban areas in the afternoon, due to the higher humidity, which offsets the cooler air
temperatures. In urban areas, building shade provides a substantial cooling effect of 2 ◦C on the WBGT.
The shade of trees in urban parks and rural areas has an even bigger cooling effect of around 3 ◦C.
These are certainly the best places to avoid outdoor heat stress during a typical hot day in Ghent.

During the night, when there is no solar radiation, the WBGT values are in line with the air
temperature results. Urban areas are warmest, with WBGT values in parks and over water being
around 0.5 ◦C cooler. The coolest locations are the open rural areas, where minimal WBGT values are
around 2 ◦C cooler than in urban areas due to the lower air temperatures there.

7
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Figure 4. Daily cycle of modelled wet bulb globe temperatures with an hourly time resolution, averaged
per land use class for the focus area. A distinction is made between unshaded (full lines) and fully
shaded (dashed lines) areas.

4. Discussion and Conclusions

In this paper, we have presented an offline GIS-based post processing method, coupled to the
urban climate model UrbClim, that can be used to calculate outdoor thermal comfort. The main
advantage of our methodology is that we are able to calculate outdoor thermal comfort with a relatively
high horizontal resolution for entire urban agglomerations and for long time periods (months to years),
which is not possible with state of the art microclimate models. Moreover, the model can be easily
validated with measurements, as we have demonstrated for the city of Ghent in Belgium, yielding
satisfactorily results. As an example of the potential use of the model, the effectiveness of urban
vegetation and open water areas in reducing air temperatures and heat stress for the city of Ghent
during a particular warm summer day was assessed.

The modelling results regarding the effect of vegetation and water surfaces on air temperatures
are in line with previous observational and modelling studies [20,21], with cooling effects of water
surfaces up to 2 ◦C during daytime, and much smaller effects for night time temperatures when the
water bodies maintain high water temperatures due to their high heat capacity. The cooling effect
of park areas that is found in this study is small in comparison to reported observed values [12,13],
which is probably due to the very small size of the city parks in Ghent, which, on top of that, feature a
considerable amount of sealed surfaces. Related research studies on the effect of trees and water on
outdoor heat stress have found similar results to the impact numbers reported here [27,28], with trees
providing a substantial improvement to human thermal comfort by blocking solar radiation, even if air

8



Climate 2020, 8, 6

temperature reductions are negligible. These types of scenario studies for urban areas (e.g., [52]) are
performed with limited-area microclimate models such as ENVI-met that can only model a small part
of a city for a few selected days.

Our methodology allows us to map outdoor thermal comfort for an entire city. As an example,
Figures 5 and 6 show the daily maximum and minimum WBGT values on the 3rd of July for the city
of Ghent, respectively. The results are limited to the city administrative area, since we only have the
detailed building and tree height data for this area. The figures provide further evidence for the results
discussed above, as the highest maximum WBGT values are found over open water and open urban
areas, whereas the lowest maximum WBGT values are found in forested areas. The minimum WBGT
map reflects the UHI situation for the city of Ghent with the warmest locations found in the city center
and the urbanized areas around the city, and the coolest locations being the open rural areas outside
the city.

Figure 5. Map of the daily maximal wet bulb globe temperature for the city of Ghent.

Note that our analysis here focuses on a single hot day with calm and clear sky conditions.
The reported cooling effects for the different land use types will differ and are lower when winds are
stronger or more clouds are present. Also, in reality, the shading effect of trees will be dependent on the
specific tree species and the health of the trees, which can be problematic in urban areas. Given these
limitations and uncertainties, the results presented here are not suited for local risk assessment but
should rather provide a coherent picture of potential outdoor heat stress benefits from water surfaces
and green areas.

9
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Figure 6. Map of the daily minimal wet bulb globe temperature for the city of Ghent.
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Abstract: Many urban areas face an increasing flood risk, which includes the risk of flash floods.
Increasing extreme precipitation events will likely lead to greater human and economic losses unless
reliable and efficient early warning systems (EWS) along with other adaptation actions are put in place
in urban areas. The challenge is in the integration and analysis in time and space of the environmental,
meteorological, and territorial data from multiple sources needed to build up EWS able to provide
efficient contribution to increase the resilience of vulnerable and exposed urban communities to
flooding. Efficient EWS contribute to the preparedness phase of the disaster cycle but could also be
relevant in the planning of the emergency phase. The RainBO Life project addressed this matter,
focusing on the improvement of knowledge, methods, and tools for the monitoring and forecast of
extreme precipitation events and the assessment of the associated flood risk for small and medium
watercourses in urban areas. To put this into practice, RainBO developed a webGIS platform, which
contributes to the “planning” of the management of river flood events through the use of detailed data
and flood risk/vulnerability maps, and the “event management” with real-time monitoring/forecast
of the events through the collection of observed data from real sensors, estimated/forecasted data
from hydrologic models as well as qualitative data collected through a crowdsourcing app.

Keywords: web-based platform; early warning system; vulnerability simulations; flood risk maps;
rainfall estimates; microwave links; CML; crowdsourcing; sensible targets

1. Introduction

Climate change affects the water cycle by intensifying it and this can change the magnitude,
frequency, and timing of river floods in areas of the planet [1] such as some parts of Europe [2].
In particular, Blöschl et al. [3,4] by analyzing a pan-European database over the past five decades
found clear patterns of change in flood timing in Europe due to changes in climate. However,
the increasing trend of disasters due to floods in Europe is due also to non-climatic drivers, such as
continued socio-economic growth, which induces population growth, economic wealth, and unplanned
urbanization. Furthermore, the projected change in frequency of discharge extremes in Europe is likely
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to have a large impact on the flood hazard, e.g., current 100-year flood peaks are projected to double in
frequency within three decades [5].

The Floods Directive 2007/60/EC [6] published by the European Commission (EC), driven from the
rising of human and economic losses of natural hazards, such as floods in Europe, aims to enhance the
prevention, preparedness, protection, and response to flooding events and to increase the awareness
of risk prevention measures within society. The early warning systems (EWS) are mentioned in this
Directive as a relevant part of this disaster risk management cycle to support effective preparedness
towards floods. Hence, it is fundamental for the European Member States to better identify the risk
and occurrence of river floods and to better monitor the vulnerability of the society in order to establish
effective early warning systems.

The usage of EWS as a useful tool to prevent damage, enhance the resilience of a society from
natural hazards has been highlighted in the recent global policy treaties for climate change and
disaster risk reduction in the last decade (e.g., the Paris Agreement in Articles 7 and 8 and the Sendai
Framework for Disaster Risk Reduction in Priority 3 and 4). Furthermore, several success stories
have shown that major EWS developments have been carried out due to technological advances (e.g.,
better forecasts made possible from radar nowcasting, ensemble weather models, high-resolution
satellite data, more effective communication and sharing of information) [7–11]. Early warning systems
can have a significant positive cost/benefit ratio in both disaster risk reduction and climate change
adaptation [8,11–13]. In addition, the 2030 Agenda for Sustainable Development [14] has endorsed
early warning systems as an essential action to be financed for protecting lives and property, thus
contributing to sustainable development [15].

Early warning systems are defined by the United Nation Office for Disaster Risk Reduction
(UNDRR) as “integrated system of hazard monitoring, forecasting and prediction, disaster risk
assessment, communication and preparedness activities systems and processes that enables individuals,
communities, governments, businesses and others to take timely action to reduce disaster risks in
advance of hazardous events.” All these activities need to be coordinated in specific areas under interest
and across multiple levels of governance to work effectively and to provide input in short times.

The challenge is to develop and implement early warning systems for any kind of scale of
river catchments and especially for small catchments with a drainage area of a few hundred square
kilometers that can be subjected to flash floods causing large amounts of damage in the urban context.

General review studies have discussed advances in river flood and river flash flood
monitoring/forecasting and confirm the great hydrological challenge in developing and implementing
an efficient early warning system despite the reliability of forecasts having increased due to the efficient
integration of meteorological and hydrological modeling capabilities in the last years, especially in the
developed countries [16,17].

Alfieri et al. [7] reviewed the current European operational warning systems for water-related
hazards (e.g., river floods and coastal floods, flash floods, debris flows, mudflows, rainfall-induced
landslides) due to severe weather conditions. This study identified those EWS including a weather
prediction component to detect extreme events with considerable lead time, which can support early
preparedness and effective disaster risk reduction. Further work is needed to better exploit the benefits
provided by such systems [7].

Acosta-Coll et al. [18] conducted a systematic review to define the adequate structure of EWS for
pluvial flash floods in urban areas. They identified the need for people-centered EWS with fail-safe
systems able to guarantee the dissemination and communication of timely alerts during rainfall events.
For doing so, the amount of rain and the water level need to be monitored and processed in real-time
through the ultrasonic or radar sensors, which are more suitable for these applications. Finally,
Acosta-Coll et al. [18] divided the EWS into four structures: “Disaster Risk Knowledge,” “Forecasting,”
“Dissemination and Communication of Information,” and “Preparedness and Response.”

The presence of large complicated areas with barriers blocking, stormwater flow, insufficient
drainage capacity, or the vicinity of a river, along with population growth and climate change impacts
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makes the urban areas highly vulnerable to flash floods. Reliable EWS for flash flood forecasting in
urban watersheds are challenging and need special attention to the overall control of all components to
reduce potential severe losses and as well are key for more effective and coherent implementation of
existing European Union (EU) policies on disaster risk reduction and climate change adaptation [19,20].

Finally, recent European projects started to find new solutions for adapting to intense river
floods in urban areas by addressing the different aspects of monitoring and forecasting. The EU
Interreg project URBAN-PREX (monitoring, forecasting, and development of online public early
warning systems for extreme precipitation and pluvial floods in urban areas in the Hungarian–Serbian
cross-border region) [21] supported, as components of online public early warning systems for citizens
and public authorities, the implementation of monitoring precipitation networks through rain gauges
in urban areas in the Hungarian–Serbian cross-border region. On the other hand, the EU Interreg
project RAINGAIN [22] used radar technology to provide high-resolution estimates of rainfall in
cities to forecast pluvial floods in test urban sites in the UK, Netherlands, Belgium, and France.
The EU FP7 project STAR-FLOOD (STrengthening And Redesigning European FLOOD risk practices:
Towards appropriate and resilient flood risk governance arrangements) [23] aimed to improve the
implementation of flood risk strategies in urban areas which are vulnerable to pluvial floods in different
European countries (UK, Sweden, Poland, Netherlands, Belgium and France) by designing policies
for an appropriate and resilient flood risk governance. Among its different outcomes, this project
highlighted the need for further improving systems for forecasting, warning and emergency responses
for urban floods that are proactive, risk-based and use collaborative approaches, for instance by
optimizing the use of ICT (apps).

The need to improve the EWS and emergency communications related to flood risk in urban areas
has been addressed from the EU Horizon 2020 project FLOOD-serv (Public FLOOD Emergency and
Awareness SERVice) [24]. This project aimed to develop a collaborative platform that links citizens,
public authorities, and other stakeholders and to enable the public to be warned in due time to reduce
the adverse effects of floods.

Taking into consideration past studies and experience, the project RainBO focuses on the
improvement of knowledge, methods and tools for the monitoring and forecast of extreme precipitation
events and the assessment of the associated flood risk for small and medium watercourses in urban areas.

RainBO, funded by the EU Life Program, is a follow-up of the BLUEAP (Bologna Local Urban
Environment Adaptation Plan for a Resilient City) LIFE project and T-Rain, a Climate-KIC (Knowledge
and Innovation Community) project, in terms of implementing a reliable service based on big data
coming from cellular networks.

The partners within the RainBO project, under the coordination of Lepida scpa (the in-house
company of the Emilia-Romagna Region in charge of planning and implementing telecommunication
infrastructures and IT services), comprise Arpae SIMC (the HydroMeteoClimate Service of the Regional
Agency for Prevention, Environment and Energy of Emilia-Romagna is involved), the municipality of
Bologna, MEEO (a small and medium enterprise with expertise in remote sensing and Commercial
microwave links technology) and NIER (a consulting company with expertise on environmental
analysis and risk evaluation).

The present article aims to describe the RainBO project and its main outcome: a webGIS
(Geographic Information System) modular platform addressed local administrations to provide
information from observed data, forecasts, and models before and during extreme events of precipitation
in vulnerable river basins. On the platform, weather data are collected from traditional and innovative
monitoring systems, weather forecasts are gathered from existing meteorological models whereas
hydrological forecasts are provided by operational and newly developed models. The platform has
been tested on two Italian urban areas, as detailed in the following.

The structure of the article is as follows: Section 2 describes an examination of existing data and
useful models for the purposes of the RainBO platform, and afterward, the innovative methodologies
developed within the project are explained. In Section 3, the platform and the main results achieved

17



Climate 2019, 7, 145

during the project are then presented, with a description of its main structure, databases, and modules.
Finally, remarks for further developments are described.

2. Materials and Methods

2.1. Study Areas

The application of the RainBO platform is performed on two test areas, the cities of Bologna and
Parma, located in the Emilia-Romagna region, Italy. The climatic features referred to 1991–2015 period
for these two cities are shown in Table 1 [25].

Table 1. Annual climatic features of Bologna and Parma (reference climate: 1991–2015).

Variable Bologna Parma

Minimum temperatures (unit: ◦C) 9.88 8.76
Maximum temperatures (unit: ◦C) 19.27 19.14

Mean temperatures (unit: ◦C) 14.59 13.95
Precipitation (unit: mm) 775.7 795.3

Both these urban areas are crossed by watercourses: the Ravone creek flows through Bologna,
the Parma river flows through Parma (Figure 1).

 
Figure 1. Study areas of the RainBO project.

As shown in the figure, the catchment of the Ravone creek is small, whereas the catchment of
the Parma river is medium-large. The different sizes of the catchments are reflected in two different
modeling approaches of the hydrologic forecasts, as explained below.

It is worthy to mention that each hydraulic section of the Emilia-Romagna catchments has three
specific thresholds/levels of alarm: yellow threshold/warning, orange threshold/pre-alarm and red
threshold/alarm. These thresholds are site-specific and defined according to Civil Protection purposes
for public safety, taking into account the geometry of the hydraulic section of the watercourse and the
statistical distribution of historical recordings.
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2.1.1. Ravone Catchment

The Ravone catchment, together with the Aposa catchment, is the largest river basins at SW of
Bologna. They flow from the hills directly across the central part of the city. The upper part of the
Ravone catchment is characterized by hills and steep slopes, with a prevalent vegetation coverage
(grass, shrubs, and forest) and partial urbanization in the stream valley. In contrast, the lower portion is
flat and densely urbanized, the drainage network is mainly artificial, and the watercourse is connected
with the main urban drainage system in a critical spillway crosspoint, flowing in a culvert underneath
the city’s urban area before joining the Reno river. The length of the natural reach of the Ravone is
approximately 4 km covering an area of 6 km2.

The Ravone catchment has been chosen as a study area of RainBO because, as recorded in
historical data, the response of the catchment to extreme rainfall past events caused significant damages.
For instance, during a flood that occurred on July 22nd, 1932, a victim and severe damages to streets
and houses in the Southern part of the city were recorded [26].

The catchment is equipped by an existing monitoring network (Figure 2), including a weather
station 500 m far from the Ravone catchment equipped with a rain gauge on S. Luca hill where data
have been collected since the early 1930s. To integrate the available dataset and to better monitor the
Ravone catchment, in 2014 a second rain gauge was installed at the catchment upstream end of mount
Paderno and a water level gauge was installed at the culvert entry of the Ravone creek (Figure 3).

Figure 2. Map of existing monitoring network on the Ravone area. The circles are the rain gauges,
the square is the water level gauge.
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Figure 3. The entry of the culvert of the Ravone creek where the water level gauge is installed and the
alarm thresholds are highlighted.

2.1.2. Parma Catchment

Parma river is the main river flowing through a homonymous city in Emilia-Romagna; it starts
from Mount Marmagna at 1842 m.a.s.l. and flows in an N-NE direction joining the River Po near
the city of Colorno as the right tributary. Usually, the hydrological responses for these basins are
characterized by high discharges in the spring and autumn and low discharges in the summer.

The small catchment area and the steep part of the valley give high hydrological response during
severe storms, generating, under particular conditions, flash flood events. Its major tributary is the
Baganza River which has a very similar course and joins the main river on its left in the city of Parma
(Figure 4).

 
Figure 4. Baganza river in Parma after the October 2014 event.

The available monitoring network for the Parma basin is composed of 15 rain gauges,
11 thermometers, and 6 water level gauges, these sensors are sufficient for the application of the RF
Model, hence, no other installation was required (Figure 5).
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Figure 5. Parma-Baganza basin and monitoring network.

2.2. Background of the RainBO Project

The existing data and models at the beginning of the project identified as necessary for the
development of the RainBO platform are described.

2.2.1. Territorial Data

According to the existing national and regional guidelines for the planning of Civil Protection, the
following maps on the Emilia-Romagna region are available:

• Regional technical cartography (CTR) 1:5000 updated in 2013 with the topographic database
(TIFF format)

• Ortho-photo Agea2014 (TIFF format) resolution 50 m
• Digital Surface Model Agea2008 (TIFF format) resolution 5 m × 5 m
• Digital Terrain Model Agea2008 (TIFF format) resolution 5 m × 5 m
• River catchments from numerical data 1:10.000 (shapefile format)
• Toponymy (shapefile format) 1:5000

These data are projected in the WGS84 UTM32N reference system.

2.2.2. Hazard, Vulnerability, and Risk Maps

To set up a tool for the management of flood risk in the Member States of the European Union, the
main legislative reference is the Floods Directive [6]. In the directive, the hydraulic risk is the product
of the hazard and potential damage at a specific event:

R = P × E × V = P × Dp, (1)

where:
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• P (Hazard): it is the probability of occurrence, within a certain area and in a certain time interval,
of a natural phenomenon of assigned intensity

• E (Exposure): it represents people and/or assets (structures, infrastructures, etc.) and/or activities
(economic, social, etc.) exposed to a natural event

• V (vulnerability): the degree of capacity (or incapacity) of a system/element to resist at the
natural event

• Dp (potential damage): it is considered as the degree of foreseeable loss following a natural
phenomenon of a given intensity, the function of both value and vulnerability of the exposure

• R (risk): expected number of victims, injured persons, damage to property, cultural assets
e environmental, destruction or interruption of economic activities, as a result of a natural
phenomenon of assigned intensity

Emilia-Romagna Region has developed the Flood Risk Management Plan (FRMP), to be compliant
with the Floods Directive [6] and Legislative Decree 49/2010, which requires these flood risk management
plans to include measures to reduce the probability of flooding and its potential consequences and to
address all phases of the flood risk management cycle but in particular the prevention, the protection,
and the preparedness. As the causes and consequences of floods are different in the different member
states of the Community, the Management Plans take into account the specific characteristics of the
territories and propose specific objectives and measures tailored to the needs and priorities.

The FRMP of the Emilia-Romagna Region is represented by three projects, one for each
hydrographic district (Po River, Northern Apennines, and Central Apennines).

Existing hazard maps represent the potential extent of flooding caused by watercourses (natural
and artificial) with reference to three scenarios (rare floods, infrequent, and frequent) colored with
three different shades intensity of blue, depending on the frequency of flooding as follows:

• rare floods of extreme intensity: return time up to 500 years from the event (low probability)
• infrequent floods: return time between 100 and 200 years (average probability)
• frequent floods: return time between 20 and 50 years (high probability)

The hazard maps from the Floods Directive are available on the whole Italian territory.
They constitute the reference hazard maps for the computation of hydraulic risk and, for the purpose
of the RainBO project, they have been selected on the study areas of Bologna and Parma.

Moreover, for the Bologna study case, in addition to the reference hazard map where the Ravone
and other small streams are not included, a specific map for the Ravone creek is available [27]. This
has been obtained through scenarios of flood analysis [28].

The existing vulnerability maps from the Floods Directive have been clipped on the study areas of
Bologna and Parma. It should be noted that these reference maps do not consider in detail population
distribution issues, as well as risk maps, as a consequence. In particular, to define the expected damages
of a flood, the Directive suggests including the following main items:

• urban areas and urban expansion areas
• industrial and technological areas
• environmental heritage and cultural assets of significant interest
• presence of critical infrastructures such as transport, communication, utility networks
• presence of public and private services: sports plant, recreational facilities, accommodation facilities

The risk maps indicate the presence of potentially exposed elements (population involved, services,
infrastructure, economic activities, etc.) which fall within floodable areas by means of a classification
in 4 risk categories, represented by a color scale: yellow (moderate or no risk), orange (medium risk),
red (high risk), purple (very high risk).

Existing risk maps from Floods Directive, created by the integration of hazard maps and
vulnerability ones, identify static situations and do not take into account urban territory resilience
peculiarity. In this case, risk maps have also been selected for the study areas of Bologna and Parma.
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2.2.3. Historical Events

A catalog of historical events from 1981 is available for the Parma and Reno, including the Ravone
catchment. A historical event is defined as the exceedance of at least one pre-alarm threshold. For each
event, the involved catchment, the exceeded thresholds of water level gauge, as well as the description
of the flooded area are recorded.

Moreover, where available, for each event further information (i.e., the number of people evacuated,
dead or wounded people, emergency state—if requested, the possible assessment of economic
damages) were collected. Moreover, the reports for all the events that occurred in Emilia-Romagna are
available [29].

2.2.4. Observed Meteorological Data

A complex infrastructure for environmental monitoring and for an early-warning system is based
on the integration of different data from many sources. The hydro-pluviometric network of Arpae
collects data from rain gauges, thermometers, and water level gauges on the Emilia-Romagna region
(Figure 6).

 

Figure 6. The hydro-pluviometric network of Emilia-Romagna.

For the RainBO purposes, the key variables are water level gauges (242 sensors) and rain gauges
(282 sensors). Data coming from the hydro-pluviometric monitoring system are available on the Arpae
ftp server. These data are acquired from the network every 15 min, the units are millimeters (mm) for
precipitation and meters (m) for water level. In general terms, the series starts from 2003, the historical
series for some sensors start from 1980.

These data are integrated into the Sensornet platform through a web service. Sensornet is the
Internet of Things Platform of the Emilia-Romagna Region, that collects data and information from
thousands of sensors distributed on the territory and builds a digital map over time [30].

The development of the RainBO platform implied also the empowerment of the monitoring
network in critical areas not properly covered by sensors such as the Ravone catchment. For this
reason, new monitoring sensors were installed in the Ravone area:

23



Climate 2019, 7, 145

• a new real-time water level gauge has been installed in the upper part of the river basin
• a new weighing rain gauge has been located in a public property on the right side of the valley

These new monitoring sensors installed in the Ravone area are aimed at measuring environmental
variables to be collected in the RainBO platform and at monitoring the Ravone creek with a high degree
of accuracy.

2.2.5. Forecast Meteorological Data

The COSMO-LAMI forecasts provided by Arpae-SIMC are available on an open data platform as
GRIB files over Emilia-Romagna [31].

Meteorological COSMO-LAMI forecasts are based on the operative non-hydrostatic limited-area
atmospheric COSMO (Consortium for Small-scale Modelling) model, nested on the ECMWF (European
Centre for Medium-Range Weather Forecasts) operational global forecast. This system is developed
and maintained by the homonymous European consortium, and managed by Arpae-SIMC on the basis
of the LAMI (Limited Area Model Italia) agreement. The forecast is issued twice a day (00 and 12 UTC)
with a time range of 72 h on a regular 5 × 5 km grid covering the Mediterranean area.

2.2.6. Estimated Data

Commercial microwave links and radar data are estimated data, essential for the purposes of
RainBO in order to monitor precipitation events.

The microwave links based on the rainfall monitoring system is an innovative but already tested
technology, exploiting the microwave links used in commercial cellular communication networks
(so-called commercial microwave links, CML).

Conventional rain gauges are not so effective during intense precipitation as their operating
principle is based on mechanical tilting parts, which makes their measurements unreliable during
this type of phenomenon. Rain gauges provide point-like measurements of the amount of rain fallen
within the instrument sampling area, cumulated on time intervals, usually ranging from one minute to
one day, with well known instrumental [32] and representativeness [33] limitations.

A relatively new and independent approach to the estimates of precipitation at the ground became
available in the last decades with the broad diffusion of CMLs for cellular communication: integral
precipitation content along a line path between two antennas can be estimated by measuring the
attenuation of the microwave signal along the same path [34].

Heavy rain causes electromagnetic signal attenuation (from the transmitting antenna to the
receiving one) and, subsequently, path-averaged rainfall intensity can be retrieved from the
signal’s attenuation between transmitter and receiver by applying, almost in real-time, a rainfall
retrieval algorithm.

A distributed monitoring system can be developed by using received signal level data from the
massive number of CMLs used worldwide in commercial cellular communication networks.

The first studies on this technology were concentrated on algorithms for spatial-temporal
interpolation [35] from the joint analysis of multiple CMLs. The great potential of CMLs for ungauged
regions was demonstrated by the Burkina Faso application [36]. In 2012, Overeem [37] demonstrated
that processing algorithms are capable of providing real-time rainfall maps for an entire country, in this
case, the Netherlands.

With regard to radar data, an existing dataset on Emilia-Romagna is based on hourly precipitation
estimates obtained from the merger of the regional radar network managed by Arpae-SIMC.
This network is composed of two C-Band systems, one located at San Pietro Capofiume (Bologna) and
the other in Gattatico (Reggio Emilia). Every 5 min during precipitation events, the radars provide
reflectivity data that are processed by several algorithms. The reflectivity value is correlated to the
precipitation intensity. Reflectivity data are provided by Arpae-SIMC in open data [38].
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For the RainBO project, an ad hoc stream was triggered for the automatic and periodic distribution
of both reflectivity maps and hourly precipitation maps on the ftp server provided by Lepida, according
to the RainBO project goals. Sent images are a merge of the two systems (reflectivity radar maps and
accumulated hourly precipitation). Every new capture of the reflectivity (the frequency of observations
is related to the weather conditions at the time) generates a merged image, which is then sent to the
Lepida ftp server.

2.2.7. Crowdsourcing

A platform addressed to provide information for planning and management of extreme events
and flash floods in urban areas should comprise also observations and contributions from citizens.
These types of data, usually collected by means of applications, are a source of additional information
during ongoing events but they are also conceived in order to engage and raise awareness of citizens.
In this regard, the system Rmap [39] is a participatory monitoring and exchange system promoted by
Arpae-SIMC, based on open hardware and software infrastructures, to collect and share meteorological
data gathered by citizens between public and private institutions.

The Rmap application is mainly addressed to users and citizens with meteorological domain
expertise and collects automatically the weather data in a WMO (World Meteorological Organization)
binary data software (Binary Universal Form for the Representation of meteorological data—BUFR)
through dedicated devices based on open hardware and free software. The weather information data
can also be uploaded manually by expert users by using an on-line application, but the graphical user
interface is not conceived as a smart tool for the general public.

It defines a set of standards for meteorological data sensing (security, reliability, elaboration) and
for the transmission data system (transmission protocols, data formats, metadata formats, etc.).

The Rmap project has been promoted by Arpae-SIMC for some years, as it is an interesting project
with the objective of defining methods, protocols, and formats to collect and share environmental data.
The project is also promoted by Arpa Veneto, Cineca and the Computer Science Department of the
University of Bologna and the RaspiBO network.

The Rmap system was taken into consideration because of this robust partnership and the relevant
effort spent in its standardization.

The Rmap project adopts indeed a scientific approach based on standards defined by the WMO,
in particular using their elaboration and classification process.

2.2.8. Models

The models used for the development of the RainBO services are:

• CRITERIA-1D
• CRITERIA-3D
• RANDOM FOREST

CRITERIA-1D [40,41] is a one-dimensional model developed by Arpae simulating the soil water
balance, nitrogen balance, and crop development. The model is usually applied to agricultural case
studies, nonetheless one of its main outputs (i.e., soil moisture) is a crucial variable for hydrological
purposes. The CRITERIA-1D model simulates soil water movement by using a simplified model
(tipping bucket) or a numerical model. It requires as an input at least daily data of temperature and
precipitation, soil features, and crop information.

CRITERIA-3D [42] is a physically-based model developed by Arpae that works at the
catchment-scale and solves equations of surface and subsurface water flow in a three-dimensional
domain. The hydrologic component is a dynamic link library integrated into the other Arpae software,
implemented within a comprehensive model that simulates the physical processes occurring in the
catchment: surface energy, radiation budget, snow accumulation and melt, potential evapotranspiration,
plant development, and plant water uptake.
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The two models are under development and they are available as open-source code [43].
After the flooding of the Parma and Baganza rivers in Parma on October 2014, caused by

heavy rains, the Civil Protection Agency of the Emilia-Romagna region required Arpae to develop a
hydrological simulation model capable of promptly evaluating in advance the probability of overcoming
the alert thresholds, especially for rapid or flash flood events. The RANDOM FOREST (RF) algorithm,
applied in a hydrological context, provides the probability of overcoming the alert thresholds of some
observation points for basins at small and medium scales in the oncoming next 6–8 h.

The RF model was added beside the existent hydrological-hydraulic model applied in real-time
into the Flood Early Warning System Emilia-Romagna (FEWS-EMR) to provide a fast and preliminary
response during flash flood or extreme rainfall events in the Emilia-Romagna basins.

The model is an ensemble learning method that operates by constructing a multitude of decision
trees at training time and outputting the mode of the classes (classification) or mean prediction
(regression) of the individual trees. Each tree classifies the dataset using a subset of variables.
The number of trees in the forest and the number of variables in the subset are hyper-parameters and,
for this reason, they have to be chosen a priori.

The number of trees is in the order of hundreds, while the subset of variables is quite small,
if compared to the total number of variables, in Figure 7.the final Random Forests tree generated for
Parma River at Ponte Verdi is shown, all paths end with terminal node that contains the probability of
exceedance for each H.T.A. (hydrometric thresholds alert).

 
Figure 7. Random Forest tree generated for the main Parma River section (Ponte Verdi).

RF also provides a natural way to assess the importance of input variables (predictors). This is
achieved by removing a variable at a time and assessing whether the out-of-bag error changes or not.
If the out-of-bag error changes, the variable is important for the decision [44].

Model parameterization was performed using historical data (2003–2016), while recent data
(2017–2019) are used for validation. Model parametrization was accomplished primarily by extracting
historical events for each river section, hence defining the reference response time of the basin. This
value was then used in the RF model, defining the maximum aggregation time for rainfall (Figure 8).
For the RainBO project, the model was implemented using as input the same observed date used for
the other Hydrological-Hydraulic model: observed mean hourly rainfall and discharge data.
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Figure 8. Random Forest model schematization. Pobs = observed mean hourly rainfall (unit: mm),
Q = discharge (unit: m3/s).

2.3. Foreground of RainBO Project: Innovation and Development

The development of the RainBO infrastructure started from existing data and models, then it
focused on the application of new models specifically developed and new technologies, such as CML
to enhance the monitoring systems during extreme events.

The project includes the development of a crowdsourcing web application for collecting and
sharing information on the observed weather and its possible local effects/impact.

2.3.1. Commercial Microwave Links

The rainfall monitoring system proposed in the RainBO project exploits the Commercial Microwave
links (CML or simply Microwave links—MWL) used worldwide in commercial cellular communication
networks. Rain-induced attenuation and, as a consequence, path-averaged rainfall intensity can be
retrieved from the signal’s attenuation by applying, almost in real-time, a rainfall retrieval algorithm.
The algorithm chosen for this purpose is the RAINLINK retrieval algorithm [37]. The code is an
open-source R package available for free download on GitHub [45].

The implementation of the algorithm for the specific needs of the Italian test areas, as well as code
debugging and improving, was carried out within the RainBO project.

To validate the algorithm, a dataset was provided by Vodafone Italia on Bologna and Parma urban
areas from February 2016 to June 2016. Other (not commercial) microwave link data were supplied by
Lepida to cover the Apennines area, from March 2016 up to date, providing near-real-time data.

During the project, the CML data validation on the Bologna area was performed by comparing
the quantitative precipitation estimates (QPE) from CML, radar, and rain gauges.

Radar and rain gauges data were chosen for the validation because they are currently validated,
used, and published by ARPAE in their operative meteorological services. It resulted that the coherence
between CML and the other estimates is quite promising even if it requires a tuning activity to integrate
the dataset with existing technologies (like rain gauges or radar).
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Excellent results are achieved mainly in a convective event as shown in Figure 9. On 11 May 2016
precipitation occurred with a well-defined gradient in the West–East direction and some local maxima in
the North-West and South-West part of the province. Microwave accumulation slightly underestimated
the rainfall field while an overestimation is recorded in the non-adjusted radar. The adjustment
procedure well calibrates radar data as displayed in the top right panel of Figure 9. Fine-scale structure
of the daily amount is well detected in both remote sensing maps.

Figure 9. Quantitative precipitation estimates accumulated from 11/05/2016 00 UTC to 12/05/2016
00 UTC. (top left) Radar quantitative precipitation estimates (QPE), (top right) radar adjusted QPE;
(bottom left) ERG5; (bottom right) microwave links QPE.

A qualitative analysis showed that the performance of the CLM estimate seems to increase in
the second half of the analyzed period (May and June), mainly characterized by convective storms,
even embedded in frontal patterns, where showers and heavy rain play an important role. As the
microwave estimate is based on the attenuation that occurred in the link path, it is strongly related
to rainfall intensity and the signal is, normally, stronger in the convective season. This behavior was
confirmed by the quantitative analysis done by using statistical indicators that confirm a good rainfall
estimation by CML data during summer and spring seasons. The validation has pointed out that CML
estimation slightly underestimates precipitation occurrence both in spatial coverage and point amount,
while radar adjusted has a complementary feature.

The precipitation monitoring infrastructure implemented during the RainBO project, based on the
CML data, was called Rainlink4EMR (as the RAINLINK algorithm was applied to the Emilia-Romagna
region) and a near-real-time module was implemented, which downloads the power attenuation raw
data (CML data) from the Lepida telecommunication infrastructure and provides rainfall estimates on
the midpoint of the links with a delay of a few minutes.

The validation study allowed us to achieve a first operational version of the related service,
providing satisfactory reliability in monitoring convective events.

2.3.2. Crowdsourcing App

A crowdsourcing web application was implemented in RainBO to collect and display information
regarding the observed current weather from expert users, as well as from people without any technical
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skills. This webApp was created by means of a networking activity with the Rmap project [39] and,
thus, it was called Rmap4RainBO.

The Rmap application is mainly addressed to users with meteorological domain expertise and
collects automatically data coming from standard hardware devices and weather observation manually
uploaded. The RainBO crowdsourcing application, called Rmap4RainBO, develops and improves the
Rmap functionalities for the uploading and visualization of the observed weather and it keeps the
WMO standard in the weather code. The RainBO crowdsourcing component, differently from the
Rmap one, aims to address people without any technical skills so, as a consequence, it was developed
as an intuitive and smart application that can be accessed through the RainBO project homepage [46].

The Rmap4RainBO application can benefit from the Rmap data and vice versa as the crowdsourcing
information uploaded by citizens through Rmap4RainBO feeds the Rmap database.

Differently from the Rmap, the RainBO crowdsourcing webApp records the impacts, meant as
effects of weather on the territory (damaged roads, fallen trees, ice on the road, etc.). The codes used to
label the impacts were defined internally at the RainBO consortium as any official code was found on
WMO standards; it represents a further innovative contribution by the RainBO project.

2.3.3. RainBO Vulnerability Model

The vulnerability module calculates the degree of vulnerability of exposed items over flood events.
The vulnerability reference maps do not consider in detail population distribution issues, whereas

the vulnerability model developed for RainBO includes the presence of sensible targets in the territory
(e.g., schools, nurseries, hospitals) and critical targets that can worsen a scenario reducing resilience,
such as the fire brigade building.

To take into account in a realistic way the distribution of people on a territory, the developed
algorithm considers different time frames: for example, the distribution of the population is supposed
to be different in night hours (mainly in houses) with respect to working hours (mainly in workplaces).
In a similar way, during morning time, students and teachers are supposed to be in schools, while
during the afternoon school users decrease, and during the night no one is supposed to occupy these
target buildings.

Vulnerability maps calculated by the vulnerability module are based on territorial data collected
on the platform. Moreover, the maps, in summary, are calculated as a function of:

• time frame
• resident population distribution (based on land use—Copernicus, Urban Atlas 2012)
• employees distribution of industrial, commercial and agricultural sectors (based on land

use—Copernicus, Urban Atlas 2012)
• users of sensible targets
• presence of critical targets as institutional site and first aid structures that could reduce the

resilience of a territory, if they are involved by emergency events
• presence of critical targets such as industrial areas and utility networks, which could produce a

domino effect if they are involved by emergency events

The platform provides 32 vulnerability maps (20 × 20 m grids in raster format), corresponding to
32 reference time frames.

This information is useful not only to compute more realistic vulnerability maps but also because
it can be used by the early warning module. Through these data, the priority of targets to be warned
during an ongoing emergency can be identified.

2.3.4. Hydrologic Forecast for Small Catchments

One of the main activities of the project has been the development of a model of the hydrological
forecast for small basins, by using Ravone as a test case.
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Within the available dataset (from 2014 to 2018) of observed water level at the culvert entry there
are not events that exceed the alarm threshold. For this reason, CRITERIA-3D model has been used
to simulate scenarios in order to assess the effects of severe rainfall events potentially able to exceed
the alarm threshold (Figure 10), starting from initial conditions of soil moisture corresponding to the
most remarkable event within the dataset (recorded on March 25th, 2015). The scenarios include three
possible precipitation sum (70, 85, and 100 mm per event) with two possible event lengths (9 or 14 h)
and two possible precipitation hyetographs (triangular and trapezoidal). These choices correspond
to a discretization of the precipitation intensities recorded during the most remarkable past events
(including the event recorded in 1932) when water level gauges were not installed. Thus, 12 possible
precipitation scenarios on the Ravone catchment have been simulated with the CRITERIA-3D model.
This discretization is a compromise between the need to simulate as many cases as possible and to run
simulations within an acceptable computational time.

 
Figure 10. CRITERIA-3D simulation of the surface water flow on the Ravone catchment during a
rainfall event. The color scale represents the surface water level (unit: m).

The water levels simulated by CRITERIA-3D have been integrated with observed data. On the
resulting dataset, a statistical analysis has been performed, taking into account water levels, precipitation
and soil moisture (defined as water holding capacity, see below for further details). As a result,
a significant logistic regression between these variables has been identified.

The hydrological forecast is based on this regression using as input the forecast of precipitations of
the COSMO-LAMI model, presenting the best available resolution in open data and calibrated on the
study area. In order to include the spatial variability of the event, the computation is performed on the
Cosmo grid cell containing the prevailing area of the Ravone catchment and on the 8 neighboring cells.

To validate the forecast algorithm, a hindcast analysis using the COSMO-LAMI forecasts for the
period 2015–2016 was carried out. The analysis showed that the maximum intensity of precipitation
forecast on the area is mainly underestimated, with an average underestimation of approximately
a third of the observed value. To compensate for this underestimation, that could be cause missing
alarms, the operational dataset used as input for the hydrologic forecast is integrated with a second
forecast series where the maximum hourly intensity of precipitation is increased by 33%.

Therefore, an ensemble of forecast scenarios of precipitation is produced and an ensemble of the
hydrological forecast is derived. The statistical distribution of this output is computed to provide a
boxplot of the hydrological forecast.

In addition to the precipitation, the crucial variable for the hydrological forecasts is the soil moisture
of the catchment. We decided to use an estimated value of this variable instead of measured one because
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it has the advantage that it is not affected by sensor lacking or failures and local peculiarity. To estimate
the soil moisture for catchments of small dimensions as Ravone, it is possible to assess the mean soil
moisture of the area by means of a mono-dimensional soil water balance model, as CRITERIA-1D.
For the development of the algorithm for the forecasts of exceeding the hydrometric threshold, a new
output variable named water holding capacity (WHC) has been added to the CRITERIA-1D model.
WHC provides the maximum amount of water the soil can retain before the runoff starts, given the
current conditions of soil moisture. For the Ravone study case, CRITERIA-1D is set with the parameters
of the prevailing soil on the catchment (silty loam) and the parameters of prevailing crop coverage
in the area (fallow); the WHC index is computed on the upper soil layer (30 cm). Weather data
(daily temperature and precipitation) used as input are the values of the analysis grid ERG5 on the
Emilia-Romagna region.

3. Results and Discussion

The main output of RainBO has been the integration of the data and models described in the
Materials and Methods encapsulated in an organic platform [47], as presented in the next paragraph.

3.1. The RainBO Platform

The RainBO platform consists of the following key elements:

• database containing monitoring, territorial, and historical data
• software modules, which are the platform intelligence
• graphic interface, which is the platform output

One of the most important features of the platform is the database containing the monitoring
data, whose functionality is to integrate data collected from different monitoring infrastructures, both
conventional and unconventional, as well as forecast data, hydrological, and meteorological models,
and estimated ones.

In particular, the implementation of an advanced monitoring infrastructure within the RainBO
Life project consists of the integration of these types of data:

• real sensors data (e.g., weather stations)
• “virtual sensors” data, not associated with observed measurements from physical sensors, but

obtained indirectly through the estimation of correlated data or from simulation models
• forecast data, provided by simulation models

This structure allows us to monitor extreme precipitation events, their evolution, and to generate
early warnings. It is worthy to mention that the concept of “virtual sensor” allows us to integrate
information from observed and not observed data sources, georeferencing them with the same reference
system and synchronizing them over time.

The integration of these new virtual sensors into the RainBO platform has been accomplished in a
simple way, using the same data model defined for the physical sensors, without any extension or
specialization and providing the platform with an enhanced monitoring infrastructure.

The territorial database hosts both the input data and the output data coming from the
processing of the application modules, as well as, obviously, the data necessary to describe the
territorial characteristics.

The RainBO platform architecture has been designed according to the following attributes:

• open: each module exposes standard interfaces (web services) to ensure system generality and
replicability as well as interoperability and integration with other platforms

• centralized: each DB is centralized and enables data sharing, managed, and updated by
different users
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• scalable: each module is developed so as to be implemented on different machines
• modular: the platform is formed by individual modules ensuring more flexibility, maintainability

over time, as well as platform evolution as each module can evolve or be replaced independently
from each other

• configurable: each module is configurable, i.e., the operating parameters must be read from the
table and not written in code

RainBO platform has been conceived according to two operational modes:

1. Planning support
2. Event management

Both the modes display a time bar with different time ranges according to the selected operational
mode: the menu bar for the planning support mode refers to historical events whereas the menu bar
for the event management mode refers to monitoring data (from −24 h to +72 h), in addition to menu
bars and GIS maps specifically for each mode (Figure 11).

 
Figure 11. The opening screen of the RainBO platform interface in the planning support mode.
On the left bar the thematic maps can be selected and displayed, on the bottom time bar the blue
circles, corresponding to historical events, can be clicked and displayed on the map. The two buttons
(green and gray) on the upper right corner allows switching from planning support mode to event
management mode.

3.2. Territorial Data

To collect territorial data, the data model was defined according to the existing national and regional
guidelines for civil protection emergency plans. It requires the mapping of all the critical, sensible, and
strategic items, flood maps, river and territory maps (e.g., land use, network infrastructures, buildings,
factories, parks).

The territorial database of the RainBO platform contains the existing data listed above: basic
regional maps, hazard maps from the Floods Directive, and territorial data at municipality level (e.g.,
hospitals, schools, emergency areas). The territorial database also contains the maps resulting from the
vulnerability module elaborations.

The definition of the spatial data model required an important standardization work to specify its
structure, name, and format, to define a standard at the implementation level, both for the RainBO
platform and as a reference for data coming from third-party systems.
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For instance, the attributes to be provided for schools are the location, the polygon of the area,
the number of students, employees and disabled persons, the number of floors of the building,
the contacts of the school manager, including the phone numbers. The set of this information, as will
be explained below, is necessary both to define the degree of vulnerability of critical sites, but also for
the set up of the early warning system.

3.2.1. Hazard, Vulnerability, and Risk Maps

The RainBO platform includes reference hazard maps as:

• hazard maps deriving from the Floods Directive: they represent the potential extent of flooding
caused by (natural and artificial) watercourses or by sea, with reference to three scenarios (rare
floods (P1—L), infrequent (P2—M) and frequent (P3—H)) represented with three different shades
of blue, where the decrease of frequency of flooding corresponds to the decrease in intensity of
color. The Floods Directive hazard maps derive from the national hydro-geological management
plan (PAI) and they are available for the main basins

• hazards maps from specific hydraulic model/studies for small basins, not included in the Floods
Directive maps

• historical events maps that are maps of the flooded areas due to past events. These maps represent
an important source of additional information to compare reference maps listed before and real
ground effects expected in case of an event.

Concerning these maps, Figure 12a shows the hazard map related to the Parma river in the city of
Parma from the Floods Directive. Figure 12b shows the same map integrated with the flooded area
during the flood of October 13, 2014. This additional information extends the standard risk area to a
secondary one.

 
(a) 

 
(b) 

Figure 12. (a) Parma River hazard map from Floods Directive; (b) Parma River hazard map integrated
with the flooded area of October 2014. The color from light blue to dark blue shows three different level
of hydraulic hazard: P1—L (Low probability of floods or extreme event scenarios), P2—M (infrequent
floods: return time between 100 and 200 years—medium probability), P3—H (frequent floods: return
time between 20 and 50 years—high probability).

Figure 13 shows the hazard map related to the Reno River in the city of Bologna from the Floods
Directive, integrated with the additional hazard map for the Ravone creek.
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Figure 13. Reno River and Ravone creek hazard map. The color from light blue to dark blue shows three
different level of hydraulic hazard: P1—L (low probability of floods or extreme event scenarios), P2—M
(infrequent floods: return time between 100 and 200 years—medium probability), P3—H (frequent
floods: return time between 20 and 50 years—high probability).

The vulnerability module calculates the degree of vulnerability as described in Section 2.3.3. As a
result, 32 vulnerability maps, corresponding to 32 predefined time frames, are produced.

Furthermore, vulnerability maps are a support for territorial planning in prevention and
preparedness stages also according to the regional law of December 21, 2017, n.24, which requires the
preliminary assessment of the risk, and therefore of the vulnerability, with respect to different types of
events, including the hydraulic one, for the purpose of defining the regional urban plan.

In case of an ongoing event, or forecast event, the RainBO platform can select and make available
the vulnerability map of the corresponding time frame, providing support for its management.

In more detail, the main difference between the 32 vulnerability maps concerns the distribution of
residents, workers, and users of sensible targets during the whole day. By way of example, during
the night sensible targets, workplaces, and facilities are usually closed, therefore it is supposed that
most of the population are in residential areas. As a consequence, in the vulnerability map referring to
this time frame, the urban residential areas are represented in red, whereas during the morning of
a working day these areas are green; during the night frame, also sensible targets as schools, gyms,
or museums are green areas, whereas during opening hours these areas are red.

Figure 14 shows the vulnerability map of an area of the city of Bologna corresponding to a working
day at 4 a.m. The vulnerability level shown in the following pictures is:

• Red for high vulnerability, which means the presence of many people in the grid cell.
• Orange is medium-high vulnerability
• Yellow is medium vulnerability
• Green is low vulnerability, due to the presence of few people in the grid cell

As a result, the RainBO platform provides also the corresponding 32 risk maps. In case other
up-to-date or detailed hazard maps (besides the Flood Directive maps) are available, the platform
allows us to specify the hazard map on which the risk can be calculated.

As described above, RainBO risk maps based on the vulnerability maps are more detailed and
focused on the distribution of sensible and strategic targets and on the time depending presence of
citizens in an urban area, with respect to Floods Directive data.

As a result, in case of a forecast event, the risk map, derived from the combination of the hazard
map (now from the Floods Directive) and the vulnerability map (selected according to the time frame
by the timing of forecast alert between the 32 maps of default) could better support decision-makers to
prioritize the warning from the red areas to the green ones.
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Moreover, in the planning phase, the capacity of the software to calculate new risk maps from
vulnerability maps can support municipal technical and planning offices to evaluate territorial planning
choices, as a preventive measure.

 
Figure 14. Vulnerability map at 04:00 of a working day. In the color legend, green (“vulnerabilità 1”)
is low vulnerability, yellow (“vulnerabilità 2”) is medium vulnerability, orange (“vulnerabilità 3”) is
medium-high vulnerability, red (“vulnerabilità 3”) is high vulnerability.

Figure 15 shows the risk map at 4:00 a.m. of a working day related to the Ravone creek, produced
by using the hazard map of the catchment integrated within the RainBO platform and not included in
the Floods Directive.

 

Figure 15. Risk map at 04:00 of a working day referred to the Ravone creek. In the color legend, green
(“rischio 1”) is low risk, yellow (“rischio2”) is a medium risk, orange (“rischio3”) is medium-high
vulnerability, red (“rischio3”) is high risk.

3.2.2. Historical Events

RainBO platform integrates a database where the most significant past flood events on test
catchments provided by Arpae are stored. This database is aimed at collecting meaningful information
for the management of future events. The time bar allows us to identify and explore the flood events in
the planning support mode. The most important information linked to the event (e.g., data catchment
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of interest, the exceeded threshold of water level gauge, the description of flooded area uploaded on
the platform as vectorial data) are highlighted in one view Figures 16 and 17.

 
Figure 16. Past flood event on the Parma catchment. The colored squares represent past events where
the red (alarm) and orange (pre-alarm) thresholds were exceeded.

 
Figure 17. Map of critical points referred to an extreme event occurred on 2015, March 25th in Ravone
catchment. The house icons represent the points where damages due to extreme events are recorded.

3.3. Observed, Forecast, and Estimated Data

With regard to the observed data, the RainBO platform collects data from heterogeneous sensors:
inclinometers for landslide monitoring, rain gauges, and water level gauges for hydro-pluviometric
monitoring of the Arpae network (including the new monitoring stations installed for the RainBO
project), inductive-loop detectors for traffic monitoring. The RainBO platform integrates more than
1500 sensors of different types and technologies (Figure 18).
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Figure 18. RainBO sensors of observed data: water level gauge (rectangles), rain gauges (drops),
and traffic data (cars).

Precipitation forecast maps of the COSMO-LAMI model (Figure 19) are available in a specific
section of the platform. Forecasts are summed on 3 h and can be displayed by means of the time bar
until the following 72 h.

 

Figure 19. Map of the COSMO-LAMI precipitation forecast. The left-sided color legend represents the
quantity of precipitation forecast (unit: mm).

With regard to the estimated data, the system displays maps of radar reflectivity (Figure 20) and
radar-estimated precipitation. These two variables are directly related. The hourly maps of these
variables can be explored using the time bar for the previous 24 h and it allows the monitoring of
ongoing events.

Concerning CMLs, the RainBO platform integrates 73 microwave virtual sensors, corresponding
to the midpoint of radio links on the Lepida wireless network (Figure 21).
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Figure 20. Map of radar reflectivity, a proxy variable to estimate precipitation. The left-sided color
legend shows the scale of reflectivity (unit: dBZ).

 
Figure 21. Virtual sensors of precipitation estimated by commercial microwave links (CMLs). The radio
wave icons represent the midpoint of radio links on the Lepida wireless network.

3.4. Hydrologic Forecast

RainBO platform provides the forecast of exceeding critical thresholds on the two test catchments,
the River Parma for the Parma municipality and the creek Ravone for Bologna municipality. The forecast
refers to specific hydraulic sections of the catchments: the culvert entry for Ravone creek, Ponte Verdi,
and Ponte Nuovo hydraulic sections for the Parma River.

The forecast covers different time ranges, 6 h for the Parma and 72 h for Ravone, as it is produced by
different forecast models, as explained before. In the following, two examples of the RainBO Platform
functioning in Event management mode during two extreme events are presented. With regard to the
Bologna pilot case, during the afternoon of May 18th, 2019, the Ravone creek exceeded the warning
threshold with two water level peaks of 0.82 m at 14 UTC and 0.69 m at 17 UTC.

The water level forecast at the culvert of Ravone issued by the RainBO platform on the morning
of May 17th (Figure 22a) matched with the observed values: the exceeding of warning threshold
was foreseen with a low probability to exceed the pre-alarm threshold. However, the timing of the
event was not correctly forecasted. The hydrological model uses as input the COSMO-LAMI model
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that forecasted the precipitation peak during the early morning, whereas it occurred about 8 h later.
Therefore the hydraulic forecast shows the same time shift. (Figure 22b).

 
(a) 

 
(b) 

Figure 22. (a) Operational forecast of the maximum water level (m) at the culvert entry of Ravone
delivered by the platform on the morning of May 17th, 2019. The green line is the moment of the forecast,
on the left, the red dots are the observed data, on the right, the boxplot is the forecast distribution.
The box of boxplot represents the interval between the 25◦ and 75◦ percentile, the tails are the 5◦ and
95◦ percentiles; (b) water level (m) observed at the culvert entry of Ravone, as displayed on the RainBO
platform in the event management mode.

Concerning the Parma case study, in 2017, December 12th, the Parma river basin was interested
in an intense and prolonged rainfall event, starting from the 14:00 UTC of the 10th of December a
weak rainfall interested the basin till the day after when the rainfall started growing in intensity and
space. The peak in terms of mean area rainfall was at midnight on December 11th with about 8 mm/hr
(Figure 23).

 

Figure 23. Mean rainfall, discharge, and water level during the December 2017 event.
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Looking at the riverside we observed, at 05:00 UTC, the first raise of levels in the river Parma
at Ponte Verdi with a level 1 threshold crossing event on the same day at 11:00 UTC. Levels raised
continuously in the next hours due to the prolonged rainfall in the basin, reaching the threshold 2 at
16:00 UTC and a peak of 3.14 m (meter above local reference) at 03:00 UTC of the 11th of December,
and at the same time, the rainfall in the basin ended with a total amount of mean area rainfall for the
entire event of about 116 mm.

The forecast probability generated by the RF model during this event is shown in Figure 24.
We can notice that all threshold reached a high probability, between 90–100%, this is obviously related
to the high level reached by the river during the event, but we can also consider the forecast lead
time provided by the model, in fact, if we look at Table 2, we can find a good consistency between
probability and observed effects few hours later, especially for threshold 3 where at 18:00 UTC the
probability raise from 12% to 44%, and lately at 20:00 reached a 73%, about 6 h before the effective
threshold crossing event, observed at 02:00 UTC (red color).

 

Figure 24. RainBO platform RF results for the Parma River during the event of December 2017.

Table 2. Threshold crossing probability for each level (Green < Threshold 1, Yellow < Threshold 2,
Orange < Threshold 3, Red > Threshold 3).

Thr/hrs
07:00
A.M.

08:00
A.M.

09:00
A.M.

10:00
A.M.

12:00
A.M.

02:00
P.M.

04:00
P.M.

06:00
P.M.

08:00
P.M.

10:00
P.M.

00:00
A.M.

02:00
A.M.

03:00
A.M.

1 52 54 67 87 90 96 100 100 100 100 100 100 100
2 11 10 10 11 22 45 76 90 96 99 99 99 99
3 0 0 1 0 1 4 12 44 73 81 89 83 74

3.5. Early Warning Module

An early warning module was developed in the RainBO platform in order to identify the expected
scenario as a function of monitoring, forecast and vulnerability maps. A filtering and signaling system
allows to select and group essential information useful for the users during extreme events.

In more detail, in the event management mode, two specific icons conceived for early warning are
included. The icons are highlighted if a warning occurs. The first icon refers to ongoing events (alert
is triggered by observed data of threshold exceeding recorded by water level gauges), whereas the
second icon refers to forecasts (alert is triggered by hydrologic models).

In the presence of an alert, a specific dashboard is opened by clicking on the reported event.
The dashboard includes only the essential and useful information for the Event management, as the
list of catchments where critical thresholds are exceeded (Figure 25), the link to the corresponding
charts (Figure 26), the vulnerability map corresponding to the current or forecast scenario.
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Figure 25. Alert of an ongoing event. The icon on the right side of the platform is highlighted and the
dashboard displays the information connected with the event.

 

Figure 26. Example of charts of water level gauge and its alarm thresholds.

Furthermore, in the event management mode, a specific tool allows selecting an area of interest
where critical targets and sensible targets (with users) are listed, so that reference persons can be
identified in order to contact them (Figure 27).

41



Climate 2019, 7, 145

 

Figure 27. Critical sites list and corresponding information displayed by selecting an area of interest.

3.6. Discussion

In general terms, the flood risk in urban areas can be reduced through the implementation of
planning, and monitoring and forecasting phases. These activities are related to different time scales
and can be supported through a tool that uses multiple information collected and which can display
them easily.

The RainBO platform integrates meteorological and territorial data in time/space and provides a
holistic interface for the planning phase and disaster risk reduction, allowing to prevent impacts of
flood events and reduce the residual risk during their occurrence.

As flooding in urban areas in Europe is increasing, European projects tackled this issue in
urban environments with different features. The EU Interreg project URBAN-PREX aimed at
monitoring/forecasting and developing online public EWS for extreme precipitations and pluvial
floods in urban areas. URBAN-PREX focused on precipitation monitoring by means of rain gauges
located in urban areas and precipitation forecasts.

With respect to this project, the approach of RainBO includes further modules that deal with the
planning, monitoring, and forecasting phases. Maps of hazard, vulnerability, and risk are available
in the planning phase; data and innovative technology such as CML have been included to monitor
precipitation events in the monitoring phase; finally, there is a very clear focus on specific hydrological
modeling in the forecasting phase.

Another EU Interreg project named RAINGAIN sought to obtain detailed rainfall data at an urban
scale, to predict urban flooding and to implement the use of rainfall and flood data in urban water
management practice. In this case, radar technology is used to provide estimates of rainfall in time and
space in cities.

RainBO provides estimates of precipitation from different sources such as rain gauges, radar data
and CML, and provides a forecast of precipitation from a limited area meteorological model. These
data related to precipitation are integrated with other processes (e.g., hydrological modeling) and with
territorial data useful before and during the event.

Furthermore, the EU FP7 project STAR-FLOOD aimed to improve the implementation of flood
risk strategies in urban areas by building appropriate and resilient flood risk governance. This project
stressed the need to have proactive and risk-based systems for forecasting, warning and emergency
responses for urban floods that also need to use collaborative approaches. Therefore STAR-FLOOD is
more focused on the planning phase, whereas RainBO comprises also a consistent part devoted to
forecasting and event management.

Finally, the EU Horizon 2020 project FLOOD-serv aimed to develop a collaborative platform
among citizens, public authorities and other stakeholders, which enable alerts in due time to reduce
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the adverse effects of the floods. In this regard, it is worthy to mention that the RainBO platform is
addressed only to decision-makers; decision-makers of a municipality can support both territorial
planning and early warning systems through this platform.

RainBO platform has the added value of combining in only one integrated tool territorial data,
historical data, real-time monitoring, a crowdsourcing system, hydraulic models for small creeks and
medium rivers and the early warning system.

The strengths of the project both in terms of the development of new products and enhancements
of existing ones are:

• Vulnerability map calculation module (for hydraulic risk purposes)
• Integration of observed, estimated, and predicted data
• Hydrological simulation model for small basins

Moreover, a first operational level has been defined for a rainfall monitoring system based on
CML and it consists of satisfactory reliability in monitoring convective events, mainly during the
summer and spring seasons.

4. Conclusions

The RainBO platform is open, centralized, scalable, modular and configurable; it means that it can
include various data and models in a different time and space scale, providing an opportunity
of replicability and scalability in other geographical and administrative contexts and also for
different purposes.

Furthermore, the effectiveness of the RainBO platform has been confirmed by the other
municipalities in the Emilia-Romagna Region (i.e., Cento, Comuni della Val Samoggia, Anzola
dell’Emilia) keen to demonstrate this platform.

Some limitations of the RainBO platform are to be mentioned:

• The platform is addressed to decision-makers but not to citizens (the citizens can only send
information through crowdsourcing)

• The hydrologic models used within the platform have to be calibrated and validated if applied in
different river basins, therefore they are not easily replicable in other contexts

• A very large amount of information can be challenging to manage

From a future perspective, the extension of this platform can be foreseen in other urban areas due
to the diffusion of open data. As an increasing number of territorial open data is now available, one
of the benefits of the platform is also the convergence on the same hub of these data organized in a
functional and rational way.

The specific features of this platform allow the upload of datasets provided from international
programs (e.g., Copernicus) to supply the lack of local information or infrastructures.

Another future development could be the re-engineering of the platform with a simplified set of
information, conceived for the citizens of specific urban areas.

In the future, an effort should be made to enhance the robustness of this platform, i.e., improving
the operational functioning of the monitoring and forecasting phases.
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Abstract: The effect of urbanization on microclimatic conditions is known as “urban heat islands”.
In comparison with surrounding rural areas, urban climate is characterized by higher mean
temperature, especially during heat waves and during nights. This results in a higher energy
requirement for air conditioning in buildings and in a greater bioclimatic discomfort for urban
populations. The reasons of this phenomena are ascribable principally to the increase of solar radiation
storage and to the decrease of dissipation of water by evapotranspiration in urban environment
respect to rural ones. The aim of this paper is to give a quantification of the air temperature increase
due to an urbanization process. This quantification is conducted by comparing surface energy
balance (incoming and outcoming radiation and turbulent fluxes) in urbanized area versus rural areas.
This quantitative approach will be validated using a fluidodynamic model (Envi-Met) in a case study
area representative of one among the various regional models of urban area growth. In particular,
the model of expansion of small towns around big cities (2003–2008 land use changes) of a plain
near-urban area in the Po Valley region (Italy) was used.

Keywords: urban heat island; urbanization; urban surface energy balance; fluidodynamic modeling;
Envi-Met

1. Introduction

The urbanization effect refers to a general increase in population and in the amount of
industrialization of a settlement, due principally to the increase, in number and extent, of cities
and the movement of people from rural to urban areas. The “urban sprawl” is used to define the
increase in spatial scale or in the peripheral area of the cities. At the present, more than half of the
global population lives in cities and cities themselves are growing to unprecedented sizes [1].

The high density of population and the consequent use of primary resources by urban
residents, especially in the North Hemisphere, make cities and their inhabitants key drivers of
global environmental changes [2,3].

Land-use and land-cover changes are recognized as causes of local, regional and global warming:
The urban areas are the major sources of anthropogenic carbon dioxide emissions from the burning of
fossil fuels for heating, from industrial processes, from transportation of people, etc. [4,5]. The main
effects of land use changes (from rural to urban) can be found on the surface energy and water balances
changes. The partitioning of sensible and latent heat fluxes is a function of varying soil water content
and vegetation cover [6,7]. Water balance is strongly influenced by the soil sealing: Urbanization
makes the surface permanently covered by impermeable artificial material (e.g. asphalt and concrete),
for example through buildings and roads.

An increase of settlement areas over time is defined as land take, also referred to as land
consumption. This process includes the development of scattered settlements in rural areas,
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the expansion of urban areas around an urban nucleus (including urban sprawl), and the conversion
of land within an urban area (densification) [8,9]. Depending on local circumstances, a greater or
smaller part of the land take will result in actual soil sealing. Urban sprawl can be defined as the
unplanned incremental urban development, characterised by a low-density mix of land uses on the
urban fringe. It is important to underline that even planned urban development may result in land
take and soil sealing.

Soil sealing and realization of buildings on it alter the surface energy balance with two different
main mechanisms:

(1) Soil sealing reduces the vegetation cover and prevents the storage of rainwater and consequently
the amount of water stored into the soil. Consequently, water available for evapotranspiration
processes is much lower than in a natural surface. It follows that the latent heat dissipated from
urban surfaces is close to zero and the amount of advanced energy will be available for other
processes usually related to an increase of the thermal field [10].

(2) Materials used for the buildings may, according to their specific thermal and optical properties,
store energy and radiation in form of heat when the radiation budget (Rn) is positive and release
energy when Rn is negative.

The combination of these two different mechanisms results in a different thermal trend that is
observed in the built environment compared to the surrounding rural areas.

One of the most prominent feature of the urban climate is the urban heat island (UHI) effect,
which is strongly tied to the geometry and dimensions of building, land use patterns, vegetation cover
and the intensity of the anthropogenic heat release [11,12]. The UHI makes the city warmer than its
rural surroundings and it is stronger at night than during the day. This effect also decreases with
increasing wind speed and cloud cover and it’s less pronounced in summer and winter [11].

On average, urban temperatures may be 1–3 ◦C warmer than surrounding urban environment [6].
The aim of this work is to quantify the change in temperature range that can be expected on the

basis of different energy balances resulting from the transformation of rural areas in urban residential
or productive areas. The changes in the soil use (from natural surface to no permeable surface) returns
an environment where the storage of heat during the day by building materials is released during the
night, increasing the urban heat island. This effect is the main subject of the present work.

2. Materials and Methods

2.1. Energy Balance Method

The Earth surface radiation balance is described by the following equation:

Rn = (Swin − Swout) + (Lwin − Lwout) (1)

where Rn is the net radiation, Swin is the incoming shortwave (visible) radiation, Swout is the outcoming
shortwave radiation, Lwin is the incoming longwave (infrared) radiation and Lwout is the outcoming
longwave radiation.

The term (Swin − Swout) is the net shortwave radiation and it can be also described as (1 − α)Swin,
where α is the surface albedo used to quantify the solar radiation reflected by a surface. Albedo is a
characteristic of the specific surface and depends on the optical characteristics of the reflecting surface.

Lwin and Lwout depend on the atmosphere and surface temperature following the black body
equation:

Lw = ε σ T4 (2)

where ε is the body infrared emissivity, σ is the Stefan–Boltzmann constant (5.67 10−8 W m−2 K−4) and
T is the body temperature expressed in K.
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The net radiation given by (1) is then utilized to the partitioning processes at the surface,
following the surface energy balance equation [12]:

Rn = H + LE + G (3)

where H is the sensible heat flux, LE is the latent heat flux and G is the ground heat flux.
Usually the greatest part of the net radiation is used for sensible and evapotranspiration processes

while the G term represent only the 10% of the total available energy (Rn).
To estimate the lower dissipation of latent heat flux due to the transformation of cultivated

land in urbanized area, it is necessary to quantify the evapotranspiration (ET) before and after the
transformation. The ET of a cultivated area depends on climatic characteristics of the site and on
eventual water contributions from irrigation, on vegetable cover and on soil type. As vegetable
cover, for this study, it was assumed the cultivation of winter wheat, not irrigated and growing
in optimal pedological and climatic conditions to ensure a good water supply during vegetation
season (November to June). Wheat is one of the more widespread dry crops in the Emilia-Romagna
Region plain.

From a sealed surface, the evaporation of rain water can be considered negligible. On the other
hand, from a winter wheat crop, in the case of optimal soil and climatic conditions, about 700 lm–2 of
water per year changes from liquid into vapor phase.

A very simplified, but amply adopted method to calculate potential evapotranspiration (ETc) of a
crop consists on multiplying reference evapotranspiration (ET0) per crop cultural coefficient (Kc):

ETc = Kc ET0 (4)

In this study ET0 was calculated according to Hargreaves method [13] using the data of a
meteorological station relatively close to the case study area, San Pietro Capofiume (44.648993 ◦N,
11.650055 ◦E, 11 m a.s.l.). The values of the cultural coefficient Kc for wheat were adopted following
the [14] suggestions and reasonable Kc’s for spontaneous grasses, growing after crop harvesting,
were chosen.

If a land use change occurs, such as a significant urbanization, the terms of this budget equation
change significantly and other terms, depending on different processes, must be taken into account.
The Equation (3) of the surface energy balance can therefore be rewritten in this way:

Rn = H + LE + G + Qs (5)

where Qs is the storage heat flux, which is strongly dependent on the ratio between green and sealed
areas and on the building geometrical, optical and thermal characteristics.

Oke [6] proposed these equations for Qs:

day Qs = (0.20λv + 0.33λp) Rn + 3λv + 24λp (6)

night Qs = (0.54λv + 0.90λp) Rn (7)

where λv is the green area fraction and λp is the building area fraction.
The reconstruction of the thermal change given by the lower amount of evapotranspiration of a

sealed surface was performed following the Fick law [12]:

ΔT = Q Dz k−1 (8)

where

Q = Latent Heat Flux + Storage Heat Flux (W m−2)
Dz = reference height (2 m)
k = air thermal conductivity (0.026 W m−1 K−1 )
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2.2. Fluidodynamic Simulation (Envi-Met): The Case Study

ENVI-met [15] is a three-dimensional non-hydrostatic microclimate model designed to simulate
the surface–plant–air interactions within daily cycle in urban environment with a typical resolution of
0.5 to 10 m in space and 10 s in time.

The model has been widely used in many previous studies to simulated flow around and between
buildings, exchange processes of heat and vapor at the ground surface and at the walls, turbulence
exchange of vegetation and vegetation parameters, bioclimatology, and particle dispersion [16].
The model was validated as reported in [17].

In order to run the model, the detailed data on soil characteristics, buildings, vegetation, and initial
atmospheric conditions for the area of interest were inserted.

After this input phase, the model is ready to run and the desired variables have been selected and
saved into the output files [16].

ENVI-met can be used for several studies to test various urban canyon aspects as well as ratios
and orientation effects on outdoor thermal comfort, the role of vegetation in the mitigation of the urban
heat island effect, and other factors.

3. Results and Discussion

Hourly measurements of the surface radiation balance components (Swin, Swout, Lwin, Lwout)
are available in stations relatively close to the case study area. San Pietro Capofiume was used as the
representative station for rural open space. In this site CNR-IBE performed radiation components
measurements for the period 1 January 2002–31 December 2003.

Bologna urban ARPAe (HydroMeteorological Service of the Emilia-Romagna Regional Agency
for Environmental Protection) station (44.500754 ◦N, 11.328789 ◦E, 78 m a.s.l.) has been considered as
the representative station for sealed conditions (measurements period 1 January 2006–31 December
2009). Although this data represents only few years, furthermore non-coincident, from Table 1 it can
be inferred that the values of the two stations are substantially super imposable with regard to the
Swin and the Swout values, while the differences between the values of Lwin and Lwout are attributable
to the different surface types (rural and urban), principal aim of this paper.

Table 1. Annual mean values of the surface radiation balance components for rural (San Pietro
Capofiume) and urban (Bologna urban) sites.

Station Swin (W m−2) Swout (W m−2) Lwin (W m−2) Lwout (W m−2)

Bologna urban 148 26 325 396
San Pietro Capofiume 156 27 305 361

Throughout the hourly measurements, in Table 2 are reported the diurnal and nocturnal Rn values
obtained for the two stations and for each month of the year.
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Table 2. Annual mean of net radiation values in nocturnal and diurnal hours for rural (San Pietro
Capofiume) and urban (Bologna urban) sites.

Nocturnal Rn (W m−2) Diurnal Rn (W m−2)

Month San P. Capof. Bologna Urban San P. Capof. Bologna Urban

January −17 −39 78 52
February −31 −57 138 124

March −34 −63 253 201
April −28 −62 246 278
May −24 −52 288 280
June −36 −60 287 285
July −51 −71 279 293

August −39 −67 255 239
September −28 −62 198 189

October −26 −55 157 141
November −18 −44 77 71
December −19 −47 68 48

Table 3 shows the values of mean monthly latent heat flux which would be missed in case of
transformation of a wheat field into a sealed surface.

Table 3. Monthly mean values of reference evapotranspiration (ET0), crop coefficient (Kc), crop potential
evapotranspiration (ETc) and corresponding latent heat flux.

Month ET0 (mm) Kc (Wheat and Spon. Grass) ETc (mm) Latent Heat Flux (W m−2)

January 19.8 0.4 7.9 6.9
February 36.3 0.5 18.2 17.4

March 66.9 0.7 46.8 40.8
April 109.1 0.9 98.2 88.4
May 153.1 1.1 168.4 146.7
June 178.4 1.0 178.4 160.7
July 204.0 0.2 40.8 35.6

August 166.1 0.3 49.8 43.4
September 110.8 0.5 55.4 49.9

October 64.3 0.4 25.7 22.4
November 31.0 0.4 12.4 11.2
December 19.1 0.4 7.7 6.7

The area chosen as a case study is located in San Giovanni Persiceto (44.6283 ◦N, 11.1992 ◦E, 21 m
a.s.l.), a small town close to Bologna city. The urbanization occurred in this area from 2003 to 2008 was
estimated comparing aerial images (orthophoto by AGEA for 2008 and QuickBird satellite orthoimages
by Digital Globe™–Telespazio for 2003) (Figure 1). The built-up surface varied from 5.5% in the 2003 to
30% in 2008 and the natural cover varied from 94.5% in 2003 to 70% in 2008. Inserting these values as
λv and λp in (6) and (7), the difference of the storage heat flux Qs between 2003 and 2008 was obtained,
separately for night and daytime hours. The annual difference in the cumulated storage heat flux is
quite similar between night and day (+80 W m–2 for the diurnal hours and −84 W m–2 for nocturnal
ones) which means that all the heat stored during the day by urban materials is re-emitted into the
atmosphere during the night. On a monthly basis, this effect is visible in the winter months and during
months with high energy availability (May, June, and July) the day energy accumulation is greater
than the night emission (Table 4).
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Figure 1. QuickBird satellite orthoimages (®Digital Globe™–Telespazio, 2003) (left) and aerial
orthophotographs (AGEA) for 2008 (right).

Table 4. Monthly mean values of storage heat flux during diurnal and nocturnal hours for 2003 and
2008 and relative differences for each year.

Diurnal Qs (W m−2) Nocturnal Qs (W m−2)

Month 2003 2008 Difference 2003 2008 Difference

January 23.4 23.1 −0.3 −10.1 −15.2 −5.1
February 37.9 42.4 4.4 −18.1 −25.1 −7.0

March 66.0 62.9 −3.2 −20.0 −27.8 −7.8
April 64.5 83.6 19.2 −16.6 −24.6 −8.0
May 74.7 84.0 9.3 −14.5 −21.1 −6.6
June 74.3 85.4 11.1 −20.6 −27.8 −7.1
July 72.6 87.5 14.9 −29.4 −37.1 −7.7

August 66.7 73.0 6.3 −22.5 −30.6 −8.1
September 52.7 59.9 7.2 −16.6 −24.6 −8.0

October 42.5 46.9 4.4 −15.3 −22.3 −7.0
November 22.9 28.3 5.4 −10.9 −16.6 −5.8
December 20.8 22.1 1.3 −11.7 −17.8 −6.2

Since the evapotranspiration processes occur only during diurnal hours, the difference between
the two reference years in terms of latent heat flux is assigned entirely to daylight hours. The greater
energy availability for 2008 for heat transfer processes was obtained summing the diurnal latent heat
flux differences (proportioned according to the fractions of cultivated and urban areas in 2003 and
2008) with the differences in diurnal storage heat flux. Nocturnal thermal variation depends only on
variations in storage heat flux reported in Table 4.

Table 5 illustrates the total monthly differences (2008 vs 2003) in energy budget for diurnal hours
and the corresponding diurnal, nocturnal and mean temperature variations calculated according to (8).

The largest increases in temperature due to an urbanization process occur during the summer
months, when the energy available for exchange processes is greater.

This approach is an estimate of changes in energy balance and this leads at uncertainties, but
in general the results show an annual mean increment in air temperature of 0.36 ◦C due to this
urbanization process. Again, the single months show the differences due to energy availability, giving
greater values of air temperature increment during summer months.
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Table 5. Total difference (2008 vs 2003) in energy budget for diurnal hours and corresponding diurnal
thermal variation (ΔT day), nocturnal thermal variation (ΔT night) and mean thermal variation
(ΔT mean).

Month Δ LE +Diurnal Δ Qs (W m−2) ΔT day (◦C) ΔT night (◦C) ΔT mean (◦C)

January 2.1 0.11 0.27 0.19
Febrary 0.1 0.00 0.37 0.19
March 13.7 0.71 0.41 0.56
April 3.8 0.20 0.42 0.31
May 28.7 1.49 0.34 0.92
June 30.6 1.59 0.37 0.98
July −5.7 −0.29 0.40 0.05

August 5.0 0.26 0.42 0.34
September 5.7 0.30 0.42 0.36

October 1.4 0.07 0.36 0.22
November −2.5 −0.13 0.30 0.09
December 0.4 0.02 0.32 0.17

The same area was studied with the Envi-Met fluidodynamic model in order to have a modeling
feedback of estimation method based on the surface energy balance.

The two input areas (2003 and 2008), shown in Figure 2, were inserted through the program
ENVI-met Eddie, taking into account the geographical location, building dimensions, land use patterns.
The vegetation was assumed to be winter wheat. The domain model consisted of a 140 × 140 × 20 grid
with a spatial resolution of 5 m × 5 m × 2 m, resulting in a horizontal area of 700 × 700 m2 with a 40 m
vertical extent.

Figure 2. Input maps inserted into Envi-met model for 2003 (a) and 2008 (b).

The case study reported here focused on the simulation of a typical hot day whose values of
meteorological variables were obtained considering the data of the nearest ARPAe weather station
(San Pietro Capofiume).

The simulation started at 9:00 a.m. and lasted for 24 hours. The configuration file contained the
atmospheric values:
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- Speed and wind direction at 10 m: 1.4 m s−1, 90 ◦;
- Surface roughness length (z0): 0.1 m;
- Air temperature: 301.7 K
- Specific humidity at 2500 m: 7 g water/kg air
- Relative humidity at 2 m: 50%

As first results the potential temperature (the temperature that a sample of air attains if reduced to
a pressure of 1000 millibars without receiving or losing heat) to the environment difference between the
two simulation years (2003 and 2008) were plotted (Figure 3) at 14:00 p.m. The urbanization process
carried out from 2003 to 2008 led to a warming of some areas especially those in which it has had a
greater overbuilding. In these areas the 2008 potential temperature at 1.6 m height is about 0.4–0.6 ◦C
higher than 2003.

Figure 3. Potential temperature difference (2008–2003) at 14:00 pm at 1.60 m height for the considered
case study.

During the night (Figure 4 at 2:00 a.m.) the potential temperature difference between the two
years reaches 1 ◦C. This is typical of the urban heat islands, where the greatest effect is recorded during
the night, so substantial increase occurs in daily minimum temperatures [18]. In addition, the total
area tends to be warmer in 2008 than in 2003, and this effect is more evident during the night hours
than daytime.

As a matter of fact, if the air temperature trends is plotted for a strategic point of the considered
area (a point which was completely rural in 2003 and that became urban in 2008, marked as P in
Figure 2) it can be seen that during the day air temperature tends to be the same for the two years and
during the night the change turns out to be even 1 ◦C (Figure 5). The daily mean of air temperature
differences is 0.35 ◦C that, looking at Table 5 for June month, is comparable with the night values,
but not with the daytime ones. Probably the high available energy during this month means that
further exchange processes come into play, that the balance method, used in this work, does not
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account for. A better diurnal values estimate is surely necessary, even if during August and September
(months similar to June as far as concerns air temperature values) the obtained delta temperature
(0.34 ◦C and 0.36 ◦C) is very close to the model result.

Figure 4. Potential temperature difference (2008–2003) at 2:00 a.m. at 1.60 m height for the considered
case study.

Figure 5. Air temperature for 2003 and 2008 in the P point marked in Figure 2.

June is the month in which the budget method assigned greater evapotranspiration values, but the
fluidodynamic model does not consider specifically crop type and evapotranspiration needs. For this
reason, the strongest disagreement results especially in this month.
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On the other hand, the model results are in strong agreement with the annual average increase
obtained with the method of the energy budget (0.36 ◦C).

This suggests a profitable use of this methodology to estimate the increase in air temperature due
to urbanization processes on a regional scale.

4. Conclusions

The effect of an urbanization in a small town shows the consequences of the well-defined and
studied “urban heat island”: The impact of such kind of urbanization leads an increment in the air
temperature, and therefore a strengthening of the urban heat island, close to 1 ◦C.

The energy balance method is verified and supported by a fluidodynamic model to have the right
data interpretation. The idea is to develop a simple methodology to consider the urbanization effects
in terms of temperature increase, economic cost that goes with it and biometeorological uncomfortable
for the people.

This methodology could be applied at regional scale to improve and develop spatial planning but
taking into considerations the mitigating effects strategies (i.e. urban green, special building materials,
study of the orientation of buildings, and shadows).

The radiation and energy budget method utilized to calculate the air temperature differences due
to an urbanization process showed some limits and some uncertainties.

Surely, the different approaches to compute evapotranspiration used in the budget method and in
the fluidodynamic model and some hypothesis adopted (absence of water deficit in budget method),
strongly influenced the results.

Anyway, the fluidodynamic model confirms an air temperature increment of the same magnitude
order of the energy budget method, suggesting this last methodology can be considered a sufficiently
reliable method to estimate and predict the variation in the thermal field due to changes in land-use.
Its application to a regional scale should take into account the different climatic zones and the different
models of urban growth (existing residential or production areas densification, expansion of urban
area with new buildings, etc.). The storage heat flux computation can be improved considering further
variables: volumetric ratio between sealed and unsealed surfaces and optical and thermal properties
of building materials.

Land use change, and in particular urbanization process, results in air temperature increase.
The methodology developed in this work can be improved to furnish grater information during
a regional territory planning. Air temperature increment give a surplus of energy needs of air
conditioning systems: throughout thermotechnical computations it is possible to obtain the economic
cost to reinstate indoor air temperature after urbanization process.

Moreover, the bioclimatic discomfort for the population caused by urban land use increment can
be computed and successively taken into account during the initial design of an urban area.

Author Contributions: The authors contribute at all in this study thanks to different thanks to the different skills:
fluid dynamics and agronomics. The manuscript was written together.

Funding: This research received no external funding.

Acknowledgments: The authors would like to thank IdroMeteorological Service (ARPAe) of Emilia-Romagna
Region for furnishing meteorological data through DEXTER service, AGEA for orthophotographs and Digital
Globe™–Telespazio for QuickBird orthoimages, acquired through internal Map Service of Emilia-Romagna Region.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. World Urbanization Prospects: The 2018 Revision. Available online: https://population.un.org/wup/
Publications/Files/WUP2018-KeyFacts.pdf (accessed on 13 November 2019).

2. Grimmond, S. Urbanization and global environmental change: Local effects of urban warming. Geogr. J.
2007, 173, 83–88. [CrossRef]

56



Climate 2019, 7, 133

3. Chapman, A.; Watson, J.E.M.; Salazar, A.; Thatcher, M.; McAlpine, C.A. The impact of urbanization and
climate change on urban temperature: A systematic review. Landsc. Ecol. 2017, 32, 1921–1935. [CrossRef]

4. Lim, Y.K.; Cai, M.; Kalnay, E.; Zhou, L. Observational evidence of sensitivity of surface climate changes to
land types and urbanization. Geophys. Res. Lett. 2006, 32, L22712. [CrossRef]

5. Li, Y.; Zhao, M.; Motesharrei, S.; Mu, Q.; Kalnay, E.; Li, S. Local cooling and warming effects of forest based
on satellite data. Nat. Commun. 2015, 6, 6603. [CrossRef] [PubMed]

6. Oke, T.R. The surface energy budgets of urban area. In Modelling the Urban Boundary Layer; AMS: Boston,
MA, USA, 1981.

7. Fischer, E.M.; Seneviratne, S.I.; Vidale, P.L.; Lüthi, D.; Schär, C. Soil moisture-atmosphere interactions during
the 2003 European summer heat wave. J. Clim. 2007, 20, 5081–5099. [CrossRef]

8. Liu, Y. Introduction to land use and rural sustainability in China. Land Use Policy 2018, 74, 1–4. [CrossRef]
9. Liu, Z.; Liu, Y.; Baig, M.H.A. Biophysical effect of conversion from croplands to grasslands in water-limited

temperate regions of China. Sci. Total Environ. 2019, 648, 315–324. [CrossRef] [PubMed]
10. Moulai, M.; Khavari, F.; Shahhosseini, G.; Zanjani, N.E. A study of the urban heat island mitigation strategies:

The case of two cities. Int. J. Urban Manag. Energy Sustain. 2017, 1, 1–7.
11. Memon, R.A.; Leung, D.Y.C.; Chunho, L. A review on the generation, determination and mitigation of Urban

Heat Island. J. Environ. Sci. 2008, 20, 120–127.
12. Stull, R.B. An Introduction to Boundary Layer Meteorology; Kluwer Academic Publishers: Dordrecht,

The Netherlands, 1988; p. 666.
13. Hargreaves, G.H.; Samani, Z.A. Estimating potential evapotranspiration. Tech. Note J. Irrig. Drain. Eng. 1982,

18, 980–984.
14. Allen, R.G.; Pereira, L.S.; Raes, D.; Smith, M. Crop Evapotranspiration (Guidelines for Computing Crop

Water Requirements). In FAO Irrigation and Drainage Paper No. 56; FAO: Rome, Italy, 1998.
15. Bruse, M.; Fleer, H. Simulating surface-plant-air interactions inside urban environments with a three

dimensional numerical model. Environ. Model. Softw. 1998, 13, 372–384. [CrossRef]
16. ENVI-Met Software Home Page. Available online: http://www.envi-met.com/ (accessed on 13 November

2019).
17. Yang, X.; Zhao, L.; Bruse, M.; Meng, Q. Evaluation of a microclimate model for predicting the thermal

behaviour of different ground surfaces. Build. Environ. 2013, 60, 93–104. [CrossRef]
18. Giridharan, R.; Lau, S.S.Y.; Ganesan, S. Nocturnal heat island effect in urban residential developments of

Hong Kong. Energy Build. 2005, 37, 964–971. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

57





climate

Article

Air Pollution Flow Patterns in the Mexico City Region

Alejandro Salcido *, Susana Carreón-Sierra and Ana-Teresa Celada-Murillo

Instituto Nacional de Electricidad y Energías Limpias, Reforma 113, Palmira, Cuernavaca 62490, Morelos,
Mexico; susana.carreon@ineel.mx (S.C.-S.); atcelada@ineel.mx (A.-T.C.-M.)
* Correspondence: salcido@ineel.mx; Tel.: +52-777-362-3811 (ext. 7087)

Received: 18 September 2019; Accepted: 31 October 2019; Published: 5 November 2019

Abstract: According to the Mexico City Emissions Inventory, mobile sources are responsible for
approximately 86% of nitrogen oxide emissions in this region, and correspond to a NOx emission
of 51 and 58 kilotons per year in Mexico City and the State of Mexico, respectively. Ozone levels in
this region are often high and persist as one of the main problems of air pollution. Identifying the
main scenarios for the transport and dispersion of air pollutants requires the knowledge of their flow
patterns. This work examines the surface flow patterns of air pollutants (NO2, O3, SO2, and PM10)
in the area of Mexico City (a region with strong orographic influences) over the period 2001–2010.
The flow condition of a pollutant depends on the spatial distribution of its concentration and the mode
of wind circulation in the region. We achieved the identification and characterization of the pollutant
flow patterns through the exploitation of the 1-hour average values of the pollutant concentrations
and wind data provided by the atmospheric monitoring network of Mexico City and the application
of the k-means method of cluster analysis. The data objects for the cluster analysis were obtained by
modeling Mexico City as a 4-cell spatial domain and describing, for each pollutant, the flow state in a
cell by the spatial averages of the horizontal pollutant flow vector and its gradients (the divergence
and curl of the flow vector). We identified seven patterns for wind circulation and nine patterns for
each of NO2, O3, PM10, and SO2 pollutant flows. Their seasonal and annual average intensities and
probabilities of occurrence were estimated.

Keywords: pollution flow patterns; wind circulation patterns; emission inventory; criteria pollutants;
Mexico City

1. Introduction

In cities and large urban settlements, tropospheric ozone and particulate matter (PM10 and PM2.5)
are the most dangerous air pollutants for human health [1]. Air pollution is a major environmental
issue in urban areas, which can affect the well-being and quality of life of citizens. More and more
frequently, there are detected chronic diseases of great importance that are associated with continuous
exposures to high concentrations of air pollutants. Epidemiological studies have reported that exposure
to air pollutants such as particulate matter, nitrogen oxides (NOx), sulfur dioxide (SO2), and surface
ozone (O3) associates with an increase in mortality and hospital admissions predominantly related
to respiratory and cardiovascular diseases [1,2]. This critical issue concerns the 20 million people
(including 9 million children) living in the Mexico City Metropolitan Area (MCMA). Despite the
reductions in the emissions of common air pollutants in MCMA since the early 1990s, millions of
people remain exposed to concentrations above the critical levels associated with increased risks for
cardiovascular and respiratory diseases. The anthropogenic sources still produce and release to the
atmosphere every year large amounts of carbon monoxide (CO), nitrogen oxides (NOx), sulfur dioxide
(SO2), particulate matter (PM10 and PM2.5), and volatile organic compounds (VOC) [3]. However,
because of the frequency of occurrence of high levels, persistence, and spatial distribution, the most
critical air pollutants in MCMA are by far ozone and PM10 [4–6].
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At the MCMA, the complexity of the air pollution problem is also strongly related to other essential
factors such as the geographical setting, meteorology, and topography. MCMA lies inside a subtropical
basin with latitudes between 19.2 and 19.6 ◦N and longitudes between 98.9 and 99.4 ◦W, and an average
altitude of 2240 m, surrounded by high mountains (Figure 1). In the north direction, the basin extends
into the Mexican plateau and the arid interior of the country, with the Sierra de Guadalupe creating a
small 800 m barrier above the basin floor. Its climate classification comprises two seasons: the rainy
season from May to October and the dry season from November to April. This classification stems
from the two main meteorological patterns on the synoptic-scale: dry westerly winds with anticyclone
conditions from November until April, and moist flows from the east due to the weaker trade winds
along the other six months [7]. The MCMA meteorology, however, is by far more complicated than
this simple classification expresses it. The basin interacts with the Mexican plateau and the lower
coastal areas. Moreover, due to the MCMA location, large-scale pressure gradients are generally
weak, and intense solar radiation is registered here throughout the year [7–11]. These conditions
and the presence of high mountains in the surroundings are ideal for the development of thermally
driven winds.

Figure 1. Complex topography in the Mexico City region.

The knowledge of wind circulation and air pollutant spatial distributions constitutes a relevant
element to understand the flow dynamics of urban air pollution. It allows knowing how the air
pollutant emissions produced in an urban settlement may disperse in the atmosphere, how these air
pollutants may be distributed spatially in the city, and how the winds may transport them towards
neighboring sites [12,13]. From the standpoint of fluid dynamics, the pollutant-flow vector, defined as
the product of the fields of the pollutant concentration and wind velocity,

J(x, t) = μ(x, t)v(x, t), (1)

describes the transport of a given pollutant in the atmosphere. Then, the surface flow condition
of a pollutant depends on both factors: the surface distribution of its concentration and the local
wind circulation.

Local wind circulation in Mexico City and its relation to driving forces and air pollution have
been studied extensively for almost three decades. However, most of the studies have been performed
on an episode-by-episode basis and using small data sets obtained from short-term experimental
campaigns with different approaches [14–21]. Some of the main exceptions are the first long-term
micrometeorological campaign carried out by Salcido et al. [11] in this region during 2001, and the
studies of Klaus et al. [22], de Foy et al. [23], Salcido et al. [24], and Carreón-Sierra et al. [25], which were
carried out using data provided by the atmospheric monitoring network of Mexico City (SIMAT:
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Sistema de Monitoreo Atmosférico de la Ciudad de México [26]). Klaus et al. [22] reported a principal
component analysis of air quality and meteorological data for the period February–December 1995.
The study of de Foy et al. [23] reported an examination of wind transport during the experimental
campaign of the Megacity Initiative: Local and Global Research Observations (MILAGRO) project;
they used cluster analysis for making a comparison to climatology between the period of March 2006 and
the period 1998–2006 using hourly wind data of the warm, dry season. In their work, Salcido et al. [24]
used a lattice wind model at a meso-β scale to carry out a description and characterization of Mexico
City local wind events of the period 2001–2006. Furthermore, Carreón-Sierra et al. [25] proposed an
extension of the local wind state using a non-local description based on the wind velocity and its
gradients and applied hierarchical cluster analysis to recognize and characterize the Mexico City wind
circulation patterns in the period 2001–2006. As far as we know, the last paper reported the first work
where a non-local approach is used to characterize the wind condition for identifying patterns with
more detail than the simple results produced by the wind rose method.

In this paper, extending our previous work [25], we examine the main surface patterns of wind
circulation and pollutant-flow of NO2, O3, SO2, and PM10 in the Mexico City region over the period
2001–2010. We achieved the identification and characterization of the pollutant-flow patterns through
the exploitation of the 1-hour average values of the pollutant concentrations and wind data provided by
the atmospheric monitoring network of Mexico City (SIMAT [26]) and the application of cluster analysis
as a data mining procedure. First, we considered Mexico City as a 2D lattice domain and defined the
flow condition (or flow state) of a given pollutant in each lattice cell in terms of a flow vector field and
its gradients (precisely, the divergence and curl of this flow vector). Second, we used the 1-h average
values of the pollutant concentrations and wind data provided by SIMAT to estimate, using Kriging
interpolation, discrete representations of the pollutant-flow vector field and its gradients over the lattice
domain. Finally, we used the k-means method of cluster analysis [27–29] to identify and characterize the
pollution-flow patterns from the clustering modes of the flow states. We identified seven patterns for
wind circulation and nine patterns for each of NO2, O3, PM10, and SO2 pollutant-flows. Their seasonal
and annual average intensities and probabilities of occurrence were also estimated.

2. Materials and Methods

In this section, we detail the study domain, data, and procedure that we used to identify and
characterize the wind and pollution-flow patterns.

2.1. Study Domain

We considered the part of Mexico City located at 19.3◦–19.6◦N and 99.0◦–99.3◦W as the study
domain. In Figure 2, we showed this region as enclosed by a solid line square. This region contains
75% of the stations of the wind-monitoring network (REDMET) of SIMAT, 95% of the NO2 stations,
83% of the O3 stations, 93% of the PM10 stations, and 86% of the SO2 stations of the air quality
monitoring network (RAMA) of SIMAT (Figure 3). Because of the topographic complexity of the
mountains surrounding Mexico City, we examined the pollutant flows in this region, assuming it
divided into quadrants (NE, NW, SW, and SE). We defined these quadrants using a reference frame
with origin at (19.43◦N, 99.13◦W) and the axes along the west to east (W–E) and south to north (S–N)
directions (dotted lines in Figure 2). The origin of the reference frame is the geometric centroid of the
REDMET stations. The positions of the geometric centers of the city quadrants are: (19.5◦N, 99.1◦W),
(19.5◦N, 99.2◦W), (19.4◦N, 99.2◦W), and (19.4◦N, 99.1◦W) for the NE, NW, SW, and SE quadrants.
The dimensions of each quadrant were 15.66 km length in the west–east direction and 16.56 km length
in the south–north direction (each quadrant is a square of 540 × 540 arcsec). In principle, we expect to
detect the ventilation effects due to the openings located at the west and east sides of the Sierra de
Guadalupe (north of the city) at NW and NE quadrants, respectively, and to observe in the SE quadrant
the effect of the gap situated in the southeast of the Mexico basin. Also, in the SE and NE quadrants,
we expect to recognize the effects of the winds blowing along the ventilation channel determined by
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the volcanos (Sierra Nevada) on the east side of the city. Moreover, we expect to recognize the wind
effects due to the Mexico City mountain-valley system in all quadrants, but mainly in the NW and
SW quadrants.

2.2. Data

Figures 2 and 3 illustrate the study domain and the spatial distributions of the stations of
the monitoring networks of SIMAT for wind, nitrogen dioxide, ozone, PM10, and sulfur dioxide.
These monitoring networks provided the 1-hour average values of the meteorological and air quality
variables systematically and made them publicly available through its web site [26]. For the present
work, we collected the wind data (wind speed and wind direction) and the air quality data (NO2, O3,
PM10, and SO2 surface concentrations) for the period 2001–2010, which constitute a database with
87,600 records, approximately, for each hourly averaged variable.

 

Figure 2. Study domain for Mexico City and spatial distribution of the stations (white dots) of the
wind-monitoring network (REDMET) of the atmospheric monitoring network of Mexico City (SIMAT).
The REDMET provides 1-hour average values of wind speed and wind direction, and other properties
such as temperature and relative humidity.

NO2 Network O3 Network 

  
PM10 Network SO2 Network 

  

Figure 3. Spatial distribution of the stations (white dots) of the NO2, O3, PM10, and SO2 monitoring
networks (RAMA) of SIMAT. The RAMA provides 1-hour average values of the surface concentrations
of NO2, O3, PM10, and SO2, among other chemical compounds.
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2.3. Study Database

In a first step, we represented the study domain (D) as a square grid G with 289 nodes Grs,
where the subscripts r = 1, 2, . . . , 17 and s = 1, 2, . . . , 17 vary along with the West–East (WE) and
South–North (SN) directions, respectively. Using the wind speed and wind direction data supplied by
the REDMET stations, and the NO2, O3, PM10, and SO2 concentration data supplied by the RAMA
stations, we estimated (using Kriging interpolation) the horizontal components of the flow vector field
at each grid node Grs and time t,

JWE(r, s, t) = μ(r, s, t)vWE(r, s, t), JSN(r, s, t) = μ(r, s, t)vSN(r, s, t) (2)

For a given pollutant, at the node Grs and time t, μ(r, s, t) is the pollutant concentration,
and vWE(r, s, t) and vSN(r, s, t) are the wind velocity components. Here, time t is an integer running
from 1 to the number H of hours (87,600, approximately) in the period 2001–2010.

Then, we defined a 2D lattice L composed by 64 regular non-overlapping cells Cij covering D,
with i = 1, 2, 3, . . . , 8 and j = 1, 2, 3, . . . , 8, such that each cell Cij is surrounded by nine grid nodes of G,
as Figure 4 illustrates it.

 
Figure 4. Arrangement of the calculation grid nodes Grs and the lattice cells Cij. The green crosses
represent the grid nodes, and the red crosses indicate the centers of the lattice cells. In gray, we show
the cell Cij.

The estimations, for each pollutant, of the flow vector components at the grid nodes Grs,
allow calculating (numerically) the spatial averages of the components of the pollutant-flow vector and
its gradients at the cells Cij of the lattice L using their 2D discrete definitions in terms of centered finite
differences [24,30]. For a given pollutant, we will denote the flow vector components at Cij by jx(i, j, t)
and jy(i, j, t), and the associated divergence and curl of the flow vector will be denoted by Γ(i, j, t)
and Ω(i, j, t). Here, x and y denote the WE and SN directions, respectively. At this level, we will be
referring to this non-local discrete representation of the flow condition of the study domain as the
64-cell model. It involves 256 (= 4 × 64) parameters to define an event of the system (i.e., to describe
the flow condition over the complete spatial domain). In this work, for simplicity in the handling
and interpretation of the results, we considered the reduction of the 64-cell model to the cases of the
4-cell and 1-cell models, which we obtained using a spatial averaging procedure. In any case, the four
parameters (jx, jy, Γ, Ω) define the flow state at a lattice cell; therefore, the 4-cell and 1-cell models
respectively entail 16 and 4 parameters to describe an event of the system. It is convenient to note that
the introduction of the additional variables (Γ, Ω) in the flow state definition, allows recovering some
of the information lost during the spatial averaging of the flow vector components. This assumption
gives a slight non-local character to this description [31].
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For each cell Cij, we calculated, hour by hour, the average of the four state-variables over the
2001–2010 period, defining a one generic year database for each pollutant and cell model considered.
The results were normalized and then organized in seasonal groups: January–March (winter),
April–June (spring), July–September (summer), and October–December (autumn).

We performed data normalization as follows. We determined the maximum absolute values of
the magnitude of the pollutant-flow vector |j|max, and the divergence |Γ|max, and curl |Ω|max of the flow
vector, in the generic year database. Then the normalized and dimensionless state variables (all of
them now ranging in the interval [−1, +1]) were calculated using the following expressions:

ĵx(i, j, t) =
jx(i, j, t)∣∣∣j∣∣∣max

, (3)

ĵy(i, j, t) =
jy(i, j, t)∣∣∣j∣∣∣max

, (4)

Γ̂(i, j, t) =
Γ(i, j, t)
|Γ|max

, (5)

Ω̂(i, j, t) =
Ω(i, j, t)
|Ω|max

. (6)

2.4. Clustering Method

We used the k-means method of cluster analysis as a procedure of data mining to identify and
characterize the main patterns of wind and flow of pollutants in the Mexico City region.

Cluster analysis comprises a broad set of techniques for finding non-overlapping subgroups of
data objects in a dataset. When clustering the data objects of a dataset, we seek to organize them into a
given number of distinct subsets (groups, or clusters), so that they constitute a partition of the initial
dataset; this way, the data objects within each subset are quite similar to each other, while data objects
in different groups are quite different from each other [29]. Clustering is an unsupervised problem
because we are trying to discover structure (distinct clusters) based on a dataset, without being trained
by a response variable.

The k-means clustering method is the simplest and the most frequently used technique of cluster
analysis for partitioning a dataset into a set of k groups. In k-means clustering, we seek to partition
the set of data objects into a pre-specified number of clusters, so that the total within-cluster variation
(TWCV) is as small as possible.

Suppose we have a dataset X = {x1, x2, . . . , xN}, xi ∈ Rd, and we try to partition X into M disjoint
clusters C1, C2, CM. Then, the k-means algorithm detects local optimal solutions concerning the TWCV
defined as the sum of squared Euclidean distances between each data object xi and the centroid mk of
the cluster Ck that contains xi. Analytically, the TWCV is given by

ε(m1, m2, . . . , mM) =
N∑

i=1

M∑
k=1

λik‖xi −mk‖2 (7)

where λik = 1 if xi ∈ Ck, and 0 otherwise. The TWCV measures the clustering goodness, and the
optimization problem that defines the k-means clustering resides in minimizing TWCV. In practice,
we used the software DataLab developed by Hans Lohninger [32] to perform the cluster analysis with
the k-means algorithm.

For each air pollutant considered, we define its set of data objects as

H =
{
Q(t)|t = 1, 2, . . . , T

}
. (8)
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where T = 8760 is the number of hours of the generic year, and

Q(t) =
{
Qijt ≡ ( ĵx, ĵy, Γ̂, Ω̂)i jt

∣∣∣i = 1, 2, . . . , Nx; j = 1, 2, . . . , Ny
}
, (9)

with Nx = 2 (Nx = 1) and Ny = 2 (Ny = 1) in the case of the 4-cell (1-cell) model. We organized
the dataset H in the seasonal subsets Hwinter, Hspring, Hsummer, and Hautumn comprising, respectively,
the data objects of the periods January–March (winter), April–June (spring), July–September (summer),
and October–December (autumn). We identified each data object of these subsets with a label of the
form MMDDHH that specifies the date (relative to the generic year) and hour of occurrence.

To carry out the cluster analysis for each seasonal period, we build a data matrix structured as
described in Table 1.

Table 1. Structure of the data matrix for the cluster analysis.

Columns Variables

1 DateTime (MMDDHH)
2–5 The four values of the 1-cell model parameters:( ĵx, ĵy, Γ̂, Ω̂)1C

6–21 The 16 values of the 4-cell model parameters:
( ĵx, ĵy, Γ̂, Ω̂)C0, ( ĵx, ĵy, Γ̂, Ω̂)C1, ( ĵx, ĵy, Γ̂, Ω̂)C2, ( ĵx, ĵy, Γ̂, Ω̂)C3

For each pollutant, using the respective data matrixes of the seasonal subsets, we can apply the
k-means algorithm for clustering the associated data objects considering the parameters of the 1-cell
or 4-cell model as the clustering variables. Although we can expect that the 4-cell model variables
will produce a physically more detailed clustering of the wind and pollutant-flow events, in this
work, for easiness in handling the results, we used only the 1-cell model parameters as clustering
variables. The application of the clustering procedure to the 1-cell model data objects will organize them,
assigning the cluster number to the date-time labels that identify the events. Consequently, the 4-cell
model data objects also receive cluster numbers correspondingly. It means that the data objects of the
4-cell model were also organized into clusters by the same clustering procedure. Therefore, for each
pollutant and seasonal period, we have clusters of events characterized by the sixteen parameters of
the 4-cell model:

( ĵx, ĵy, Γ̂, Ω̂)C0, ( ĵx, ĵy, Γ̂, Ω̂)C1, ( ĵx, ĵy, Γ̂, Ω̂)C2, ( ĵx, ĵy, Γ̂, Ω̂)C3 (10)

where C0, C1, C2, and C3 are the cells of the model.

2.5. The Number of Clusters

The k-means clustering is a simple and fast algorithm that can efficiently deal with large datasets.
However, the k-means approach requires pre-specifying the number of clusters; and preferably,
we would like to use an optimal number of clusters that we defined according to some given criterion.
In this work, because of the motivation expressed in the following two paragraphs, we applied the
k-means clustering method to organize each seasonal period in six clusters of data objects (events).

2.5.1. Physical Motivation

In Figure 5, we presented the mean diurnal behavior of solar radiation, temperature, and wind
speed observed during 2001. We obtained these results from data we measured at an urban site southeast
Mexico City (Xochimilco) [11,25]. The plots evidence that the meteorological events comprised in the six
time-periods 0–4, 4–8, 8–12, 12–16, 16–20, and 20–24 h, are quite different from each other. The periods
0–4 and 20–24 h show the cooling phase of the atmosphere during the night. In the period 4–8 h,
we observe the sunrise occurrence, and that temperature and wind speed reach their minimum values.
The period 8–12 h shows the growing phases of solar radiation, temperature, and wind speed, with solar
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radiation reaching its maximum. The period 12–16 h depicts the temperature reaching its maximum,
while wind speed keeps growing, and solar radiation starts to decrease. Finally, the period 16–20 h
shows the sunset occurrence, the wind speed reaching its maximum, and temperature decreasing.
Appreciation of these different behaviors suggests searching for six groups during the application of
the k-means algorithm for clustering the data objects defined by the events of wind circulation and
pollutant-flow in Mexico City.

Figure 5. Average diurnal behavior of solar radiation (red line), temperature (green line), and wind
speed (blue line) in an urban site (Xochimilco) of Mexico City during 2001 [11,25]. We observe that
the meteorological events comprised in the six intervals of 0–4, 4–8, 8–12, 12–16, 16–20, and 20–24 h
are different from one period to another. This appraisal suggests searching for six clusters during the
cluster analysis of the wind and pollutant-flow events.

2.5.2. The Elbow Method

From the standpoint of cluster analysis, one of the most popular methods for determining the
optimal clusters is the elbow method. It provides a simple solution. The basic idea is to compute the
k-means clustering algorithm using different numbers, k, of clusters. The next step is drawing the
total within-cluster variation (or total within-cluster sum of squares) versus the number of clusters.
Commonly, the analysts consider the location of a bend in the plot as an indicator of the appropriate
number of clusters. However, it is not always clear where the bend point position is. We preferred to
calculate the percentage reduction (δ) of the total within-cluster sum of squares of a given k, relative to
its value for the previous number of clusters k − 1, and then to plot δ as a function of k. As our optimal
number of clusters, we selected the value of k from which on the reduction δ is less than 10% each unit
step in increasing k. For example, according to this procedure, Figure 6 shows that we must select k = 6
when clustering the winter wind data objects of the present work.

Figure 6. Percentage reduction (δ) of the total within-cluster sum of squares, relative to its previous
value, as a function of the number of clusters. Here, for the clustering of the winter wind data objects,
we observe that from 6 clusters on, the reduction δ is less than 10% each unit step in the increase of the
number of clusters: 0% ≤ δ ≤ 10%.
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3. Results and Discussion

Figure 7 summarizes the application of the k-means clustering method (with k = 6) to the seasonal
subsets, Hwinter, Hspring, Hsummer, and Hautumn, of the data objects (events) of wind circulation and
pollutant-flows. This figure shows an arrangement with four columns (one per seasonal period) and
five rows (one for wind circulation, and four for the pollutant-flows of NO2, O3, PM10, and SO2).
Each graph shows six plots (one per cluster) differentiated by the line color. The algorithm enumerates
the clusters according to their sizes, from the larger to the smaller, so colors mean no more. Each plot
presents the hourly population of one cluster, that is to say, the number of data objects belonging to the
cluster as a function of the hour of the day (Mexico City local time, UTC-6 h).

 Jan–Mar Apr–Jun Jul–Sep Oct–Dec 

WIND 

    

NO2 

   

O3 

    

PM10 

    

Figure 7. Cont.
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SO2 

Figure 7. Application of the k-means algorithm (with k = 6) to the seasonal subsets of the data objects
of the wind circulation (first row) and pollutant-flows (next four rows) events. Each graph shows six
plots, one per cluster, individualized by the color. Each plot expresses the hourly population of the cluster,
i.e., the number of data objects (or events) of the cluster as a function of the hour of the day.

For wind circulation or any given pollutant-flow, a qualitative comparison of graphs in the
respective row allowed recognizing some seasonal similarities and differences between the clusters.
For example, for the wind circulation (first row), if we pay attention to the clusters represented by a
blue-line plot in the four seasons, we can observe an evident regularity: the hourly populations have
similar trends and indicate that the majority of their events occurred during the night, mainly from
midnight until dawn. We interpreted this regularity as the possible existence of a wind pattern.
The plots of the pollutant-flows also show a similar regularity.

The trends of the hourly populations of the clusters provide useful but insufficient information
for discovering patterns in sets of events of wind circulation or pollutant-flows. In [25], the authors
detected two wind clusters with similar trends in the hourly populations (both in the number of
events and in the times of occurrence), but in one case the winds were blowing from the north and in
another one from the south, indicating different patterns of wind circulation. However, we can use the
information provided by the values of the 16 parameters of the 4-cell model to complement the pattern
identification process.

Eight of the sixteen parameters of the 4-cell model are the components of the flow vectors
in the quadrants (NW, NE, SW, and SE) of the MCMA. This complementary information and the
hourly population plots allowed recognizing the wind circulation patterns shown in Figure 8, and the
pollution-flow patterns shown in Figures 9–12. We found seven patterns for wind circulation and nine
patterns for each of the pollutant-flows (NO2, O3, PM10, and SO2). In Figure 8, we show the hourly
population of each wind pattern and a graphic representation of the wind velocity at the quadrants.
Figures 9–12 show the hourly population of each pattern, a graphic representation of the flow vector at
the quadrants, the surface distribution of the pollutant concentration, and the mean spatial pollutant
concentration (expressed in ppb for NO2, O3, and SO2, and in μgm−3 for PM10). In these figures,
the hourly population of a pattern is an average over the seasons the pattern occurred; the vectors
(the wind velocity and the pollutant-flow vectors) are averages over the elements of the pattern and the
seasons; the spatial distribution of the pollutant concentrations is the average over the pattern elements
and seasons; and the mean spatial concentration of a pollutant is the average over the positions of the
average pollutant distribution. The lengths of the arrows that represent the wind and flow vectors
were scaled to get the larger one fitted in the square that represents the quadrant, allowing a qualitative
comparison of the vector magnitudes among the patterns of wind circulation or the patterns of any of
the pollutant flows.

3.1. Wind Circulation Patterns

The proposed methodology for examining the database of the wind events that occurred in Mexico
City from 2001 to 2010 allowed discovering there the presence of seven wind circulation patterns and
the estimation of their seasonal and annual occurrence frequencies, which we summarized in Table 2.
We denoted these patterns as WIND-Pn, with n = 1, 2, . . . , 7, and enumerated them trying to follow
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the order of their appearance during the day. In Figure 8, we presented the hourly population of each
wind pattern, including a sketch out of the corresponding wind velocity in the city quadrants.

Table 2. Seasonal and annual frequencies of the wind circulation patterns (%).

Pattern
Jan–Mar
(Winter)

Apr–Jun
(Spring)

Jul–Sep
(Summer)

Oct–Dec
(Autumn)

Annual

WIND-P1 33 31 25 32 30
WIND-P2 25 18 24 16 21
WIND-P3 0 12 9 14 9
WIND-P4 20 0 0 0 5
WIND-P5 9 9 20 11 12
WIND-P6 14 21 22 17 18
WIND-P7 0 9 0 10 5

In the following paragraphs, we provide brief descriptions of the wind circulation patterns.
We used the Mexico City local time (UTC-6 h) in all figures and descriptions.

WIND-P1: early morning downslope winds. WIND-P1 was the wind pattern with the highest
annual frequency (30%). It was observed systematically throughout the year during the night,
showing a large peak around hour 6 (Figure 8) and a small peak around hour 15. The mean wind
velocities at the quadrants suggest downslope winds from the surrounding mountains, converging
towards Mexico City basin. The converging winds represented by the small peak reflect the presence of
convective upwards winds due to the urban heat island (UHI) in the Mexico City region. Jauregui [7]
and Klaus et al. [33] pointed out that the Mexico City downslope winds are reinforced by UHI.

WIND-P2: northeasterly and easterly winds. The annual average frequency of this wind pattern
was 21%. It is observed systematically throughout the year, especially during winter (25%) and summer
(24%). The mean velocities correspond to winds blowing from NE in almost all the quadrants of the
city (trade winds). The wind events of this pattern occurred from the sunrise (hour 7) up to the hour
17. Its hourly population presents a high peak between hours 10 and 11.

WIND-P3: midday northerly winds. This pattern had an annual frequency of 9%. It was observed
during spring (12%), summer (9%), and autumn (14%) from hour 7 to hour 21, with a peak around
hour 13. The mean wind velocities in the quadrants indicate winds blowing from the north and
northeast sectors.

WIND-P4: westerly and southerly winds. This wind pattern was observed only winter season
with a seasonal frequency of 20%; its events occurred throughout the day, but mainly from noon to
midnight, reaching its maximum population around hour 17. The mean wind velocities represent
winds with a westerly component in the west quadrants and southerly winds in the east quadrants.
These velocities correspond to winds blowing from the south and southeast city sectors through a
gap between the mountains of the Sierra Ajusco-Chichinautzin and the Sierra Nevada, following the
ventilation channel S–N located at the east side of the city (Figure 1). The local winds of this pattern
could be related to the subtropical jet stream of winter [34] or with the westerlies that are permanently
occurring in subtropical and middle latitudes, but coupled with the winds driven by the gap between
the mountains located at the southeast. Doran and Zhong [35] described the main characteristics of
a gap wind system in the southeastern corner of Mexico City that produces low-level jets occurring
regularly during the late winter.

WIND-P5: afternoon northerly winds. This pattern was observed throughout the year with an
annual frequency of 12%. It occurred from noon to midnight, with its maximum around hour 19.
The mean wind velocities at the quadrants indicate winds blowing from the north sectors.

WIND-P6: midnight downslope winds. This pattern was observed systematically throughout the
year, mainly during the nighttime hours, from the sunset (hour 18) to the sunrise (hour 6 of the next
day), with its maximum around midnight. It got an annual average frequency of 18%. The population
plot of this pattern has a small peak close to hour 15, which could be related to the UHI effect of the
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city. The wind velocities in the western quadrants of the city represent downslope flows from Sierra de
las Cruces (at west) and Sierra del Ajusco-Chichinautzin (located at SW and S) toward the town. In the
eastern quadrants, otherwise, late afternoon northerly gap winds are observed guided by the S–N
ventilation channel of the city.

WIND-P7: UHI-driven winds. This wind pattern was observed only during the spring (9%) and
autumn (10%) seasons, with a low annual occurrence frequency of 5%. The wind events of this pattern
occurred from the hour 14 to the hour 22, and its population reached a maximum value close to the
hour 17. The mean wind velocities of the city quadrants indicate cyclonic winds converging towards
Mexico City downtown, which seems to be related to an upwards flow driven by the UHI.

Summarizing, the wind patterns with the most significant frequencies were WIND-P1 and
WIND-P2, with annual values of 30% and 21%, respectively. These two patterns, however, correspond to
small velocities in comparison with the other five wind patterns. An outstanding feature of WIND-P1
is that, although its events occurred mainly during the night with converging winds, it also comprises
daylight events of winds with the same characteristic of convergence towards the city downtown.
We cannot interpret these last events as katabatic winds produced by the mountain-valley system;
instead, we must understand them as winds associated with convective upwards flows driven by the
urban heat island (UHI) effect. The pattern WIND-P6 also occurred during the night, but it peaked at
midnight. This wind pattern comprises the downslope winds of the first hours of the night and also
reflects the effect of the late afternoon northerly gap winds. The patterns WIND-P3 and WIND-P5
reflect the well-known prevailing winds from N and NE of the Mexico City region, and WIND-P2
evidence the occurrence of the trade winds.

WIND-P1 WIND-P2

    

WIND-P3 WIND-P4

WIND-P5 WIND-P6 

Figure 8. Cont.
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WIND-P7  

Figure 8. Wind circulation patterns in the Mexico City region during the period 2001–2010. For each
pattern, we presented the hourly population (left) and the mean wind velocity (relative to the pattern)
at the city quadrants (right). The size of red arrows that stand in for the velocity vectors indicates the
velocity magnitude in a scale relative to the edge size of the squares that represent the quadrants.

The wind patterns with the most significant frequencies were WIND-P1 and WIND-P2, with annual
values of 30% and 21%, respectively. These two patterns, however, correspond to small velocities in
comparison with the other five wind patterns. An outstanding feature of WIND-P1 is that, although its
events occurred mainly during the night with converging winds, it also comprises daylight events of
winds with the same characteristic of convergence towards the city downtown. We cannot interpret
these last events as katabatic winds produced by the mountain–valley system; instead, we must
understand them as winds associated with convective upwards flows driven by the urban heat island
(UHI) effect. The pattern WIND-P6 also occurred during the night, but it peaked at midnight. This wind
pattern comprises the downslope winds of the first hours of the night and also reflects the effect of
the late afternoon northerly gap winds. The patterns WIND-P3 and WIND-P5 reflect the well-known
prevailing winds from N and NE of the Mexico City region, and WIND-P2 evidence the occurrence of
the trade winds.

Our wind patterns agree quite well with the Mexico City wind patterns obtained in [25] for the
period 2001–2006 with a slightly different methodology. In Table 3, we described the correspondence
between these two sets of patterns. The first column contains the wind patterns WP1-WP7 reported
in [25]; the second column presents the wind patterns obtained in the present work; and, the last
column provides a brief description of the main characteristics of these patterns.

Table 3. Comparison against the wind patterns reported by Carreón-Sierra et al. [25].

Carreón-Sierra et al. This Work Description

WP1 WIND-P1 Early morning downslope winds
WP2 WIND-P2 Northeasterly and easterly winds
WP3 WIND-P3 Midday northerly winds
WP4

WIND-P4
Westerly winds at the western quadrants and

WP5 Southerly winds at the eastern quadrants
WP6 WIND-P5 Afternoon northerly winds
WP7 WIND-P6 Midnight downslope winds
—– WIND-P7 UHI-driven winds

The main differences between both sets of patterns were:

• The pattern WIND-P4 includes the wind patterns WP4 (southerly winds) and WP5 (westerly winds)
reported in [25]. However, we detected the pattern WIND-P4 only during the winter season,
while the pattern WP4 occurred throughout the year (although with tiny frequencies in spring,
summer, and autumn), and the pattern WP5 was only observed during the first semester of the
year (winter and spring seasons).
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• We recognized a pattern (WIND-P7) associated with cyclonic winds strongly converging towards
Mexico City downtown during the daylight hours. The winds in this pattern indicate an upwards
flow driven by the UHI. No report exists in [25] about a similar pattern.

3.2. Pollutant Flow Patterns

In Tables 4–7, we enumerated the pollutant-flow patterns (NO2, O3, PM10, and SO2) that we
identified for the Mexico City region, their seasonal and annual frequencies and flow intensities
(the magnitudes of the flow vectors), and the associated wind circulation patterns. In Figures 9–12,
for each pollutant-flow pattern, we presented the average population plot, the mean pollutant-flow
vectors at the quadrants NW, NE, SW, and SE of the city, the pollutant surface distribution averaged
over the pattern, and its mean spatial value. We denoted the pollution-flow patterns as POL-Pn,
where POL indicates the pollutant (POL =NO2, O3, PM10, and SO2), and n is a consecutive integer
number from 1 to 9. The cells with the value 0.00 in the tables indicate the seasonal periods where
some flow patterns were not detected.

In general, although the pollutant concentrations modulate the magnitudes of the flow vectors,
the pollutant-flow patterns reflected the directional characteristics inherited from the wind patterns.

3.2.1. The NO2 Flow Patterns

We identified nine NO2 flow patterns for the Mexico City region. Table 4 shows the seasonal
and annual average frequencies and average flow intensities of the patterns, expressed in percent
(%) and μgm−2s−1, respectively. As shown in Figure 9, these flow patterns closely resemble the wind
circulation patterns, and Table 4 summarized the relationship between the pollutant-flow and wind
circulation patterns.

Table 4. Frequencies (%) and flow intensities (μg/m2s) of Mexico City NO2 flow patterns (2001–2010).

Pattern
Wind Pattern

Inherited

JAN–MAR
(Winter)

APR–JUN
(Spring)

JUL–SEP
(Summer)

OCT–DEC
(Autumn)

ANNUAL

Freq Flow Freq Flow Freq Flow Freq Flow Freq Flow

NO2-P1 WIND-P1 37.36 10.41 23.81 7.46 35.96 10.31 22.13 13.49 29.79 10.42
NO2-P2 WIND-P2 18.61 15.59 0.00 0.00 12.86 16.83 0.00 0.00 7.83 8.11
NO2-P3 WIND-P4 15.93 18.59 10.85 16.92 0.00 0.00 0.00 0.00 6.63 8.88
NO2-P4 WIND-P6 11.02 32.38 24.08 19.03 17.35 27.07 29.02 7.92 20.41 21.60
NO2-P5 WIND-P2 10.42 46.27 17.03 24.57 0.00 0.00 10.61 30.61 9.49 25.36
NO2-P6 WIND-P7 6.67 21.82 0.00 0.00 0.00 0.00 6.89 5.96 3.38 6.95
NO2-P7 WIND-P3 0.00 0.00 14.93 42.51 15.94 28.30 16.64 30.18 11.93 25.25
NO2-P8 WIND-P5 0.00 0.00 9.29 26.70 8.97 24.39 0.00 0.00 4.58 12.77
NO2-P9 WIND-P5 0.00 0.00 0.00 0.00 8.92 49.99 14.69 48.00 5.95 24.50

The NO2 flow patterns with the most significant annual frequencies were NO2-P1 (30%), NO2-P4
(20%), and NO2-P7 (12%), but the patterns with the most substantial annual flow intensities were
NO2-P5, NO2-P7, and NO2-P9 with 25.4, 25.3, and 24.5 μgm−2s−1, respectively.

The flow patterns NO2-P4, NO2-P7, NO2-P8, and NO2- P9 carry nitrogen dioxide from the north
to the south quadrants of the city, particularly the pattern NO2-P9, although it occurred only during
the second semester of the year. The events of these patterns take the ozone precursor to the SW and
SE quadrants, contributing actively to the ozone formation in this area throughout the year.

The patterns NO2-P2 and NO2-P5 carry the pollutant from the eastern to the western quadrants
of the city following the trade winds. The events of the NO2-P3 and NO2-P6 patterns, differently,
take nitrogen dioxide from west to east on the west side of the city, but from south to north on the
eastern side. However, while the pattern NO2-P3 reflects a coupling of the westerly winds and the
afternoon southerly gap winds, the pattern NO2-P6 reflects cyclonic transport driven by the UHI.

During the night, the events of the pattern NO2-P1, follow the downslope winds from the
surrounding mountains and carry NO2 to the city downtown. In comparison with the patterns of other
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pollutants (O3, PM10, and SO2), the NO2-P1 flow pattern is the only one that revealed considerable
nocturnal transport due to the downslope winds. The main reason is that NO2 accumulates during
the night since there are no photochemical reactions that consume it, and some of the mobile sources,
which are responsible for approximately 86% of nitrogen oxide emissions in the Mexico City region [3],
remain active during the night.

The NO2 surface distributions, which are averages over the events of the NO2 flow patterns,
reveal a North–South part of the city as the zone with the higher NO2 concentrations. This zone
extends around the N–S axis that separates the west from the east quadrants (although slightly shifted
to the eastern quadrants). The highest NO2 levels occurred, in general, in the south sector, close to the
Huizachtepetl (Cerro de la Estrella).

The surface NO2 distributions with the highest concentrations were in connection with the NO2-P5
and NO2-P6 flow patterns, with mean spatial levels of 46 and 41 ppb. These high levels of NO2 were
detected mainly during the winter and autumn. We note that, in these two cases, the high levels of
NO2 extended spatially, covering almost completely the city. In the first case, it was a consequence of
blocked transport by the mountains of the Sierra las Cruces, while in the second case, the high levels
were a consequence of the cyclonic wind convergence driven by the UHI.
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Figure 9. Flow patterns of nitrogen dioxide in the Mexico City region during the period 2001–2010.
For each pattern, we included the hourly population (second column), the mean flow vectors (relative to
the pattern) at the city quadrants (third column), the surface concentration distributions (fourth column)
averaged over the events of the flow pattern, and the mean spatial concentration (last column). The size
of red arrows that stand in for the NO2 flow vectors indicates the flow intensity in a scale relative to the
edge size of the squares that represent the quadrants.

3.2.2. The O3 Flow Patterns

In Table 5 and Figure 10, we summarized the main characteristics of the O3 flow patterns that we
identified. In Table 5, we included the average seasonal and annual occurrence frequencies (%) and
flow intensities (μg m−2s−1) of the flow patterns, and the wind patterns from which they inherited
their circulation characteristics.

The flow vectors of the diurnal flow patterns O3-P6, O3-P8, and O3-P9 have considerable
northerly components and convey ozone from the NW and NE to the SW and SE city quadrants,
providing substantial contributions to the high ozone concentrations frequently observed in the south
sectors (especially in SW) of the city throughout the year.

Table 5. Frequencies (%) and flow intensities (μg/m2s) of the Mexico City O3 flow patterns (2001–2010).

Pattern
Wind Pattern

Inherited

JAN–MAR
(Winter)

APR–JUN
(Spring)

JUL–SEP
(Summer)

OCT–DEC
(Autumn)

ANNUAL

Freq Flow Freq Flow Freq Flow Freq Flow Freq Flow

O3-P1 WIND-P1 54.54 6.47 46.57 6.66 41.35 7.89 52.20 4.41 48.64 6.36

O3-P2 WIND-P7 11.53 5.00 7.74 4.22 0.00 0.00 6.21 8.92 6.34 4.54

O3-P3 WIND-P2 11.48 13.84 0.00 0.00 0.00 0.00 10.79 29.21 5.55 10.76

O3-P4 WIND-P4 8.29 46.08 0.00 0.00 0.00 0.00 0.00 0.00 2.04 11.52

O3-P5 WIND-P2 7.50 43.99 0.00 0.00 6.52 53.26 0.00 0.00 3.49 24.31

O3-P6 WIND-P2 6.67 61.25 13.19 53.87 9.96 58.24 0.00 0.00 7.45 43.34

O3-P7 WIND-P6 0.00 0.00 18.45 32.28 27.49 20.02 16.51 22.15 15.69 18.62

O3-P8 WIND-P3 0.00 0.00 7.97 139.84 7.88 111.66 8.80 76.76 6.19 82.07

O3-P9 WIND-P5 0.00 0.00 6.09 116.44 6.79 78.33 5.49 99.39 4.61 73.54

75



Climate 2019, 7, 128

 
Pattern Hourly Population Pollutant Flow Spatial Distribution Mean 

O3-P1 

   

12 
ppb 

O3-P2 

   

43 
ppb 

O3-P3 

   

50 
ppb 

O3-P4 

   

47 
ppb 

O3-P5  

   

56 
ppb 

Figure 10. Cont.

76



Climate 2019, 7, 128

O3-P6 

   

62 
ppb 

O3-P7 

   

22 
ppb 

O3-P8 

   

72 
ppb 

O3-P9 

   

50 
ppb 

Figure 10. Flow patterns of ozone in the Mexico City region during the period 2001–2010. For each flow
pattern, the figures show the hourly population (second column), the mean flow vectors (relative to the
pattern) at the city quadrants (third column), the surface concentration distributions (fourth column)
averaged over the events of the flow pattern, and the mean spatial concentration (last column). The size
of red arrows that stand in for the O3 flow vectors indicates the flow intensity in a scale relative to the
edge size of the squares that represent the quadrants.

The flow patterns O3-P6, O3-P8, and O3-P9 revealed the highest flow intensities (43, 82,
and 74 μgm−2s−1, on annual average). Seasonally, we observed the highest O3 flow intensities
during the spring, summer, and autumn.

The flow patterns O3-P3 and O3-P5 bring ozone from East to West in the city following the trade
winds (pattern WIND-P2). These patterns reveal flow vectors from NE in the west quadrants of
the city, and because of the mountains barrier (Sierra Las Cruces and Sierra Ajusco Chichinautzin),
they contribute to the ozone accumulation at SW sector of the Mexico City region. The O3 surface
distributions, averaged over the events of these flow patterns, reveal, in fact, an evident and significant
ozone accumulation (ranging from 70 to 100 ppb, approximately) at the SW quadrant.

The flow patterns O3-P1 and O3-P7 comprised nighttime flow events and had the first and
second-largest occurrence frequencies. However, their flow intensities are tiny because of the low
ozone concentrations (12 ppb and 22 ppb on average, respectively) in the nocturnal atmosphere
(ozone production is of photochemical nature). It is interesting to note that the patterns O3-P1 and
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O3-P7 and the patterns NO2-P1 and NO2-P4 reveal opposite behaviors (during the night, one observes
NO2 accumulation while O3 decreases to its lowest levels) due to its relationship through the
atmospheric photochemistry.

The O3-P2 is a flow pattern detected during the evening, driven by the UHI winds. It brings
ozone from the surrounding parts of the city towards downtown, where an upwards convective flow
takes ozone out there again, keeping the ozone levels relatively small in the city.

During winter, the flow events of the O3-P4 pattern bring ozone from west to east in the west
side quadrants with small flow intensities, but the same flow pattern carries a considerable amount
of ozone from south to north in the east side quadrants of the city, following the ventilation channel
located at the west side of Sierra Nevada.

In general, the O3 surface distributions show relative small concentrations where the NO2 surface
distributions show large emissions and vice versa. It is an evident behavior because of the NOx-O3

photochemical interactions.

3.2.3. The PM10 Flow Patterns

We recognized nine PM10 flow patterns, which we enumerated in Table 6 and sketched out in
Figure 11. In Table 6, we presented the seasonal and annual averages of the occurrence frequencies and
the flow intensities of the PM10 flow patterns, expressed in % and μg/m2s, respectively. The directional
characteristics of wind inherited by the PM10 patterns are also briefly indicated in this table.

Table 6. Frequencies (%) and flows (μg/m2s) of the Mexico City PM10 flow patterns (2001–2010).

Pattern
Wind Pattern

Inherited

JAN–MAR APR–JUN JUL–SEP OCT–DEC ANNUAL
Freq Flow Freq Flow Freq Flow Freq Flow Freq Flow

PM10-P1 WIND-P1 47.50 7.83 44.78 8.81 36.10 7.18 47.76 5.48 44.01 7.32

PM10-P2 WIND-P3 22.96 21.59 27.01 22.33 23.10 21.95 18.41 26.57 22.86 23.11

PM10-P3 WIND-P6 10.37 35.14 15.43 40.72 20.43 18.59 0.00 0.00 11.56 23.61

PM10-P4 WIND-P7 9.68 28.89 4.90 27.44 0.00 0.00 7.35 9.11 5.46 16.36

PM10-P5 WIND-P4 5.05 67.28 0.00 0.00 0.00 0.00 1.45 71.00 1.61 34.57

PM10-P6 WIND-P5 4.44 70.95 3.11 55.82 6.70 27.05 0.00 0.00 3.56 38.46

PM10-P7 WIND-P5 0.00 0.00 4.76 110.13 5.21 63.14 0.00 0.00 2.50 43.32

PM10-P8 WIND-P5 0.00 0.00 0.00 0.00 8.47 42.87 12.52 55.29 5.29 24.54

PM10-P9 WIND-P2 0.00 0.00 0.00 0.00 0.00 0.00 12.52 19.84 3.15 4.96
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Figure 11. Flow patterns of PM10 in the Mexico City region during the period 2001–2010. For each flow
pattern, the figures show the hourly population (second column), the mean flow vectors (relative to the
pattern) at the city quadrants (third column), the surface concentration distributions (fourth column)
averaged over the events of the flow pattern, and the mean spatial concentration (last column). The size
of red arrows that stand in for the PM10 flow vectors indicates the flow intensity in a scale relative to
the edge size of the squares that represent the quadrants.

The PM10 flow patterns with the highest annual flow intensities were PM10-P7 (43 μgm−2s−1),
PM10-P6 (39 μgm−2s−1), PM10-P5 (35 μgm−2s−1), and PM10-P8 (26 μgm−2s−1); but their annual
frequencies were of the smaller (3%, 4%, 2%, and 5%, respectively). All these four patterns reveal a
remarkable flow intensity at the NE city quadrant throughout the year, although with different flow
directions. The patterns PM10-P6, PM10-P7, and PM10-P8 exhibited also flow vectors with intense
northerly components in the NW quadrant, which convey particle PM10 from the north to the south in
the west side of the city. The events of these patterns also carried particulate matter from the northeast
to the south sectors of the city, particularly in the NE quadrant. The flow intensities of the flow pattern
PM10-P6 were 71, 56, and 27 μgm−2s−1 during the winter, spring, and summer seasons; for PM10-P7
were 110 and 63 μgm−2s−1 during the spring and summer, and for PM10-P8 were 43 and 55 μgm−2s−1

during the summer and autumn, respectively.
The events of the PM10-P4 and PM10-P5 flow patterns carried particles from south to northwest

in the quadrants of the east side of the city: PM10-P4 with flow intensities of 29 and 27 μgm−2s−1

during the winter and spring, and PM10-P5 with flow intensities of 67 and 71 μgm−2s−1 during the
winter and autumn, respectively.

The events of the flow patterns PM10-P1 and PM10-P2 occurred throughout the year with the
highest frequencies of occurrence (44% and 22%, on an annual average). The flow intensity of the
PM10-P1 (a nocturnal pattern) was too small all year, but the flow intensity of the PM10-P2 (a diurnal
pattern) was similar to those of the other flow patterns. The patterns PM10-P1 and PM10-P3 reflect the
influence of the downslope winds driven by the mountain-valley system. These patterns, furthermore,
reflect the effect of the urban heat island, which is revealed in the hourly population by the small peak
around the hour 15 (daylight winds converging to the downtown).

For all the PM10 flow patterns, the average surface distributions of the pollutant reveal the NE
quadrant as the zone of the city with the highest PM10 concentrations, and the SW quadrant as the
zone with the lowest levels of PM10. It suggests that, at the NE of the town, in the surrounding area of
Xalostoc on the east side of the Sierra de Guadalupe, there exists considerable sources of particulate
matter, which release PM10 to the atmosphere all year long.

It is interesting to observe that the events of the pattern PM10-P5 revealed flow vectors at the NE
and SE quadrants with intense southerly components, which produced, on average, the highest mean
spatial concentration of PM10 (81 μgm−3) in the city. This result displays the east side quadrants of the
city as the most polluted areas by PM10 during the winter and autumn.

3.2.4. The SO2 Flow Patterns

Table 7 and Figure 12 enumerate and sketch out the SO2 flow patterns that we identified. Table 7
presents the average seasonal and annual occurrence frequencies and flow intensities of these patterns,
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including their relationship with the wind circulation patterns. Figure 12 shows the hourly population
of the patterns, the corresponding flow vectors, and the surface distribution of the SO2 emissions
produced by the events of these flow patterns.

Table 7. Frequencies (%) and flows (μg/m2s) of the Mexico City SO2 flow patterns (2001–2010).

Pattern
Wind Pattern

Inherited

JAN–MAR
(Winter)

APR–JUN
(Spring)

JUL–SEP
(Summer)

OCT–DEC
(Autumn)

ANNUAL

Freq Flow Freq Flow Freq Flow Freq Flow Freq Flow

SO2-P1 WIND-P1 24.49 8.36 40.11 3.98 29.48 4.21 36.64 3.76 32.71 5.08
SO2-P2 WIND-P2 17.08 17.38 15.38 8.84 24.86 6.85 19.09 8.98 19.13 10.51
SO2-P3 WIND-P6 12.92 20.64 12.23 12.22 0.00 0.00 11.75 24.80 9.19 14.41
SO2-P4 WIND-P6 6.39 32.30 0.00 0.00 5.39 21.32 7.17 19.54 4.74 18.29
SO2-P5 WIND-P5 3.80 47.19 0.00 0.00 0.00 0.00 4.40 44.40 2.04 22.90
SO2-P6 WIND-P4 35.32 1.19 0.00 0.00 0.00 0.00 0.00 0.00 8.71 0.30
SO2-P7 WIND-P3 0.00 0.00 17.08 17.24 16.30 15.11 20.95 16.85 13.65 12.30
SO2-P8 WIND-P3 0.00 0.00 4.58 34.87 1.81 30.81 0.00 0.00 1.60 16.42
SO2-P9 WIND-P6 0.00 0.00 10.62 14.65 22.15 10.08 0.00 0.00 8.23 6.18

We observed, in general, that all the SO2 flow patterns presented small flow intensities and
produced small surface concentrations (we underline that the Mexican air quality standard for SO2

is 110 ppb on a 24 h average, and 25 ppb on an annual average). Nevertheless, it is particularly
interesting to observe that the flow patterns SO2-P3 (winter, spring, and autumn), SO2-P4 (winter,
summer, and autumn), SO2-P5 (winter and autumn), and SO2-P9 (spring and summer), which were
detected mainly during the night hours, exhibit the flow vector at the NW quadrant with a flow
intensity relatively larger than in the other quadrants. However, the corresponding wind patterns
show winds of similar magnitudes in all the quadrants.
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Figure 12. Flow patterns of sulfur dioxide in the Mexico City region during the period 2001–2010.
For each flow pattern, the figures show the hourly population (second column), the mean flow vectors
(relative to the pattern) at the city quadrants (third column), the surface concentration distributions
(fourth column) averaged over the events of the flow pattern, and the mean spatial concentration
(last column). The size of red arrows that stand in for the SO2 flow vectors indicates the flow intensity
in a scale relative to the edge size of the squares that represent the quadrants.

The events of the flow patterns SO2-P7 (spring, summer, and autumn) and SO2-P8 (spring and
summer) occurred during daylight hours and show the NW-quadrant flow vector larger than in the
other quadrants. Consistently with these observations, the mean spatial SO2 surface distributions
reveal the NW quadrant of the city as the zone with the highest levels of concentration, particularly in
the case of the patterns SO2-P4 and SO2-P5. This situation seems to indicate that in the NW quadrant
of the city, there are intense activities that release sulfur dioxide to the atmosphere during the night.

The SO2-P1 and SO2-P2 flow patterns, as was the case with the other pollutants, were the most
frequent patterns (33% and 19%, respectively, on annual average) and the only ones detected all over
the year; however, their flow intensities were tiny.

4. Conclusions

We used a simple model to define the pollutant-flow conditions in terms of the horizontal
components of the flow vector and its gradients (divergence and curl). We applied this model to
the hourly data of wind and pollutant concentration measured during the period 2001–2010 by the
atmospheric monitoring network of Mexico City. We obtained the main flow patterns of NO2, O3, PM10,
and SO2 using a 4-cell model of the city and the k-means algorithm of cluster analysis. Estimations of
the seasonal and annual occurrence frequencies and flow intensities of the flow patterns were obtained.

The pollution flow patterns reflect some of the wind circulation conditions of the Mexico City
wind patterns; however, since the pollutant-flow conditions also depend on the pollutant concentration,
the flow patterns revealed situations of pollutant transport that cannot be inferred simply from
the wind circulation modes. Different pollutants under the same wind patterns produced different
pollutant-flow patterns. For example, the SO2 flow patterns (SO2-P3, SO2-P4, and SO2-P5) display
large flow intensities at the NW quadrant bringing this pollutant towards the Mexico City region,
mainly during winter and autumn seasons; however, the corresponding wind patterns exhibit wind
velocities with similar magnitudes in almost all the quadrants. The events of the flow patterns SO2-P8
occurred with similar conditions, but during the spring and summer periods. Similarly, the PM10-P4
and PM10-P5, and PM10-P6 and PM10-P7 flow patterns revealed large flow intensities in the NE
quadrant, although winds have similar magnitudes in other quadrants.

The pollutant-flow patterns of NO2, O3, PM10, and SO2 represent the main scenarios of the
pollutant transport in the Mexico City region. They provide information that can guide, enrich,
and enlighten the results of Mexico City air quality studies based on modeling techniques.
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Abstract: The population that lives in cities has surpassed the one that lives in the countryside. Cities
are recognized as apriority source of pollution. The degradation of air quality and the phenomenon
of Urban Heat Island (UHI) are some of the most well-known consequences of urban development.
The adaptation of the cities is emerging as one of the greatest challenges that urban planners will
face in this century. Urban Green Infrastructures (GIs) could help cities adapt to climate change, and
the strategy of expansion of greening in urban planning could play an important role in enhancing
the sustainability and resilience of cities and communities. Many studies have shown the benefits of
GIs to climate change mitigation and adaptation in urban areas and their role as an important urban
planning tool to satisfy environmental, social, and economic needs of urban areas. The objective
of this article is to propose a methodological approach to evaluate the social perception of citizens
regarding urban green areas. The proposed methodology, applied to the reality of the “urban green
system” of Catania, is based on an integrated approach between participatory planning and the
methods social multi criteria evaluation to guiding the city’s government to realize a new urban
resilient development.

Keywords: urban green system; ecosystem services; climate change benefits; resilient city; urban
resilient development; green urban planning

1. Introduction

The actions against climate change and its effects on society and the environment are oriented in
two directions: Mitigation, to progressively reduce the emissions of climate-changing gases responsible
for global warming, and adaptation, to reduce the vulnerability of environmental, social, and economic
systems and to increase their capacity for climate resilience.“ Many adaptation and mitigation options
can help address climate change, but no single option is sufficient by itself. Effective implementation
depends on policies and cooperation at all scales and can be enhanced through integrated responses
that link mitigation and adaptation with other societal objectives" [1].

The evaluation of the integrated effects of planning and planning choices aimed at reducing
climate-changing emissions is a priority theme in the document "Transforming our world: The 2030
Agenda for Sustainable Development [2]”. The 2030 agenda establishes 17 sustainable development
goals (SDGs) and 169 targets to be achieved within the next 15 years. Goal 11, sustainable cities and
communities, is specifically dedicated to urban systems, and its ambitious goal is to “make cities and
human settlements inclusive, safe, resilient, and sustainable.”

The percentage of people living in urban areas will increase from 50.0% in 2010 to nearly 70.0%
by 2150 [3]. For the first time in history, the population that lives in cities has surpassed the one that
lives in the countryside or outside the inhabited centers. The cities are recognized as the priority
source of pollution. Most energy consumption is connected to cities, which have to make the greatest
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efforts to manage sustainable resources under the social, environmental, and economic aspects and to
improve the quality of life of their citizens. Heat waves in cities generate serious inconveniences for
the most vulnerable citizens, especially the elderly and children. Urban socio-ecological systems are
characterized by a high population density, an extensive change in land use, and the use of natural
resources not directly present locally. In Europe, urbanization processes are progressing rapidly,
causing soil sealing and the reduction of its functions and quality. One of the major consequences of
urbanization, in terms of the impact on human health and environmental quality, is the "urban heat
island" (UHI) effect (the phenomenon whereby cities appear to be warmer than the surrounding rural
area). It is estimated that climate change will greatly aggravate the extent of the UHI, particularly in
hot regions characterized by periods of summer dryness such as the Mediterranean Basin.

Protecting, upgrading, and increasing urban and peri-urban forests and street trees through
the enhancement of the green infrastructures (GIs), is therefore fundamental for the sustainable
development of urban areas that represent "demand areas for Ecosystem Services, "the goods and
services provided to man by nature.

The maintenance of urban green spaces is also one of the approaches suggested by the IPCC
(2014) [1]. For the management of climate change risk through adaptation, in particular through the
reduction of vulnerability and exposure through development, planning and practices that include
"low-regret" measures, i.e. those that produce benefits even in the absence of climate change and
with which the adaptation costs are relatively low compared to the benefits of the action. Lastly, the
maintenance of urban green spaces is one of the approaches suggested by SDGs 11 (Sustainable Cities
and Communities) of the UN Agenda to 2030 [2].

In recent thinking, the GIs have been identified as ‘best practices’ in local governance when
combined with traditional “grey” infrastructure to achieve greater urban sustainability and resilience.
Moreover, GIs are recognized for their value for adapting to the emerging and irreversible impacts of
climate change. In addition, some local governments have adopted GIs as a climate change adaptation
measure, particularly if the strategies result in multiple other benefits. Indeed, adaptation to climate
change is also seen as having ecological, economic, and social dimensions [3].

For three out of four European citizens, climate change is a very serious problem. The changes
observed in the climate are already having far-reaching repercussions on ecosystems, economic sectors,
human health, and welfare in Europe. Overall, the economic losses recorded in Europe in the period
1980–2016 caused by meteorological phenomena and other extreme climate-related events exceeded
Euro 436 billion. The biggest losses would be in the industrial, transport, and energy sectors (CE, COM
(2018), 738 final).

The cities will have an important role to adopt the law and the provisions that are necessary at the
various levels but also to ensure the best quality of life in urban areas. Climate impact requires the use
of innovative solutions and the rethinking of urban management and planning [4].

New urban and territorial structures, low energy consumption buildings and infrastructures,
green areas and the adoption of advanced technologies mitigate global emissions and local pollution,
promote adaptation to climate change, reduce the energy costs of families and businesses, and improve
the climate of cities.

GIs and their integration in urban planning appear as one of the most appropriate and effective
ways to improve the microclimate and face the impacts of climate change and mainly the UHI effect.
GIs forms include green roofs, green walls, urban forest, bioswales, rain gardens, urban agriculture
(urban gardens; community gardening; collective green; peri-urban agriculture, agricultural parks),
river parks, local products markets, areas of constructed wetlands, alternative energy farms, and nature
conservation areas, among the most common (Figure 1).
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Figure 1. The different forms of Green Infrastructures (adapted from EU 2016) [5].

GIs provide a range of climate change services that can make both a substantial contribution
towards adapting to climate change and a limited yet important contribution towards mitigating
climate change. Such natural interventions are increasingly being recognized as a desirable ’win-win’
approach to combating climate change, as they also help to deliver multiple other social, economic,
and environmental benefits.

Green Infrastructures, according to the European Union (E.U.) definition, "... are networks of
natural and semi-natural areas planned at strategic level with other environmental elements, designed
and managed in such a way as to provide a wide spectrum of ecosystem services. This includes green
(or blue, in the case of aquatic ecosystems) and other physical elements in areas on land (including
coastal areas) and marine areas. On the mainland, green infrastructures are present in a rural and
urban context" [6].

In the EU, the term GIs was first introduced in the 2009 commission white paper, "Adapting to
Climate Change" [7]. In all the normative acts of the EU, the term "Green Infrastructures" is used in
connection with landscape resources, with particular emphasis on ecological connectivity. In contrast,
the European Environment Agency (EEA) and other European programs choose to use the term "green
spaces," "green systems, "or "green structure" when referring to the urban environment or other related
issues [8,9].

The objectives of the EU GIs Strategy (2013) [6] are:

- To enhance, conserve, and restore biodiversity by inter alia increasing of spatial and functional
connectivity between natural and semi-natural areas and improving landscape permeability and
mitigating fragmentation.

- To maintain, strengthen, and, where adequate, to restore the good functioning of ecosystems in
order to ensure the delivery of multiple ecosystem and cultural services.

- To acknowledge the economic value of ecosystem services and to ncreasethe value itself, by
strengthening their functionality.

- To enhance the social and cultural link with nature and biodiversity, to acknowledge and increase
the economic value of ecosystem services and to create incentives for local stakeholders and
communities to deliver them.

- To minimize urban sprawl and its negative effects on biodiversity, ecosystem services, and human
living conditions.
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- To mitigate and adapt to climate change, to increase resilience, and reduce vulnerability to natural
disaster risks such as floods, water scarcity and droughts, coastal erosion, forest fires, mudslides,
and avalanches as well as urban heat islands.

- To make the best use of limited land resources in Europe.
- To contribute to a healthy living, better places to live, provisioning open spaces and recreation

opportunities, increasing urban-rural connections, contributing to sustainable transport systems,
and strengthening the sense of community [10].

Many studies show the existence of important links between urban green and impacts on climatic
conditions and the reduction of the heat island effects. Parks and trees offer shaded areas and help to
cool the air, and they protect from solar radiation. The green surfaces also have a heat absorption effect
and lower thermal inertia than when compared to concrete or asphalt surfaces. The integration of
vegetation in the facades and on the roofs of buildings helps to balance the interior temperatures.

This article proposes a brief overview of the GIs and their benefits and their role as an important
urban planning tool to satisfy different environmental, social, and economic needs of urban areas and
to realize a resilient urban development. Urban resilience aims to increase the ability of the whole
urban system (including physical, environmental, and socio-economic perspectives) to develop its
adaptative capacity, to resist and recover from shocks and stresses, and, at the same time, to reduce its
vulnerability. In this context, it becomes interesting to investigate the relationship between GIs and
climate comfort within cities and the role of the urban green spaces as an essential component of the
policies of mitigation and adaptation to climate change in the planning process. This is followed by the
evaluation of green planning policies and adaptation measures in the city of Catania, to acquire useful
information in order to guide the city government towards resilient urban planning. The methodology
proposed and applied to the green areas of Catania and the planning of investments in GIs, is based on
an integrated approach between participatory planning techniques (based on the establishment of
focus groups with the various stakeholders) and the NAIADE method (Novel Approach to Imprecise
Assessment and Decision Environments) [11] (for the Multi-Critical Social Assessment—SMCE) for the
"complex" information collected (quantitative and qualitative data).

2. The Green Infrastructures as Tools for Climate Adaptation of Cities: Experiences and
Evaluations

The relationship between city and climate change is now documented internationally by various
studies, which highlight the negative effects on the well-being of the population and environmental
ecosystems. The phenomena of pollution, heat islands and urban decay are now known, to name a
few [12–14]. The E.U. has given a strong impetus to the fight against climate change and environmental
protection. To this end, among various measures, it has promoted the European Strategy for Adaptation
to Climate Change (2013) [15]. That has the objective of making Europe more resilient to climate
change, promoting two types of interventions: Mitigation and adaptation.

The definition of the urban adaptation strategies actively involves citizens and other interested
stakeholders to favor “non-regret” interventions that can remedy existing problems and bring immediate
benefits and socio-economic benefits to increase adaptive capacity and actions based on an ecosystemic
or “green” approach [4]. These actions envisaged are aimed to promote experimental interventions
of climatic adaptation of public spaces and encourage the diffusion of different forms of GIs and the
increase of public and private urban green areas, adopting the logic of green and blue infrastructures,
and safeguarding biodiversity in urban areas.

Climate change requires the use of innovative solutions and new tools for urban management
and planning. New urban structures, low energy consumption buildings and infrastructures, green
areas, and the adoption of advanced technologies mitigate global emissions and local pollution, which
promote adaptation to climate change. In the new vision of a city, sustainable and resilient, the
green areas assume ever greater importance and become multifunctional resources for the city and
its inhabitants.
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The connotation of GIs includes the green space of the complex urban ecosystem, composed of
various forms of non-built spaces, including gardens, parks, vertical plants, forestry, urban gardens,
agricultural land, greenways, wetlands, and waterways (green and blue infrastructures) [16–18].

The green spaces in urban areas provide indirect and direct benefits to human health and
well-being, which are defined as Ecosystem Services (ESs). The ESs “... consist of the flows of matter,
energy, and information coming from the stocks of natural capital, which are combined with the
services of anthropogenic artifacts to generate well-being and quality of life ...” [19]; they perform the
following functions: Environmental-regulator; hydrogeological protection; social, recreational and
therapeutic; cultural and educational; aesthetic–architectural.

In particular, the ESs help adapt cities for climate change, through the air purification, global
climate regulation, urban temperature regulation, noise reduction, and runoff mitigation. Several
studies show the existence of important links between urban greening and impacts on climatic
conditions: Parks and trees offer shaded areas and help to cool the air, they are places to find relief
during heat waves, they offer plant cover, and they protect from solar radiation; the integration of
vegetation in the facades and on the roofs of buildings helps to balance the interior temperatures as
well as protect the structures [20–24].

The implementation of GIs promote an integrated approach to land management, determine the
positive effects under the aspect: Economic, in the containment of some of the damages resulting from
hydrogeological instability; environmental, in the fight against climate change and in restoring the
quality of environmental matrices (air, water, soil); in promoting the well-being of citizens and their
social relations and promoting social inclusion [4].

The benefits of the GIs are:

- Health and well-being: Increasing life expectancy and reducing health inequality; improving levels
of physical activity and health; improving psychological health and mental well-being.

- Climate change: Heat amelioration; reducing flood risk; improving water quality; sustainable
urban drainage; sustainable transport; improving air quality.

- Land regeneration: Regeneration of previously developed land; improving quality of the place;
increasing environmental quality and aesthetics.

- Wildlife and habitats: Increasing habitat area; increasing populations of some protected species;
increasing species movement.

- Economic growth and investments: Inward investments and job creation, land and property values;
local economic regeneration.

- Stronger communities: Social interaction, inclusion, and cohesion; community engagement;
education and participation; a sense of place; experiencing nature [4].

Worldwide, GIs have been spreading for at least a decade for their social and environmental
benefits and as a tool for fighting climate change in urban areas. It is not possible to report the multiple
experiences of projects already completed and underway, but some interesting examples will be
recalled here.

In the USA, several cities have planned the development of specific GIs plans (New York, Chicago,
Washington D.C.) or have foreseen their presence in the climate protection action plans (San Diego); the
Greenworks Philadelphia aims to turn Philadelphia into “the greenest city in America” and includes
an extensive list of GIs measures (Figure 2) [25,26].
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Figure 2. Green waterstorm infrastructure in Philadelphia (USA).

From northern Europe to the Mediterranean area, climate adaptation plans and experimental
projects have been adopted or are being drafted for the creation of sustainable eco-neighborhoods
and various GIs, in urban areas and also around cities, playing an important role in regulating urban
sprawl, regulating urbanization, and the growing senseless land consumption.

Just to name a few, this is the case of the British Green Belts (in urban planning in the UK), the
Anella Verda of Barcelona, which includes a network of 12 protected areas around the city connected
by increasingly enhanced ecological corridors; the vertical forest in Milan (Figure 3); the Green Belt
in Turin; the green ring of the municipality of Mirandola (Modena); urban gardens in Catania [27].
Other projects and studies related to the progressive insertion of the different forms of GIs in the green
planning of cities are found from Europe to Asia: In Copenaghen [28], Berlin [29] (Figure 4), Hong
Kong [30], Beijing [31], and the Pukou District in Nanjing [32].

 

Figure 3. Vertical forest in Milan (Italy).
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Figure 4. Germany’s green roofs.

There is a large literature of specific researches that explore the important role that the GIs in
urban areas play in adapting for climate change and as low-cost mitigation strategies [33–35]. Other
researches place particular attention on models for evaluating ESs offered by urban GIs [4,27,31,36].

GIs practices such as trees, shrubs, lawns, green roofs, and green walls have been proven efficient
in reducing the urban sprawl, the UHI, the harmful air pollutants, and regulating the Green House
Gas (GHG) emissions within the cities [36–39].

Based on the urban specificities, on the socio-economic and environmental aspects of the cities
considered and on the types of GIs studied, the methodological approaches found in the literature
are different. It is possible to identify the application of the i-Tree eco model to present output from
energy exchange and hydrological models showing surface temperature and surface runoff in relation
to the green infrastructure under current and future climate scenarios (in greater Manchester [40]),
or to quantify in biophysical and monetary terms the ecosystem services air purification, global
climate regulation, and the ecosystem disservice air pollution associated with biogenic emissions (in
Barcelona [36]). Several researches have used integrated approaches recognizing the multi-functionality
of GIs, highlighting both the economic aspects and social and environmental aspects (in Nanjing
China, morphological spatial pattern analysis MSPA method [29]; in Catania Italy, the eco-social-green
model using Social Multi Criteria Evaluation SMCE [4]) and for planning and managing urban green
infrastructure for urban sustainability and resilient cities [41,42].

Municipalities are called to respond to climate problems with new governance tools to distribute
the risk of impacts, which aims to involve citizens to a greater extent in the project proposals for
interventions and measures. Indeed, it is important for urban governance to assess the social perception
of investments in GI and to estimate the benefits of related ecosystem services. The interactions between
stakeholders involved in urban projects have proved useful in different experiences but havenot yet
been widely applied to climate change adaptation actions in cities [4].

The good functionality and the correct use of the public green areas require the support of
multi-criteria evaluation tools and specific government tools, able to guide the administrators in the
choices of planning of the green investments and management as well as to provide citizens with
elements of knowledge and respect towards this important common good [43,44]. The success of a
particular public green space is not solely in the hands of the architect, urban designer or townplanner;
it also relies on people adopting, using, and managing the space. People make places, more than places
make people [45,46].
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The implementation of GIs promotes an integrated approach to land management, determines
positive effects under the economic, social, and environmental aspects. The GIs become an important
tool of action for climate adaptation, for the enhancement of ESs and biodiversity, and social cohesion
in the model of a sustainable and resilient city of the future.

3. The Perception of the GIs in Urban Green Planning: The Case Study of Catania

In Italy, the GIs are still few, limited to individual local initiatives and in any case, are not included
in system logic, which essential for achieving the objectives. The attention to the presence of green in
urban areas, in its various forms and functions, has been growing in recent years, so much so that even
at the regulatory level several laws have been promulgated on the subject. Among them, the Law on
the 14 January2013, n. 10 rules for the development of urban green spaces, in which the functions of
urban green are recognized:

- Ecosystem services: Positive effects on the local climate, on air quality, on noise levels, and soil
stability are evident, biodiversity conservation

- Socio-economic aspects: Meet the needs for recreation, social relations, cultural and healthy growth
of its inhabitants.

Despite the multiple benefits associated with green, the Italian situation still shows some critical
issues. Urban green is mainly managed on a technical and prescriptive level rather than as a strategic
resource to orient local development policies to quality and resilience [4].

The city of Catania is the second city, in terms of importance, surfaces, and inhabitants of the
Sicily Region (180,000 square meters, about 350,000 inhabitants, a density of 1.7 inhabitants per square
meter). Under the urbanistic aspect, the regulatory plan, drawn up in 1964, was designed for the
socio-economic needs of the city of the 60s, where the priorities and the vision were completely different
from the current ones, mainly in terms of environmental protection, attention to climate change, and
social inclusion. Concerning the socio-economic development of Catania, for the future potential of
the urban green areas, the municipal administration has planned a program of interventions in line
with climate adaptation measures [47–49]. The known negative impacts of climate change are also
recorded in Catania, and some indicators are shown in the following figures (Figures 5 and 6)

 
Figure 5. Trend of main climate indicators of the city of Catania (monthly averages).
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Figure 6. The hottest days in a year in Catania from 1900 to today.

The main climate indicators of Catania are indicated in Figure 5 and the climate trends from 1900
to the present in the area of Catania, analyzing the meteorological data (www.lab.gedidigital.it), it can
be summarized as follows:

• The average temperature in the area between 2000 and 2017 was 0.6679 ◦C above the
20th-century average;

• The number of hot days (above 29 ◦C during 24 h on average) increased from 2.35 days per year in
the 20th-century to 5.222 per year from 2000 onwards (Figure 6); the number of frost days (below
−1 ◦C for 24 h on average 24) remained unchanged at zero days per year.

The municipality of Catania is in the process of defining their adaptation plan. However, the city
has already started a series of adaptation measures, including the planning and implementation of GIs
and oriented management of public green areas.

In the city of Catania (Kmsq 183), the extension of the urban green is equal to 4,843,660 square
meters, and the urban green per inhabitant corresponds to 16.4 square meters.

The scenario of the urban green spaces in Cataniais shown in Table 1:

Table 1. The urban green spaces of the city of Catania (*).

Green Typology Square Metres

Urban Parks (> 8,000 square metres) 513,577
Green equipment (< 8.000 square metres) 431,270
Urban Design Areas 715,500
Urban Forestation -
School Gardens 350,000
Botanical Gardens and Vivai 20,000
Zoological Gardens -
Cemetery 50,000
Urban Gardens (mainly managed by families) 2,500
Sports areas/Outdoor play 100,000
Bosch areas (> 500 square metres) 972,769
Uncultivated Green 1,668,044
Total Urban Green 4,843,660

(*) Source: Directorate for Environmental and Green Policies and Energy Management of the Autoparco—Service
for the Protection and Management of Public Green, Giardino Bellini and Parchi, 2019.

The green areas play an important and specific role both as an urban component for the conservation
and improvement of the landscape and the environment and as a means for aggregative purposes for
social and cultural integration.

The GIs should pursue the following objectives among the ones envisaged:

• Improving and preserving the local landscape and environmental restoration;
• Favor urban climate control and reduction of albedo and heat islands;
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• Increase the naturalness and biodiversity of the urban territory;
• To stimulate the aggregative, social and therapeutic functions of green areas (e.g., urban gardens,

neighborhood parks, healing gardens, spaces for cultural events and shows) (Regulation of the
public and private Green of the city of Catania, 2017).

The strategy for the GIs interventions includes the creation of green areas, green avenues, wetlands,
and urban gardens according to the classification: Wedges, vortices, margins, strips, islands, hot points,
hubs, fences, spurs, and vectors (Figure 7).

 

Figure 7. The types of green infrastructures foreseen in the municipality of Catania (2017).

Wedges: Urban areas with the aim of becoming green areas dedicated to developing the relationship
between citizen and city. Vortices: Model of areas designed to interact with the city with an inaccurate
destination (areas that can adapt to the different needs of different groups of society). Margins:
Represent a bit of a breakthrough, as the boundary criterion of the city is redefined, moving it ever
more towards the areas that assume a strategic significance under the aspect of livability (sea, river,
park, etc.). In this vision of development, the synergies between the oriented reserve of the Simeto
Oasis, Etna Park, and in general with the urban parks (Playa del Bosco, Gioeni Park, etc.) and the
city are included. Strips: Areas dedicated to the connection between the different areas of Catania,
also with the redefinition of the above-mentioned margins. Island areas allow the giving back to the
territory its centrality, where man has included the buildings over the years. Hot spots are red areas,
under the cultural, economic, and social aspects in which the interests of a large part of society are
concentrated and in which a mitigating action is needed to improve the quality of the environment.
This represents the areas where resident population flows, tourists, and populations that gravitates
around the city with both structural and infrastructural needs. In these areas, the need for both
congestion and pollution generated to create buffer areas to mitigate the effects of the hubs present in
the area emerges. Spurs are the areas that correspond with the Waterfront project, which start from
the port and end up in Ognina, where the city encourages the development of a tourist town on the
sea. Fences: All the defined and delimited green parks are included. Vectors include the areas that
represent the main routes of the city’s traffic.

96



Climate 2019, 7, 119

The municipality of Catania has realized some GIs and others are in the course of realization, as
reported in Figures 8–13 that testify the situation of the interested area before and after the realization
of the GI.

 

Figure 8. Piazza Galatea - Catania (before).

 

Figure 9. Piazza Galatea—Catania (today).
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Figure 10. Tondo Gioeni—Catania (before).

 

Figure 11. Tondo Gioeni (today, after the realization of the vertical wall).
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Figure 12. Corso Martiri della libertà—Catania (before).

 

Figure 13. Corso Martiri della Libertà (project in progress).

The urban green is a heritage of the complex city, which requires careful assessment that takes
into account not only the economic variables but also the social, environmental, and institutional ones.
The proposals for investments in GIs, their management, and the evaluation of benefits will have
to be shared by the community for an effective pursuit of the objectives set. This is an assessment
that considers the dimensions of sustainable development, which will contribute to providing useful
elements for the promotion of a model of governance of the city “eco-social-green” [4].

Based on the eco-social-green model, it will be possible to carry out a social, environmental, and
economic assessment of the proposed interventions, through a collaborative process and by sharing
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the objectives of valorization, transformation, and redefinition of the green spaces of the city of
Catania. The model proposed is called “eco-social-green” because we have decided to integrate the
aspects that we consider important for the new role attributed to cities. Both at a European level
and in the scientific debate, there is increasing attention on the role that cities must have on climate
change, biodiversity, conservation, and promotion of social cohesion. A multidimensional approach
allows to make decisions in complex conditions, and it gives the possibility to consider economic and
non-economic dimensions; the existing synergies and possible conflicts, and the different viewpoints
of the subjects involved (public and private).

The attention of the citizens of Catania towards the environment and the presence of greening
in the city has recently increased. In fact, the initiatives of "adoption of public green" by private
individuals are multiplying (to date, the public green areas of Catania adopted by private individuals,
for redevelopment and maintenance, are around 4000 square metres—with savings for municipal
management of around 300,000 euros). Citizens are aware that the GIs perform important functions to
improve the quality of urban life, both in environmental and social terms and in terms of adaptation to
climate change.

4. Methodology

The analysis of the case study evaluated the GIs planning of the metropolitan city of Catania, to
experiment with new approaches and opportunities for the definition of green strategies that have
found concrete applications in the development of guidelines in politics and local planning tools, as a
tool for climate mitigation in an urban environment.

The proposed approach was based on the integration between the participatory planning (based
on the establishment of the Focus Groups with the various stakeholders) and the NAIADE method
(Novel Approach to Imprecise Assessment and Decision Environments [11], for the Multi-Criteria Social
Assessment—SMCE) as possible a methodological structure to acquire and evaluate the "complex"
information collected (quantitative and qualitative data) on possible alternative scenarios in relation to
the urban green spaces.

The methodology can be considered a social experiment, able to produce collective opinions, to
detect communication barriers, to study conflictual behavior, to acquire local information, and to create
acceptable options [50–53].

The innovative advantage is the interaction among the participants that highlight the fundamental
tools to support a process of evaluation and reciprocal learning. This approach allows us to reveal new
visions of the subjects involved in order to have a final participated decision.

The target is that of developing a methodological structure made by suitable tools to acquire
first, and process second, qualitative and quantitative information concerning the possible alternative
scenarios of the problem under study. Opinions were collected at specific meetings at the local level
with stakeholders and sector’s operators involved in the issue from environmental, social, climate,
landscape, health safety, and economic points of view.

The opinions were collected through specific Focus Groups with local stakeholders, operators,
and citizens interested in the issue in question from different economic, social, and environmental
aspects [54]. This was in the presence of 2researchers, one with the role of moderator and the other
with the detector of the responses of the individual subjects involved.

The adoption of this approach was limited to problems of territorial planning referable to
SMCE [55–57]. There were numerous articles that employed SMCE for the resolution of problems
related to the management of environmental resources, and in general, to valuations of sustainability,
climate adaptation, energy policy, etc. [58–61].

The following picture (Figure 14) identifies the steps on which our SMCE was based, with some
adaptation concerning the specificity of the context surveyed.
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Figure 14. Structure of the model Multi-Critical Social Assessment (SMCE) [4].

In detail, the proposed model was based on:

• The individualization of the citizens and the stakeholders involved (100 questionnaires);
• The definition of the alternative scenarios (definition of the 3hypotheses of the scenario: Inclusive,

resilient, and city);
• The definition of the context of evaluation, namely the decisional criteria (urban green spaces of

Catania for the shared project);
• The evaluation of the impact of alternative scenarios relative to the criteria in question);
• The final creation of the impact matrix;

The structure used the focus groups as a social research methodology, aimed toacquire information
on the opinions of stakeholders regarding a variety of scenarios for future development within the zone
examined. The choice of focus groups and, therefore, of the interaction among the actors involved,
aimed to support the phase of the choice and evaluation of the different aspects that would be included
in the equity matrix. The matrices of impact and equity constituted the basis for the use of the discrete
multicriteria evaluation NAIADE model (Novel Approach to Imprecise Assessment and Decision
Environments) [62], able to manage qualitative and quantitative data in order to evaluate the measures
of intervention. This instrument supported the classification of the alternative scenarios proposed based
on the determined decisional criteria and considerations of possible “alliances” and “conflicts” between
the groups of stakeholders on the proposed scenarios, thus measuring their acceptability. The NAIADE
multicriteria evaluation method applied to this study constituted a discrete method of evaluation
capable of managing qualitative and quantitative data. It was an appropriate tool for the planning of
problems characterized by great “uncertainty” and “complexity” regarding existing territorial, social,
and economic structures and their interrelations [63]. The basic input in the NAIADE method consisted
of alternative scenarios to be analyzed, different decisional criteria for their evaluation, and different
stakeholders who expressed opinions about the scenarios in question. One of the strengths of this tool
in the application to the planning of interventions on green spaces was based on its ability to collect the
conflicting perspectives of the stakeholders and to address the compromises among the environmental,
social, and economic dimensions.
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Concerning the objective of this study, the analysis will be applied to the principal priorities, the
methodology used for the definition of the model of management for the green area of Catania, which
is the area of investigation for this work.

The evaluation through the Focus Groups was divided into 3phases, referring in the specific case
to the destination of urban areas in a degraded state to be valorized:

Phase 1—consisted of "planning" the meetings. During this phase, the following were established:

- The number of sessions and the time dedicated to each of them (8, as an expression of the individual
categories considered: Association of citizens, groups of pensioners, cultural associations,
playrooms, trade unions, public institutions, scientific groups, tertiary sector’s companies, with
time varying from 4 to 8 h);

- The creation of an interview guide to conduct the discussion (scientific and dissemination
materials, research papers, photos, maps, relative the problems of urban green areas and on the
social, climatic effects deriving from them);

- Selection of participants (stratified selection for homogeneous groups: Age, gender, income).

The questionnaire used for the interviews was designed to explore the perception of environmental
issues in the urban context and to evaluate the real needs of the population in terms of environmental
quality, perception of climate change, and fruition of public green spaces. It was structured in 10
questions in order to collect information and opinions useful for the research, on the 3hypotheses
proposed: Inclusive, resilient, and city.

Phase 2—consisted of "carrying out" the entire activity, based on the guide to the pre-established
interview. It began with the presentation of the topic relating specifically to the action strategy
for the management of degraded areas to be recovered, using the support material (articles, results,
photographs), prepared specifically to introduce the issue under consideration and stimulate discussion
and the interaction of the participants. During this phase, various ideas and opinions were acquired
that represented the reactions of the participants involved in the issues raised.

Phase 3—consisted in the elaboration of the "qualitative results" and the production of the
final report.

In this regard, various qualitative analysis tools were used, based on intentionally prepared
inputs and specific rules. Overall, the Focus Groups can be considered a social experiment, able
to produce collective opinions, reveal communication barriers, study conflicting behavior, acquire
local information, create acceptable options, synthesize information, etc. The key advantage of the
Focus Group dedicated to defining the intervention strategies in green urban areas to be enhanced,
when compared to other participatory techniques, lay in the deep interaction between the participants,
becoming a "social network."The participants became fundamental tools to support a "mutual learning
process" on the questions examined. This participatory comparison technique made it possible to
reveal new dimensions of the issue under discussion, thus underlining the possibility for the Focus
Group to bring out the opinions in this regard rather than produce generalized results. The analysis
phase of the results of the Focus Groups was followed by the multi-criteria analysis where the basic
input of the NAIADE method consisted of alternative scenarios to be analyzed, different decision
criteria for the relative evaluation, and different stakeholders that expressed opinions on the scenarios
in question. Based on this method, 2 types of analysis can be performed:

- A multi-criteria analysis based on the impact matrix, which leads to the definition of the priorities
of alternative scenarios regarding certain decision-making criteria;

- An analysis of equity based on the equity matrix, which analyzes possible "alliances" or "conflicts"
among different interests in relation to the scenarios in question.

In this regard, the multicriteria analysis, according to the NAIADE methodology, aimed to
classify alternative scenarios based on the preferences of individual groups based on certain decision
criteria [64–67].

102



Climate 2019, 7, 119

The basic input of the NAIADE method was constituted by the impact matrix (criteria/alternative
matrix), including scores that can take the following forms: Crisp numbers, stochastic elements, fuzzy
elements, and linguistic elements (such as "very poor", “poor", "good", "very good", "excellent") [18].
When comparing alternative scenarios, the concept of distance was introduced. In the presence of
crisp numbers, the distance between the 2alternative scenarios with respect to the given evaluation
criterion was calculated by subtracting the respective crisp numbers.

The classification of alternative scenarios was based on data from the impact matrix, used for:

- Comparison of everysingle pair of alternatives for all the evaluation criteria considered;
- Calculation of a credibility index for each of the aforementioned comparisons, that measured the

credibility of one preference relation "... alternative scenario" a "is better/worse, etc., alternative
scenario «b» ... "(preference relationships were used);

- Aggregation of the credibility indices produced during the previous stage leading to a preference
intensity index μ * (a, b) of an alternative «a» with respect to another «b» for all the evaluation
criteria, associated with the concept of entropy H * (a, b), as an indication of the variation in the
credibility indices;

- Classification of alternative scenarios based on previous information.

The final classification of the alternatives was the result (intersection) of 2 different classifications:
the classification Φ + (a) based on the "best" and "decidedly better" preference relationships; and the
classification Φ- (b), which was based on the "worst" and "decidedly worse" preference relationships.

In relation to the objective of the present study, the analysis will be applied to the main priorities,
for the evaluation of the optimal management model for the enhancement of the green areas of Catania.

5. Results and Discussion

The results of the present work provide a further multidisciplinary contribution to research on the
management and planning of green areas in cities. Specifically, the analysis was conducted on the
basis of the following question:

What are the strategies for the enhancement of urban green spaces of the City of Catania for
climate change adaptation?

Three hypotheses of green recreate strategies were envisaged (Table 1):

Hypothesis 1. INCLUSIVE: Creation of green areas with inclusive and social functions (equipped parks, urban
gardens, etc.).

Hypothesis 2. RESILIENT: Creation of urban green areas with non-usable landscape function but as a climate
change adaptation measure.

Hypothesis 3. CITY: Conservative recovery, cleaning, and maintenance of the current green.

In order to evaluate the three hypotheses mentioned above, evaluation criteria have been defined,
which represent "... a measurable aspect of the judgment that can characterize a dimension of the
various choices that are taken into consideration" [68]. In the present case study, twenty evaluation
criteria or variables were used. These criteria were defined based on the purpose and objectives of the
evaluation of the analyzed case, which can be considered representative of the reality of the City of
Catania but overall very similar to other metropolitan areas.

The objectives of the evaluation activity were environmental, social, climate, economic, landscaping,
and health and safety.

Specifically, for each objective, the related evaluation criteria are considered and are indicated in
Table 2.

103



Climate 2019, 7, 119

Table 2. The objectives and evaluation criteria adopted in the applied model for the urban green areas
of Catania.

Goals Evaluation Criteria

Environmental air quality; human settlement
Social usability, multi-functionality, agricultural production, employment commitment

Climate reduction of temperatures, creation of accessible shade areas, thermal excursion
Economic cost of realization, the value of the properties; productive exploitation
Landscape quality of the landscape, the exaltation of the seasons, biodiversity

Health safety pollution, pathogenic presence, use of pesticides and fertilizers

Source: Our elaboration, data collected direct survey.

According to the above-reported indicators, impact matrix results, as a whole, are reported in the
following Table 3.

Table 3. Evaluation of the results of the impact matrix of the various alternatives.

Criteria of Evaluation Scenario Inclusive Scenario Resilient Scenario City

Environmental
Air quality Good Very good Poor

Smell emanation Good Excellent Good
Anthropization Poor Very good Very good
Waste of water Poor Good Excellent

Social
Usability Excellent Medium Poor

Multifunctional Excellent Very good Good
Agricultural production Very good Poor Poor

Occupational commitment Very good Good Poor
Climate

Temperature reduction Good Excellent Very good
Creation of shaded areas Good Very good Good

Temperature range Good Very good Poor
Humidity Very good Good Poor
Economic

Cost of realization Good Poor Very good
Value of real estate Very good Excellent Good

Productive exploitation Very good Good Poor
Landscape

Landscape quality Good Excellent Good
Exaltation of the seasons Excellent Very good Poor

Biodiversity Excellent Very good Poor
Health Safety

Pollution Good Very good Good
Presence of pathogens Poor Good Very good

Use of pesticides and fertilizers Poor Good Very good

Source: Our elaboration, data collected direct survey.

Hypothesis Inclusive as an option to be shared (highlighting the social, landscape, and economic
aspects), followed at a short distance by hypothesis Resilient (highlighting environmental, climate,
landscape results) and, then, hypothesis City (with a more negative evaluation).

Then the equity matrix was developed. It provided stakeholders’ opinions on the three hypotheses
suggested. The selection of stakeholders was based on their potentialities to influence the targets of
the project. They represent citizens, socially vulnerable groups, and different interested associations
and possible users of the interventions, with different qualifications, both into the private and public.
In particular, eight typologies of stakeholders were involved (as listed in Table 4). It is important to
underline that stakeholders’ opinions in the NAIADE model can only be of a quality kind: Language
expressions from very poor, poor, medium, good, very good, and excellent (Table 4).These results show
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that a big number of the stakeholders and operator groups selected agreed with the evaluation of the
three hypotheses.

Table 4. The equity matrix—Stakeholder opinions on the three hypotheses

Typologies of Stakeholders Scenario Inclusive Scenario Resilient Scenario City

A1. Associations of citizens Very good Excellent Poor
A2. Groups of pensioners Excellent Poor Poor
A3. Cultural associations Very good Good Good

A4. Playroom Excellent Very good Good
A5. Trade unions Very good Excellent Good

A6. Public Institutions Good Very good Poor
A7. Scientific groups Very good Excellent Poor

A8. Tertiary sector’s companies Excellent Excellent Good

Source: Our elaboration.

The results of the multi-criteria analysis highlighted that our hypothesis was inclusive and was
the predominant hypothesis, followed closely by hypothesis Resilient, while hypothesis City gained a
marginal meaning.

The results obtained through the equity analysis were used to examine possible alliances or
conflicts among the opinions of stakeholders about the decision of what hypotheses to adopt. Besides
agreeing on the classification of the different hypotheses, the results (Table 5) show that a high number
of stakeholders were in agreement with hypothesis Inclusive.

Table 5. Classification of the scenarios corresponding to the higher consent (0.8423).

Typologies of Stakeholders Scenario Inclusive Scenario Resilient Scenario City

A1 Associations of citizens 0.89 0.83 0.21
A2 Groups of pensioners 0.83 0.59 0.12
A3 Cultural associations 0.85 0.65 0.38
A4 Playrooms 0.74 0.38 0.11
A5 Trade unions 0.64 0.82 0.23
A6 Public Institutions 0.36 0.29 0.28
A7 Scientific groups 0.57 0.92 0.12
A8 Tertiary sector’s companies 0.86 0.85 0.54

Source: Our elaboration, data collected direct survey.

The efficiency of this kind of approach relies on the possibility of establishing a “learning platform”
that eases participation, information exchange, and reciprocal comprehension of participants, who
stimulate each other towards a sharing of the territory. Results allowed the inclusion of several
perspectives of the evaluation problem under study, as demonstrated by the different groups involved,
increasing the perception of planners about the acceptability of the alternatives proposed that may lead
to the improvement in strategic decisions and, therefore, create innovative ideas and new planning
solutions based on the possibilities offered by the participated processes.

On the whole, the results obtained from this model of collaborative governance, eco-social-green,
developed through the integration of a participative tool and a multi-criteria analysis, became strategic
for the choices of urban green investments, in particular, related to climate change adaptation measures
shared with the community.

6. Conclusions

In the last decade, literature has been enriched by a complex body of knowledge related to the
evaluation of the benefits provided by GIs in an urban area to climate change mitigation and adaptation.
Many pieces of research provide empirical evidence that can be used to design GIs to decrease the
vulnerability of a city to climate change. In particular, the studies have shown the important role of
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GIs in contributing to climate change mitigation and offsetting urban carbon emissions (especially
with the employment of green roofs and green facades); the thermal comfort due to the cooling effect
of green roofs in different types of buildings and in different seasons and others important positive
effects. However, the GIs can offer social and psychological benefits to citizens, especially socially
vulnerable ones.

From the experiences mentioned and from the researches cited (only some for brevity and even
synthetically) it could highlight that various GIs could provide multiple benefits in urban areas and
this should be taken into account in the planning and design of the urban landscape. It is important to
consider the multi-functionality of the GIs because the focus on a single advantage could, in turn, be
harmful from another point of view (trade-off) [45].

It is necessary to replace the expansive building processes with the virtuous ones of urban
regeneration, in which the GIs take on an increasingly important role for their functions of social
inclusion, environmental protection, and in the mitigation and adaptation for climate change.
Adaptation strategies need to preserve and enhance exiting GIs, and increase them where possible,
especially taking opportunities in restructuring and new developments to create significant new spaces.

The provision of GIs has been widely recognized as playing an important role in meeting the
challenge of climate change adaptation. Integration of GIs into more ecosystem-based spatial planning
makes the design of GI assets a crucial planning tool for building more sustainable urban environments,
resistant to future challenges and adaptable to future needs [46].

The GIs are well established in climate adaptation strategies, but it is important that these strategic
tools are encouraged through specific integrated territorial and urban planning; long-term investments,
planning, and sustainability in decision making; models of GIs for climate change adaptation and
for optimal multiple benefits; evaluating both the economic and social and environmental benefits;
encouraging citizen participation in the planning of GIs for climate adaptation [4,42,43].

Due to the multifunctionality of GIs, there is no single science or reference discipline for its
study [43]. They are based on the theories and practices of numerous scientific disciplines, such as
conservation biology, landscape ecology, urban and regional planning, geographic analysis, information
systems, and economists [69]. The research into GIs also needs to adjust to different spatial scales as its
application can range from individual buildings to neighborhoods and cities to entire regions [70].

The expected impacts of climate change in urban settlements are very different: Impacts on health
and quality of life (in particular of the weaker sections of the population), impacts on the buildings,
on water, energy and transport infrastructures, on cultural heritage (due to landslides, floods and
heatwaves), impacts on energy production and supply. Thus, to deal effectively with these impacts, we
need the coordination of a very broad institutional network (multilevel governance) [43,71].

To date, however, the prospects for the development of the GIs are strictly dependent on its
inclusion in planning policies, which local authorities and urban planning regulations must provide
and support financially as well.

The ESs must be integrated into the planning and the choices of urban planning policies, making
GIs and eco-innovation the fulcrum of an intelligent and sustainable urban transformation towards a
new model of sustainable city enhancing biodiversity, environment and social inclusion [72].

The new guidelines on the protection of natural capital and biodiversity and attention to climate
change are laying the foundations for outlining new ways of the government of the territory and the
cities, with a proactive and engaging approach. Cities are ecosystems full of human presence, rich in
knowledge and innovation, which welcome more than 50% of the world’s population and about 70%
of the Italian population. In cities, the conflict between artificiality and naturalness is maximum and
causes loss of biodiversity, quality of ecosystem services, and resilience [73].

A direct consequence of the variety of expected impacts in urban settlements is the multiplicity
of institutional actors who, together with citizens, must be involved in adaptation policies. Actors
who will have a responsibility at different territorial scales (state, regions, provinces, municipalities)
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or responsibilities of certain sectors (basin authorities, energy service management bodies, water
companies, etc.) and citizens, for which multilevel governance is required.

This research allowed us to point out that the methodological approach adopted, that was inspired
by a model of city "eco-social-green" and based on the integration between the participated planning
technique and the multi-criteria analysis, in the case of problems linked to the urban green spaces,
represented a strategic tool.

The efficiency of this model of evaluation relies on the possibility of establishing a learning
platform that facilitates the participation, information exchange, and reciprocal comprehension of the
participants that support a strategy for the development and the fruition of the GIs of the city and to
evaluate the perception of the importance of the GIs for climate change adaptation.

As other studies have already indicated [74–76], our study highlights an interesting potential for
the wider use of SMCE in the governance of green spaces, for its ability to integrate ecological, social,
and economic values, as well as the different stakeholder preferences among social groups, places, and
temporal dynamics. Of course, policymakers have a broad ability to improve human well-being in
cities through green space governance approaches that take into account their different components,
economic, environmental, and social.

The value generated by the presence of GIs in the urban ecosystem, through the application of a
vision of green-urban-planning, seems to be a valid instrument for achieving the objectives of realizing
resilient and inclusive cities.
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Abstract: Institutions matter because they are instrumental in systematically adapting to global
climate change, reducing disaster risks, and building resilience. Without institutionalised action,
adapting to climatic change remains ad-hoc. Using exploratory research design and longitudinal
observations, this research investigates how urban stakeholders and policy entrepreneurs negotiate
institutional architecture and pathways for sustaining climate change adaptation and resilience
implementation. This paper introduces hybrid institutionalism as a framework to understand
how city administrators, local policy makers, and policy advocates navigate complex institutional
landscapes that are characterised by volatility and uncertainties. Grounded in the experience from
a recent experiment in Indonesia, this research suggests that institutionalisation of adaptation and
resilience agenda involves different forms of institutionalisation and institutionalism through time.
Future continuity of adaptation to climate change action depends on the dynamic nature of the
institutionalism that leads to uncertainty in mainstreaming risk reduction. However, this research
found that pathway-dependency theory emerges as a better predictor for institutionalising climate
change adaptation and resilience in Indonesia.

Keywords: ACCCRN; Climate change adaptation; institutionalising adaptation; hybrid
institutionalism; mainstreaming resilience; urban resilience and adaptation

1. Introduction

Many transformative adaptation projects have been exogenously driven by international donors
with the aim to build and deepen resilience in both developed and developing worlds. They are
often piloted in different ways to build institutional capacity and create institutional pathways that
enable local actors worldwide to accelerate urban adaptation [1]. Some of the examples include
Asian Cities Climate Change Resilience Network (ACCCRN), 100 Resilient Cities (both funded by
Rockefeller Foundation), Making Cities Resilient campaign from United Nations International Strategy
for Disaster Reduction (UNISDR), and the UN-Habitat’s City Resilience Profiling Programme and
many others. These initiatives have been serving as platforms to trigger local adaptation outcomes
and disaster resilience.

Responding to the rise of climate risks and disaster vulnerabilities in Asian cities and the needs to
build adaptive capacity of the city’s governments in Asia, the Rockefeller Foundation, through the $59
million multiyear project, namely ACCCRN, has been supporting 50 secondary cities during 2009–2016
including its two pioneering cities in Indonesia—Semarang City and Bandar Lampung City—to help
these cities develop a resilience strategy and build resilience [2].

Three specific adaptation outcomes of ACCCRN in Indonesia include (1) an improved capacity to
plan, finance, coordinate, and implement climate change resilience strategies in the selected cities, (2)
shared practical adaptation knowledge to address climate change and deepen the quality of awareness,
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engagement, demand, and implementation by the selected cities, and finally (3) expansion and/or
replication of the ACCCRN models for urban resilience-building in other cities [3,4].

Institutions matter because they are instrumental in systematically adapting to global climate
change, reducing disaster risks and building resilience [1]. Without institutionalised action, risk
reduction and climatic change adaptation remains ad-hoc in many urban settings. This study
investigates the experiments of institutionalising climate adaptation and resilience agendas initiated
and implemented by ACCCRN project during 2009–2016 in Semarang City (Figure 1), Indonesia.
The key questions include: how urban stakeholders and policy makers negotiate and come to terms
with potential forms of institutional scenarios crafted to tackle climate change impacts and disaster risk
reduction (DRR) in cities? And how urban stakeholders negotiate institutional pathways for sustaining
climate risk governance and achieving resilience? This study contributes to the debate on how to make
climate change resilience a local reality by understanding challenges and opportunities faced by local
actors in mainstreaming urban adaptation.

 

Figure 1. City of Semarang Map.

As an institutionalist scholar, the author is motivated to show how institutionalism is used
to institutionalise various agendas into institutionalised anticipatory adaptation and disaster risk
reduction. This paper adopts the understanding of institutional change as a result of complex interplay
between institutions and agents [4]. Institutions refer to formal and informal constraints while agents
refer to actors such as local champions and organisations such as local governmental departments
and NGOs.

2. Theoretical frameworks: Institutions, Institutionalism, and Institutionalisation

Institutions matter because they have become instrumental in making life and death decisions [5].
Institutions not only define what and who will be at risk from climate impacts, but also amend the
way risks are defined, perceived, and acted upon [6]. Douglas North argued that “Institutions are the
humanly devised constraints that structure human interaction, which are made of: formal constraints
(i.e., rules, laws, constitutions), informal constraints (i.e., norms of behaviour, conventions, self-imposed
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codes of conduct), and their enforcement characteristics” [7]. North’s vision of institutions suggests
that institutions structure beyond human-to-human interactions as they also shape human-nature
interactions. Unlike the view of behaviourists, institutionalists view institutions as the causality of
the communities’ behaviour and disaster risk outcomes [8]. Unmanageable risks and occurrence of
preventable disasters indicates a lack of political commitments or an absence of public institutions [9].
Interestingly, while many have been working on institutionalisations of and/or mainstreaming climate
change adaptation (CCA) and/or disaster risk reduction (DRR) [10–12], the author argues that there
is still lack of critical discussion concerning institutions, institutionalism, and institutionalisation as
both output/outcomes and process of adaptation and resilience experiments and interventions. In this
paper, adaptation is understood as the human systems’ adjustments and intervention to ‘moderate or
avoid harm or exploit beneficial opportunities’ [1]. Despite not being synonymous, this paper uses
the CCA/DRR as interchangeable as both have shared spaced in reducing risk, adapting to climatic
extremes, and building resilience.

Institutionalism is a general approach to understanding institutions [13]. They matter because
each type of institutionalism provides the lenses through which resilience initiatives and solutions
are institutionalised. The author argues that institutions can be seen as outputs or outcomes of a
long process of institutionalisations informed by institutionalism. Institutionalism is the rationality
behind both institutions and the process of institutionalisation. For example, one legislative product,
like a law, an act, or a bill, is a product of the long process of negotiation, debates and cooperation
involving a wider range of actors as well as a process. Furthermore, one cannot study institutions
and institutionalisation of CCA and DRR without clearly understanding the school of thought behind
the change of and the formation of institutions and the institutionalisation processes that occur in the
real world.

The theoretical approach to institutionalism is divided into “old” and “new” schools of thought.
The old school emphasizes analysis of the formal-legal and administrative arrangements of government
and the public sector [13]. Translating North’s vision above to the context of DRR and CCA, institutions
can be defined as an admixture of formal rules (e.g., climate-related bills, disaster management
acts) [12]. However, the real world is too complex to be seen from a particular view of institutionalism.
The “new” institutionalism deals with informal norms (including values, traditions, and beliefs). Both
approaches deal with enforcement characteristics (e.g., coercive instruments that regulate land-use
and building practices) that shape the landscape of adaptation and disaster risk reduction policy
and implementation.

Figure 2 offers the general framework of institutionalisation of a development solution. It argues
that an institutionalised action starts from the vision of resilience with a new discourse exercise
regarding the change of status quo and the need for resilience and risk reduction. The translation of
a resilience vision into institutionalised action depends very much on the types of institutionalism
(which will be discuss in Sections 2.1 and 2.2) that will inform the process of mainstreaming and/or
institutionalising adaptation and resilience.
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Figure 2. Resilience institutionalisation processes. Source: Author, 2019.

2.1. Old Institutionalism

A formal approach to resilience has been the main research agenda. For example, researchers have
argued that the best instrument for addressing CCA and DRR is to work through the existing formal
development process and mechanism [12] which can be defined as existing institutional machineries,
ranging from formal bureaucratic processes and routines to existing political and social economic
institutions and formal/informal processes that deal with the complexity of urban development.
Nevertheless, institutionalisation also includes creating new and amending existing regulations,
policies, codes, planning documents, and DRR/CCA-related support programmes [12].

DRR/CCA can be a routine development process as they can be embedded or nested inside
existing local mechanism and institutions. Integration of risk and vulnerability information into
development planning is an example of routinised adaptation and resilience building [14]. Anguelovski
and others [15] defined institutionalisations as “linkage to existing urban planning, decision-making,
and governance arrangement” [15].

One of the approaches of old institutionalism is often in favour of the roles of international
institutions in shaping disaster and climate policy in developing world via the works of the United
Nations and international non-governmental organisations (INGOs). Their initiatives can be seen as
exogenous adaptation and resilience which can be transformed into endogenous adaptation through
time. However, endogenous adaptation does not negate the need for external actors. Their interactions
are structured in a way that it is impossible to understand continuity of DRR and CCA unless—as
this paper argues—they are understood as an ‘ecosystem of institutionalism’ and/or where the
real world of CCA/DRR operates according to complex interaction of institutions, institutionalisms,
and institutionalisation. In this paper, the word ‘institutionalisation’ is used interchangeably with
‘mainstreaming’.

The Hyogo Framework for Action (HFA) promoted the norm of institutionalisation that is
based on a solid legal formal framework such as a specific legislation which eventually enables
governments at different levels to develop comprehensive disaster resilience implementation [16].
UN-Habitat also sees the importance of specific climate-related legislation as a legitimate form of
institutionalisation [17]. In the context of CCA, this can mean creating a specific administrative task
put under existing environmental agencies [12,18]. HFA and Sendai Framework advocate for ‘strong
basis for implementation’ as the institutionalisation process requires a constitutional basis, resource
allocation, and the existence of multi-stakeholder platforms to ensure continued commitment and
implementation of disaster resilience agenda [19].
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2.2. New Institutionalism

The new institutionalism is divided into a few categories including the rational choice approach,
the historical pathways approach, and the discursive approach [13,20,21].

2.2.1. Rational Choice and New Economics Institutionalism

Rational choice institutionalism (ROI) views policy response to climate change as an expression of
pure rational choice of local actors to maximise their resilience and safety by adopting adaptation and
risk reduction [13]. Regardless of the motivation of international donors, ROI also views governmental
institutions and local actors in the developing world as rational agents as they approve any adaptation
project based on the interest of their local affairs alone. The typical solution to the adaptation problem
is therefore education and capacity building. Unfortunately, there has been mounting evidence that
suggests human are not fully rational agents as everyone has limited rationality, and often make foolish
decisions due to by-default challenges such as such as imperfect information, lack of motivation, limits
of cognitive-ability, time-boundedness, and context [20].

North [7] is one of the key sources for new economic institutionalism (NEI) thinking. NEI views
that institutional change from risk-ignorant to risk reduction occur because actors are motivated
(or not) by incentives and/or disincentives provided by formal/informal institutions. Therefore,
institutions incentivise or disincentivise actors’ decisions and preferences to reduce CCA and DRR.
This can manifest in the form of projects and resources or the lack of it. Future progress of CCA and
DRR is heavily dependent on the institutional context that structures the enforcement of and/or the
implementation of CCA + DRR agendas. This theory is often called new institutional economics
theory [7] and in this paper, incentive is understood as more than monetary value to also include social,
cultural, political, and symbolic incentives [20].

2.2.2. Pathway-Dependency Theory

Pathway-dependency often refers to the idea that institutional change occurs not according to
rational choice but simply according to historical pathways [20,22]. Local actors’ interests in adaptation
and resilience is not simply based on knowledge informed by texts books and scientific papers. It is
often known as historical regularities in the sense that future pathways (e.g., for urban adaptation and
resilience) are simply built on the institutional paths from the past. Institutional pathways also point
to the fact that climate disasters and urban crises and their impacts often create complex situations
which pose difficulties for local actors to make strategic and rational decisions [22] about CCA and
DRR. Consequently, their resilience strategies unfold as they interact with changes in the dynamic
relationship between social dynamics and hazardous environments [20,22].

On the contrary, climate change adaptation policy and practice is likely to emerge incrementally
in that it involves unpredictable institutional arrangements because ex-ante institutional design might
be impossible to be developed by the climate resilience policy entrepreneurs. This implies that
resilience strategies at each level of governance are more a result of historical interactions than of
anything planned [22]. Such historical interactions include local and international interactions where
endogenous climate change policy making can only be made if there is adequate exogenous support
that trigger and empower endogenous responses [23].

2.2.3. Discursive Institutionalism

Discursive institutionalism aspires institutional changes through the roles of ideas and ideation.
The roles of agents’ “discursive abilities” [21] is critical to institutional change. This theory assumes a
more dynamic and agent-centred approach to institutional change. The institutionalisation of new
alternatives or approaches such as climate resilience within an already established institutional stream
can be explained by discursive institutionalism. In the real world, roles of local champions can be seen
as institutional solutions to unfamiliar agendas like climate change adaptation [24]. Without new ideas
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and new ideation exercise, the status quo remains. New ideas provide the opportunity to depart from
the status quo. In trying to drive climate change adaptation agenda, discursive abilities of local actors
are instrumental for change. The practical instruments for discursive exercises can manifest in the
form of local champions [24], public relations and awareness, transmission of knowledge and ideas,
training and capacity building, and so on.

2.3. Hybrid Institutionalism

Mainstreaming or institutionalising CCA/DRR in a modern urban context requires a multiplicity
of efforts. Global champions such as Roberts [10] narrate long-term evolution of the process of
climate change institutionalisation in the development context of Durban, South Africa. Roberts
offers a practical framework namely ‘institutional marker’ where she identifies institutionalisation
or mainstreaming of resilience via a multipronged approach including: first, the existence of a
local champion that serves as a messenger and climate policy entrepreneur, second, the adoption of
certain climate change issues in municipal plans, third, resource allocation (human and financial) for
climate related issues, and fourth, climate change becomes an important factor in both political and
administrative decision making.

Table 1 offers a summary of mainstreaming adaptation options that are complementary in nature.
These strategies are flexibly selected by local stakeholders as they see fit and necessary. This suggests
that a mixture of formal and informal approaches is needed. Furthermore, a hybrid approach suggests
that local reform occurs in the context of complex interaction of local and international actors, as well as
state and non-state actors. This also suggests the reality in formal institutional settings are characterised
by informalities. This can mean local champions adopt certain ideas or discourse that can be introduced
informally. This kind of policy change tends to assume that actors and new ideas must come first
(See Roberts [10]). This is later followed by processes (formal and informal) that lead to change in
formal development plans and fiscal allocation that occurs in both political and formal administrative
settings. Nevertheless, institutionalisation may also mean small changes such as adding new job
descriptions of city administrators, training and guidance for local officials, and tweaking developing
monitoring and evaluation tools that are sensitive to climate change [1]. Therefore, the author argues
that institutionalisation of adaptation and resilience take place at the discretion of and interests of
empowered local actors.

2.4. Climate Risk Governance Concept in Urban Context

Public governance means governing beyond the conventional governmental power to include
different actors including all non-governmental organisation (NGOs) including civil society
organisations, non-profit service providers, and business groups [13,20]. Therefore, climate risk
governance and/or disaster risk governance concept suggests the polycentric nature of decision
making in solving urban climate problem [20]. Furthermore, climate risk governance suggests that
there is positive power exercised by external actors as they promote urban climate resilience to
be endogenised [23]. ACCCRN is therefore treated here as an example of how urban climate risk
governance is exercised where each player ranging from local (from government and NGOs) to
international actors (international donors, international NGOs, think tanks) negotiate and shape the
process of institutionalising resilience and adaptation.
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3. Methods

The author used both exploratory research and longitudinal observations to understand the
evolution of institutionalisation processes during the year 2009 to 2016 and post 2016. The participant
observations and stakeholder interviews using open-ended interviews with 10 key informants
recruited through snowball selection from June–December 2012 (face to face in Semarang).
Participant-observation in several meetings including one conference in Surabaya in December
2015. Triangulations were made based on numerous approaches, including desk research, online
observations from posted links, ACCCRN websites, published formal planning documents, and City of
Semarang websites during 2012–2018. Qualitative analysis was applied to the analysis of the findings.

4. Findings: Mainstreaming Adaptation in Semarang City

Unless otherwise state, Section 4 is mainly informed by the field works during 2012 and personal
observations including online observation completed during 2015–2018. To avoid confusion, all the
personal interviews will be indicated as ‘personal communication’ when cited in the next sections.

4.1. Vulnerability and Risk Context

Semarang City has been increasingly affected by flood risks and severe coastal inundation.
There are currently approximately 1.6 million people living in the city with average density of 4000
people/KM-2 in 2016, where some sub-districts, especially its vulnerable North Coast, host more than
11,000 people/KM-2. The city is also sinking due to the high rate of land subsidence which continues
to occur at the rate from 1 mm/year to 10 cm/year. Some parts of the North Coast of the city already
experience about 12–18 mm/year [25]. As of today, it is estimated that about 7 percent of the city’s area
have been inundated, significantly affecting a large population and many strategic assets such as the
seaport infrastructure [26]. The main reason for the rise in risk level and vulnerabilities is the wide
spread of urban settlements that has taken place over the last four decades [25]. The situation is likely
to exacerbate in the future due to increases in mean sea level.

4.2. Asian Cities Climate Change Resilience Network (ACCCRN) Processes and Semarang City
Team Formation

The ACCCRN project seeks to imprint new adaptation pathways within cities through the
urban climate governance processes [27] which unfolded in four phases. The first phase (starting
2009—the introductory phase) involved city selection and early shared learning dialogues (SLDs)
where city stakeholders were invited to participate and were able to learn and share climate change and
other urban development issues [28]. SLDs is critical part of ACCCRN’s urban governance framework
as it emphasised on capacity building and shared learning [4].

During the second phase (2009–2011), ACCCRN worked through a multi-stakeholder forum,
namely City Team, to complete a vulnerability assessment (VA) on the citywide scale. Following
the VA, the City Team, in coordination with ACCCRN Indonesia (Mercy Corps) and the Rockefeller
Foundation, conducted pilot projects and sector studies such as rainwater harvesting. The third phase
(2011–2013) included the completion of the city resilience strategy (CRS) and the development of
concept notes towards prioritised intervention (Figure 3). Physical project implementation occurred
in the third phase. The final phase included engaging and influencing process at a national level.
This included efforts to expand the approach to fifteen other cities that had shown strong interest in
replicating resilience building processes [2].

During the early set-up (during the 2009–2011 period), a Semarang City Team (SCT) was formed,
composed of an advisory team and a technical team. The advisory team consists of representatives
from the city government, led by the city’s executive secretary under the Mayor, and the technical team
consists of representatives from municipal government agencies, local universities, and local NGOs.
The role of the SCT was crucial, as the members were to monitor, control, organise, conduct studies,
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manage projects, and report on all activities, processes, and methodologies applied under ACCCRN.
The City Team was mandated to lead, facilitate, and catalyse the development of the city resilience
strategy document and to institutionalise the strategy for long-term development. SCT had been the
backbone of the climate resilience initiatives and emerged as a collective decision-making body.

Figure 3. Asian Cities Climate Change Resilience Network (ACCCRN) Typical Process in Semarang
City. (Source: Sutarto [29])

The ACCCRN Indonesia country strategy 2010–2013 focused on four key activities to ensure
continuation of the interventions after the project. First, to manage the project implementation in the city,
targeting the capacity-building of City Team members, transforming the City Team into a city climate
change resource centre, and facilitating external support for the city government. Physical project
implementation included the establishment of flood warning systems and the capacity development
of the local communities to conserve the mangrove ecosystem in the coastal areas of the City [29,30].
Second, to disseminate the ideas and educational materials of urban climate change resilience through
multiple means such as social networks, conferences, and workshops. Third, to link up with the
national government ministries. Fourth, to scale-up projects through the national associations of cities
governments and other national and international networks [29].

4.3. Kickstart of Project as First Level Institutionalisation

Governments are formal institutions. Therefore, driving new innovation with and by governments
requires some formal basis. ACCCRN in Semarang City formally began with decision letters from
the mayors. City’s leadership was a key variable for this initial stage. The decision letters mandated
the formation of the SCT (see Table 2). No other formal regulation was created at the city level to
support the initiatives. In Indonesia’s legal hierarchy, a decision letter from a mayor does not have
good enough power to generate and mobilise both human resources as well as fiscal allocation to
implement any innovative action.
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Therefore, in order to keep adaptation agenda on top of the city development plan, SCT must be
able to create some spaces that allow them to work with limited resources. ACCCRN provided basic
resources that can help by jump-starting the city to tackle climate change and urban risks. Two years
after the launch of ACCCRN in Semarang, a small reform took place in the government of the City of
Semarang where the Department of Development Planning (Bappeda) that used to be a less influential
department in the past was revitalised to be a stronger planning institution. Bappeda has been
mandated to not only coordinating city planning but also monitoring and evaluating city departments
and all sectorial development. In reality, Bappeda had just been functioning as a positive advocate
for any innovative policy including climate resilience ([31], personal communication)” Bappeda now
is just like a sharp knife’ because the agency has started to re-establish its mandates not only as a
gatekeeper and quality controller for city development planning agenda but also as a sharpener of
development ideas and proposals” ([32], personal communication).

4.4. City Resilience Strategy

ACCCRN facilitated the drafting of City Resilience Strategy (CRS)—a fundamental framework that
aims at guiding the city to develop policy anticipating and addressing future impacts of climate change.
The key features of CRS include a document containing broad adaptation agendas and guidance,
prepared by local stakeholders and local government, vulnerability and risk context, organised evidence
and analysis justifying adaptation interventions, priorities for resilience actions, consistency with
existing planning documents and processes that are fit to local institutional settings, guidance for the
private sector and civil society groups to design and implement their own adaptation actions, and
linkage and coordination with complementary activities for donors and other funding [3,23,29].

The purpose of the CRS document was also to inform other development policy documents in
Semarang City such as the Mid-Term Development Plan (RPJMD) documents. One of the reasons
for this adoption is because the Chief Executive of the SCT and the Bappeda Head of Planning
Unit happened to be the same person. The City Team was managed under the leadership of city
development planning department (Bappeda). This coincidence allowed the CRS to inform the
mid-term development plan (RPJMD) for the 2010–2015 period and Semarang Spatial Planning
2011–2030 ([31,33], personal communication). Prior to the CRS document, climate change-related
discussion via shared learning dialogues (SLDs) have been directly ‘fast tracked’ into policy and
practices ([34], personal communication). For example, the adoption of CRS recommendations
such as rainwater harvesting, and a flood early warning system have been adopted as both policy
and programmes in the city [30] and reference ([31,32], personal communication). The inclusion of
adaptation agenda depends on the existence and commitments of local champions in the planning
process as well as fiscal capability. One of the current issues is, VA and CRS documents might have
been outdated and the question is how the actors allocate resources to update the documents?

4.5. Local Champion and Leadership

Effective progress towards building resilience in Semarang City has been associated with the
roles of local champions. But local champions cannot be easily hand-picked and strategically planned.
It took two years for the project to ‘recruit’ one of the most notable champions, Mr. Purnomo Dwi
Sasongko (hereafter Purnomo), who was later elected as the Executive Secretary of the International
Council for Local Environmental Initiatives (ICLEI) of Southeast Asia. He joined the SCT in Semarang
in 2011 and was soon after promoted as the Head of the Planning and Infrastructure Unit of Bappeda.
“Mr Purnomo was the key climate risk communicator and ‘ACCCRN spokesperson’ to the city’s
high officials, such as the head of Bappeda and the mayor” ([34], personal communication). He was
aware that climate risk communication and strategic sense-making among the city departments are the
necessary conditions to create critical awareness regarding the importance of climate integration into
city development. Purnomo believed that Bappeda remains the city coordinating body overseeing
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annual development plans from 32 departments (a.k.a. local government units shorted as SKPDs) ([31],
personal communication).

“Communication is key to all the cities departments. I have to find a proper message that is suitable
for the respective department” ([31], personal communication). Purnomo proactively communicates
CRS to cities’ department focal points by making sense of the need to address climate change within the
city departments (SKPDs) ([31,32], personal communication). “To the Public Works department, I could
clearly articulate the linkage of drainage maintenance with climate adaptation. As a planner who only
recently transformed myself from being a relative climate ignorant to be a climate advocate within the
city planning departments, I believe that adaptation can be linked to many urban sectors, from public
works to marine and fisheries, water resource management, disaster risk management, environmental
services and protection, health, etc. Furthermore, Adaptation is not an extra task for city departments
if the key staff in the departments understand how to integrate climate change adaptation into existing
issues” ([31], personal communication). Both CRS and VA documents are considered ‘academic inputs’
to the local government. ‘The city needs to deepen the climate adaptation details’ ([31], personal
communication). Regardless, both CRS and VA were noted as legitimate document that can inform
mid- to long-term city planning ([31,34], personal communication).

4.6. Resilience Agendas in Development Planning Documents

There is solid evidence that the CRS document has been adopted into the mid-term development
plan (RPJMD) 2010–2015, where it mentioned climate change six times including the fact that it
recognised climate change impacts to city infrastructure such as road construction, as the rainfall drops
become less unpredictable, road construction quality is compromised [35]. Furthermore, the document
explicitly shows that climate change becomes a routine business of the Environmental Protection
Department and formally budgeted about US$ 1 million a year during 2011–2015 with a focus on urban
waste management ([35], Appendix 1 p. 13). Furthermore, there is a clear view that spatial planning is
key to mitigate and adapt to climate change ([35] p.V-18 and VI-12).

Interestingly, climate change is still mentioned eight times in the RPJMD 2016–2021, mostly in
the introduction. The document also briefly contains risk and vulnerability information. There is an
earmarked budgeting for CCA (budget line 2.05.28), allocated for mangrove restoration each year
about US$ 275,000 or about a 75 percent decline from previous RPJMD 2010–2015. Unfortunately, it
is becoming more realistic than the previous mid-term development plan. Also, the government is
aiming at creating 28 climate resilience villages (namely Kampung Proklim) by the end of 2021 ([36],
p. VIII-14). The RPJMD 2016–2021 was later revised in 2017, where there is a new budget earmarked
as “areas that have the capacity for adaptation and mitigation” with a budget plan from about US$
425,000 in 2017 to about 625,000 in 2021 to cover all areas ([37], p. VI-14).

4.7. Fiscal Capability and Allocation

Cities can generate higher (fiscal) capacity and welfare that can assist their urban population
to reduce existing risks [38]. In Indonesia, local opportunities for climate adaptation can be created
through self-sustaining incentives that directly shape adaptation imperatives. The increase in cities’
capacity to reform their local tax and retribution and curb corruption in tax collection, as demonstrated
by Bandar Lampung City [18], is key to boosting fiscal capacity so cities can have greater freedom to
invest in the sectors that challenge them most.

The issue is how local actors can sustain the CCA/DRR agenda, commitment, and discourse within
the city. One transformative dimension of the ACCCRN initiative is that the Semarang City Planning
Agency recently acknowledged the fact that almost all the coastal areas in Semarang are owned by
private firms, making it particularly difficult to create mechanisms for coastal protection ([31], personal
communication). The city faces serious governance challenges and financial burdens in buying back
the coastlines. The SCT influenced the city officials to plan to buy back some of the coastal lands for
public access ([31,32], personal communication).
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The high visibility of urban risks such as the heavily inundated Northern parts of Semarang City
has made it easier for the rest of the city departments to consider climate change adaptation in the
annual budget allocation. Transformation is seen at the discursive level. There were adoptions of some
proposed activities from the CRS document into annual programme and projects. For instance, at the
earmarked budget line, there was no single indication that the Environmental Protection Office (BLHD)
had made allocation for addressing the impact of climate change during 2005–2010 budgets. While
for the 2011–2015 period, the city started to allocate US$10,000–12,500 annually to either host regular
meetings of the SCT or to allocate annual budgets to scale-up rainwater harvesting and mangrove
ecosystem development during 2011–2013. Climate change was budgeted under the 5th programme
of BLHD, namely ‘protection and conservation of natural resources’ in 2011–2013. The amount seems
trivial, but the discourse behind the allocation is an important first step towards bolder action.

Since the fiscal capacity of many cities in Indonesia has increased in the last 10 years [18], Semarang
City has the capacity to fund its own climate adaptation activities in the future. During the 2012 fiscal
period, under the flagship of ‘climate adaptation’, the city managed to allocate US$ 100,000 to buy
back some hectares of coastal land ([31–33], personal communication). In the future, the plan to buy
back land is expected to continue as long as the land value goes down as a result of nearly permanent
inundation in the northern part of the city.

4.8. NGOnisation of Formal Platforms?

NGOnisation is defined by the author as a form of institutionalisation in that the multi-stakeholder
platform comprises of governmental and non-governmental actors (including NGOs, academics,
experts, private sectors and others) have been transformed into into an NGO-like structure. Such
transformation, at least in theory, allows the actors to use it as a vehicle to carry on the mandate of
adaptation and resilience in more flexible ways.

To ensure that adaptation outcomes can be sustained after the exit of ACCCRN in 2016, the SCT
members negotiated to establish a working group or a unit outside the government that may be useful
only for conducting objective studies to inform city planning ([31], personal communication). At least
three scenarios have been discussed by members of the SCT concerning how to endogenously sustain
climate change intervention in Semarang City beyond 2016, after ACCCRN.

The first scenario was a voluntary mechanism. This suggests that committed individuals from
city departments who could influence from within using their discretionary roles in planning at
sub-department and department levels. Their personal network with the higher authorities was vital to
promote the idea of urban sustainability and adaptation. This option was limited. It requires committed
leaders at all levels, and reality suggests that the city does not have this luxury all the time ([31,33],
personal communication). In fact, there is only a small minority of positive deviant bureaucrats that
function as climate goal-keepers in their own departments as well as city secretariat levels.

The second scenario involved mandatory mechanisms, which works through formalised processes
with clear mandates and responsibilities as in the case of Surat [39]. Therefore, city resilience-building
should be translated into formal rules that provide mandates for the relevant city institutions. This
suggests that the city institutions will decide focal points (persons) that may (not) be fit for the task of
being climate advocates. This requires two approaches that may complement each other. The first was
having a strong formal scenario where there should be a regulation translated into annual operation
(e.g., protocol or standard operational procedures) for planning and financing the city. This further
requires changes at higher levels, e.g., a Ministry of Home Affairs (MoHA) regulation that mandates
city governments to consider climate change as a cross-cutting issue. The second approach is a less
formal scenario where local governments, at least at the mayor and legislative levels, can co-create
climate regulation/legislation informed by the CRS document.

The later scenario can be achieved through three steps. The first is to create a mayoral regulation
that could function for five years, suggesting that city departments work according to the mayor’s
interests as reflected in the regulation. This can be done at any time as long as the mayor is interested
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in and committed to the issue. Second, the mayor’s five-year development agenda, reflected in the
city’s mid-term development plan (RPJMD), must cite or adopt a climate adaptation agenda from the
CRS document. This scenario later materialised in the last two planning documents [35–37]. Third, a
more long-term approach is that the city can create a local regulation, that can be drafted and endorsed
by the mayor with or without the support from the city legislators. The later process involves a lengthy
process including political lobbying with some degree of uncertainties.

The third Scenario involves transforming the present SCT into an NGO-like structure ([40],
personal communication), where it can maintain its flexibility and interest in promoting climate change
adaptation by working through personal contacts among the city’s decision-makers. This option,
of NGOnisation, in theory could work in the short term. It would already have been exercised in
many places in Indonesia where strong environmental NGOs have been working over the last decades.
However, strong environmental NGOs do not always succeed in the long run especially when the local
political and administrative context change and funding mechanism for NGOs is not certain.

What is interesting is the view of the SCT that functions as a hub of knowledge (or rather as a
discursive machine) and technology transfer for climate adaptation. Technology transfer is exemplified
by the transfer of technology and knowledge of flood early warning system and appropriate breakwater
technologies to protect mangroves [30] and reference ([34], personal communication). Interestingly, the
successful technological transfer from ACCCRN can be seen as a direct outcome of its unique approach
as it provided multiyear projects that guarantee deeper engagement with local administration and
allowing climate change discourse to penetrate in the city structure in a rather informal fashion [30,41].

SCT members are aware of the high turnover of knowledgeable officials at middle and high ranks
in public administration in many city/district departments have become a challenge in local governance.
This will eventually lead to a lack of institutional memory within many local government offices.
New mayors might mean new programmes and new ignorance ([31–34], personal communication).
This awareness motivates the empowered officials and stakeholders to develop a structure that allow
them to be drivers of CCA knowledge sharing beyond the City of Semarang.

Finally, as implied by all the scenarios above, institutional barriers are not easy to tackle. The SCT
finally decided to transform itself into a CSO-like structure namely IUCCE (Initiative for Urban Climate
Change and Environment) (Table 1). IUCCE [42] aims to “help achieve the objectives and foster urban
resilience to climate change and changing environment”. While this problem has been identified, it
has become less clear how future climate governance in the city of Semarang will evolve under the
UCCE regime.

A closer look at the work of IUCCE indicates that the organisation has been playing roles as a think
tank that works beyond the city’s jurisdiction. Some of the knowledge products include technical guide
on community-based disaster risk reduction, documentation of knowledge concerning mangrove and
flood early warning systems etc. While IUCCE can still be functional as an informal “City Team”, it
is safe to argue that investment of ACCCRN has been clearly successful in terms of knowledge and
technological transfer.

4.9. 100 Resilience Cities Project in Semarang City

Climate change, including climate risk reduction, remains a marginal task under a few departments
including environmental protection department where a few climate adaptation activities (especially
mangrove planting) are budgeted for RPJMD 2016–2021 ([36], Section 3.6). While the DRR agenda
remains at the discretion of local emergency management agency, for CCA however, based on the
lessons during 2011–2015, the actual fiscal allocation does not reflect the budget as proposed by
the planners.

After the ACCCRN, the formality of STC is not diminished even though incentives for regular
activities, pilot projects, as well as adaptation projects such as flood warning systems ([31], personal
communication) have literally come to an end, while at the same time, the Semarang City graduated
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from ACCCRN into the new initiatives, namely 100 Resilience Cities project funded by the Rockefeller
Foundation [43].

5. Discussion

5.1. Institutionalisation: Formal and Informal

Old forms of institutionalisation that emphasise the formal approach for reform in formal policy
settings remains the imperative of global framework and initiatives. The Hyogo Framework for Action
and Sendai’s norm of institutionalising resilience can be exemplified by the process of mainstreaming
in Surat with the formation of the Climate Change Trust based on the Public Trust Act at state level [39].
However, context shapes the forms of institutionalisation as it can manifest as a general climate policy
or specific DRR plan (case of Quito, Ecuador). Institutionalisation can also mean a shift from a resilience
strategy that led to the endorsement of the Climate Change Trust (case of Surat, India) [15,39]. Such
legal formal achievement in Surat remains to be seen in the City of Semarang as it requires a long local
political process. It is also clear that some of the achievements such as resource allocation have been
endogenously provided by the executive government in Semarang City, as also noted in the other
study such as, Durban [10], Surat [39], and Bandar Lampung City [18,23].

The findings suggest that institutionalisation process take place in several domains, including
formal development planning. In terms of institutionalised practice, CCA has become a key task of the
local environmental agency while DRR is seen as the task for the local disaster management agency.
Such an achievement is predictable, as informed by previous research in different context [12] as well
as in Indonesia context [18,23].

In the context of Indonesia’s national disaster risk reduction policy reform, institutional change
started from legislation and followed by the creation of new administrative units to deal with broader
disaster risk problems. Equivalent processes did not occur for climate change adaptation at a national
level. In the absence of national guidelines for cities to be adaptive to climate change, secondary cities
in the developing world often create their climate adaptation policies and practices through external
influences, as exemplified by different ACCCRN cities in India and Indonesia [39,44].

5.2. Hybrid Approach to Institutionalisation

Local institutional uncertainty has made future adaptation in cities less predictable. Previous
studies suggest that the negative outcomes are particularly due to little stability at public administration
and bureaucratic levels, because the local government sector has been affected by dynamic political
change and decentralisation. This has been quite clear from the other ACCCRN pioneering cities such
as Bandar Lampung [23].

The process of adaptation in cities involved the complex process of exogenous and endogenous
efforts in building resilience. While it seems almost impossible to fix the institutional mechanism under
the project timeline, the local actors used a rather pragmatic approach to institutionalise climate action.
The agenda of hybrid institutionalism has led to pragmatic institutionalisation as it goes beyond what
was once seen as multi-pronged approach [10].

Local champions exercised their discursive power. Their network and platform serve as guardians
and gate-keepers of city planning, as seen in Western Cape, South Africa, where climate policy
entrepreneurs have been the key to adaptation mainstreaming [45]. Their impact can help reduce
institutional uncertainty temporarily. The challenge is, local champions and good leadership are often
‘given’ and cannot be easily planned or recruited in advance.

Responding to the challenges at local and national levels where climate adaptation agenda remains
unclear and local capacity remains low, Sharma and Tomar [44] suggested pragmatic solutions namely
‘entry points’ including embedding adaptation and resilience through existing development and
disaster management plans. The first ACCCRN process during 2009–2014 (Section 4.2) are the entry
points. To gain quick wins, the ‘entry points’ approach has also been promoted by some researchers,
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such as in Reference [46]. The framing of ‘entry points’ indicates the nature of exogenous intervention.
However, the challenge is how to win at the ‘exit point’ after the end of international projects remains
an important issue for local actors.

The pragmatic approach also requires working with local proponents such as local champions as
they can be seen as ‘institutions’ as they not only create their own rules of the game but play the roles
as both goal-keepers and climate policy entrepreneurs. The champions have been the key officials
from within existing institutions whose strong passion and interest in promoting innovation within
the local government level were seen as vital [47–49] and Reference ([50], personal communication).
These champions tend to have a balanced self-interest and public interest in promoting climate resilience
agenda not only in Semarang but also in other ACCCRN cities such as Hat Yai City, Thailand [51].
This satisfies the rational choice theory approach as they acted based on their best interest. However,
their inability to jumpstart adaptation without external aid suggests that their engagement is largely
driven by their interests in incentives created by the projects. This justifies that NEI is the mechanism
that helps local actors sustain CCA agendas.

The pragmatic approach to institutionalising CCA also includes the strategy of NGOnisation of
the SCT platform. It has been partly used by the actors as a strategy for institutionalising climate
change adaptation and resilience building in Semarang City. NGOnisation is an approach where urban
stakeholders come to terms with the dynamic nature of complex realities of city development. This
mechanism is used to solve institutional uncertainty in the city. While at the same time, the key actors
continue to benefit from the existing formal mechanisms, such as continuing to use the platform of
STC and others (e.g., 100 Resilient Cities Project funded by the Rockefeller Foundation) and existing
departmental commitments related to climatic risks ([50], personal communication). Interestingly, the
setup of IUCCE as a think tank in Semarang is favoured by most of the SCT members in Semarang
City as they see that this ‘NGO-like’ structure can provide a balanced self-interest and public interest
in promoting climate resilience.

5.3. Transforming Urban Adaptation Platforms into Permanent Institution?

Global disaster risk frameworks such as the Hyogo Framework for Action and its predecessor,
the Sendai Framework for disaster reduction (SFDRR), have promoted the idea of multi-stakeholder
engagement, namely DRR platforms (UNISDR 2005), that are supposed to exist at different levels
from global to national to local levels of governance. ACCCRN’s City Team in Semarang City can be
seen as a CCA/DRR platform or forum. Forums can be seen as institutions as each forum has its own
rules of the game. Small groups in any settings that meet regularly suggests that they are bounded
by certain values and interests and their rules of the games function as the institutional avenue for
them to continue to repeat their interactions [52] until they breakup and the game does not benefit
the members.

Therefore, urban adaptation platforms including disaster management platforms are in themselves
part of institutional development. Unfortunately, there are always costs associated with regular run of
forums and platforms. Empirically speaking, local and national multi-stakeholder platforms have been
established in many parts of the world including Indonesia [53], where some were more functional
while others were simply function as institutional decoration.

5.4. Path-Dependency Theory as a Predictor for Urban Adaptation?

The challenge in the City of Semarang today is not entirely new as in the case of the Semarang
Agenda 21 way back in 1997/1998. Semarang City was among the first Indonesian cities to adopt
the sustainability framework of Local Agenda 21. The agenda was locally branded as ‘Semarang
Environmental Agenda: Toward a sustainable city 1998–2003’ (hereinafter SEA21) [54]. Semarang City
was selected for the pilot project initiated by the World Bank with the acceptance from the Semarang City
government ([55], personal communication). Agenda 21 focused on process and trust building as the
project conducted extensive consultation with sectoral experts, government officials, NGOs, academics,
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and others, which resulted in the 18 chapters of Agenda 21–Indonesia in 1997 [54]. The document
identified high- and medium-priority programmes, to be completed in five years (1998–2003) and
10 years (1998–2008), respectively. These priorities included population management, self-resilient
community, public transportation, coastal inundation, domestic waste reduction, treatment of human
waste, waste management, clean production, healthy rivers, and clean air programmes.

In retrospect, the present institutional pathways for adaptation follow the historical path of
the urban sustainability agendas stipulated by SEA21 developed 20 years ago in the same city.
To the stakeholders, the most successful contribution of SEA21 to the city administration is the
capacity-building ([55], personal communication). The knowledge transfers from the initiative
facilitated new awareness for trained staff concerning environmental and urban sustainability.
The programme may have been short-lived, but there was a discursive turn within the city’s
private sectors regarding environmental quality where Bapedalda (Local Environmental Protection
Agency or now BLHD) was able to establish a stick-and-carrot approach [56] and reference ([55],
personal communication).

Lessons from SEA21 suggested that the process of institutionalising international initiatives such
as ACCCRN and others (through formal planning documentation, policy adoption, etc.) often hit
the hard wall of local institutions. The issue is not that there was no innovation but innovation in
ideas, policies, and practices are often short-lived because such initiatives relied more on persons than
systems ([55,57], personal communication). Interestingly, the reliance on persons can be credited as a
good start if the persons can play roles as champions with the capability to create adaptation discourse
at different levels of governance in cities. The problem is, champions are also timebound. Champions
today might not be champions tomorrow as external and internal incentives change through time.

6. Conclusions

This research investigates how local actors negotiate to ensure continuity of CCA and DRR as
routine development agenda. The question is how urban stakeholders and policy entrepreneurs
negotiate and come to terms with potential forms of institutional scenarios crafted to promote adaptation
and deepen resilience in the City of Semarang. The whole arrangements and interactions of ACCCRN
from the beginning have been about using different forms of institutionalisation to sustain adaptation
and resilience agenda. The continuity of CCA and resilience-building depend on mechanisms where
there is regular reproduction of resilience discourse including their urgency and importance at different
levels and domains ranging from policy documents to the existence of CCA advocates or champions
within the agencies in cities. This goes beyond the binary framework of endogenous versus exogenous
initiatives for adaptation.

Hybrid institutionalism has merits to provide better understanding of the complexity around
institutionalising urban adaptation in Semarang City. While projects such as ACCCRN have
co-facilitated processes that aimed at promoting a more rational choice approach to establish a
more permanent mechanism, it turned out that such adaptation initiatives have been trapped in the
past institutional trajectory such as NGOnising the City Team structure. Lessons from the case of
SA21 and the recent development of IUCCE suggests the model of institutionalisation as explained by
the theory of historical institutionalism where the ‘adaptation pathways’ is skewed towards future
institutional uncertainty, which makes it difficult for local actors such as the in the City of Semarang to
make strategic decisions from within formal institutions [20]. As a result, the STC has transformed
itself into an NGO-like structure and served as a think tank instead of policy makers. On the other
hand, the emergence of new international initiatives such as 100 Resilient City provides new avenues
for the local stakeholders to either restart again or to move forward to the next stages of a city resilient
development strategy.

The Semarang City Team has a vision to drive and facilitate a permanent agenda for adaptation
and resilience via formal mechanisms. Unfortunately, local dynamic process led these efforts to push
the actors from shifting from formal into a more informal approach. The good news is that new

127



Climate 2019, 7, 95

exogenous initiatives remains available via different trajectories as exemplified by the shifts from
Semarang Agenda 21, to ACCCRN and to 100 Resilience City programmes. And in between, there is
often international frameworks (e.g., among others, the Hyogo Framework or the Sendai Framework)
that can be used to ensure resilience discourse remains in the orbits of urban governance.

The author argues that that the (dis)continuity of urban sustainability initiatives, including climate
change adaptation and resilience in Semarang city, do occur in the form of hybrid institutionalism
but pathway-dependency theory emerges as the most dominant predictor as exemplified by the
boom and burst of local platforms ranging from SEA21 to ACCCRN to 100 Resilience City and more
into the future. Rational choice thinking and the effort to localise resilience and adaptation often
ended up in path-dependency phenomenon where history repeats itself in the form of NGOnising the
resilience platforms.
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ACCCRN Asian Cities Climate Change Network
Bapedalda Local Environmental Protection Agency (old)
Bappeda Local development planning agency
BLHD Local Environmental Protection Agency (new)
CCA Climate change adaptation
HFA Hyogo Framework for Action
IUCCE Initiative for Urban Climate Change and Environment
SFDRR Sendai Framework for disaster risk reduction
STC Semarang City Team
UN United Nations
UNISDR United Nations International Strategy for Disaster Reduction
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Abstract: An increasing plethora of both meteorological and ancillary data are presently available
for climate research and applications in urban areas. The data are often held by local or national
institutions (i.e., meteorological services, universities or environmental agencies). This paper outlines
a total number of 33 datasets, organized into three main categories of meteorological data resources
(14 datasets) and four categories of ancillary data resources (19 datasets), selected for their potential
to support urban climate studies, but also for their free accessibility. Such a collection cannot be
exhaustive, but we aim to draw the attention of the scientific community to relevant datasets, freely
available at temporal and spatial resolutions appropriate for urban climatology. Each dataset contains
information about its availability, limitations, and examples of research in urban areas.

Keywords: urban climate; open data; data sources; urban climate monitoring

1. Introduction

Fast natural and anthropogenic variations have been observed at global, regional and local scale
in the recent decades, triggering complex impacts on environment and society, such as biodiversity
loss, land degradation, reduced water resources and migration. The world population has experienced
continuous growth, and urbanization has brought the people living in cities to 55.2% of total world
population [1]. At the same time, climate change is a high-priority topic for the public agenda, and huge
efforts have been devoted to understanding the temporal and spatial variability of our atmosphere in
order to enhance the accuracy of climate predictions. Numerous studies documented climate change
hotspots from various perspectives, e.g., climate modelling [2], hydrology [3], or ecosystems [4]. As
they are particularly vulnerable to both present and future climate impacts, with considerable risks for
human security [5], cities are hotspots both for the present climate and climate change.
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Cities are territorial structures with the highest heterogeneity among the spatial systems of the
Earth. Cities are also a unique combination of more or less prevalent anthropogenic and natural
patches, very diverse landscape fragmentation, land use and land cover, dynamic energy and material
fluxes. The availability of consistent information represents a key condition for the daily functionality
and long-term development of the urban areas. Climate services address data provisions, statistic
indicators, overview or products useful for different applications. In situ observations and gridded
data are extensively used for climate services, satellite and aerial remote sensing, crowdsourcing, big
data and artificial intelligence have produced a true revolution in climate data assimilation, storage
and modelling.

The need of meteorological input for the decision making in urban development has been
acknowledged for a long time [6]. Meteorological data are primary resources supporting the climate
services designed mainly for present necessities, and continuous information from many other fields,
such as land cover, demography, economy, are needed for the efficient adaptation of urban communities
to future climate. The combined use of meteorological and ancillary data requires comparable quality,
continuity and fine temporal and spatial resolution for efficient applications in urban applications.

There is an extensive body of literature of urban climate studies, which employed a wide range of
datasets derived through different algorithms or modelling assumptions from primary data resources
(e.g., in situ measurements or satellite). However, these data products have never been overviewed to
highlight their advantages and disadvantages and applicability for urban climatological studies. It
is worth mentioning some examples of systematic reviews with topics related to urban climatology,
which tackled the issue of urban climate/meteorological datasets indirectly, within assessments of
methodologies for urban heat island (UHI) [7,8] or of development status of urban meteorological
networks [9].

This paper aims at providing a review of the meteorological and ancillary data resources available
for urban areas, with emphasis on the possible applications which facilitate the current use of
climate resources and adaptation to climate change challenges in urban areas. The review presents
relevant meteorological and ancillary data resources currently used in urban climatology, derived from
ground-based measurements, gridded datasets, crowdsourcing, remote sensing and airborne sensors,
and highlights the benefits and specific limitations of the datasets.

2. Methodology

This research relied on authors’ experience in the field of climate research related to urban
environment, but also on Internet search technique to find semantically important entities, by querying
the Web of Science database of academic literature. The search targeted the English-written scientific
articles disseminated within the scientific community as journal papers, conference proceedings
papers or book chapters, published after 2000. Some examples of searching terms and syntaxes are:
“urban climate”, “urban climate reviews”, “urban climate datasets”, “meteorological and climate
datasets”, and “urban meteorological networks”.

Acknowledging the high importance of other datasets and variables (i.e., anthropogenic heat flux
or radiation fluxes), the review targeted three main categories of meteorological resources, namely
(1) ground-based measurements, (2) gridded datasets, (3) remote sensing, and four categories of
ancillary data. This review tackles four categories, namely (1) societal information, (2) land cover,
(3) urban morphology and (4) climate change, adaptation and urban resilience. It has to be stressed that
the approach is not aimed to be exhaustive and we consider it as a fundament for more comprehensive
review reports.
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3. Data Resources

3.1. Meteorological Data Resources

Based on the method of retrieval, the meteorological information can be classified in ground
observations, model outputs, and remote sensing data, with different characteristics and utility. Ideally,
the meteorological data should simultaneously address the following issues:

(a) Temporal and spatial stability and homogeneity. Ideally, the observations should be performed in
constant locations, quasi-continuously over time, with limited and isolated gaps. The shortcomings
related to missing data or changes in station locations can be successfully secured by
homogenization procedures [10,11]. The period covered by satellite images can be too short
and contain too many gaps for developing climatic studies, but the remote sensing products are
valuable for meteorological applications as much as they are consistent temporally and spatially.
While any meteorological data retrieved from urban sensors may bring valuable information, the
data stability and homogeneity are sometimes difficult to address due to inherent spatial
heterogeneity and to the intense changes of the urban morphology and land cover–land
use categories.

(b) Reliability. The observations should comply with the WMO standards for the stations monitoring
the regional climate or other known standards for monitoring the local climate [12,13]. Many
synoptic stations worldwide are placed within the administrative limits of a city, but it is very
likely that more sensors will capture more relevant information about of the multifaceted urban
climate even if they are not placed in standard conditions [14–16].

(c) Metadata. Geographical coordinates, instrument specifications, information about the working
procedures, spatial and temporal resolution and any changes which have eventually occurred
along time must be associated to any meteorological observations and remote sensing products.
Besides, information about the proximities are particularly important for sensors placed in an
urban environment.

In the recent decades, urban areas have faced a rapid population increase and dynamic
transformation of infrastructure and functions, generating a high demand for environmental data. The
access to meteorological information has been significantly improved by higher instrumental accuracy,
larger storage possibilities and faster transfer capabilities.

3.1.1. In Situ Meteorological Data

The in situ or ground-based observations represent the oldest method for monitoring the urban
atmosphere. The Medici Network was the first meteorological network in the world, operated between
1654 and 1670, and included 11 stations, from which 9 were placed in European cities [17]. The
longest-running meteorological records in Europe are registered in cities, such as Uppsala 1722, Padua
1725, Milan 1763, Stockholm 1754, Basel 1755, or Prague 1775 [18]. At present, the ground-based
observations in urban areas are performed by (a) WMO stations, (b) Urban Meteorological Networks
or, more recently, by (c) citizen observatories. While the data collected by WMO stations are available
from national meteorological services, this paper focusses on data freely available, usually with a
transnational coverage. The main benefits of using in situ meteorological data are the potential
continuity of records, flexibility of locations and relatively good accessibility in term of cost and
maintenance. The main shortcomings derive from the limited spatial coverage and relevance for urban
conditions. The integrated use of in situ and remote sensing data results in more complex products for
urban climate studies [19].

The Integrated Surface Database (ISD) consists of global hourly and synoptic observations
compiled from more than 100 sources into a single common ASCII format and common data model.
ISD has a global coverage and it contains a variety of hourly meteorological data from more than
20,000 stations worldwide [20], ranging from 1891 to present. Based on the ISD, the HadISD is a global

135



Climate 2020, 8, 37

sub-daily station dataset, homogenized and quality controlled, including extremes of temperature,
pressure and humidity from about 7600 stations from 1931 to present [21].

The Global Summary of the Day (GSOD) dataset produced by the National Climatic Data Center
(NCDC). These data are derived from the Integrated Surface Hourly (ISH) dataset, which includes
global data obtained from the USAF Climatology Center (synoptic/hourly data). This dataset comprises
daily averages computed from global hourly station data, providing access to daily weather elements
including mean values of: temperature, dew point temperature, sea level pressure, station pressure,
visibility, and wind speed plus maximum and minimum temperature, maximum sustained wind speed
and maximum gust, precipitation amount, snow depth, and weather indicators (e.g., fog, rain, drizzle,
snow, hail, thunder). GSOD data are updated on a real-time basis with a lag of 1–2 days relative to the
date–time of the observations, based on Greenwich Mean Time, for about 9000 stations worldwide.
Historical data are accessible from 1929 to the present, but the records since 1973 are more complete and
consistent. This dataset was used to analyze the observed changes in climate extremes (temperature,
precipitation and wind) in 217 urban areas and 142 paired non-urban and urban stations across the
globe, over the 1972–2012 period [22].

The European Climate Assessment and Dataset (ECA&D) is a platform aggregating a daily series
of observations provided by the climatological divisions of national meteorological and hydrological
services of 63 participating European countries, as well as by station time series of the observatories
and research centers throughout Europe and the Mediterranean [23]. The input data are provided
by a total number of 69 participants, and they are tested for homogeneity and quality control by the
ECA&D team. The platform provides access to a blended series, for which it has applied an automated
updating procedure relying on the daily data extracted from SYNOP messages distributed in near
real-time through the Global Telecommunication System (GTS) (including a procedure of gap filling
based on a daily series of nearby observations located within a 12.5 km distance and at a height
difference of less than 25 m), and a non-blended series, accessible for public use as provided by the
participants. A predefined set of aggregated indices for climate extremes derived from the ECA&D
is also available. Gridded daily temperature, precipitation and pressure fields constructed from the
ECA&D create the E-OBS daily gridded database [24], available at 0.1◦ to 0.25◦ regular grids, covering
the same geographic area from 1950 to present. E-OBS also allows grid box average comparisons with
the results of Regional Climate Models for validation purposes [25–27]. These datasets were used
in various urban climatology studies relying on observations addressing the challenges of climate
change in European cities, e.g., assessment of the impact of climate change on thermal performance of
residential buildings [28]; and change in extreme heat/cold stress [29–31].

Urban Meteorological Networks (UMNs) have been implemented in several cities around the
world in order to supplement and detail the observations provided by standard WMO stations.
It is extremely useful information for assessing the urban heat island (UHI), as it can capture the
urban thermal behavior at better resolution than the WMO stations. [9] overview the scientific and
logistical issues in a study of 24 UMNs from the USA, Europe and Asia. The urban climate of
Bucharest (Romania) is currently monitored by 3 long-term WMO standard meteorological stations,
and 6 sensors placed in urban conditions, fully operational since November 2014 [32]. The city of Ghent
(Belgium) has implemented since July 2016 the MOCCA network (Monitoring the City’s Climate and
Atmosphere) to monitor the canopy layer UHI. [14] demonstrated the MOCCA network importance
and its complementarity with two modelling approaches (i.e., the SURFEX land surface model and
UrbClim boundary layer model). The Birmingham Urban Climate Laboratory (BUCL) is another
high-density urban meteorological network (https://www.birmingham.ac.uk/schools/gees/centres/bucl/
maps-data/index.aspx), comprising 25 weather stations and more than 100 air temperature low-cost
wireless sensors, which provided hourly air temperature records in near real-time for the city of
Birmingham (UK) between June 2012 and December 2014 [33,34]. The Berlin city (Germany) monitoring
network of the Freie University, Institute for Meteorology (FUMINET) is measuring meteorological data
every five minutes for microclimate and human thermal comfort investigations. Novi Sad (Serbia) has
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also implemented an automatic microclimatic urban monitoring network [35,36], comprising 25 urban
stations and two stations located in non-urbanized environments, collecting air temperature and
humidity data every 10 minute. In its turn, the climate of Szeged (Hungary) is monitored by 23 weather
stations placed in urban conditions [37] and available at http://en.urban-path.hu/monitoring-system.
html. UNM data can be accessed by contacting the corresponding authors/organizations.

Air temperature in the Barrow city (Alaska) and its surroundings has been monitored since 2001
through 70 temperature data loggers, for highlighting winter urban heat island [38] and urban-suburban
soil temperature contrasts [39]. The winter heat urban effects were also investigated in the arctic city
of Norilsk (Russia), using data provided by automatic weather stations, iButton sensors, combined
with MODIS remote sensing data [40]. The lack of a dense network of air temperature measurement
points across the Eurasian arctic region was the reason for the establishing in 2015 of the Urban
Heat Island Arctic Research Campaigns (UHIARC) network, which provides access to accurate,
spatially dense and interconnected climate information about temperature anomalies at city scale
(http://urbanreanalysis.ru/uhiarc.html). This network was deployed in several mid-sized cities of the
region and combines data provided by air temperature data loggers (iButton) and automatic weather
stations located in each target city. Its importance and applicability were already proven in some
studies focusing on the winter urban heat island in the cities of Apatity, Vorkuta, Salekhard, Nadym
and NovyUrengoy of Russia [41,42]. In Asia, a Community Weather Information Network (CWIN) was
established in Hong Kong in 2007 in order to improve the data coverage of the Hong Kong Observatory
(HKO) by extending meteorological measurement in schools and at community levels. Using the
data provided by CWIN, HKO provides improved impact-based forecasts at multi-time scales and
warnings/advisories for several natural phenomena and processes (tropical cyclones, thunderstorms,
heavy rains, landslides, flooding, cold/very hot weather episodes) [43].

There is still an inadequate number of networks providing data with an appropriate high spatial
density for high resolution modelling of urban climate. This situation is mostly determined by security,
associated high costs, and difficulty in finding appropriate measurements sites [9]. However, under
the future changing climate projections with expected increases of weather extremes by the end of the
21st century in most regions of the globe [44], the need for denser measurement networks and high
resolution meteorological data is likely to increase, especially in densely populated areas.

The potential of crowdsourcing to provide useful data for urban climatology has been carefully
considered in the recent years, once the number of sensors held by citizen extensively increased [44–47].
Data collected either by volunteers running personal weather stations, such as Weather Underground
or Netatmo networks [48], or by smartphones [49,50] are now publicly accessible and allow individuals
to share real-time weather information. Such data are collected in non-standard conditions and quality
control is mandatory, but they can be retained as a valuable data resource, with a continuous expansion,
which could provide real-time and high temporal and spatial resolution meteorological information
over areas with heterogeneous environments lacking in dense traditional meteorological networks
such as cities.

Ref [47] provided a systematic review of crowdsourcing for climate and atmospheric research,
identifying initiatives, projects and programs based on citizen science and amateur weather stations
(e.g., UK Met Office Weather Observation Website in the UK; Meteoclimatic in the Iberian Peninsula;
CoCoRaHS in the US; Birmingham snow depth; Air Quality Egg), mobile app (e.g., WeatherSignal;
iCelsius), moving platforms (e.g., OpenSense), which have been implemented in many areas of regions
around the world. The applicability of these data resources was demonstrated in several studies
(e.g., [51–54]). A further example of applicability is offered by [55], who integrated air temperature
measurements from the Weather Underground network of Atlanta and Chicago in the analysis of the
performance of the National Weather Service Heat Warning System against ground observations and
satellite imagery, by assigning them to the pixels of LST Aqua and Terra MODIS satellite retrievals.
In this study, the crowdsource climate information was found to be reliable in the description of the
general patterns described by the National Weather Service and weather station measurements. [56]
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provide evidence of crowdsource meteorological data from citizen weather stations to improve
weather forecasting with the Weather Research and Forecasting (WRF) model for two cities in Russia
(Saint Petersburg and Moscow).

3.1.2. Gridded Datasets

Gridded climate datasets represent an alternative to instrumental measurements, especially for
areas with spatially scarce distribution of WMO stations or poor quality measurements. While better
spatial coverage provided at low cost is an important advantage, the gridded meteorological data are
associated with a lower accuracy than the measurements, depending on the quality and density of
input data.

The E-OBS dataset of the ECA&D provides free access to a long time gridded series of daily climate
data for Europe, available at 0.1◦ spatial resolution, covering the period from 1950 to present [24].
E-OBS was also designed to allow grid box average comparisons with the results of Regional Climate
Models for validation purposes [25–27]. Both ECA&D and E-OBS datasets were used in various
urban climatology studies relying on observations addressing the challenges of climate change in the
European urban areas, e.g., assessment of the impact of climate change on the thermal performance of
residential buildings [29]; change in extreme heat/cold and heat/cold stress [29,30].

The Climatologies at High Resolution for the Earth’s Land Surface Areas (CHELSA) dataset is
hosted by the Swiss Federal Institute for Forest, Snow and Landscape Research WSL and is based on a
statistical downscaling of the ERA interim global circulation model [57]. CHELSA has a global coverage,
and it contains monthly mean temperature and precipitation for the time period 1979–2013 at a 30-arc
sec–spatial resolution. Recently, [58] employed the CHELSA dataset, validated with independent
station data provided by the Global Historical Climatology Network (https://www.ncdc.noaa.gov/data-
access/land-based-station-data/land-based-datasets/ global-historical-climatology-network-ghcn), to
analyze the trend in urban heat island intensity from 1992 to 2012 for eight megacities in Asia. The
study revealed the ability of the dataset to capture the characteristics of the urban heat island and a
good match between the increase in air temperature and urban sprawl.

Berkeley Earth provides open access to historical temperature data products that allow statistical
diagnostics of local urban climatologies and trend magnitudes based on the estimates of the monthly
means of average, maximum and minimum surface air temperature anomaly over land areas [59].
The land temperature dataset has an extensive time coverage from 1753 (or 1833 for minimum and
maximum temperatures) until present, relying on a large inventory of weather station observations
(from over 30,000 weather stations). The dataset provides access to gridded temperatures, regional
averages (available for the northern and southern hemisphere, country, state, city and individual
station scale) and bias-corrected station data based on ‘breakpoint’ detection (using a similar method
used in the Global Historical Climatology Network dataset—[60]) in station records, which resulted
from changes in station location or measurement equipment. With regards to the water impact in
metropolitan areas, the Service for Water Indicators in Climate Change Adaptation (SWICCA) offers
open source climate impact information necessary for the sustainable management of watersheds,
including urban areas, across Europe. The time-series of the future river flow and water-related
indicators, bias-corrected data associated with three climate change projections (RCP 2.6; 4.5 and 8.5),
socio-economic scenarios (0.1 deg. grid) and land use projections (10 km grid) are available through
SWICCA, a service run by the Swedish Meteorological and Hydrological Institute (SMHI).

Other observational platforms may supplement the ground sensors with very useful information
for urban climate research (i.e., airborne sensors or different vehicles). Here, we refer only to airborne
sensors, which can be used for temperature profiling over the city and rural areas, infra-red imaging
or the development of digital surface and elevation models. More than five decades ago, sensors
placed in a helicopter were used to retrieve temperature and pressure information for studying the
urban heat island effect in New York City [61]. Unmanned Aerial Vehicles (UAVs) or drones are
conveying unprecedented advantages for urban climate monitoring, as they can retrieve the variability
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of temperatures across urban land surfaces, at high resolution and low cost [62,63]. The Natural
Environment Research Council’s Data Repository for Atmospheric Science and Earth Observation
(CEDA) data collection archive provides access to several datasets of airborne observations by aircraft
available from ongoing or ended collaborative projects, for assessing atmospheric composition and air
quality in urban areas e.g., urban emissions (QUEFA), urban visibility (VISURB), biomonitoring of
urban habitat (BIOHYPE), analysis of atmospheric chemical species and meteorological parameters
(GASPOL) and airborne PM10 pollutants (PHYTOX), street-level air circulation and pollutants mix
within the urban canopy (URBMET).

3.1.3. Remote Sensing Data

The need for reliable information with good spatial coverage in urban areas is also addressed by
remote sensing applications aiming to retrieve data relevant for climate studies. Products delivered
by satellite (Table 1), radar and airborne sensors represent a powerful tool set for urban climate studies,
since the cost at user’s desk and technical developments enhanced their availability for scientific
research in the last two decades. [64] and [65] document the remote sensing of urban climates and
differentiate the UHI, which refers to UHI effects in the canopy or boundary layer, by the surface urban
heat island (SUHI), representing the radiative temperature difference between urban and non-urban
areas at the level of the subjacent surface. The use of satellite imagery in urban climate studies may be
impended by factors like cloudiness, technical limitation and various time constraints (i.e., short range
or temporal discontinuities).

Table 1. Characteristics of satellite remote sensing products delivering Land Surface Temperature data.

Sensor Satellite Spatial Resolution Temporal
Resolution Time Span

SEVIRI MSG 3 to 5 km 15 min 2004 to date

AVHRR NOAA 1.1 km 2 images/24 h 1981 to date

MODIS Terra/Aqua 1 km 4 images/24 h 2000/2002 to date

SLSTR Copernicus
Sentinel-3 1 km 1 image/24 h 2017 to date

TM, ETM+, OLI,
TIRS Landsat 4, 5, 7, 8 60–120 m

(30 m resampled) 1 image/8 or16 days 1982 to date

The World Meteorological Organization acknowledges 105 satellite instruments which have
provided LST over time, categorized from primary to marginal relevance [66]. The first LST products
were available at fair quality in the 1960s, but the first high-relevance products were delivered by the
NASA satellite Nimbus-5 in 1973. However, the operation for urban climate research was prohibited
by the 30 to 32 km spatial resolution.

The Moderate-Resolution Imaging Spectro-Radiometer (MODIS) instruments aboard NASA
Terra/Aqua satellites have become a popular tool for urban climate studies due to a few major
advantages: (1) spatial and temporal resolutions (1-km and 4 images daily) appropriate for urban
climate applications; (2) significant time span, suitable for climatology, as the monitoring has been
regularly performed since 2000 (Terra) and 2002 (Aqua). LST is a key parameter in the estimation of
urban heat fluxes and highlighting the presence and magnitude of UHI (Figure 1) and heat health
risk [67,68] and has been widely used in climatological studies at urban scale (e.g., [69–75]).
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Figure 1. Average LST values and Bucharest’s UHI limit (white contour line for daytime and blue
contour line for nighttime), as retrieved from MODIS images (2000–2012). The administrative limit is
marked with a light grey line [71] (Material from: ‘Cheval, S.; Dumitrescu, A. The summer surface
urban heat island of Bucharest (Romania) retrieved from MODIS images, Theor. Appl. Climatol.,
published [2015], [Springer]’.)

The Spinning Enhanced Visible Infra-Red Imager (SEVIRI) sensors placed on the Meteosat
Second Generation (MSG) satellites operated by EUMETSAT provide LST information since 2004. The
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spatial resolution (3 to 5 km) is reasonable for investigating the urban environment, especially in cities
with large extent covering dozen of kilometres, while the 15-min full disk coverage make SEVIRI a very
robust tool for operational purposes, such as forecast and near-real-time meteorological evaluation.

NOAA’s Advanced Very High-Resolution Radiometer (AVHRR) two and three instruments
have retrieved LST at 1.1 km resolution since 1981. Early studies of the SUHI were based on AVHRR
data [76–78], and the datasets are still used [79].

The Landsat missions jointly operated by NASA and the U.S. Geological Survey have provided
a series of Earth Observation satellites since 1972. The spatial resolution of the Landsat’s Thematic

Mapper (TM), Enhanced Thematic Mapper Plus (ETM+), Operational Land Imager (OLI) and

Thermal Infrared Sensor (TIRS) reached 30 m and contributed significantly to implementation of
urban climate research [80–82]. Landsat is among the most widely used satellite resources in the
detection and characterization of SUHI [83], due to its main advantages residing from the free
availability (since 2008), long time series (more than 30 years), high spatial resolution (30 to 120 m)
and the swath coverage of 185x185 km (Landsat 5, 7 and 8). However, the long revisiting cycle of 16
days, only daytime data availability, the strong dependence of weather conditions (e.g., cloud cover
or cloud proximity which could result in missing data) and the lack of an operational Landsat LST
product combining data from the Landsat sensors have to be noted as the main drawbacks impeding
the detection and monitoring of inter-annual variability of SUHI [84,85]. In response to the need of an
operational land surface temperature product for Landsat thermal data, [86] developed an operational
algorithm for (emissivity correction and retrieval methodology) Landsat LST for all sensors, which
have been successfully validated with in situ observations from four surface radiation budget network
sites and two inland water bodies (Salton Sea and Lake Tahoe) in the US. The proposed algorithm
will be implemented by the United States Geological Survey/The National Aeronautics and Space
Administration and made available through the Land Processes Distributed Active Archive Center
portal, which will provide access, for the first time, to consistent LST records dating back to Landsat 4
(1982 to present).

The Sea and Land Surface Temperature Radiometer (SLSTR) sensor, on-board on Sentinel-3
satellite, have retrieved LST at 1 km spatial resolution and daily temporal resolution since 2016. UHI
research is based on LST retrieved by SLSTR sensors [87].

The Copernicus Atmosphere Monitoring Service (CAMS) has been implemented by the
European Centre for Medium-Range Weather Forecasts (ECMWF), and it offers reliable information for
improving life quality and urban planning. CAMS combines satellite and non-satellite observations
with computer-based forecast models to provide near-real-time analysis and forecast of air quality and
atmospheric composition related to pollutants and greenhouse gases (e.g., particulate matter, pollen,
nitrogen dioxide and sulphur dioxide). The CAMS service data portfolio comprises a broad range of
CAMS products available for urban agglomerations, such as (1) solar radiation and UV, (2) air quality
and atmospheric composition, (3) emissions and surface fluxes of pollutants and (4) greenhouse gases
and radiative climate forcing.

The urban heat island (UHI) is a key challenge for climate change adaptation in urban environments
worldwide. Exploiting the benefits of remote sensing resources, the Center for International Earth
Science Information Network (CIESIN), University of Columbia released in 2013 the first version of
the Global Urban Heat Island Dataset, providing access to global data of average summer daytime
maximum (1:30 p.m. overpass) and nighttime minimum (1:30 a.m. overpass) land surface temperature
(LST) for urban areas, as well as to data referring to LST difference between the urban extents and
their rural surroundings within a 10 km buffer. This dataset relies on the urban extents resulting
from the SEDAC’s Global Rural-Urban Mapping Project, Version 1 (GRUMPv1) and land surface
temperatures are from SEDAC’s Global Summer Land Surface Temperature (LST) Grids (2013), which
are derived from the Aqua Level-3 Moderate Resolution Imaging Spectroradiometer (MODIS) Version
5 global daytime and nighttime LST 8-day composite data (MYD11A2). LST grid data are available
for a 40-day window from July to August (Julian dates 185 to 224) for the urban areas located in
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the northern hemisphere, and from January to February (Julian dates 001 to 040) for those in the
southern hemisphere. This dataset allowed the analysis of surface temperature anomalies in more
than 30,000 cities, which have been further used to model the links between population, background
climate and UHI intensity [88].

Light detecting and ranging (LIDAR) is an active type of remote sensing technology that ensures
collection of accurate elevation-based information about anthropogenic features of urban environments
and land cover, with a great potential to assist smart cities and support climate change resilience
at city scale [89]. This technology proved a good applicability in urban flood modelling related to
storm water flow and accumulation [89,90], solar potential at building roof level and city parcels
for identifying optimal solar panel parameters [89,91]; Figure 2 and emergency response planning
using building footprints, building heights, travel and congestion times [89]. [92] reviewed the results
of climatic and vegetation surveys in urban environments relying on static, mobile or aerial laser
scanning. We identified few examples of microclimate urban studies employing the LIDAR technique
for showing the vegetation effects on urban climate [93,94]. Such results highlighted the relevance
of LIDAR acquired data in urban green space planning under an increasing need for urban climate
change adaptation.

Figure 2. Estimation of solar potential in Toronto City using Lidar-derived DTM [89]

Table 2 summarizes the categories of meteorological data for urban climate studies and applications
included in this review.

3.2. Ancillary Data Resources

Climate research always needs to be sustained by non-meteorological information, such as
topography, roughness or anthropogenic influence, which can explain the formation and dynamics
of certain atmospheric phenomena. Ancillary data are contextual information incorporated in urban
climate studies together with meteorological input. [95] classify the input data for both mesoscale and
microscale urban modelling in five categories, as follows: (1) land cover, (2) building morphology,
(3) building design and architecture, (4) building use, anthropogenic heat and socio-economic data,
and (5) urban vegetation data. This paper describes several data sources referring to air quality, land
cover / land use, and urban morphology.
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3.2.1. Societal Information

Urban Audit Data Collection of EUROSTAT is a valuable resource of indicators providing
relevant information about the quality of life in individual European cities and their commuting
zones (Functional Urban Areas). The key topics covered within the database include demography,
housing, health, labor market, education, environment, transport and tourism. Data are collected by
the National Statistical Institutes, the Directorate-General for Regional and Urban Policy and Eurostat.
The statistics have been used in several climate change vulnerability assessments in European urban
areas (e.g., [96–98]).

LandScan High Resolution global Population Dataset, created by the Oak Ridge National
Laboratory, is a high-resolution population distribution dataset (30 arc seconds or 1km at Equator)
available in a GIS raster (ESRI Grid) format. The dataset has a global coverage and comprises
sub-national census records provided by the International Program Center Bureau of Census and is a
valuable resource allowing assessments, estimations and visualizations of population at risk. This
dataset was employed to identify major cities across the globe (administrative capitals or cities that
account more than 1,000,000 inhabitants) to investigate the extent to which 520 iconic cities are likely to
experience a shift in response to climate change by 2050 (future cities) relative to their current climate
conditions (current cities), in relation to the changes in climate variability and seasonality [99].

3.2.2. Land Cover

Ref [100] published a comprehensive inventory of land cover (LC) products available at global
and regional level, including high spatial resolution products useful for urban climate applications,
used as a basis for this review.

The Global Land Survey (GLS) is a 30 m global land cover dataset, based on Landsat images.
The U.S. Geological Survey (USGS) and the National Aeronautics and Space Administration (NASA)
have collaborated to develop the Global Land Surveys (GLS) datasets. This collection contains images
acquired from 1972 to 2012, centered on 1975 (based on images acquired from 1972 to 1983 and from
1982 to 1987), 1990 (based on images acquired from 1987 to 1997), 2000 (based on images acquired from
1999 to 2003), 2005 (based on images acquired from 2003 to 2008) and 2010 (based on images acquired
from 2008 to 2012). The GLS datasets were used to estimate the intensity of urbanization [101].

The Global High-Resolution Urban Data from Landsat are produced by NASA Goddard Space
Flight Center and the Department of Geographical Sciences at the University of Maryland from Landsat
data and include:

(a) The Global Man-Made Impervious Surface (GMIS) is one of the first 30m global dataset
estimates of fractional impervious cover derived from the Global Land Survey (GLS) for 2010.
The GMIS dataset includes: the global percent of impervious cover and the uncertainty for the
global impervious cover. The urban studies are related to urban extend [102];

(b) The Global Human Built-Up and Settlement Extent (HBASE) is one of the first 30 m global
datasets and estimates the urban extend cover derived from the Global Land Survey (GLS) for
2010. The urban studies are related to urban extend [102].

(c) The Urban Landsat: Cities from Space (1999–2003) is one of the first 30m global datasets providing
composite Landsat images and raw data for urban areas that can be used in interdisciplinary
studies of remote sensing and the environment.

The GMIS and HBASE datasets are complementary. The built-up and settlement extend mask
(in HBASE dataset) was created for the post-processing of the GMIS dataset.

All the datasets can be used for local modelling in order to study the urban impacts on the energy,
water, and carbon cycles or to analyse at country level.

The GlobeLand30 (GLOB) is a high-resolution dataset (30 m) of global land use/cover, based
on TM5 and ETM + of America Land Resources Satellite (Landsat) and the multispectral images of
China Environmental Disaster Alleviation Satellite (HJ-1) from 2010) [103]. The LC product includes
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information on land cover data, and other information highly relevant for urban climate analysis, such
as artificial surfaces (habitation, industrial and mining area, transportation facilities, and interior urban
green zones and water bodies, etc.). GlobeLand30 was exploited by [104] for investigating the urban
expansion impact on a global scale.

At European level most of the LC products at local level are produced under ESA CCI LC and
Copernicus Land Monitoring Service (CLMS) initiatives. The ESA CCI LC products have global
coverage at 300 m spatial resolution. The datasets were derived based on a multi-year and multi-sensor
strategy of MERIS and SPOT-Vegetation time series, continued under the Copernicus Climate Change
Service (C3S), implemented by the European Centre for Medium-Range Weather Forecasts (ECMWF)
on behalf of the European Commission, in order to assure continuity. At C3S Climate Data Store (CDS),
27 land cover datasets (from 1992 to 2018) are available for download, used for climate modelling,
urban expansion [105,106] or UHI [73]. Figure 3 illustrates the relationship between LST and land
cover based on the CCI-LC dataset.

Figure 3. Example of CCI-LC and LST use in the urban study by [73].

The CLMS offers LC products at global, regional (Pan-European) and local level, as follows:

(a) The global LC product is available only for 2015 based on Proba-V at 100 m spatial resolution.
It uses the FAO Land Cover Classification System (LCCS), totaling 23 classes [107].

(b) The Pan-European LC products include:

i. Corine Land Cover (CLC) is a land cover inventory (in 44 classes) project initiated in
1980s and updated in 1990, 2000, 2006, 2012 and 2018 with 100 m spatial resolution.;

ii. Pan-European High-Resolution Layers (HRL) provide information on specific land cover
characteristics (imperviousness density, forest, grassland, wetland and water bodies and
the new small woody features [108], and are complementary to the CLC dataset. The
imperviousness data have a spatial resolution of 20 m and 100 m for 2006, 2009, 2012
and 2015.

iii. The European Settlement Map (EMS) is a very high-resolution dataset with spatial
resolutions of 2.5 m, 10 m and 100 m. The first dataset, released in 2014, mapped
the settlements in Europe based on 2010–2013 images. During the last year, different
improvements have been developed: benchmarking process with population data;
increases the number of classes to 13 (buildings, green, streets, water, railways, airports,
open space inside the built-up area and same categories outside the built-up area) [109].
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(c) The Local LC Products include the Urban Atlas (UA) which provide reliable, inter-comparable,
high-resolution land use maps with 17 classes for large urban zones and their surroundings
(more than 100,000 inhabitants), at 10 m spatial resolution for 2006 and 2012. The UA is also
including the Building Height at 10 m spatial resolution for 2012.

The MODIS Land Cover product is a 500 m global land cover dataset based on MODIS Terra
and Aqua data from 2001 to 2018, extensively used in urban climate research [110].

The GlobCover Portal provides access to the results of the GlobCover project, an ESA initiative
started in 2005 in partnership with JRC, EEA, FAO, UNEP, GOFC-GOLD and IGBP. The aim of
the project was to develop a service capable of delivering global composites and land cover maps
(with 22 land cover classes) using as input observations from the 300m MERIS sensor on board the
ENVISAT satellite mission. ESA makes the land cover maps available, which cover two periods:
December 2004–June 2006 and January–December 2009.

The Open-ECOCLIMAP dataset has been available since 30 June 2014 at The ECOCLIMAP
program, and is a dual database at 1 km resolution, that includes an ecosystem classification and a
coherent set of land surface parameters, that are primarily mandatory in meteorological modelling
(notably leaf area index and albedo). Hence, the aim of this innovative physiography is to enhance the
quality of initialization and impose some surface attributes within the scope of weather forecasting
and climate related studies.

3.2.3. Urban Morphology

The World Urban Database and Access Portal Tool (WUDAPT) project is a community-based
initiative of the International Association of Urban Climate (IAUC) which supports urban climate
research and various forecasting applications on surface energy budget, meso- to urban-scale weather
and atmospheric chemical composition and air quality. The tool adopted a common framework
for acquisition, storage and dissemination of relevant data about urban form (e.g., surface cover,
properties of construction materials, surface geometry) and function (e.g., transportation, energy use),
which are relevant for a coherent description of heterogeneous urban landscapes, as a prerequisite for
understanding the urban climate characteristics.

WUDAPT rely on the local climate zone (LCZ) typology scheme proposed by [111], which
categorizes 17 distinct landscapes (out of which 10 are urban), in relation to a number of surface
parameters related to the main built and land cover types. The procedure employs geospatial data
(multi-year series of multispectral and SAR satellite observations) as input in the random forest
classifier to detect specific features for both urban and natural LCZ types [112].

The WUDAPT portal provides free access to maps (in GeoTIFF and KML format) and metadata of
classified local climate zones for more than 150 cities worldwide. Data are structured in a hierarchical
format, with increasing details from level zero (local climate zones along with parameter ranges) to
level one (more precise parameter values for each LCZs) and level two (detailed description of urban
landscape parameters at refined scales suited for boundary-layer modelling).

Alternatively, urban morphology can be obtained from OpenStreetMap [113] or from the
building-resolving data provided by the local authorities.

3.2.4. Climate Change, Adaptation and Urban Resilience

Urban Audit dataset through the Geographic Information System of the Commission (GISCO)
supplies the users with geographical information concerning the boundaries of cities and the functional
urban areas, defined according to the EC-OECD city internationally harmonized definition [114]. The
coverage is the EU-28 plus Iceland, Norway and Switzerland, and the dataset is available in ESRI
format (shapefile and geostatistical database) at scales ranging from 1:100,000 (2011-2014, 2018) to
1:3,000,000 (2001, 2004). [29] employed the Urban Audit GISCO dataset and the urban morphological
zones from the European Environment Agency to analyze future change in heatwaves, droughts and
floods in all 571 European cities targeted by Urban Audit, and to elaborate low, medium and high
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hazard impact scenarios in relation to climate projections of all ensemble members of CMIP5 for the
RCP8.5 emission scenario. The study provides evidence of an increasing exposure to heatwave days in
all cities, an intensification of drought in the southern European cities and increasing frequency of
river floods in the northern European cities.

Urban Adaptation Map Viewer (UAMV) is a web platform available at<https://climate-adapt.eea.
europa.eu/knowledge/tools/urban-adaptation/Urban-Adaptation-datasets>, aggregating information
from various sources (e.g., Met Office, EURO-CORDEX, E-OBS dataset, C3S, JRC, Urban Audit)
and providing free access to five types of datasets and metadata from European cities, as follows:
(1) climate and climate related hazards (e.g., hot summer days, cooling degree days, extreme heat waves,
winter heavy precipitation, meteorological drought, forest fire danger, sea level rise); (2) exposure
of cities to climate-related hazards (e.g., areas and population affected by wildfires, river flooding,
coastal flooding); (3) physical characteristics of urban areas (urban morphological zone—UMZ, share
of green and impervious areas in city core and UMZs); (4) socio-economic characteristics of cities
(e.g., population, share of elderly and children, share of lone-pensioner households, unemployed
people); and (5) adaptation activities.

Lobellia Earth is a newly resealed (2018) web platform for visualizing and exploring the annual
and monthly climatologies in user specific locations for the period 1981–2010. The visualization tool (as
maps and graphs) of the past climate uses ERA5 data from ECMWF that allow the analysis of spatial
distribution of air temperature (average, maximum and minimum air temperature), precipitation,
average wind speed, wind gust and cloud cover and several climate extreme indices (e.g., frost days,
warm nights, heavy and very heavy precipitation days). In this platform, the user could only visualize
the climatological information (maps and graphs) about different target urban areas. The platform
supports the UN Habitat’s City Resilience Profiling Programme (CRPT) using downscaling and bias
correction techniques for providing high-resolution climate projection data of EUROCORDEX project
and tailored climate information about future climate change threats and vulnerabilities for five
pilots of cities sensitive to climate change (i.e., Asuncion, Yakutsk, Maputo, Dakar and Port Vila).
Climate projection data for the target urban areas are available only by request from the Lobelia Earth
developers. Exploring the benefits of Earth observation, Lobelia Earth, with the contribution of Royal
Netherlands Meteorological Institute, supplies air quality information for three European pilot cities
(i.e., NO2 and PM10 concentrations in Barcelona, Madrid and Amsterdam). Table 3 summarizes the
categories of ancillary data for urban climate studies and applications described in this review.
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4. Conclusions

The rapid development of urban areas has derived complex challenges for environmental sciences,
demanding better data, in terms of accuracy, resolution and easy accessibility. At present, there are
several data sources providing valuable meteorological and ancillary information for urban climate
research, and this paper presents an outline based on criteria like data availability, geographical
coverage and, above all, the demonstrated utility for urban climate. We are confident that, far from
being comprehensive, such an outline is a starting point and a useful tool for urban climate researchers
and practitioners.

Five categories of meteorological data are identified and presented in this review paper,
i.e., ground-based data and remote sensing, while the ancillary data can be classified in air quality, land
cover/land use, and urban topography. One can remark the following conclusions: 1) the information
sources providing meteorological and ancillary data for urban climate research are numerous; 2) spatial
and temporal resolutions support a variety of applications, from weather forecast to climate modelling.
It has to be mentioned that the combined use of data from various sources have a significant potential
to support the improvement of data and products, as the shortcomings may be addressed with keeping
the advantages associated to each dataset.
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Abstract: To date, top-down approaches have played a fundamental role in expanding the
comprehension of both existing, and future, climatological patterns. In liaison, the focus attributed to
climatic mitigation has shifted towards the identification of how climatic adaptation can specifically
prepare for an era prone to further climatological aggravations. Within this review study, the progress
and growing opportunities for the interdisciplinary integration of human biometeorological aspects
within existing and future local adaptation efforts are assessed. This encompassing assessment of the
existing literature likewise scrutinises existing scientific hurdles in approaching existing/future human
thermal wellbeing in local urban contexts. The respective hurdles are subsequently framed into
new research opportunities concerning human biometeorology and its increasing interdisciplinary
significance in multifaceted urban thermal adaptation processes. It is here where the assembly and
solidification of ‘scientific bridges’ are acknowledged within the multifaceted ambition to ensuring a
responsive, safe and thermally comfortable urban environment. Amongst other aspects, this review
study deliberates upon numerous scientific interferences that must be strengthened, inclusively
between the: (i) climatic assessments of both top-down and bottom-up approaches to local human
thermal wellbeing; (ii) rooted associations between qualitative and quantitative aspects of thermal
comfort in both outdoor and indoor environments; and (iii) efficiency and easy-to-understand
communication with non-climatic experts that play an equally fundamental role in consolidating
effective adaptation responses in an era of climate change.

Keywords: human biometeorology; thermal comfort; interdisciplinarity; climate change adaptation;
thermal sensitive design

1. Introduction

Before the turn of the century, the limited local specificity of global top-down approaches to
climatic risk factors within urban environments was already well known by the international scientific
community. In particular, such fragility in applicative know-how led to the growing interest in
identifying how local bottom-up approaches could be instigated. As a result, and likely associated to
the contiguous maturing Climate Change Adaptation (CCA), there has been a rapidly growing interest
in how adaptation tools can be locally instigated to improve the climatic responsiveness of the urban
public realm, e.g., [1–14].
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Moreover, when considering the urban climate condition and human wellbeing within public
realm, the scientific community has already recognised the growing importance of bottom-up
approaches to climatic risk factors that are already presenting aggravations associated to climate change
impacts [15–19]. For this reason, and as exemplified by studies undertaken by [12,20–24] local scales
are becoming an arena in which both decision makers and designers are seeking means to address
physiological and psychological factors pertaining to human thermal comfort within the public realm
in an era of climate change.

Although examinations pertaining to the characteristics of the urban climate date well back to
the previous century, e.g., [25–31], the practical application upon contemporary practices of urban
design and planning has been limited [3,17,32,33]. Such a desire on behalf of the scientific community
to further develop climatic tools can be intertwined with the earlier encompassing perspective of
Wilbanks and Kates [34] who suggested that “the bulk of the research relating to local places to global
climate change has been top-down, from global toward local, concentrating on methods of impact
analysis that use as a starting point climate change scenarios derived from global models, even though
these have little regional or local specificity. There is a growing interest, however, in considering a
bottom-up approach, asking such questions as ( . . . ) how efforts at mitigation and adaptation can be
locally initiated and adapted” (p. 1).

Such scientific interrogations chronologically coincided with the international recognition that
mitigation efforts alone were no longer sufficient to address the potential impacts of climate change.
Resultantly, the turn of the century witnessed an exponential leap for CCA efforts. Almost twenty
years onwards, the demand for local application orientated approaches and tools are at an all-time
high, both at assessment and at design levels. Within local scales, these assessments are predominantly
focused upon the concrete symbiotic relationship between that of built form and encircling atmospheric
conditions beneath the Urban Canopy Layer (UCL). Subsequently, it is here where the planning and
design of the public realm and indoor environments can serve as a niche for interdisciplinary bottom-up
approaches that question how efforts at adaptation can be locally initiated and adopted.

2. Review Structure

Within the scientific community, the balance between research articles and review articles discloses
the encompassing ambition to develop existing knowledge, and at the same time, continually organise,
review and structure the state-of-the-art. The objective of this study falls within the latter category,
and aims to present an encompassing overview of the growing interdisciplinary relationships and
interrogations concerning human biometeorological aspects associated to the practice of local thermal
adaptation efforts. Divided into three predominant sections, the study situates: (i) the investigative
prospectus for human biometeorology within the ever consolidating CCA agenda; (ii) the opportunities
to further develop existing thermo–physiological approaches to identify both existing and future
thermal risk factors that jeopardise urban wellbeing in indoor/outdoor settings; and, (iii) existing
approaches and creative means to improve the thermal responsiveness of the urban environment
through thermal sensitive urban design and planning efforts within local scales. Aiming to transition
from the broader to the more specific facets of disclosed interdisciplinary relationship between human
biometeorology and that of thermal adaptation processes, a summary of this division is presented in
Figure 1.
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Figure 1. Structure schematic of review throughout the three sequential sections presented in the study.

Within each of the sections, the opportunities presented by human biometeorology to enhance
local bottom-up adaptation processes are identified. In Section 2, and within the scope international
CCA, based upon the unequivocal and direct thermo–physiological affects climate change shall have
upon the human body, current methods, warning systems and impact projection assessments are
discussed. Based upon local scales and recognising the increased need to go beyond ‘high-impact
but low frequency’ impact projections; biometeorological tools to address the high frequency thermal
risk factors are adjacently reviewed. Subsequently, and again with an emphasis on strengthening
interdisciplinary bridges, this section moreover discusses the better integration and recognition of
qualitative and quantitative aspects of thermal comfort in wholesome thermal comfort evaluations.
Interconnected with the previous two points, the review study deliberates upon the fundamental
transient associations between comfort thresholds and urban indoor and outdoor contexts. Lastly,
and in direct association to local scales and how they can be feasibly modified through creative
and flexible thermal sensitive adaptation processes, different existing measures to address local
thermo–physiological risk factors in the urban public realm are reviewed. These disclosed measures
are considered to be a part of a newly emerging scope for practices such as urban design and planning
as a result of the effective bridging with local human biometeorology.

Overall, and throughout this review study, it is argued that the successful approach towards these
factors highlights the growing significance of interdisciplinarity between different fields of practice.
Ultimately, it is this assembly and fortification of collaborative scientific bridges that will bring different
professionals together to tackle the same pressing issues within the urban environment. Naturally, while
both scientific existing outcomes and obstacles are identified within the existing state-art-of-the-art,
such obstacles are correspondingly framed into scientific opportunities to expanding interdisciplinary
mentality/know-how regarding human biometeorology, and moreover, its unequivocally growing
prominence in urban adaptation processes.

3. Biometeorological Climate Change Adaptation

Well before the turn of the century, and inclusively prior to the arrival of the CCA, Oke [35]
identified that “relatively little of the large body of knowledge concerning urban climate has permeated
through to working planners ( . . . ) the reasons for this state of affairs are many, but amongst those most
cited are the inherent complexity of the subject, its interdisciplinary nature and lack of meaningful
dialogue between planners and the climatological research community.” (p. 1). Today, and even with

159



Climate 2019, 7, 134

growing consolidation of the CCA, the adjacent enclosure of pertinent biometeorological data and
information within municipal and policy documents has been a complicated and a slow process.

3.1. Strengthening Interdisciplinary Know-How

In an earlier study conducted by Alcoforado and Vieira [36] that identified that within the
Portuguese context, many cities presented a significant lack of pertinent meteorological data that could
otherwise inform such local thermal adaptation efforts. Through the analysis of 15 master plans of
urban municipalities, the respective study identified that although climatic information was considered
in almost all of them, the information often proved either unreliable, or of little use for local adaptation
efforts. Such a discrepancy was later argued by Alcoforado, Andrade, Lopes and Vasconcelos [17] to
be attributable to numerous causes, including that the meteorological data from typical stations used
in such plans were not applicable for microclimatic studies. Such a conclusion goes back to the prior
conclusions of Oke [35], who additionally pointed at the difficulty in translating such information
into robust tools for concrete local urban planning. Naturally, such difficulty is further increased at
municipal policy and guideline levels.

Nevertheless almost two decades into the twenty-first century, and still within the Portuguese
context, although further interdisciplinary strengthening is still considered essential [16], promising
interest and integration with municipal entities are starting to be established [37]. This establishment
can be inclusively associated to the scientific disseminations of the ‘Climate Change and Environmental
Systems Research’ (CEG/CliMA) group. A group that has thus far conducted research into numerous
topics, including overall bioclimatic conditions within Lisbon [38,39], causalities and intensities
of Urban Heat Island (UHI) effects [18,40,41], urban wind patterns [42,43] and potential climatic
integration within planning policy [15,44].

The exemplified disseminations focused on Lisbon mark a clear progression in addressing
Okes [35] early outlook. Nonetheless, and with CCA serving as a continually growing catalyst for
interdisciplinary thermal adaptation efforts, the international growing interaction with non-climatic
experts (e.g., urban planners/designers, architects and landscape architects) must be upheld to address
local thermo–physiological risk factors, as identified in [2,3,11,33,45–53],

3.2. Balancing Top-Down with Bottom-Up Assessments

As already mentioned, the international scientific community has already recognised the crucial
role of bottom-up approaches that focus upon the importance of local scales. Although top-down
approaches and disseminations have presented an imperative emerging international co-operative
understanding of the existing and future global climatic system, such outcomes are rarely capable (nor
so intended) to provide guidance at local scales. Resultantly, the amount of disseminated studies on
this topic has increased dramatically since the turn of the century. In accordance, both the limitations
and means to improve local scale analysis tools have grown across different disciplines such as urban
climatology, and urban planning/design.

So far, and in accordance with Global Circulation Models (GCMs), global temperatures shall
continue to rise throughout the 21st century. Yet, it has adjacently been recognised that such top-down
climatic assessments are often less useful for local scale analysis tools and adaptation. For instance,
within the assessments reports of international entities such as the Intergovernmental Panel on
Climate Change (IPCC), the effects of weather are often described with a simple index based upon
amalgamations of air temperature (Ta) and Relative Humidity (RH). Although it is indispensable to
recognise the value of such descriptions within the maturing CCA agenda, when pondering upon
bottom-up approaches to climatic vulnerability, the exclusion of vital non-temperature factors (i.e.,
radiation fluxes, wind speed (V) and human thermo–physiological factors) have been argued to
decrease their usefulness for local thermal decision making and design [2,16,19,54,55].

In the study conducted by Matzarakis and Amelung [54], through the use of synoptic global
radiation estimations retrieved from monthly sunshine fractions (extracted from the Hadley Centre’s
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HadCM3 model—one of the predominant models utilized by the IPCC in its third assessment report in
2001), clear underestimations of global climate change impacts on human thermal comfort thresholds
were identified. As an example, Western European areas could witness changes in thermo–physiological
indices by up to 15 ◦C based upon worst case scenarios. The synoptic projections sharply differ from
the IPCC projections established upon singular climatic variables such as Ta [56,57]. Retrospectively,
the significance of the study was twofold, it: (1) presented how the inclusion of non-temperature
variables (i.e., radiation fluxes) could dramatically amplify the gravity of climate change projections; and,
(2) showed an initial approach to running climate change scenario variables through a biometeorological
model to understand how such variables would interact with the human body, and subsequently,
obtain an estimation of thermo–physiological stress levels by the end of the century. Derivative from
GCMs, and recognising the analogous limitations of standard climatic variables in weather forecasting
activities, a recent study undertaken by Giannaros et al. [58] also emphasised the: (1) significance
of human biometeorology in not only assessing present-day meteorological conditions, but warning
provisions for both heat waves and cold outbreaks; and, (2) crucial role of effectively and accessibly
communicating easy-to-understand to the general public.

Processed from GCMs, both studies conducted by Matzarakis and Amelung [54] and Giannaros,
Lagouvardos, Kotroni and Matzarakis [58] marked clear strides in further consolidating the imperative
role of human biometeorology in identifying and managing existing/future thermo–physiological risk
factors. Subsequently, these strides also validate the continual importance of top-down assessments,
even when specific local urban characteristics were not variables considered either study. More
specifically, this was accomplished by the on-going robust emphasis upon: (i) frequently overlooked
variables such as radiation fluxes; (ii) the symbiotic relationship with the human thermo–physiological
system; and lastly, (iii) the critical role of the ease-of-assess, transmission and comprehensibility of the
results for non-climatic experts and general public.

3.3. High Frequency Thermal Risk Factors

Contrastingly to the former studies, many top-down climatic disseminations (especially from
international bodies), while fundamental, remain frequently “focussed [on] the exposure of cities to
hazards that have a huge impact but low frequency. [They] have little to say about the high-frequency
and microscale climatic phenomena created within the anthropogenic environment of the city” [59].
Contiguously, and as identified by numerous authors that address human thermal comfort through the
elaboration of creative measures through urban planning and design, it is within the anthropogenic
environment of the city where human wellbeing becomes crucial [13,60,61].

For this reason, it is here where “landscape architects and urban designers strive to design places
that encourage [urban] activities, places where people will want to spend their time ( . . . ) however
unless people are thermally comfortable in the space, they simply won’t use it. Although few people
are even aware of the effects that design can have on the sun, wind, humidity and air temperature
in a space, a thermally comfortable microclimate is the very foundation of well-loved and well-used
outdoor places.” [23]. Analogous inferences were reached by the earlier study conducted by Whyte [29]
who advocated that “by asking the right questions in sun and wind studies, by experimentation, we
can find better ways to board the sun, to double its light, or to obscure it, or to cut down breezes in
winter and induce them in the summer” (p. 45).

Respectively, and based upon the overarching principal that actual adaptation measures take
place at finer scales, it is the concrete bond within specific localities which can substantiate such
bioclimatic adaptation initiatives and tools in cities [1,13,55,62,63]. It is at this scale where the encircling
microclimatic under the UCL that has direct ‘in-situ’ influences upon pedestrian comfort thresholds.

Undoubtedly, such principals enforce the fundamental relationship between resulting local
climatic variables beneath the UCL, with that of human biometeorology. Under a more encompassing
perspective, this suggests that urban form, layout and design have an enormous capability to enhance
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(or reduce) human wellbeing standards in cities. In this way, the interdisciplinary spheres of human
biometeorology with that of climatic adaptation measures/tools must continue to be explored further.

4. Biometeorological Tools and Thermal Wellbeing

In accordance with the previously discussed scope of Oke [35], and the ‘climate-comfort’ rational
discussed by Olgyay [30], this segment discusses the potentiality of interdisciplinarity in linking human
biometeorology tools and assessments with local urban thermal wellbeing. The term ‘locality’ is again
approached as the physical niche in which creative interdisciplinary practices such as Public Space
Design (PSD) can render relevant, yet direct, thermal modifications of pedestrian thermo–physiological
stress thresholds. Specifying this rational a little further in the greater context of local decision making
and design, this catalyses two predominant perspectives, as suggested by Nouri, Costa, Santamouris
and Matzarakis [3]: (i) the requirement to improve and facilitate the bioclimatic design guidelines
within such environmental perspectives for local action and adaptation; and, (ii) given the growth
of the CCA agenda, the accompanying cogency for local, thermal and pre-emptive climate-sensitive
action and tools.

4.1. Thermo–Physiological and Climatic Indices

To undertake such an exercise, the direct effects of the thermal environment must be evaluated
against the human biometeorological system. Such a multifaceted bond can be examined through the
use of thermal indices that are centred on the energy balance of the human body [64]. Thus far, within
the international community, a vast amount of thermal indices have been developed, and moreover,
reviewed against one another. Examples of these studies are presented in Table 1.

Table 1. Example of studies that review and compare the application efficiency of different thermal
indices in different settings.

No. of Investigated
Indices

Dominant
Focused Context

Region Specified Year Source

5 Not Stipulated No 1988 [65]

2 Outdoor Taiwan 2012 [66]

40 Outdoor Mediterranean
Zones 2014 [67]

162 Indoor/Outdoor No 2015 [68]

3 Outdoor Doha, Qatar 2015 [69]

24 Outdoor
Polar, Cold,

Temperate, Arid
and Tropical

2016 [70]

165 Indoor/Outdoor No 2016 [71]

4 specific (from 165) Outdoor No 2018 [47]

6 Outdoor No 2018 [72]

6 Outdoor Mediterranean
Zones 2019 [73]

6 Outdoor Mediterranean
Zones 2019 [74]

4 Indoor/Outdoor No 2019 [75]

1 (MRT *1) Indoor/Outdoor No 2019 [76]

- (SVF *2) Outdoor No 2019 [77]

*1 MRT—Mean Radiant Temperature, *2 SVF—Sky View Factor.

162



Climate 2019, 7, 134

Since the emergence of thermal indices well before the turn of the century, the international
scientific community has since developed hundreds of different indices. Again, such an occurrence
naturally leads to review and comparative studies of the indices themselves through different analytical
methodologies and within different climatic contexts. Furthermore, and as exemplified by the studies
undertaken by Golasi, Salata, Vollaro and Coppi [72], there still remain scientists that pursue the
further standardisation of a global outdoor standardisation thermal indices. Although met with some
resistance due to the already extensive amount and versatility of existing indices, such studies still
salient the continual and important scientific desires to further develop additional approaches to human
biometeorology. Adjacently, from the large identified sample of indices, many studies have suggested
that only between 6 and 4 thermal indices can provide wholesome local human thermo–physiological
evaluations [47,69,73–75]. In addition, and as a distinguished example from many related studies
(discussed later in this section), the work undertaken by Lin, Tsai, Hwang and Matzarakis [66]
presented important outputs pertaining to crucial relationships with microclimatic variables such as
Mean Radiant Temperature (MRT) and Sky View Factor (SVF) ratios. Regarding these two aspects, and
although the former two studies in Table 1 do not categorically refer to the comparison of thermal
indices, both present noteworthy contemporary reviews regarding the calculation methods of: (i) MRT
in indoor and outdoor environments through different applicative algorithms and models [76]; (ii) SVF
through a diverse range of reviewed methodologies and software packages, moreover highlighting
their respective weaknesses and strengthens within local microclimatic assessments and linkage with
urban planning processes and decision making [77].

To illustrate a sample of the inherently different utilised thermal indices within the scientific
community, and based upon the typological division suggested by Freitas and Grigorieva [68], of
the eight, four typologies were included in Table 2, these being: (i) B–singular parameter model;
(ii) C–climatic index based upon algebraic or statistical model; (iii) F–energy balance strain model;
(iv) G–energy balance stress model.

Table 2. Illustration of selected thermal indices and their respective index typologies as defined by
Freitas and Grigorieva [68].

Index Acronym Typology Source

Perceived Temperature (PT) (G)–Energy balance stress model [78]

Standard Effective Temperature (SET *) (G)–Energy balance stress model [79,80]

Outdoor Standard Effective
Temperature (OUT_SET *) (G)–Energy balance stress model [63,81]

Thermal Humidity Index (THI) (C)–Algebraic/statistical model [82]

Predicted Mean Vote (PMV) (G)–Energy balance stress model [28,83]

Predicted Percentage of
Dissatisfied (PPD) (G)–Energy balance stress model [28]

Humidex (HD) (C)–Algebraic/statistical model [84]

Index of Thermal Stress (ITS) (F)–Energy balance strain model [31]

Outdoor thermal comfort model (COMFA) (G)–Energy balance stress model [85,86]

Universal Thermal Climate Index (UTCI) (G)–Energy balance stress model [87–89]

Wet Bulb Temperature (WBGT) (B)–Single-parameter model [90,91]

Predicted Heat Strain (PHS) (F)–Energy balance strain model [92]

Physiologically Equivalent
Temperature (PET) (G)–Energy balance stress model [26,93,94]

modified Physiologically
Equivalent Temperature (mPET) (G)–Energy balance stress model *1 [95]

*1 New modified physiologically equivalent temperature (mPET) index included in (G) typology due to its close
proximity to the original Munich energy-balance model for Individuals (MEMI).
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Based upon the studies disclosed in Table 1, of the four typologies presented in Table 2, the
predominantly utilized indices for outdoor studies have been those constructed upon the energy
balance stress models, in particular, the Physiologically Equivalent Temperature (PET), Predicted Mean
Vote (PMV), Universal Thermal Climate Index (UTCI) and Standard Effective Temperature (SET*)
indices [96], especially for the climatic evaluation for urban planning and design [75].

In the case of the latter two examples in Table 2, of all of the thermo–physiological indices, PET
has been one of the most commonly used steady-state model in human biometeorological studies [67].
Constructed upon the Munich Energy-balance Model for Individuals (MEMI) [97], it is designated as the
Ta at which, in a typical indoor setting, the human energy budget is maintained by the skin temperature
(Tskn), core temperature (Tcore) and perspiration rate that are equivalent to those under the conditions to
be investigated [93]. Retrospectively, the likely reason for its higher application can be attributable to:
(i) its feasibility in being calibrated on easily obtainable microclimatic elements, and (ii) its measuring
unit being (◦C), which in turn, simplifies its comprehension by non-climatic experts, including
urban designers/planners and architects. This being said, synonymous to the equally maturing
body of knowledge in human biometeorology, numerous studies have already made headway in the
development of the PET index as well. Directed specifically towards improving the calibration of the
integrated thermoregulation and clothing models utilised by the PET index, Chen and Matzarakis [95]
launched the new modified Physiologically Equivalent Temperature (mPET) index. As discussed in
the study, the main modifications of the mPET are the integrated thermoregulation model (modified
from a single double-node body model to a multiple-segment model) and updated the clothing model,
resulting in more accurate evaluations of the human bio-heat transfer mechanism, particularly during
periods of higher thermal stimuli. Such increased accuracy of the modified index was subsequently
verified by numerous studies in different countries and climatic contexts [5,19,73,98,99].

4.2. Bridging the Qualitative with the Quantitative

As mentioned in the introduction, in addition to physiological aspects, there is also a demand in
accompanying the associated call for investigating psychological factors of human thermal comfort.
Although located predominantly within the qualitative spectrum, the ‘intangible’ attributes of human
psychology have also been recognised to play a crucial role in diurnal human thermal comfort
investigations. Such recognition has arisen at both in indoor contexts, e.g., [100–106], and outdoor
contexts, e.g., [24,29,32,48,107–114].

Based upon a bottom-up perspective that focuses upon the role of local scales in ensuring human
wellbeing during an era of climate change, Figure 2 illustrates the required interactions between that of:
(1) Physiological aspects, which consider the direct quantitative influences of encircling microclimates
upon the human-biometeorological system; (2) Psychological aspects, which prompts the adjacently
important value of qualitative aspects of thermal comfort thresholds, including assessments of human
behaviour patterns, and that of thermal adaptability; and lastly, (3) the interaction with further
climate change impacts during the unravelling of the twenty-first century, that are already aggravating
existing human thermal comfort standards. From the interaction of these three aspects, originates the
requirement for further interdisciplinary biometeorological tools that can aid local assessment and
design practices, both now, and in the future through informed CCA efforts.
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Figure 2. Illustrative division of human biometeorological facets within local scales based upon a
bottom-up approach in century prone to climate change impacts.

Although the comparative significance between qualitative and quantitative aspects of thermal
comfort is still debated within different studies (i.e., where some authors methodically favour one
aspect more than the other), numerous veracities are concomitant to both schools of thought. To start
with, it is consensus that there is an unmistakable opportunity to explore how specific qualitative
aspects of thermal comfort can build upon quantitative assessments. Such an opportunity can be
allied to a few simple premises, that: (i) predominantly in outdoor environments, human beings
rarely pursue microclimatic monotony [109,115], reversely, it is the very desire of climatic diversity
and stimulation (and even overstimulation beyond stipulated thermal comfort levels [108,111])
that also lures pedestrians outdoors [29]; (ii) human beings are by default peripatetic, meaning
that their movement patterns are based upon complex behaviour and decision making processes
associated to ‘intangible’ attributes (e.g., expectations, past experience, perceived control and time of
exposure) [32,116].

As a result, improving this integration between these two aspects could potentially present means
to better predict and account for human psychological attributes for local thermal sensitive design and
planning. Of the attributes previously mentioned, it is suggested that these main attributes can open up
new interdisciplinary lines of research, which by default, coerce the bridging with quantitative aspects
of thermal comfort. In addition, such a bridging can also entice further considerations also interrelated
to indoor conditions, as also suggested by past review studies exemplified by the prominent example
disseminated by Brager and de-Dear [117]. As part of their review, they inclusively referenced an entire
issue from Energy and Buildings [118] that focused upon the variation amongst the human psychological
‘perceived need’ or ‘desire’ for indoor mechanical air conditioning.

4.3. Indoor and Outdoor Cumulative Thermal Stress

In accordance with the human biometeorological evaluation study undertaken by
Charalampopoulos, Tsiros, Chronopoulou-Sereli and Matzarakis [11] who utilised the PET index, two
preliminary factors were adjoined, these being: (1) the PET Load (PETL), i.e., the amount of variation
from the optimal physiological stress range (between PET values of 18–23 ◦C) as defined by [119,120];
and, (2) the cumulative PET Load (cPETL), i.e., the sum of the PETL for an X amount of hours which
can be configured to represent a portion, or the full 24 hours of a respective day. Such an approach
enables a preliminary understanding of cumulative human thermal stress loads beyond ‘neutral’
(or background) conditions. Although intended for outdoor assessments, principals of cumulative
human thermal stress can also be transposed to methodically approach human psychological attributes,
particularly during periods and/or events of accentuated thermal stress, and even climate change [19].
Subsequently, such accentuation periods with higher stimuli can be unambiguously associated to
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numerous urban events, particularly heatwaves. Alarmingly, and beyond the early consensus that
increases in heatwaves are ‘very likely’ throughout the twenty-first century [121]; the subsequent fifth
assessment report moreover stipulated that the influences of climate change upon heatwaves shall be
more significant than the impacts upon global average temperatures [122].

Taking the European heatwave of 2003 as an extreme example which explicitly amplified the need
for additional measures to warn, cope and prevent the recurrence of such events upon public health
and welling [58,123,124]. Within Western Europe, the data provided by Nogueira et al. [125] identified
that between the 29 July and 13 August 2003 within the district of Lisbon there was/were: (i) 15 days
with a maximum Ta above 32 ◦C; (ii) a noteworthy consecutive run of 10 days with Ta above 32 ◦C; and,
(iii) a 5 day period consecutively experiencing Ta above 35 ◦C. This extreme heat event led to severe
implications on urban health, resulting in an estimated mortality rate increase of 37.7% in comparison
to what would be expected under normal conditions.

Key lessons for human biometeorology can continue to be extracted from this type climatic event
that has serious implications for human health and wellbeing in urban contexts. Such teachings, in
turn, again call for more sophisticated integration and analytical tools between the quantitative and
qualitative aspects of thermal comfort, both for outdoor and indoor environments. More specifically,
and considering the early principals of the urban energy balance as defined by Oke [126] the reciprocal
dynamics of indoor environments also play an essential role resultant of the: (i) increased heat storage
within urban materials and buildings [18,22,40,127–131]; and the cause-and-effect of, (ii) anthropogenic
emissions resultant of urban cooling energy loads associated to interior air conditioning [117,132–135],
which by the end of the century can potentially increase by 166% (in energy demand) as a result of
climate change [136].

In the case of naturally ventilated residential indoor environments during periods of extreme and
extended heat stress, the principals of cumulative human thermal stress load can be strongly connected
to psychological aspects. Although previously observed by Givoni [137] that “during periods of
rising outdoor temperatures, e.g., a heat wave lasting for several days, the rate of rise of the indoor
temperature is lower than that of the outdoors ( . . . ). As a result, the indoor temperatures during the
heat-wave period will be somewhat lower” (p. 22), it is important to note that during extreme events,
this ‘somewhat’ reduction while significant, is indicative of continued cumulative human thermal
stress load during the night period. Such an extension, invariably, results in disruptions in human
sleep cycles as a result of higher nocturnal indoor Ta levels [138,139]. These conclusions were also
extended by a more recent review study conducted by Lan et al. [140], who also depicted upon the
2003 heatwave in Europe, and moreover, the associated future risk factors associated to human sleep
disruptions as a result of climate change.

With regards to specific implications upon the human biometeorological system, the preceding
study by Haskell et al. [141] indicated that Ta above the thermo–neutral thresholds increased
wakefulness and decreases Slow Wave Sleep (SWS) which takes place in the late stages of non-Rapid
Eye Movement ((n)REM). Such a stage is where energy restoration occurs, including the regulation of
body glycogen levels, that are subsequently heavily consumed during active brain function [142]. Up
until the more crucial and profound REM stage of sleep, the human body continues to thermo-regulate,
and perspiration is proportional to the encircling thermal load [143]. During the latter stage of
the sleep cycle, perspiration does not take place [144], and the human hypothalamic thermostat
(in control of the body’s Tcore) becomes sedentary as a result of the poikilothermic state during the
REM stage [145]. Resultantly, the successfulness in reaching REM sleep strongly depends upon the
adequate down-regulation of Tcore beforehand. If not accomplished, inclusively in circumstances
with high thermal loads, both SWS and REM will likely be replaced by wakefulness to maintain
bodily homeothermic conditions [146,147]. Such homeothermy can be backtracked to the functioning
principals of the previously mentioned MEMI.

This being said, and in addition to heat stress, exposure to elevated nocturnal RH also plays
a pivotal role in thermal stress. More specifically, increased RH levels impedes sweat to evaporate,
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thus impeding Tskn to dissipate heat and remain wet, thereby, suppressing adequate down-regulation
of the body’s Tcore, and similarly decreasing the likelihood of REM sleep [147]. This influence of
encircling nocturnal RH upon sleep quality has moreover been identified by other comparable studies,
e.g., [140,148,149].

While suggested by prominent thermal comfort studies that people living in naturally ventilated
buildings become accustomed to, and moreover grow to accept higher Ta and RH, [137], human
biometeorological investigations have come to respectfully rebut such acclimatization easement
(especially during periods of higher thermo–physiological loads). Respectively, and as identified by the
early analysis undertaken by Libert et al. [150], heat-related sleep disruptions do not adapt even after
five days of continuous diurnal and nocturnal heat exposure. Likewise, it was also later documented
that the cerebral dynamics of SWS does not change after partial sleep deprivation (SD), where ‘sleep
pressure’ would inevitably be augmented [151].

Subsequently, such results were also evidenced by the more recent study conducted by Nastos
and Matzarakis [152] who analysed the daily records of SD against the frequency of daily weather
conditions (with PET > 35 ◦C) and nocturnal conditions (with minimum Ta > 23 ◦C). The recorded
events/admissions for SD were obtained from the psychiatric emergency unit of Eginition Hosptial of
the Athens University Medical School during the years of 1989 and 1994. It is important to note that in
this particular study, the SD admissions dataset did not include cases which were associated to specific
organic disturbances. Such an inclusion would very likely increase admission data numbers; but
invariably, excessively extend the investigation parameters due to the inherent intricacies of specific
human organic disturbances in relationship with SDs (e.g., pertinent to the respiratory system [153],
and in oncological cases [154]). Irrespectively, the study identified that during continued periods of
both diurnal and nocturnal thermal load, there was a substantial increase in SD, which moreover, did
not seem to placate, nor adapt, to the respective conditions over time.

Overall, the studies in this section depict upon the significance of the Circadian Rhythm Cycle
(CRC) in human wellbeing, which by definition, also extends to the human biometeorological
thermoregulation dynamics during the night. Naturally, the circumstances during the CRC influence
wellbeing standards, whereby if one part of the cycle inept, there will be a cause-and-effect relationship
upon the following stage. In other words, if the cumulative thermal loads do not fluctuate adequately
to allow the human-biometeorological system to regulate, replenish and restore attributes of the human
physiology (including during different sleep stages), then this shall have direct implications upon
human psychology as well. In this way, the physiological and the psychological attributes pertaining
to thermal comfort can be directly related to one another. It is here where central intangible aspects as
of human psychology as presented by, e.g., [32] can be further explored, including for urban sensitive
planning and design.

Inarguably, there still remain other noteworthy impromptu influences upon these intangible
characteristics that influence human behaviour. However, it is argued that such qualitative thermal
comfort aspects (e.g., expectations, past experience, perceived control and time of exposure) can be
rendered less subjective by more efficiently cross-examining human behaviour patterns and decision
making against CRC dynamics and cumulative thermal stress.

Evaluating the specific case-by-case peripatetic behaviour of individual human beings is very
complex. Yet it is here reasoned that further studies on this interdisciplinary topic can be undertaken
based upon the unambiguous certainties that are already held by the scientific community, including
the: (1) universal conduct of the human biometeorological system to thermal stimulus (including in
cumulative terms); and, (2) impacts that extreme urban events can have upon both indoor and outdoor
environments upon urban human wellbeing, including those associated to future climatic aggravation.
For this reason, when one considers the urban populace as whole, it feasible to acknowledge that
pedestrians shall, in general, show higher psychological predispositions under certain climatic
conditions, particularly under prolonged extreme events.
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As represented in Figure 3, this shall not only affect the peripatetic transitioning between indoor
and outdoor movement patterns/durations, but the individual psychological aspects that catalyse such
human behaviour. More precisely, during periods of extended thermo–physiological stress, elicited
from ‘past experience’ of thermal discomfort, there shall be a greater pursuit (i.e., ‘expectation’) to
address cumulative discomfort. Since this is associated with the CRC, it cannot be assumed that
thermal stress simply resets at the end of the day. Naturally, the longer the susceptibility to cumulative
load (including throughout the night) the greater the ‘expectation’ and reduced willingness for more
‘time of exposure’. Subsequently, and as developed throughout this section, it is suggested that there
are opportunities for future concrete investigations to better link this symbiotic physiological and
psychological relationship.

Figure 3. The relationship of the circadian rhythm cycle, cumulative stress and general
psychological characteristics.

5. Biometeorological Urban Design/Planning

5.1. Urban Vegetation

So far within the existing literature, numerous review articles have already discussed the
state-of-the-art of various aspects pertaining to the influences of vegetation upon urban climates. Of
these review articles thus far, e.g., [3,20,128,155–159], the two predominant influences of vegetation
pertaining to urban thermal comfort aspects have thus far been the: (i) direct reductions of urban
Ta; and moreover the (ii) associated interrelating reduction of UHI intensities. Other disseminated
review studies have moreover deliberated on further positive attributes that vegetation can have upon
indoor/outdoor human wellbeing standards in urban contexts. Within Table 3, these review studies are
divided into five summarised topics that also play an important role in ensuring urban environmental
health and welfare.
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Table 3. Selected review studies concerning further positive attributes of vegetation within
urban environments.

No.
Predominant Review

Topic Summary
Icon Study Year

Example Review
Studies

(i)

Specific effects of green roofs,
including indoor thermal

behaviour, cooling loads and
performance

 

2014 [160]

2014 [161]

2018 [162]

(ii)
Specific quantitative influences
and performance of urban green

walls/facades

2014 [163]

2014 [164]

2017 [165]

(iii)
Air quality and particles

dispersion/abatement through
the presence of vegetation

 

2015 [166]

2015 [167]

2017 [168]

(iv)

Overall socio-economic benefits,
and challenges, of growing

urban vegetation in the public
realm

2011 [169]

2015 [170]

(v)
Wider social impacts of street

vegetation upon urban
ecosystems and communities

 

2016 [171]

(i) As suggested by the comprehensive review undertaken by Berardi, GhaffarianHoseini and
GhaffarianHoseini [160] there is a very tactile opportunity to continue the exploration into
the further quantification and assessments of interdisciplinary approaches regarding urban
landscaping, plantations, construction and that of mechanical/environmental engineering.
Moreover and in addition to stipulating the different classification of green roofs, the authors
also cross-examined the typologies against their ability in mitigating UHI/air pollution, improve
stormwater management, reduce urban noise and augment urban diversity. From the same
year, and focused at the city scale, Santamouris [161] identified four categories to determine
the particular efficiency of green roofs, namely through: (i) climatological variables, including
radiation fluctuations; (ii) optical variables, including changes in albedo and absorptivity of
the roof’s vegetation; (iii) thermal variables, including thermal capacity and heat storage; and
lastly, (iv) hydrological variables, including the dynamics of latent heat loss due to evaporation of
the water vapour from the vegetative material (or in other words, evapotranspiration). Within
the more recent study conducted by Shafique, Kim and Rafiq [162], it was revealed how green
roofs can aid simulating urban natural hydrology systems, and also reduce factors such as UHI
effects. Still within this recent study, the prominence of further interdisciplinary research was
recognised, including in accompanying the demand for such technology through economically
sustainable methods.

(ii) With regards to the application of green walls and facades, the review study conducted by Hunter,
Williams, Rayner, Aye, Hes and Livesley [163] reported that their efficiency must be based on
multiple microclimatic factors, including Grad, Ta and V (both adjacent to the structure, and
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in-between the gap with the respective wall). In the summary of the study, while the significant
potential of green facades were recognised in urban contexts, it was adjacently argued that: (i) they
are unlikely mechanisms to modulate internal buildings in all types of construction typologies
and climatic contexts; and, (ii) its associated engineering terminology is often too specific to
be readily understood across design and planning disciplines. Similarly, and also relating the
application of these vegetation structures to different climates, and moreover the influences of
different vegetative species, Perez, Coma, Martorell and Cabeza [164] came to similar conclusions.
Finally, and within the more recent review study conducted by Medl, Stangl and Florineth [165]
(and in addition to the recognised positive attributes mentioned above), the authors argued
that there still remains a clear need for further interdisciplinary and standardized measurement
approaches to guarantee the better application and erection of effective urban green facades.

(iii) While the aforementioned studies also discussed issues of urban air quality and pollution
dispersion through urban vegetation, Gallagher, Baldauf, Fuller, Kumar, Gill and McNabola [166]
and Abhijith, Kumar, Gallagher, McNabola, Baldauf, Pilla, Broderick, Sabatino and Pulvirenti [168]
took this analysis a step further. More specifically, it was identified that wind-tunnel and modelling
results provide adequate evaluations, yet further real-world studies are still required to validate
such findings. Similarly, and still in line with the aforementioned perspective of Oke [35], both
studies moreover suggest that to develop clear guidelines for urban planners with regards
to air quality and pollution dispersal; better interdisciplinary ‘channels’ must be fortified to
enable such knowledge to be translated into practical guidelines to ensure their effective urban
implementation. Convergent conclusions pertaining to the associated translation into urban
planning and design tools/guidelines were also met by Janhall [167].

(iv) Undertaking a more socio-economic approach, the review study launched by Soares, Rego,
McPherson, Simpson, Peper and Xiao [169] described the application of the Street Tree Resource
Analysis Tool for Urban forest Managers (STRATUM) within Lisbon. The results of the study
disclosed a clear quantitative breakdown of economic maintenance/managerial costs of urban
vegetation species which was subsequently crossed examined with urban ‘energy savings’,
air purification, increased property values, reduced stormwater runoff and CO2 emissions.
Still predominantly within the socio-economic spectrum, the later review study undertaken by
Mullaney, Lucke and Trueman [170] also provided an investigation into financial aspects of urban
vegetation. More specifically, beyond also disclosing environmental and socio-economic benefits,
the costs/management of detailed characteristics such as pavement damage from tree roots were
also case-studied.

(v) In the last segment, the study conducted by Salmond, Tadaki, Vardoulakis, Arbuthnott, Coutts,
Demuzere, Dirks, Heaviside, Lim, Macintyre, Mclnnes, and Wheeler [171] undertook a more
encompassing perspective, which suggested that based upon the existing literature, there needs to
be a locally based bottom-up decision making process. Such a process was argued to be innately
better associated with local community engagement to better determine ‘what matters to them’,
and not just constructed upon the technical scientific aspects of ecological interventions. As a
result, a matured interdisciplinary relationship between these cultural and scientific approaches
was suggested to be essential to further exploit the disclosed societal and wider benefits provided
by urban vegetation.

Parting from review studies, and focussing henceforth on individual investigations regarding the
specific relationship of human thermo–physiological thresholds with urban vegetation, two distinct
types of studies can be established, those: (1) which focus upon the direct ‘In-Situ’ (IS) influences of
vegetation directly upon the encircling area (such as beneath the vegetative crown); and, (2) which
investigate the effects of Park Cooling Islands (PCI) resultant of urban vegetation amid different spaces
(where normally one is labelled as an urban ‘green space’).

Both within the IS and PCI types of study, the methodical approach towards human thermal
comfort thresholds have been different. Most prominently, there is a clear distinction between studies
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which have concentrated more upon singular variables (such as Ta), and those which have applied
thermo–physiological indices that account for non-temperature variables, including radiation fluxes.
Thus far, significant IS effects of urban vegetation specifically upon Ta and its associated connotations
upon human thermal comfort have been well documented as exemplified in the studies in Table 4.
Adjacently, studies focussing on the effects PCI upon Ta are successively presented in Table 5. Within
these tables, the maximum thermal result obtained by the study, year, city and climatic context (through
the Köppen Geiger (KG) [172] climatic classification system) are presented.

Table 4. Studies concerning in-situ (IS) changes in Ta resultant of urban vegetation.

Thermal Result (Ta Max) Location KG Study Year Source

−1.5 ◦C California ‘Csa’ 1988 [173]

−0.7 ◦C Tokyo ‘Cfa’ 2008 [174]

−2.2 ◦C Athens ‘Csa’ 2010 [175]

−0.5 ◦C Singapore ‘Af ’ 2010 [176]

−1.0 ◦C Melbourne ‘Cfb’ 2013 [177]

−1.0 ◦C Manchester ‘Cfb’ 2014 [178]

Table Result Avg. = −1.2 ◦C

Table 5. Studies concerning changes in Ta as a result of urban park cooling islands (PCI) effects.

Thermal Result (Ta Max) Location KG Study Year Source

−4.0 ◦C Mexico City ‘Cwb’ 1990-1 [179]

−2.5 ◦C Dehli ‘BSh’ 1990-1 [180]

−3.0 ◦C Kumanoto ‘Cfa’ 1991 [181]

−2.5 ◦C Fukuoka ‘Cfa’ 1993 [182]

−2.0 ◦C Tokyo ‘Cfa’ 1998 [132]

−4.0 ◦C (Scaled model) - 1999 [183]

−4.0 ◦C Tel Aviv ‘Csa’ 2000 [184]

−4.0 ◦C Botswana ‘BSh’ 2004 [185]

−3.5 ◦C Tel Aviv ‘Csa’ 2006 [186]

−4.4 ◦C Taipei ‘Cfa’ 2007 [187]

−2.5 ◦C Taipei ‘Cfa’ 2010 [188]

−5.0 ◦C Athens ‘Csa’ 2014 [189]

−5.0 ◦C Chania ‘Csa’ 2014 [190]

−7.4 ◦C Lisbon ‘Csa’ 2019 [191]

Table Result Avg. = −3.9 ◦C
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Between Tables 4 and 5, it is possible to identify that the studies have predominantly been
undertaken within ‘Temperate’ climates, with variations mostly being discernable within the
subcategories pertaining to both annual precipitation levels, and average temperature levels during
the summer. Additionally, when considering the thermal effects in both Tables, the summarised
averages of ‘maximum thermal effects’ present by the studies show clear thermal differences between
IS and PCI typologies. As expected, this divergence can be attributable to the: (i) increased amount
of vegetative mass within PCI studies that were able to have a greater impact upon elements such
as atmospheric Ta and RH, which in IS studies were easier to dissipate in the atmosphere before
allowing the utilised apparatus to record such modifications; and (ii) distances between the study’s
measurement locations, which in the case of the some PCI studies could vary up to hundreds of metres,
thus entailing other potential microclimatic influences (e.g., sufficiently notable morphological and
topographical disparities, rendering urban corridor cooling effects through channelled V acceleration
and V gusts).

Adjacently to these Ta studies, aspects of urban vegetation as a tool address and regulate human
thermal comfort in urban environments through non-temperature factors have also been discussed
extensively. Such factors included the direct role urban tree crowns reducing the amount of radiation
reaching pedestrian levels [192–196]. Subsequently, this was followed by studies which focused upon
assessments that included non-temperature dynamics through the use of human biometeorological
models and indices in both IS studies (Table 6) and PCI studies (Table 7).

Table 6. Studies concerning IS changes in physiologically equivalent temperature (PET)/mean radiant
temperature (MRT) resultant of urban vegetation.

Thermal Result (PET/MRT Max) Location KG Study Year Source

−11.2 ◦C (PET) Szeged ‘Cfb’ 2006 [197]

−12.0 ◦C (PET) São Paulo ‘Cfa’ 2008 [198]

≈−12.0 ◦C (MRT) Huwei ‘Cfa’ 2010 [199]

−20.0 ◦C (PET) Shanghai ‘Cfa’ 2011 [200]

−8.0 ◦C (PET) Campinas ‘Cwa’ 2012 [201]

−8.3 ◦C (PET) Athens ‘Csa’ 2012 [33]

−16.6 ◦C (PET) Campinas ‘Cwa’ 2015 [202]

−27.0 ◦C (MRT) Manchester ‘Cfb’ 2016 [203]

−4.6 ◦C (PET) Toronto ‘Dfb’ 2016 [22]

−3.4 ◦C (PET) Hong Kong ‘Cwa’ 2017 [204]

−9.9 ◦C (PET) Lisbon ‘Csa’ 2017 [108]

−15.6 ◦C (PET) Lisbon ‘Csa’ 2018 [99]

Table Result Avg. = −11 ◦C
(PET)/−19.5 ◦C (MRT)
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Table 7. Studies concerning changes in PET/MRT as a result of urban PCI effects.

Thermal Result (PET/MRT Max) Location KG Study Year Source

−17.6 ◦C (PET) Freiburg ‘Cfb’ 2003 [205]

−9.0 ◦C (PET) Freiburg ‘Cfb’ 2006 [206]

−33.0 ◦C (MRT) Lisbon ‘Csa’ 2007 [207]

−10.7 ◦C (PET) Tel Aviv ‘Csa’ 2010 [208]

−39.2 ◦C (MRT) Lisbon ‘Csa’ 2011 [209]

−12.0 ◦C (PET) Tel Aviv ‘Csa’ 2012 [210]

−20.0 ◦C (MRT) Milan, Genoa,
Rome ‘Cfa’, ‘Csa’, ‘Csa’ 2014 [211]

−10.0 ◦C (PET) Toulouse ‘Cfb’ 2016 [212]

−18.0 ◦C (PET) Tel Aviv, Beer
Sheva, Eilat ‘Csa’, ‘BSh’, ‘BWh’ 2017 [4]

Table Result Avg. = −12.3 ◦C
(PET)/−30.7 ◦C (MRT)

Both IS and PCI studies that included non-temperature variables revealed very important
differences, that can be related back to the outcomes also obtained by Matzarakis and Amelung [54] due
to the crucial importance of radiation within thermal comfort studies and projections. In comparison
with the former maximum Ta averages from Table 4 (–1.2 ◦C) and Table 5 (–3.9 ◦C), PET calculations
revealed average maximum reductions of –11.0 ◦C for IS studies and –12.3 ◦C for PCI studies.
Furthermore, it is worth noting the elevated changes in MRT with a maximum reduction of –39.2 ◦C
obtained by Oliveira, Andrade and Vaz [209]. Such a measurement was undertaken within a small
urban park in Lisbon and compared with values presented by the local meteorological station during
August 2007. It is worth noting that during the same assessment period/day, the identified difference
of Ta was of –3.2 ◦C.

When considering the differences of obtained PET/MRT measurements between the IS and PCI
studies, the changes were more modest. However (and unlike in the case of Ta studies) it is suggested
that such difference are less associated to IS/PCI study typology, and more attributable to the type of tree
species used in each study. As identified by numerous studies, e.g., [213], the biggest influence upon
thermo–physiological impacts from urban trees is associated to tree species, rather than planting layout.

This being said, the type and quantification of the influences on human biometeorology resultant
of urban vegetation also greatly depends upon the proposed evaluation methods and assessment scale.
Naturally, between the disclosed studies in Table 4 through to Table 7, the applied methodologies
on behalf of the authors varied. Yet general trends amongst these studies are clearly identifiable.
Such trends in summary demonstrate that PCI effect studies render greater reductions in singular
variables due to the larger cluster and/or arrangement of vegetation mass within the designated
‘green space’. Although much more modest, the same can be recognised for studies which utilised
thermo–physiological variables in PCI assessments. While both types of studies have rendered
important outcomes, it is suggested that those which considered reductions in radiation fluxes upon
the human biometeorological system are able to present more wholesome evaluations of human
thermal wellbeing.
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5.2. Shade Canopies

Within the existing literature, numerous studies have also acknowledged the critical role between
urban canyons, radiation fluxes and human biometeorological thresholds [5,12,214–218]. Resultantly,
when considering the application of shade canopies within local scales, the main microclimatic factor
that must be investigated is the structures ability to attenuate solar radiation. In IS terms, while
recorded Ta beneath a canopy may be the same as a recording fully exposed to the sun, the amount of
solar radiation can vary significantly [16,60,108].

Unlike in the aforementioned studies, the majority of the application of (either ephemeral or
permanent) shade canopies in the urban realm has not considered the specific impacts upon the
human biometeorological system. Inversely, they more frequently originate from artistic influence
(particularly ephemeral solutions) and more-often-then-not thermally impassive urban amenity
placement. Resultantly, the current application of shade canopies as an effective thermal attenuation
measure typology must be reconsidered, especially in the case of permanent solutions due to risks of
over-shading during colder months.

5.3. Urban Surface Materials

Returning again to the principals of the urban energy balance, elements such as local surface
materials play a large role in urban heat storage patterns. As a result, and due to the vast amount of
paving within the public realm, its heat flux and implications on human biometeorology has been
extensively discussed within the existing literature. More specifically, and due to the consensually
recognised poor thermal performance of urban materials such as asphalt and concrete, means to
augment surface albedos are continually being explored. As suggested by the study undertaken by
Gaitani et al. [219] both researchers and manufacturers are already been developing ‘cool’ materials with
higher reflectance values compared to the conventionally pigmented materials of the matching colour.
In addition, such materials have been considered in local sites where the use of light colours could
lead to solar glare issues, thus rendering another type of human discomfort within the public realm.
Such efforts fall within a strong growing body of existing literature which consider divergent methods
(including the implementation of ‘infrared reflective cool paint’ and ‘photocatalytic compounds’) to
increase the thermal behaviour of pavement materials [129,130,220–226].

Retrospectively, considering the existing state-of-the-art, the relationship between human thermal
comfort thresholds and surface materials should be approached as a two-step sequential approach.
Whereby the assessment and design of pavements through interdisciplinary urban planning/design
processes should: (1) be integrated with other measures that can, beforehand, reduce the energy load
upon street materials; and subsequently, (2) ensure an effective thermal balance of the material itself by
considering factors such as absorbed radiation, emitted infrared radiation, heat storage/convection and
the effects of anthropogenic heat caused by urban activities such as vehicular traffic.

5.4. Misting Systems

The application of water and misting systems within the urban public realm has been a measure
typology which was witnessed an increasing change in paradigm. In other words, cooling purposes
behind that of pure aesthetics are increasingly becoming more obvious in urban environments. As
a result, they are moreover growing in applicative meaning within interdisciplinary CCA efforts to
improve local thermal conditions at local scales [227,228].

So far within the state-of-the-art, there is a fairly observable division within existing projects
that use water or misting systems to improve thermal comfort levels during the hotter periods of the
year. The first cluster, more often orientated towards bioclimatic design approaches [227,229,230],
often lack the mechanical background in concretely attaining the correct balance between RH and
Ta to cool microclimates without exacerbating acceptable atmospheric moisture levels. On the other
hand, the second cluster can be linked back to the rudimentary, yet effective, Japanese cultural cooling
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method called ‘Uchimizu’ [231]. Correspondingly, with time, the simple action of scattering of water
upon the entrances of residential buildings has evolved, and rendered Japan as one of the frontrunner
countries in this cluster. Congruently with the Japanese nocturnal thermal comfort studies previously
mentioned in this article, the focus upon diurnal/nocturnal equilibrium between Ta and RH can largely
be attributable to Japan having simultaneously elevated humidity levels and temperatures, including
during the summer [172]. As a result, the application of ‘dry-mist’ technology both within indoor
and outdoor environments has been extensively researched within Japanese cities as demonstrated in
Table 8.

Table 8. Exemplification of Japanese misting system studies originating from ancient ‘Uchimizu’
concepts to specifically reduce encircling Ta levels.

Thermal Result (Ta Max) Location KG Study Method. Study Year Source

–2.0 ◦C Nagoya ‘Cfa’ Field Study 2008 [232]

–1.5 ◦C Tokyo ‘Cfa’ Field Study 2008 [233]

–2.5 ◦C Tokyo ‘Cfa’ CFD * Study 2008 [234]

–2.0 ◦C Yohohama ‘Cfa’ CFDStudy 2009 [231]

–0.8 ◦C Osaka ‘Cfa’ Field + CFD
Study 2011 [235]

Table Result Avg. = –1.8 ◦C * CFD—Computational Fluid Dynamic

Based upon KG classification climates concomitant with ‘temperate’ yet with hot and wet summers,
the outputs from the Japanese studies have marked an important step forwards in addressing how
misting systems can be specifically configured to reduce Ta, without exacerbating local atmospheric
moisture content in the air. Similar to the average maximum reductions in Ta as presented in Table 4
discussing the IS reductions as a result of urban vegetation, Table 8 presented a comparable result of
–1.8 ◦C. This being said, this second cluster of measures has the problem of being extensively orientated
towards engineering approach, with limited or no design connotations. Such a lapse between the
engineering spectrum with design applications reinforce the aforementioned conclusions reached by
the review study conducted by Hunter, Williams, Rayner, Aye, Hes and Livesley [163] regarding urban
green walls and façades.

Subsequently, there needs to be a better interdisciplinary integration of these two clusters, where
design and engineering approaches combine to tackle issues of human thermal comfort. Encouragingly,
there have already numerous bioclimatic studies which have provided both conceptual, e.g., [108] and
constructed, e.g., [115,236] examples of how water can be used to cool the human-biometeorological
system without exacerbating encircling atmospheric moisture levels. Nevertheless, there still remains
a large opportunity for future studies to continue to dilute the disparity between these two clusters,
even if initially based on rudimentary atmospheric principals.

6. Concluding Remarks

Within the contemporary city, the interdisciplinary relationship between biometeorology and local
adaptation has already made important progress in addressing urban thermal wellbeing and safety.
This being said, and as recognised within the three interconnecting sections of this encompassing
review study, there remains the opportunity to further communicate climatic information into urban
thermal planning/design tools and assessments. As further advocated by the adjacent review studies
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discussed in this study, the interdisciplinary transposal of technical know-how into concrete adaptation
tools needs to be enforced. Pertaining specifically to urban human biometeorological aspects with that
of urban wellbeing, an encompassing schematic summary is illustrated in Figure 4.

y y

 
Figure 4. Schematic overview of human biometeorological aspects and augmenting associated
interdisciplinary communication with non-climatic experts.

As discussed within the first section of the study, human biometeorology must play an increased
role within existing and future thermo–physiological assessments of urban climate conditions.
More specifically:

1. Methods of approaching climatic data from climatic models and meteorological stations/equipment
should not rely solely upon singular climatic variables to obtain wholesome evaluations of existing
or future human thermal comfort conditions as a result of climate change.

2. The information retrieved from such assessments must, unequivocally, be translatable through
easy-to-understand guidance for non-climatic experts, and that of the general public. Such
interdisciplinary communication channels shall become moreover significant given the expected
increase of extreme heat/cold events within urban contexts. Eventually, the sequential multifaceted
process of going from identified risk factors, to establishing better thermal response measures
and transposing these into municipal climatic policy and guidelines can be strengthened.

3. Due to the inherent nature of thermo–physiological risk factors, undertaken assessments and
projections must reach a better equilibrium between ‘huge-impact-but-low-frequency’ with that
of ‘high-frequency-yet-continuous’ stimulus within the built environment, particularly during
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summer/winter periods. In this way, thermal sensitive urban planning and design can better
tackle both of these different, yet, decisive facets of urban climatology.

As discussed within the second segment of the study, further interdisciplinary scientific bridging
must be accomplished between:

1. The remarkable and continual evolution of different thermo–physiological indices (including
those arising from energy balance stress models, energy balance stain models, statistical/algebraic
models and single-parameter models) with that of psychological factors. As mentioned, as this
remains a less explored characteristic, this originates the respective opportunity to decrease
‘qualitative subjectivity’ through further research. Such research outlines can be launched through
the association between continued physiological cumulative stimulus, circadian rhythm cycles,
and anticipated triggers of human psychological behaviour patterns.

2. In association to the previous point, such future lines of research shall also diminish the
often over-powering differentiation between evaluation methods between outdoor and indoor
environments. Although clear why thermal evaluation methods must be different between
these environments, the analytical relationship between the two types of environments must
be strengthened. As an example, the effects existing/future extreme heat events shall influence
both outdoor and indoor environments; meaning that the daily peripatetic transient relationship
between the two environments can be better explored in future thermal comfort research. As
result, this shall once again present better means of establishing better thermal response measures,
both in indoor and in outdoor contexts.

Within the final section of the study, an overview of existing biometeorological aspects has already
been integrated within different typologies of local thermal responsive measures. Such efforts are
expected to propagate as the climate change adaptation agenda further matures its approaches and tools
to present bottom-up means to attenuate thermo–physiological factors during the twenty-first-century.
This being said, the final section of the study also discussed means in which human biometeorological
aspects can more concretely aid local bottom-up adaptation processes through thermal sensitive design
and planning. Beyond the recurring recognition from the disclosed review and research articles calling
for further interdisciplinary communication amongst engineering/technical climatic know-how and
urban planning-design tools, it was moreover acknowledged that:

1. While singular-variable evaluations pertaining to the thermal benefits of urban vegetation have
been vital for thermal comfort studies (including in both IS and PCI typologies), the exclusion of
non-temperature variables limit thermo–physiological interface comprehension with the human
biometeorological system.

2. Given that the biggest potential of shade canopies is to limit the amount of global radiation
projected upon the human body, the very limited amount of existing studies examining this aspect
needs to be addressed by future research. Here, material types, structure size and distribution
can all serve as analytical variables for addressing thermal comfort in open spaces that are
particularly susceptible to high amounts of radiation. Ironically, the scientific community has
produced a very strong body of research concerning the relationship amongst different urban
morphological compositions and that of solar radiation. As a result, a rich body of research into
which types of street configurations and orientations will serve as an excellent platform to guide
such future research.

3. Due to the predominant use of thermally poor preforming materials, (such as urban concrete
and asphalt) within cities, while there has been a considerable amount of research into surface
materials, there is the opportunity to further explore the application of thermally efficient
pavement materials. While existing studies have made clear strides in examining individual
material, aggregate and finishing performances, there needs to be further studies that link such
materials with other measure typologies within urban fabrics. As an example, there is the prospect
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to further examine the affiliation with shading patterns resulting from both tree crowns and
shading amenities. Since both of these measures can be utilised to reduce the amount of absorbed
solar radiation upon a specific type of investigated pavement, the resulting inferences upon
emitted infrared radiation, heat storage and convections can be further explored under specific
urban conditions/layouts. Such studies will propagate means to address high surface temperatures
and inefficient albedos values in local thermal urban planning/design and decision making.

4. As a result of the remaining disparity between engineering and design approaches to misting
systems within the urban realm, similar to the case of shade canopies, there needs to be additional
studies that consider wholesome projects which consider actual influences upon the human
biometeorological system. Although commonly found within cities, there is a large opportunity
for future studies to continue to dilute the segregation between engineering and thermal sensitive
design approaches, even if based upon simple atmospheric principals to accomplish their full
potential in attenuating thermal comfort stress without exacerbating atmospheric moisture
content levels.

Overall, while the scientific community has made large strides in thermal comfort studies which
were arguably catalysed by the maturing CCA agenda, there still remains a fertile opportunity for more
scientific investigation. Inclusively, this review article suggests that this scientific advancement shall
always be synonymously concomitant with interdisciplinarity. In other words, while the deepening of
knowledge within a specific field is a quintessential cornerstone to science, the same can be said for the
bridging between different disciplines that, are ultimately, set to face similar challenges throughout
the twenty-first century. As it stands, the interdisciplinary interaction with non-climatic experts is
still not strong enough, or at least, nowhere as strong as the existing thermal assessment capacity
of climatological related experts. Again summarised in Figure 4, this fragility arguably risks the
weakening of: (i) the concrete know-how of architects, landscape architects, urban designers and
planners to more efficiently address human biometeorological constraints, and suggest local bioclimatic
measures to address both indoor and outdoor human wellbeing standards; (ii) municipal policy and
guidelines that could otherwise aid thermal sensitive design and planning; (iii) the transposition of
knowledge to other non-climatic experts such as students to catalyse this interdisciplinary bridging
upon upcoming generations of scientists and professionals; and finally, (iv) the production and
dissemination of easy-to-use, easy-to-understand information and warning mechanisms for the general
public regarding urban climatic risks on wellbeing standards, and just as importantly, the augmentation
of such risk factors as a result of climate change.
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Abstract: Adapting our cities to the new climate regime is critical to ensure that human development
is not jeopardized and that the world’s citizens can thrive where they live. Faced as we are with the
imperative to act, we now need to accept that the challenges we face are not technical in nature—they
are systemic. Traditionally, investments in low-carbon city solutions have suffered from being small
and disaggregated, with a focus on single-point solutions. To truly enable city transformation at scale,
we need to completely rewire our approach to urban innovation and implementation. To face our
new reality, EIT Climate-KIC works on catalysing systems change through innovation in areas of
human activity that have a critical impact on greenhouse gas emissions—cities, land use, materials,
and finance—and to create climate-resilient communities. In this paper, EIT Climate-KIC reflects
on its key learnings, as an innovation community, on how to apply innovation in service of urban
transformation through the application of nature-based solutions.
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1. Introduction

Adapting our cities to the new climate regime is critical to ensure that human development is
not jeopardized and that the world’s citizens can thrive where they live. The number of weather-
and climate-related loss events has been increasing rapidly since 1980, causing a similar increase in the
economic damages from these events. Today, the annual number of events approximate 700 as compared
to 200–300 in the 1980s [1]. There is no doubt that climate change is exacerbating the vulnerability of cities.
Despite increasing awareness of short-term climate hazards, the medium- and long-term hazards of climate
change are currently being under-reported and actioned on by cities [2]. By 2050, eight times as many city
dwellers will be exposed to high temperatures (amounting to 1.6 billion citizens), and over 800 million
people will be at risk from the impacts of rising seas and storm surges [3]. Cities cannot afford inaction

Global targets for emissions reductions set forth in the Paris Climate Agreement have put
low-carbon climate-resilient cities high on the political, financial, and social agenda. They are an essential
response to climate change and fundamental to achieving the goals of the Paris Agreement. However,
urban transformations into low-carbon societies are not only about saving our climate. Multiple
benefits arise from this change, including improved health and well-being, cleaner air, employment
creation, an opportunity for community renewal, and positively refreshed state–society relationships.

However, so far, the vast majority of action toward sustainable change in cities has arguably been
in words—through the creation of policies, strategies, and targets for the slightly too-distant future,
established through too many meetings, workshops, conferences, and talking shops, with Climate
Action Plans often missing the detail or the financial backing to attract the investment needed to result
in change on the ground. Many cities have made ambitious 2050 targets, but the reality is that these
will come too late. With the acknowledgement that the EU should “concentrate on immediate and
urgent” [4] climate policies for 2030, we argue that 2050 is moving too slowly.
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Faced as we are with the imperative to act, we now need to accept that the challenges we face are
not technical in nature—they are systemic. For too long, investments in low-carbon city solutions have
suffered from being small and disaggregated, with a focus on single-point solutions. Understandably,
most cities around the world are interested in similar, well-tested, and well-proven projects in climate
adaptation and mitigation. However, the cities and projects themselves are regularly too small to
justify the involvement of financiers, and often lack the technical knowledge and network to develop
and implement their projects at scale.

To truly enable city transformation at scale, we need to completely rewire our approach to
urban innovation and implementation, working toward 2030 rather than 2050 and implementing
system-orientated approaches in preference to point solutions. According to the IPCC’s 1.5 Degree
Special Report [5], the world requires rapid and unprecedented transformations not just in energy supply
and consumption, but in land-use, urban, infrastructure, and industrial systems, in order to avoid the
most perilous effects of global warming. To face this new reality, EIT Climate-KIC works on catalysing
systems change through innovation in areas of human activity that have a critical impact on greenhouse
gas emissions—cities, land use, materials, and finance—and to create climate-resilient communities.

In the context of systems innovation for urban adaptation, we view nature-based solutions (NBS)
as an opportunity to progress toward a low-carbon and more resilient city: one that puts citizens’
health and well-being at the centre of urban development and design. NBS are actions which use or are
supported by nature and its restorative system processes to address societal challenges, while enhancing
citizen well-being and socially inclusive green growth [6]. Furthermore, NBS can play a crucial role in
increasing the resilience of urban environments in the new climate regime. Despite the opportunities
presented by NBS for citizen health, urban liveability, and climate adaptation and mitigation efforts,
the deployment of solutions within our cities remains limited. Integrating long-term considerations
into planning requires thinking beyond infrastructure solutions and focusing on systemic changes.

In this paper, we reflect on the key learnings from EIT Climate-KIC, as an innovation community,
on how to apply innovation in service of urban transformation. First, we present the origins and
initial purpose of EIT Climate-KIC when it was established nine years ago. Then, we discuss four key
learnings on the need for a systems approach. Finally, we present three NBS case studies in which we
see elements of these learnings being implemented in a real-world context.

2. An Innovation Community, Nine Years On

EIT Climate-KIC is a knowledge and innovation community established and funded by the
European Institute of Innovation and Technology (EIT) in 2010. Our purpose is to tackle climate change
through innovation. We draw our purpose from a context in which climate change is advancing
fast and its damaging effects are beginning to take hold. We are Europe’s largest public–private
partnership with this purpose—a growing pan-European community of diverse organisations united
by a commitment to direct the power of creativity and human ingenuity at the climate crisis. We bring
together large and small companies, scientific institutions, and universities, city authorities, and other
public bodies, start-ups, and students. With nearly 400 formal organisational partners from across
25 countries, we work on innovation to mitigate climate change and to adapt to its unavoidable impacts.

To understand our systems innovation approach, it is first vital to reflect on our nine years of
experience in tackling climate change through innovation.

In 2009, the context in which we worked was that research leadership in Europe was not being
translated into business growth and job creation, and that such leadership could be orientated to
focus on tackling some of Europe’s most pressing challenges (of which climate change was one).
This research leadership was then targeted toward three key areas:

I. Tackling climate change through innovation;
II. Developing impactful start-ups and new generations of environmental entrepreneurs;
III. Working with universities to educate future decision makers.
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We have been reasonably successful in this, as we have achieved the following: supported over
1400 innovative start-ups, attracted plus €900 million to those start-ups, leveraged €3.4 billion climate
funding, created over 2000 jobs, launched 367 new products and services, and empowered 17,000
participants through our education activities. Furthermore, the innovations we have supported and
nurtured are now starting to support climate action. However, a large question remains, did we tackle
climate change at the speed and scale that we need? We acknowledge that the answer is probably not.
Europe is not on track to its 2050 targets.

3. A Systems Innovation Approach

We understand that most systems we need to transform behave in complex adaptive ways.
This means that there are no right solutions and that deterministic interventions are bound to fail [7].
Instead, we believe that the best way to shift these systems is through exploration and experimentation,
testing ourselves forward through real-world experiences [8]. Now, in 2020, the context in which we
work is set out in the IPCC Summary for Policy Makers: “Limiting the risks from global warming of
1.5 ◦C in the context of sustainable development and poverty eradication implies system transitions

that can be enabled by an increase of adaptation and mitigation investments, policy instruments,
the acceleration of technological innovation and behaviour changes” [5].

Our new strategy (Transformation, in time [9]) is underpinned by four core lessons from our past
experiences, which can also be contextualised further through the lens of urban-resilience.

3.1. We Cannot Treat Innovation as Techno-Centric

Over the past nine years, we have realised that a supply-driven innovation approach leads to
a techno-centric pipeline characterised by incremental improvements of single-point solutions—and rarely
to systemic solutions. EIT Climate-KIC is not alone in treating climate change as a complicated problem [7].
Ever since climate change entered the political stage [10] in the 1970s efforts to stem global warming
have mostly focused on developing technical solutions through research and engineering. Furthermore,
adaptation has often been framed as a purely technical issue that can be addressed through climate-proofing
interventions rather than something integral to how city systems function. This means that we continue to
see escalating risk and exposure within urban developments, for example, new developments in high risk
locations, insurance priced in ways that does not account for positive adaptation actions, or mortgages
that are not systematically pricing in future climate risk. This techno-centric approach has produced many
important building blocks of a sustainable future (such as renewable-energy technologies or advanced
batteries); however, what we must learn now is how to weave these technological advances into our
societal systems, along with other cultural, institutional, social, and economic innovations. At EIT
Climate-KIC, we define systems innovation as integrated and coordinated interventions in economic,
political, technological, and social systems, and along whole value chains.

3.2. We Cannot Work on a Project-by-Project Level

Instead we must orchestrate the development and deployment of interventions in portfolios.
Portfolios are collections of deliberately chosen innovation experiments. These experiments—
representing the supply side of innovation—come in the form of diverse and coordinated innovation
projects, education programs, start-ups, ecosystem building activities, citizen engagement strategies,
and communication initiatives. They focus on different parts of the same problem, on different
opportunities to leverage change. On considering a city’s adaptive capacity, we need to shift the locus
of interest from individual interventions to the aggregate level, to consider, for example, density and
risk exposure, infrastructure vulnerability and resilience, governance, and institutional capacity. One of
the distinguishing features of portfolio-based innovation is that, rather than focusing on individual
experiments, we seek to understand the aggregate impact of the portfolio.
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3.3. We Need to Demonstrate What Is Possible

To both inspire and legitimise climate action, we must work with the demand side: governments,
corporations, and other challenge owners that share our ambition for transformative action. Ambitious
demand-side actors have a strong appetite for change and appreciate the full complexity of the problem,
trade-offs or synergies, and the necessary scale for intervention. They are also well-positioned to
identify a broad and diverse set of points in the systems they aim to transform, whilst holding the
networks to pull through the connected, system-wide solutions we need. EIT Climate-KIC is working
at the whole city, region, and supply-chain scale through our Deep Demonstrations programme on
systems transformation [11].

3.4. We Need to Broaden the Innovation Tent

No single individual, organisation, or government can address the climate crisis alone. Furthermore,
the climate risks urban populations face are not only environmental; they raise equity, social justice,
and sustainable development issues. To ensure the transition is socially just, diverse communities need to
be engaged in decisions made about the future direction of resilience in their towns and cities. For example,
involving trade unions, using tools of citizen monitoring and science, and engaging social movements,
youth or community organisations, on specific issues, can embed adaptation activities in a socially just
resilient transition and contribute to building a politics for transformation. EIT Climate-KIC orchestrates
close to 400 innovation partners—from the private, public, and academic sectors—operating as a diverse
community that understands the specific needs of different places and contexts. As a community,
they bring their own expertise and experience to the systems in which we intervene.

4. Discussion

In the case of the built environment, we see nothing but opportunity, but the scale of change is
not happening fast enough, nor is it being framed correctly. With political will and the right policies
and incentives in place, NBS can be integrated in new developments from the outset (seen through
the Sponge City initiatives in China). Retrospectively including them in existing, densely built-up
city districts on public and private land and connecting them on the level of the whole city, however,
requires working at scale in a long-term mindset (seen in the City of Copenhagen Cloudburst Plan,
launched in 2012 and Philadelphia’s Green City, Clean Waters programme, launched in 2011). Below,
we explore three cities where nature is helping to catalyse change at the scale needed.

The Wild West End Project [12] in London (UK), a collaboration between public authorities, property
owners, NGOs, and the private sector, seeks to create a network of green corridors that can sustain
biodiversity and improve ecological connectivity. Taking an aggregate view, this diverse consortium is
implementing a portfolio of solutions, including green and biodiversity roofs, living walls, sustainable
drainage systems, pocket parks, street trees, terrace planters, and pop-up green spaces, to not only
address biodiversity, climate, and micro-climate challenges, but also societal well-being. Between 2016
and 2018, the project saw a 17.5% increase in documented multi-functional green infrastructure measures
(54 interventions) across the West End. The project builds on a previous Ecology Masterplan, adopted by
The Crown Estate, developed to connect two major parks (Regent’s Park and St James’s Park) in London’s
West End, by adopting a long-term, estate-wide approach of installing NBS.

Building on the success of the “My tree—My city” public donation campaign [13] (launched as part
of the European Green Capital program in 2011), Hamburg has developed a Green Power Strategic Plan
to implement a citywide network of green spaces by 2030 [14]. The plan will connect the city’s outer
ring with its dynamic centre through a series of green axes (walking- and cycling-friendly regenerated
or rewilded habitats along parks and rivers). The green network will enhance urban resilience
(by providing flood mitigation for vulnerable spaces around Hamburg’s vital ports, and by reducing
urban heat island effects), improve air quality, and provide numerous health benefits for citizens.
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A third project working at scale toward transformation is the Green City, Clean Waters programme [15]
(launched 2011) led by the Philadelphia Water Department, on integrating Philadelphia’s water systems
to safeguard the ecological and economic future of the city. By implementing a range of measures,
such as building green storm water infrastructure on public and private land, creating recreational spaces,
and restoring biodiversity along water bodies, the programme aims to enhance the region’s waterways by
managing stormwater runoff and reducing dependence on additional underground grey infrastructure.
The city is investing $2.4 billion over 25 years to manage more than one-third of the impervious cover
within areas of the city served by combined sewers, a decision supported by a triple bottom-line analysis,
comparing the green infrastructure approach with traditional alternatives. Through the Green City, Clean
Waters programme, the aim is to generate new employment opportunities; increase $390 million in
property value of homes over 45 years; avoid 140 fatalities due to heat reduction over the next 45 years;
avoid 250 missed days of work or school per year; and eliminate 1.5 billion lbs of carbon dioxide emissions.

Each of these external case studies can be used to frame, in the context of NBS, the learnings from
EIT Climate-KIC in real-world settings. All three view the need for increased application of NBS as
not only a climate adaptation measure (a point solution), but rather adopt systems approaches when
considering the magnitude of benefits from their interventions (as seen in the indicators of the Green
City, Clean Waters programme). Each programme has the ambition to work at scale with a number of
different intervention types (as seen by the Wild West End portfolio of solutions), with the support of the
demand side (ranging from private land owners to local councils to municipalities to water departments),
providing legitimacy and long-term direction for the programmes. Both the Wild West End and “My
tree—My city” purposefully seek to engage with a range of stakeholders (from urban planners to local
citizens to conservations to children and students). To differing degrees, these cases present practical
examples of neighbourhood and city-scale transformation ambitions in the context of urban adaptation.
They are not, however, presented as exemplar urban transformations but are instead given as examples
through which the learnings from EIT Climate-KIC can be contextualised within an urban context.

5. Conclusions

Decision makers working toward urban resilience should consider these lessons learned from EIT
Climate-KIC and the external case studies when seeking to address the risks they are exposed to. First, do
not approach adaptation as a purely technical issue that can be solved through techno-centric innovation.
Second, rather than focusing on the project-by-project or hazard-by-hazard scale, hold space at the
aggregate to look across interventions or developments (taking a portfolio approach at scale). Third,
to inspire and legitimise climate action work with the demand side and problem-owners that want to take
on the mandate for change. Finally, to ensure the transition is socially just diverse communities need to be
meaningfully engaged in decisions made about the future direction of resilience in their towns and cities.
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