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The idea that most physiological systems are complex has become increasingly popular in recent
decades. Complexity is now considered a ubiquitous phenomenon in physiology and medicine that
allows living systems to adapt to external perturbations preserving homeostasis. Complexity originates
from specific features of the system, like fractal structures, self-organization, nonlinearity, the presence
of many interdependent components interacting at different hierarchical levels and at different time
scales, as well as interconnections with other systems through physiological networks. Biomedical
signals generated by such physiological systems may carry information on the system’s complexity,
which may be exploited to detect physiological states, to monitor the health conditions over time, or to
predict pathological events. For this reason, the more recent trends in the analysis of biomedical signals
are aimed at designing tools for extracting information on the system complexity from the derived time
series, like continuous electroencephalogram and electromyogram recordings, beat-by-beat values of
cardiovascular variables, or breath-by-breath measures of respiratory variables.

This Special Issue collects 16 scientific contributions on the rapidly evolving field of time series
analysis for evaluating the complex dynamics of physiological systems. To provide the general reader with
a broad vision of this wide and articulated topic, this Special Issue not only called for novel methodological
approaches devised to improve the existing complexity quantifiers, or novel applications of complexity
analyses in physiological or clinical scenarios, but also for review papers describing the state of the art of
the complexity methods in specific areas of clinical and biomedical research.

In this regard, the Special Issue includes two reviews addressing particularly relevant clinical
topics. The paper by Sun et al. [1] revises the studies on Alzheimer’s disease that quantified complexity
alterations in the brain signals (electro- and magneto-encephalography or functional magnetic resonance
imaging). The review points out a loss of signal complexity in the Alzheimer patients that might
represent a biomarker of their functional lesions, useful in the diagnosis of the disease and in the
quantification of brain dysfunction. The paper of Rampichini et al. [2] reviews the studies on the
complexity analysis of the surface electromyography to detect the onset of fatigue in exercising
muscles, an issue of great interest in physiology, pathophysiology, training, and rehabilitation. For each
complexity index, the authors summarized its meaning, the estimation algorithms, and the results of
the studies that applied it.

The novel methodological approaches that the readers will find in this Special Issue regard the
theoretical aspects of the evaluation of entropy and information flow. The desired characteristic for
any entropy estimator is relative consistency, in most applications assumed to make meaningful
comparisons by setting specific values of the estimator parameters (like a given embedding dimension

Entropy 2020, 22, 1005; doi:10.3390/e22091005 www.mdpi.com/journal/entropy1
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and a given tolerance threshold). However, there are no formal proofs of this property for the popular
sample entropy estimator. Zurek et al. [3] demonstrated that the relative consistency of sample entropy
does not hold for a certain class of random processes and therefore suggest that biomedical studies
should identify the regions of relative consistency before drawing conclusions based on a single
set of parameters. Interestingly, they also indicated how to evaluate the relative consistency in real
physiological signals, such as long-term heart rate series, with a computationally efficient algorithm.
The consistency of sample entropy for heart rate time series also underlies the work of Zhao et al. [4].
The authors reported that the presence of irregularities in the cardiac contraction (premature or
ectopic beats) importantly influenced the sample entropy estimator, even causing a loss of its relative
consistency, and address this problem proposing a new way to set the tolerance threshold. Furthermore,
Velasquez-Martinez et al. [5] presented a new entropy estimator based on vector-quantized patterns,
less sensitive to noise than sample and fuzzy entropy, to detect the event-related de-synchronization
and synchronization of brain signals for applications in the field of brain–computer interfaces.

Entropy measures reflect the level of information carried by the signals and its changes in time,
and the assessment of information dynamics is the topic of the contribution of Antonacci et al. [6].
Following the paradigm of network physiology, a complex system is studied dissecting the information
generated, stored, and modified in, or transferred to, target subsystems. Entropy estimation based on
linear parametric modeling requires a high ratio between the number of data points available and the
number of model parameters, a condition rarely occurring in biomedical applications. To overcome this
limit, the authors propose a new estimation approach demonstrating its potential on real cardiovascular,
respiratory, and brain signals simultaneously recorded during mental tasks.

Most of the contributions to this Special Issue (10 papers) regard novel applications of complexity-
based analyses in physiological or clinical settings. Overall, this Section presents a wide spectrum of
complex methods that investigate the entropic properties, the multifractal structures, or the presence
of self-organized criticality in the studied physiological systems. This Section touches upon three
areas of physiological applications: the cardiovascular system, the central nervous system, and the
heart–brain interactions.

Regarding the cardiovascular system, the work of Makowiec and Wdowczyk [7] explores patterns
of heart rate variability from night-time electrocardiographic recordings, making use of entropic
measures and machine learning methods. Their exploratory analysis indicates that five main factors,
possibly associated with vagal and cardiac sympathetic outflows, autonomic balance, homeostatic
stability, and humoral effects, drive the complex heart rate dynamics. Heart-rate entropy analyses
are also considered in the paper of Monteiro-Santos et al. [8], who derived fetal heart rate series from
cardiotocographic signals recorded on the mothers’ abdomen between 30 and 35 gestational weeks.
Their results indicate that the complexity measures of fetal heart rate contribute to the prediction of
labor, a finding that opens the possibility to improve the assessment and care of the fetus and the
mother. Xiao et al. [9] considered a second cardiovascular signal in addition to the electrocardiogram:
the finger photoplethysmogram. They derived the beat-by-beat series of heart rate and pulse wave
amplitude and quantified the similarity of the two series by the percussion entropy. Their results
suggest that this entropy measure may distinguish diabetic patients with a satisfactory control of blood
glucose from those with poor control, highlighting the feasibility of assessing autonomic dysfunctions
of clinical relevance by the percussion entropy. Also Faini et al. [10] considered a second cardiovascular
signal in addition to the electrocardiogram: the finger arterial pressure. These authors calculated the
multiscale sample entropy of the heart rate series and of the series of systolic and diastolic arterial
pressure in volunteers at sea level and at high altitude and explained the alterations observed at
high altitude by the increased chemoreflex sensitivity induced by hypoxia. Since high altitude is a
model of some pathological states that occur at sea level, like heart failure, their work provides a
possible interpretation for the alterations in the multiscale entropy of cardiovascular signals that may
be observed in cardiac patients.
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Entropy is not the only complexity feature of the cardiovascular system addressed in this Special
Issue. The work of J.O. Fortrat [11] investigates the presence of self-organized criticality evaluating
whether bradycardic heart-rate sequences follow a Zipf’s law during the head-up tilt test. Results
support the hypothesis of cardiovascular self-organized criticality and provide evidence of a different
distribution of bradycardic sequences in the participants who experienced syncope symptoms during
the test. Furthermore, cardiovascular multifractality is the topic of the paper by Castiglioni et al. [12] that
quantifies the multifractal–multiscale structure of the heart-rate and blood-pressure series, revealing
night/day modulations of nonlinear fractal components at specific temporal scales. The work suggests
that the multifractal–multiscale approach improves the clinical value of the 24 h analysis of blood
pressure and heart rate variability.

Two studies apply complexity analyses on brain signals. The paper by Jia and Gu [13], based
on functional magnetic resonance imaging, aims at describing the structure of functional networks
in the brain from measures of the dynamic functional connectivity (assessed as the time series of
correlation values between the blood-oxygenation level-dependent signals of distinct brain regions
calculated over a sliding window). The authors classified the sample entropy measured for each
dynamic functional connectivity series using a machine learning method, and found six clusters that
represent as many functional networks of the human brain, contributing to a better understanding
of the complexity of the brain networks. The paper by Ghouse et al. [14] focuses on functional
near-infrared spectroscopy measurements aiming to calculate sample, fuzzy, and distribution entropy
of the time series of hemoglobin concentration during different mental tasks. The results suggest that
complexity-based approaches uncover meaningful activation areas that complement those identified
by traditional analyses.

Finally, two contributions to this Special Issue investigate "brain–heart interactions". The paper by
Deschodt-Arsac et al. [15] demonstrates that five weeks of a biofeedback training able to reduce stress
and anxiety increases the multiscale entropy of heart rate during a stressful cognitive task. The results
support the hypothesis that the adopted biofeedback training restores a healthy response to stress
consisting of an increased heart rate complexity through mechanisms of neurovisceral integration.
Blons et al. [16] measure multiscale entropy from signals representative of different neurophysiological
networks: the heart rate and the postural sway of the center of pressure. The study demonstrates an
increase in the multiscale entropy of both signals during cognitive tasks, highlighting that in healthy
individuals an increased complexity of the neural structures involved in the functional brain–heart
interplay may facilitate the adaptability of the central and peripheral control to face demanding tasks.

We hope that the papers collected in this Special Issue will inspire future methodological and
clinical works advancing this fascinating area of research.

Author Contributions: All authors contributed to writing and editing this editorial and approved the final
manuscript. All authors have read and agreed to the published version of the manuscript.
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Abstract: Alzheimer’s disease (AD) is a degenerative brain disease with a high and irreversible
incidence. In recent years, because brain signals have complex nonlinear dynamics, there has been
growing interest in studying complex changes in the time series of brain signals in patients with AD.
We reviewed studies of complexity analyses of single-channel time series from electroencephalogram
(EEG), magnetoencephalogram (MEG), and functional magnetic resonance imaging (fMRI) in AD and
determined future research directions. A systematic literature search for 2000–2019 was performed
in the Web of Science and PubMed databases, resulting in 126 identified studies. Compared to
healthy individuals, the signals from AD patients have less complexity and more predictable
oscillations, which are found mainly in the left parietal, occipital, right frontal, and temporal regions.
This complexity is considered a potential biomarker for accurately responding to the functional
lesion in AD. The current review helps to reveal the patterns of dysfunction in the brains of patients
with AD and to investigate whether signal complexity can be used as a biomarker to accurately
respond to the functional lesion in AD. We proposed further studies in the signal complexities of AD
patients, including investigating the reliability of complexity algorithms and the spatial patterns of
signal complexity. In conclusion, the current review helps to better understand the complexity of
abnormalities in the AD brain and provide useful information for AD diagnosis.

Keywords: Alzheimer’s disease; complexity; brain signals; single-channel analysis; biomarker

1. Introduction

Alzheimer’s disease (AD) is the most prevalent form of neurodegenerative dementia and includes
a set of symptoms, such as memory loss and cognitive decline, that affect the ability to engage in
daily activities and processes, including attention, thinking, orientation, or language [1,2]. In AD
patients, proteins accumulate in the brain, forming amyloid plaques and neurofibrillary tangles,
which have been shown to be associated with local synaptic disruptions [3,4]. Eventually, AD leads to
the loss of connections between nerve cells, suggesting that AD is a disconnectivity disease. There are
currently two recognized predementia stages: subjective cognitive impairment (SCI) and mild cognitive
impairment (MCI) [5,6]. SCI refers to an individual’s main complaint of cognitive impairment with a
lack of objective evidence of cognitive impairment or pathology. In recent years, SCI has become a
hot topic in the research field of AD [5,7]. MCI increases the risk of and is an important risk factor for

Entropy 2020, 22, 239; doi:10.3390/e22020239 www.mdpi.com/journal/entropy5
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AD dementia, thus becoming an important target for early diagnosis of and intervention for AD [6].
Both SCI and MCI patients are at great risk of developing AD. Therefore, an in-depth understanding of
the mechanisms involved in the early diagnosis and effective treatment of AD is crucial.

Brain imaging analyses have been widely used to explore the mechanisms of AD [8–10] and
improve the accuracy of AD diagnosis [11,12]. Because the brain is a highly complex system and brain
signals have complex nonlinear dynamics, there has been increasing interest in complexity analyses
by using brain imaging data such as electroencephalograms (EEG), magnetoencephalogram (MEG),
and functional magnetic resonance imaging (fMRI) [13–15]. Most studies have analyzed brain signals
from a single channel, such as the signals from an electrode in EEG, a channel in MEG, or a voxel
in fMRI. Recently, the complexity of brain signals has been widely used to better understand the
complexity of abnormalities in the AD brain. Adequate study of brain imaging modalities provides an
opportunity to outline the mechanisms underlying AD and useful information for its diagnosis [16–18].
More recently, some studies have proposed that the levels of complexity are potential biomarkers for
identification in the early diagnosis of AD [19,20]. To date, there is no comprehensive review that
summarizes the different imaging modalities and explains the complexity of abnormalities in the
AD brain.

In the present review, we systematically examined 126 identified studies on the complexity of AD
from 2000 to 2019. We aim to review the complexity indexes that can accurately represent the functional
lesion in AD and outline the better complexity indicators. In addition, by analyzing changes in patients
through general trends and comparative studies of brain regions, we identified our knowledge gaps
as well as new issues for future research that can serve as a starting point for future applications of
complexity analysis for AD patients.

2. Methods

2.1. The Analysis of Complexity

Entropy (En) is one of the most commonly used nonlinear concepts in evaluating the dynamic
characteristics of signals [21]. This concept is an index of complexity analysis reflecting the degree
of system confusion in a time series. These methods combine the complexity of the signal with
its unpredictability: irregular signals are more complex than regular ones because they are more
unpredictable. Some researchers believe that these techniques can be used to analyze time series in
the time domain or frequency domain. In the time domain, entropy mainly reflects the changes in
time, and these analyses are constantly improving. Approximate entropy (ApEn) is an indicator of the
overall characteristics of the response signal from the point of view of the complexity of the signal.
It is useful for small datasets and is effective for discriminating the signal from random signals [22,23].
Then, this index was replaced by sample entropy (SampEn), introduced by Richman and Moorman [24].
The sample entropy algorithm does not include a comparison to its own data; it is the exact value of
the negative average natural logarithm of the conditional probability and has good consistency [25].
Fuzzy entropy (FuzzyEn) uses the exponential fuzzy similarity measure formula, which is more stable
than the sample entropy algorithm [26]. Permutation entropy (PeEn) is a method for measuring
nonstationary time series irregularities. PeEn considers only the grades of the samples but not their
metrics [27]. PeEn has certain advantages over the other commonly used entropy metrics, including
its simplicity, low computational complexity without further model assumptions, and robustness
in the presence of observations and dynamic noise [27,28]. It has been successfully applied to EEG
analyses and has been reported to be a good biomarker for distinguishing normal elderly individuals
from patients with MCI and AD [29,30]. However, these methods mostly consider features at a single
scale and can reflect only one aspect of the brain signal. Researchers have argued that multiscale
entropy-based approaches better reflect the gradual transition process from coarse-grained entropy to
fine-grained entropy, which can well reflect the complexity of biological signals on different time scales.
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Although they continue to be rigorous and widespread methods used in the analysis of the
frequency domain, linear decomposition methods, such as spectral analysis, have recently been
suggested to lead to a loss of unique information that is orthogonal to average activity [31,32].
Renyi entropy (ReEn) is a generalization of Shannon entropy (ShEn), collision entropy, and minimum
entropy, and it quantifies the diversity, uncertainty, or randomness of the system. Renyi entropy forms
the basis of the concept of generalized dimensionality [33,34]. Tsallis entropy (TsEn) is nonexpansive [35].
For a composite system composed of two independent subsystems, it is not a simple sum of the
entropy of two systems [36,37]. Spectral entropy (SpecEn) was developed to quantify the flatness of a
spectrum [36,38]. SpecEn characterizes the distribution of power spectral density (PSD) by assessing
disorder in the spectrum.

In addition to the entropy method, there are many other methods for assessing complexity, such
as the Hurst exponent (HE), the Lempel-Ziv complexity (LZC), the correlation dimension (D2), and the
fractal dimension (FD). The HE is mainly used to measure the long-term memory and fractal dimension
of a time series [39]. The LZC reconstructs the original time series into a binary sequence [40]. The D2
and the largest Lyapunov exponent (LLE) were the first nonlinear techniques applied to EEG and MEG
signals [41,42]. However, the calculation of D2 and LLE requires the signals to be stationary and long
enough [43,44], which cannot be achieved for physiological data [45,46]. The FD has proven to be
a reliable indicator for identifying healthy and pathological brains, and it can track changes in the
complexity of neuronal dynamics, which might be related to cognitive or perceptual impairments [47].
Higuchi’s fractal dimension (HFD) is a fast computational method for obtaining the FD of a time series
signal [48], even when very few data points are available. In addition, HFD provides a more accurate
way to measure signal complexity [49,50], and it has proven to be an effective way to distinguish
between AD patients and normal subjects.

Table 1 briefly introduces some widely used complexity methods. Although there are a large
number of methods to assess complexity, entropy is the most popular. There are some problems with
these methods, such as missing information, sensitivity to noise, and inaccurate results. The entropy
method is advantageous in that it requires only a small amount of analysis data, possesses a strong
anti-interference ability, and involves a simple algorithm. Different complexity analysis methods have
their own advantages and disadvantages, and in this paper summarize their use in the analysis of
brain signals acquired by different modalities in AD.
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2.2. Literature Search

We examined the use of complexity techniques in the brain imaging of AD patients by performing
an overview of these studies. Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) [62] was used to identify studies and narrow the collection for this review. We performed
a search on Web of Science and PubMed using the following group of keywords: (“Complexity
analysis” OR “Nonlinear dynamical analysis” OR “Lempel-Ziv complexity” OR “fractal dimension”
OR “Hurst exponent” OR “entropy” OR “correlation dimension”) AND (“Alzheimer’s disease” OR
“Mild Cognitive Impairment” OR “Subjective Cognitive Impairment”). References from 2000 until 2019
were used for further analysis. As shown in Figure 1, after excluding unqualified studies, this review
narrowed the original count of 382 studies to the final count of 126 studies. Studies were divided into
three categories: EEG (64%), MEG (28%), and fMRI and functional near-infrared spectroscopy (fNIRS)
(7%) (Figure 2A). Various methods have been developed to examine the different types of brain imaging
modalities, so the current status of these studies will also be described in the corresponding sections
below. Unsurprisingly, EEG data are widely used in nonlinear analyses, accounting for 64% of all
identified studies (Figure 2A). The four most commonly used analysis methods in the reviewed articles
were time-domain entropy (TD-En), frequency-domain entropy (FD-En), LZC, and FD. The trends in
the number of different techniques used in these brain imaging studies are shown in Figure 2B.

 

Figure 1. Selection diagram, including three stages: identification, screening, and inclusion. This
process led from 382 initial studies to 126 final studies.
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Figure 2. (A) Three modes of data categorization reviewed in the study. The inner circle shows the
different brain imaging modalities, while the outer circle shows specific complexity analysis methods.
(B) Trends in the number of included studies using the different brain imaging techniques versus date.

3. Results

3.1. Complexity Analysis of EEG Signals in AD

A large number of nonlinear methods have been applied to analyze the characteristics of brain
activity in patients with AD, and numerous interesting results have been found. Since resting-state
data are not influenced by task-related activation or differences in motivation or performance,
these recordings provide more reliable estimates of brain adaptability [2,63]. Recordings of resting
brain activity and task-related recordings exhibit similar network dynamics [64,65], and resting states
often reflect the contribution of networks with the most metabolic activity [66]. The EEG signal has the
advantage of high time resolution [67], and we found that the signals have been mainly analyzed in
different frequency bands and from electrodes to reflect the variation in different signal values [68].

3.1.1. Complexity Analysis in Entropy

In this section, we review the signal complexity of the resting-state electroencephalogram (rsEEG)
in SCI, MCI, and AD patients compared with normal controls (NCs). Several studies have shown
that multiple complexity methods, such as LZC, entropy complexity, and other complexity features,
differ among SCI, MCI, AD, and control subjects when applied to EEG signals. Hogan et al. [69] found
that the entropy in MCI subjects was low. A recent study reported that in all channels, the complexity
values of the EEG signals from AD patients were shown to be below those from SCI patients. It has
been demonstrated that ApEn [70,71] and SampEn [72,73] in EEG signals are significantly reduced in
MCI and AD patients compared to healthy individuals [74,75]; Garn et al. used different methods [76]
to explore the complexity of EEG signals from AD patients and age-matched control subjects. In
recent years, studies have included LZC, distance-based LZC [77], ApEn, SampEn, multiscale sample
entropy (MSE), and FuzzyEn analyses [78]. Consistent results were found in the EEGs of patients
with AD, including a significant reduction in complexity at electrodes P3, P4, O1, and O2 placed over
the parietal, occipital, and temporal regions compared to healthy individuals. We found that at the
MCI stage, the medial temporal lobe, associated with short-term memory, is affected, and the lateral
temporal lobe and parietal lobe [79] are also affected. In the moderate stage of AD, the frontal lobe is
affected. During the severe stage of AD, the occipital lobe is affected [18]. Multiple entropy methods
have been used to study the brain states that develop in the transition from healthy conditions to AD.
Most of the studies have focused on particular areas in the brain. Figure 3 presents comparative values
of entropy shown over five regions in AD, MCI, and NC subjects. AD and MCI patients had lower
En values in the five regions (EnAD < EnMCI< EnControl), and significant differences were observed
among the frontal, temporal, and central regions. These results suggest that the EEG signals in the
brains of AD and MCI patients had significantly less complexity in the frontal, temporal, and central
regions than those in the NC subjects. Furthermore, AD patients exhibit the lowest complexity and the
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greatest regularity. As expected, the complexity of the EEG signals gradually decreases with disease
development, especially when comparing NC subjects with patients with AD.

We think that the reduction in the irregularity or complexity of brain signals can be described
by a decrease in the dynamic complexity of the brain [80]. Our review demonstrated that aging
and age-dependent diseases are frequently accompanied by losses in a broad range of physiological
complexity or irregularity. A theory of discontinuous syndrome might explain the changes in AD:
plaques and cell death can lead to the loss of connectivity between cortical neurons, which may
lead to more regular brain signals (as recorded by cortical brain activity), thus destroying effective
communication throughout the brain and producing the range of commonly seen AD symptoms.

 
Figure 3. Comparative values of entropy from five regions across the brain in Alzheimer’s disease
(AD), mild cognitive impairment (MCI), and control subjects [18,81].

3.1.2. Complexity Analysis in Multiscale Entropy

Entropy-based MSE analyses can measure the probability of sequences generating new information
at different scales and have been applied to cognitive neuroscience. Deng et al. [82] studied changes on a
1–8 scale using multiscale weighted permutation entropy and found that the entropy in AD patients was
decreased in the temporal, top, and right frontal occipital to the top and left occipital regions. Mizuno
et al. [83] and Chai et al. [84] found that in large-scale entropy, AD and MCI patients had higher entropy
than NCs. Studies [85] have shown that the variation in the complexity of EEG signals associated
with cognitive impairment may be inconsistent on different time scales. We normalized the results
of multiscale entropy and obtained the data presented in Figure 4. In the temporal, occipitoparietal,
and right frontal regions, differences were statistically significant between groups. The entropy values
on a 1–20 scale in each region in the AD, MCI, and NC groups are shown in Figure 4. On short scale
factors, the entropy in the NCs was greater than that in the MCI and AD patients. On long scale
factors, the entropy in the AD patients was greater than that in the MCI patients, and the entropy
in the MCI patients was greater than that in NC subjects. A recent study also found that, on short
time scales, compared to the NC group, the AD group and MCI group had lower values of entropy
and showed relative preservation of coarse-grained entropy and selective loss in fine-grained entropy.
This is consistent with studies that have found lower fine-grained entropy in AD patients than in
healthy older adults [86]. Perhaps these changes accompany the development of the disease from
its early stage to its relatively late stage. In this case, it may be a very useful quantitative biomarker
of risk. These multiscale temporal features appear to arise from functional interactions of neural
structural limitations.
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Figure 4. Entropy at different scales in different regions of the brain [82,84].

3.1.3. Complexity Analysis in Frequency Entropy

Alqazzaz et al. [87] found that spectral results showed that EEG activity was slower in patients
with AD and MCI. The SpecEn results showed that the frequency distribution of the power spectrum
changed. These findings confirmed results from previous studies: the EEG signals of patients with AD
and MCI gradually slowed down [76,88]. However, the physiological interpretation of all these changes
is uncertain. A more scientific hypothesis is that significant brain cholinergic deficits are the basis of
cognitive symptoms such as memory loss. The loss of neocortical cholinergic innervation in the modified
cortex plays a key role in the EEG signal decreases associated with AD [89]. Similarly, because the
cholinergic system regulates spontaneous cortical activity at low frequencies, this EEG signal decrease
may also be due to the loss of the neurotransmitter acetylcholine, leading to a slowing of neural
oscillations in AD. TsEn showed reductions in signal complexity in vascular dementia patients (AD)
and MCI patients. In particular, the TsEn method has been shown to be a more promising complexity
method for quantifying EEG changes [87,90]. Because of the speed of computation, it can serve as a
theoretical basis for decision support tools in the expert diagnosis of AD [91]. Waser et al. [17] used
the TsEn method to study differences between the EEGs of patients with AD and NCs and found
significant differences in the t7 and t8 channels. There are also a large number of studies that have
used multiple methods to explore complexity in AD. Al-Nuaimi et al. [78] found that for specific EEG
frequency bands and channels, the HFD and LZC values of AD patients were significantly reduced
compared to NCs. Coronel et al. [60] used automutual information (AMI), Shannon entropy, TsEn,
MSE, and SpecEn to analyze the severity of AD, and the results showed that reduced complexity
and AMI, SpecEn, and MSE values were associated with decreased Mini-Mental State Examination
(MMSE) scores.

It is generally believed that AD leads to a decrease in high-frequency (alpha, beta, and gamma) power
and an increase in low-frequency (delta and theta) power [92]. We averaged the values from five brain
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regions in each frequency band, resulting in the data presented in Figure 5. Figure 5 shows the differences
in the frequency domain among the AD, MCI, and NC groups. On the one hand, the En value in the
delta (δ), theta (θ) and gamma (γ) bands (EnAD > EnMCI> EnControl) significantly increased. On the other
hand, the En value in the alpha (α) band decreased (αEnMCI > αEnControl > αEnAD). Notably, αEnMCI
was significantly higher than αEncontrol. This result may be related to a compensatory mechanism in
patients with MCI during memory load and cognitive performance; for NCs, compensation is not
required, and for AD patients, compensation is no longer possible [93]. The value of βEn was lower in
the AD and MCI patients than in the NCs (βEnAD < βEnMCI < βEnControl).

 
Figure 5. Entropy in different frequency bands across the brain in AD, MCI, and control subjects [81].

It has been reported that different frequency bands reflect different brain dynamics [94]. We found
that in applications for AD detection, the AD group showed lower complexity in different regions and
sub-bands than the control group. This may be because high-frequency oscillations originate from
short-range neural connections [95,96], while low-frequency oscillations include long-range neural
connections [93,97]. Hence, the abnormal neural connectivity in patients with AD may be related to
the abnormal complexity at different frequencies. Both the process of aging and the development of
dementia has been associated with these low-frequency band increases [96]. This is partly due to the
increasing local (rather than distributed) nature of the interactions between neuronal populations [98].

3.1.4. Complexity Analysis in Other Methods

Jeong et al. [99] found that in most EEG channels, AD patients had significantly lower FD values
than NCs. In the detection of dementia, previous studies used the FD of the correlation dimension
and HFD and found that the value of FD was lower in AD patients in the parietal and temporal
regions compared to NCs [16,100]. Amezquita-Sanchez et al. [101] used box dimension (BD), HFD,
Katz’s FD (KFD), and the integrated multiple signal classification and empirical wavelet transform
(MUSIC-EWT) to diagnose MCI and AD patients with an accuracy of 90.3%. Al-Nuaimi et al. [102]
studied HFD in EEGs for AD diagnosis, and they found that HFD is a promising EEG biomarker that
can capture changes in the areas of the brain that are initially affected by AD. McBride et al. [103]
researched complexity based on the LZC method to distinguish patients with early MCI (EMCI), AD,
and NC, and they found that the EEG complexity features of specific bands with regional electrical
activity provided promising results in distinguishing EMCI, AD, and NC. Liu et al. [77] used LZC
and multiscale LZC methods for analysis and found significant differences between groups in the
alpha-band in the parietal and occipital regions. Hornero et al. [74] used LZC to analyze EEGs and
MEGs in patients with AD and found that LZC provides good insight into the characteristics of EEG
background activity and the changes associated with AD. Through these studies, we found that the
HFD and LZC of the EEG are potentially good biomarkers of AD diagnosis, as they are significantly
lower in AD patients than in NCs.
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3.1.5. Identification of AD

In this section, Table 2 shows the sensitivity, specificity, and accuracy in differentiating among AD,
MCI, NC subjects were found with different nonlinear methods used in the EEG.

Table 2. Sensitivity, specificity, and accuracy in differentiating among AD, MCI, and normal control
(NC) subjects were found with different nonlinear methods used in the electroencephalogram (EEG)
database (NR represents that the paper does not give this value accurately).

Research Method Class Sensitivity Specificity Accuracy AUC

Sharma et al. (2019)
[88]

SpecEn + FD
NC vs. MCI 86% 81% 84.1% NR
MCI vs. AD 83% 63% 73.4% NR
NC vs. AD 82% 82% 82% NR

Chai et al. (2019) [84] MSE
NC vs. MCI NR NR NR 73%
NC vs. AD NR NR NR 81%

Fan et al. (2018) [104] MSE NC vs. AD 88.71% 69.09% 79.49% 83%

Houmani et al. (2018)
[105]

EpEn
(epoch-based

entropy)
SCI vs. AD 87.8% 100% 91.6% NR

Simons et al. (2018)
[75]

ApEn NC vs. AD 90.91% 63.64% 77.27% NR
SampEn 90.91% 63.64% 77.27% NR

Al-Nuaimi (2018) [78]

ApEn

NC vs. AD

72.73% 81.82% 77.27% 85.95%
SampEn 81.82% 72.73% 77.27% 85.95%

LZC 81.82% 81.82% 81.82% 89.26%
FuzzyEn 81.82% 90.91% 86.36% 86.78%

MSE 90.91% 90.91% 90.91% 93.39%
AMI 100% 81.82% 90.91% 93.39%

HFD 66.67% 100% 80% NR

Al-Qazzaz (2016) [87] TsEn
NC vs. AD

85.71% 84.62% 85% NR

LZC 100% 92.31% 95% NR

Liu et al. (2016) [77] LZC
NC vs. AD

80.0% 78.1% 78.5% 89.21%
MS_LZC

(multiscale_LZC) 86.8% 84.3% 85.7% 91.12%

3.2. Complexity Analysis of MEG in AD and MCI

In this section, we review the signal complexity of the MEGs in MCI and AD patients compared
with NC participants. The temporal resolution of MEG signals can reach the millisecond level,
and the spatial resolution can be less than 2 mm. We found that the research could be generally
divided based on the analysis of different brain regions to identify trends in these values. MEG is
a noninvasive technique that allows recording of the magnetic fields generated by brain neuronal
activity. MEG signals are independent of any reference point and are less affected by extracerebral
tissues than EEG signals [106,107].

3.2.1. Complexity Analysis in Domain Entropy

Gómez et al. [108,109] analyzed MEG complexity based on cross-approximate entropy,
which revealed decreases that indicated better synchronization in AD and MCI patients than in
NC subjects. Using the ApEn, SampEn, and FuzzyEn methods to analyze MEG signals at 148 locations,
it was found that the entropy in AD patients was lower than that in controls, suggesting that this
neurological disorder may be accompanied by a regular increase in MEG activity. Hornero et al. [86]
found that ApEn, SampEn, and MSE values in MEG data were lower in AD patients than in NCs.
Juan P et al. [110] found that all PeEn values in the MCI group were larger than those in the normal
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group. Azami et al. [111] used the FuzzyEn, SampEn, and PeEn methods, and a 148-megabyte channel
was analyzed to quantify the complexity of the signal. The FuzzyEn and SampEn values in AD patients
were lower than those in the controls. AD patients showed significantly lower values than MCI subjects
and NCs in almost all comparisons. Most studies have yielded information about the location of
similar brain regions. Gómez et al. [112] reported MSE profiles that represented the SampEn values of
each coarse-grained time series relative to the scale factor. Azami et al. [113] found that the values of
multiscale dispersion entropy (MDE), multiscale permutation entropy (MPE), and MSE in AD patients
were lower than those in NCs at short scale factors, while at long scale factors, the MDE and MSE
values from AD subject signals had higher values [112]. In contrast, the MPE values at long scale
factors were very similar for AD patients and NCs.

We found that most of the studies were divided based on the analysis of different brain regions
and were analyzed on different scales. At low scale factors, the entropy value in AD patients was
lower than that in NCs. For high scale factors, the values in AD patients were higher than those in
controls. Figure 6 shows data for each region, and we report the average entropy values computed
across the entire 1–20 scale factor range. In terms of the MEG signal, AD patients were reported to be
more regular, less complex and more predictable than the controls, and these results were consistent
with the EEG results [114].

Figure 6. Entropy from different brain regions [48,113].

3.2.2. Complexity Analysis in Frequency Entropy

Nonlinear analysis of frequency has also been reported in MEG-based studies by SpecEn and
ratios. Poza et al. [115] studied the ratio of SpecEn (RSP). In the delta and theta bands, the RSP in
AD patients was significantly higher than that in controls. However, in the beta and gamma bands,
the RSP value was significantly lower in AD patients than in NCs. Regarding the spectral entropies,
the results showed a statistically significant decrease in the value in the MEG signal in AD patients
compared to NCs. Poza et al. [116] found that the spectral crest factor and both spectral turbulence
and wavelet turbulence in AD patients were higher than those in NCs, which indicated that in AD
patients, the oscillating signal was more regular. Bruner et al. [117] found that the SpecEn and TsEn
values in patients with MCI were significantly lower than those in controls in the right lateral region,
indicating a significant decrease in the irregularity of MEG signals in patients with MCI. All studies
have shown that AD patients had slower brain activity than controls, which was reflected in a higher
power in the lower frequency bands and lower power in the higher frequency bands.
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3.2.3. Complexity Analysis in Other Methods

Gómez et al. [118] researched MEG background activity from AD and NC subjects using HFD and
found that the value of HFD was less complex in AD patients, indicating an abnormal type of motility
in AD. Shumbayawonda et al. [119] used LZC to research MEG signals in three groups: NCs, patients
with subjective cognitive decline (SCD), and patients with MCI, and analyses were performed in theta,
alpha, beta, and gamma bands. It was found that the LZC value in MCI patients was significantly
lower than that in the control group and in SCD subjects, and the lower complexity was associated
with smaller hippocampal volume. Another study, combining age with LZC, found that AD patients
and controls showed a tendency of decreased LZC with age [120]. We found that both non-entropy
and entropy methods for assessing complexity achieve the same results, but entropy methods were
more widely used.

3.2.4. Identification of AD

In this section, Table 3 shows the sensitivity, specificity, and accuracy in differentiating among AD,
MCI, NC subjects were found with different nonlinear methods used in the MEG.

Table 3. Sensitivity, specificity, and accuracy in differentiating among AD, MCI, and NC subjects
were found with different nonlinear methods used in the magnetoencephalogram (MEG) database
(NR represents that the paper does not give this value accurately).

Research Method Class Sensitivity Specificity Accuracy AUC

Azami et al. (2016) [121] MFE (multiscale
fuzzy entropy) NC vs. AD NR NR 78.22% NR

Juan P. et al. (2016) [110] PeEn MCI vs. AD NR NR 98.4% NR

Escuderoa et al. (2015)
[122] MSE NC vs. AD 94.4% 46.2% NR 67%

Gómez et al. (2014) [109] SampEn NC vs. AD 80.00% 61.90% 70.73% NR
LZC 80.00% 76.19% 78.05% NR

Bruña et al. (2012) [117]

ShEn NC vs. AD NR NR 69.4% 79.0%
NC vs. MCI NR NR 65.9% 64.1%
MCI vs. AD NR NR 64.8% 69.1%

TsEn NC vs. AD NR NR 75.8% 85.6%
NC vs. MCI NR NR 61.4% 60.7%
MCI vs. AD NR NR 66.7% 75.6%

ReEn NC vs. AD NR NR 83.9% 89.0%
NC vs. MCI NR NR 63.6% 65.2%
MCI vs. AD NR NR 72.2% 78.5%

Poza et al. (2012) [123] SampEn NC vs. AD 88.9% 57.7% 75.8% 80.6%

Gómez et al. (2010) [124]

SampEn 77.78% 50.00% 66.13% 71.26%
ApEn 75.00% 53.85% 66.13% 73.82%
HFD 72.22% 73.08% 72.58% 79.11%
LZC 80.56% 61.54% 72.58% 78.63%
ShEn 91.67% 57.69% 77.42% 79.27%

Hornero et al. [74]
ApEn

NC vs. AD
75.0% 66.7% 70.7% NR

AMI 75.0% 90.5% 82.9% NR
LZC 85.0% 85.7% 85.4% NR

Gómez et al. (2007) [112] SampEn
NC vs. AD

80% 76.2% NR 84%
MSE 75% 100% NR 87.8%

Poza et al. (2008) [125] ShEn
NC vs. AD

85.0% 81.0% 82.9% NR
ReEn 90.0% 85.7% 87.8% NR

Hornero et al. (2008) [126]
ApEn

NC vs. AD
50.0% 52.4% 51.2% NR

LZC 65.0% 76.2% 70.7% NR
SpecEn 70.0% 76.2% 73.2% NR
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3.3. Complexity Analysis of fMRI and fNIRS Signals in AD and MCI

The fMRI uses magnetic array imaging [127,128], while fNIRS uses hemoglobin in blood vessels
to scatter near-infrared light [129,130]. In this section, we review signal complexity from fMRI and
fNIRS in MCI and AD patients compared with NCs. A few studies have reported that biomarkers from
fMRI and fNIRS signals, such as LZC, entropy, and other complexity characteristics, differ between
MCI, AD, and NC subjects.

The fMRI signals have been used to detect functional abnormalities associated with
neuropsychiatric and neurological disorders. Maxim et al. [131] applied the HE method to fMRI
signals, and they found that the values of signals in the white matter were lower than those in the gray
matter. Liu et al. reported that the complexity in certain brain regions (e.g., anterior cingulate gyrus
and left cuneus) was reduced in a study of resting-state fMRI (rs-fMRI) signal complexity in familial
AD patients [132]. Wang et al. [15] found significantly decreased PeEn values in the AD patient group
compared with the MCI group and the normal group. Compared with the NC group, the complexity
in the left wedge in the MCI group was also reduced. The complexity differences among the groups
were mainly observed in the temporal, occipital, and frontal lobes. We found that AD patients had
reduced mean whole-brain complexity in the gray matter and white matter compared to EMCI and
NC subjects. At the regional level, five clusters showed significant differences in En, as illustrated in
Figure 7. Niu et al. [133] extracted the average MSEs of the whole brain, gray matter, white matter,
and cerebrospinal fluid using corresponding masks on all time scales. Only the gray matter showed a
trend toward an entropy difference between the groups at scale factor six. Significant differences were
found between the groups at scale factors two, four, five, and six, as shown in Figure 8. A significant
difference was found in the right thalamus at scale factor two. A significant difference was found in
the left superior frontal gyrus at scale factor four. Two significant differences were found in the right
lingual gyrus and right insula at scale factor five. Five significant differences were found in the right
superior temporal gyrus, left middle temporal gyrus, right olfactory cortex, left inferior occipital gyrus,
and right supramarginal gyrus (SMG.R) at scale factor six. Grieder et al. [134] found that the AD group
showed a lower global default mode network (DMN)-MSE than the NC group. A scientific explanation
has been found for the reduced complexity of fMRI and fNIRS signals in AD. High regional functional
homogeneity leads to lower complexity, so more differentially affected brain regions are found at high
scale factors. Nerve cells are associated with complex dynamic processing in brain neural networks,
and neuronal cell death leads to the loss of connectivity to local neural networks. It may be the death
of neurons and the lack of neurotransmitters that lead to reduced irregularity in AD patients.

Figure 7. Brain regions with significant differences between groups [15].
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Figure 8. Brain regions with significant differences between groups on scale factors two, four, five, and
six [133].

4. Discussion

Complexity methods applied to brain imaging data such as EEG, MEG and fMRI provide useful
information for the diagnosis of AD using abnormal brain activity signals. This review combines
previous findings with a larger overview and a further characterization of multiple modes for a better
understanding of the functional lesion in AD. For the complexity of the single-channel time series,
the development process of AD is clear and independent of the method used. The decline in AD
may be due to plaques and cell death leading to loss of connectivity between cortical neurons, which
may lead to more regular brain signals, thus destroying effective communication throughout the
brain [135,136]. Furthermore, for each part of the brain, the trend is not consistent [137]. This may be
related to the compensatory mechanisms that exist in the brain: when the synaptic structure slows
down less, new synapses can be established to fill the gap, to change the connection pathway and
establish connections with other regions or to increase the degree of added work, thus compensating
for the altered brain function compensate, which indicates that the complexity of the AD brain
changes [138,139]. The pattern of changes in this complexity is a good reflection of the pathological
progression of AD and shows that complexity can be used as a biomarker to measure AD.

Complexity methods are suitable for the study of nonlinear brain changes and are sensitive to
neurological changes associated with AD patients compared with normal subjects. The entropy method
accounts for a large proportion of the complexity methods used. Better performance was exhibited at
high scales, and when more brain regions were included in the analysis, the trends were more obvious.
The exploration of test–retest reliability and improvements in entropy algorithms will provide great
guidance for future applications. As the brain is a complex system in time and space, we can also
study network entropy and spatio-temporal entropy in the future. While fMRI has a spatial resolution
on the order of millimeters, only a small number of studies have applied complexity to fMRI data to
date. Although the time resolution is not very high, it also reacts well and has been used to identify
downward trends in different brain regions. It is also important to note that the potential utilization of
the high spatial resolution in fMRI and fNIRS data can provide more in-depth information for AD
brain dysfunction.

Complexity analysis of different types of brain imaging data in AD patients has yielded consistent
results. The results showed consistent changes in that the signals in the brains of AD patients are
slower, more regular, less complex, and less well organized than those of NCs. The reduction in the

18



Entropy 2020, 22, 239

irregularity and complexity of brain signals in AD is the main finding obtained, and the occipital,
frontal, parietal, and temporal areas are the most affected regions. We found that complexity can capture
changes in areas of the brain that are initially affected by AD and accurately respond to its pathological
mechanism. Complexity is a promising biomarker in reflecting the pathological mechanism of AD,
and entropy is the more widely used of the numerous complexity indicators described in this review.
For which entropy index is the best, more research is needed in the future to prove it. In general,
different modalities for the same groups with large amounts of data were analyzed by choosing
methods with high reliability and accuracy, the results of which will aid in truly understanding the
functional lesion in AD. The results of the articles in this review can advance research on quantifying
the complexity indexes of different subjects until clinical application is realized.
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Abstract: The surface electromyography (sEMG) records the electrical activity of muscle fibers
during contraction: one of its uses is to assess changes taking place within muscles in the course
of a fatiguing contraction to provide insights into our understanding of muscle fatigue in training
protocols and rehabilitation medicine. Until recently, these myoelectric manifestations of muscle
fatigue (MMF) have been assessed essentially by linear sEMG analyses. However, sEMG shows
a complex behavior, due to many concurrent factors. Therefore, in the last years, complexity-based
methods have been tentatively applied to the sEMG signal to better individuate the MMF onset
during sustained contractions. In this review, after describing concisely the traditional linear methods
employed to assess MMF we present the complexity methods used for sEMG analysis based on
an extensive literature search. We show that some of these indices, like those derived from recurrence
plots, from entropy or fractal analysis, can detect MMF efficiently. However, we also show that more
work remains to be done to compare the complexity indices in terms of reliability and sensibility;
to optimize the choice of embedding dimension, time delay and threshold distance in reconstructing
the phase space; and to elucidate the relationship between complexity estimators and the physiologic
phenomena underlying the onset of MMF in exercising muscles.

Keywords: sEMG; approximate entropy; sample entropy; fuzzy entropy; fractal dimension;
recurrence quantification analysis; detrended fluctuation analysis; correlation dimension; largest
Lyapunov exponent

1. Introduction

1.1. General Aspects

The analysis of surface electromyography (sEMG) is widely used to characterize the electrical
activity of muscle fibers during a contraction, both in isometric (force generation without changing
the length of the muscles) and isotonic conditions (force generation by either lengthening [eccentric
contraction] or shortening [concentric contraction] the muscles). Whatever the type of contraction,
the prolongation of muscle contractions over time invariably causes the onset of muscle fatigue, defined
as the inability to sustain force generation over time. To date, sEMG revealed that signs of muscle
fatigue may manifest prior to the fatigue onset, suggesting the susceptibility of muscles to fatigue
could be assessed noninvasively from the skin. These early signs of myoelectric alterations are often
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termed myoelectric manifestations of muscle fatigue (MMF) and are of utmost interest in physiology,
pathophysiology, training and rehabilitation studies. However, from the first studies on sEMG analysis
during fatiguing contractions it has become apparent that the sEMG signal shows a complex behavior,
due to many concurrent factors. Therefore, in recent years, different complexity-based methods of
analysis previously applied to physical and other biological time series have been tentatively applied
to the sEMG, searching for new techniques to individuate early and efficiently the MMF onset during
sustained isotonic and isometric muscle contraction.

In this review, we briefly describe what MMF is and how it has been assessed, we introduce sEMG
as a tool to study the mechanisms underpinning muscle fatigue and explain the main linear and spectral
methods to detect MMF in exercising muscles. Then, we review the principal complexity methods
for sEMG analysis based on an extensive literature search over different databases to be maximally
descriptive of all the methodology used, without further considerations on the methodological approach,
experimental design, data analysis, and results. For each index of sEMG complexity, we provide
a brief description of its meaning, the algorithm for its estimation, the typical parameters setting
in sEMG analysis and the main articles employing it in investigating different muscles activations.
The relationships reported in previous studies between each index and the physiological mechanisms
underpinning muscular activation are propaedeutic to better understand the impact of MMF on each
index. Indeed, muscular activation occurring at the beginning of a fatiguing contraction represents the
preliminary phase of the fatigued condition. The main results obtained in studies on muscle fatigue
are presented and finally, the interpretative theories hypothesized by the investigators are introduced
without any personal endorsement but as an objective representation of the state of the art of this field
of research.

1.2. Muscle Fatigue

Muscle fatigue, a reversible reduction in force generation capacity, continues to generate great
interest in the scientific community worldwide [1–4]. Its manifestation in several neuromuscular
disorders [5] and its influence on sports performance [6] and rehabilitation [7] have led to deeply explore
the underlying mechanisms of this phenomenon, which seem to be multifactorial. Beyond psychological
aspects, many neuromuscular features ascribable to the central and peripheral nervous system head
for electrochemical alterations. Following a classic two-domain concept, central and peripheral fatigue
can be distinguished whenever the involved mechanism relates to the spinal and supra-spinal tract
(central origin) or to structures distal to the neuromuscular junction (peripheral origin).

At the central level, within the cerebral motor cortex fatigue causes the alteration of cells excitability,
the inhibition of motor cortex output and the interruption of action potential conductions at axonal
branching sites. As a consequence, the recruiting strategy of muscle fibers, based on increasing
the number of muscle fibers and their discharge rate, is deprived of both mechanisms. Moreover,
the recruitment of motor units, initially asynchronous, shifts toward a more synchronized pattern
and the fatigued motor neurons require a higher excitatory input to ensure their firing rate. Finally,
the firing rate of the motor units decreases [3,4,8].

At the peripheral level, electrophysiological adjustments consequent to fatigue onset include
accumulation of both inorganic phosphate in the sarcoplasm and increase of intracellular pH. Imbalance
of intra- and extra-cellular sodium and potassium concentration combines with impairment in calcium
release and reuptake at the sarcoplasmic level and the inhibition of cross-bridges interactions [3,4].
As a result, altered neuromuscular transmission and action potential propagation occur [6,9].
These phenomena, combined with a changing strategy of motor unit recruitment, contribute to
span the shape of the action potential, the electrical signal generated by all the motor units recruited
by the central nervous system. A reduction of the conduction velocity, the speed at which the action
potential propagates along the sarcolemma membrane, is attributed to fatigue onset and represents
a focus point in the study of muscle contraction [1,4,6,9].
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1.3. The Surface Electromyography

Muscle contraction is preceded by a cascade of electrophysiological events, from the excitation of
motor neurons in the spinal cord to the propagation of action potentials across the muscle T-tubules.
All these events, to a certain degree, contribute to the generation and propagation of electric potential
in the surrounding tissues, referred to as electromyogram. The electromyogram is often termed
as an interference signal, as it coalesces the contribution of many different motor units; depending
on the contracting muscle and on the contraction intensity, the number of excited motor units may
indeed range from tens to hundreds [10,11]. As schematically illustrated in Figure 1, the interference
electromyography (EMG), x(t), may be modelled as the sum of trains of motor unit action potentials
mi(t), each defined as the time convolution between the discharge instants δ

(
t− ti j

)
and the waveform

si(t) of the action potential of each single unit:

x(t) =
N∑
i

mi(t) =
N∑
i

Mi∑
j

δ
(
t− ti j

)
∗ si(t) (1)

where N and Mi respectively correspond to the number of motor units recruited and the total number
of discharges ( j = 1, 2, 3, . . . , Mi) for the i-th motor unit. The degree of EMG interference is therefore
clearly dependent on how often motor units discharge and on the number of motor units excited.
Overtly, the degree of interference increases with the contraction level.

Figure 1. Schematic representation of the generation of electromyograms from motor unit
action potentials. The recorded surface electromyography (sEMG) differs from the physiological
electromyogram because of noise and filtering introduced by the detection; g(t) is the recorded signal
on which spectral or complexity-based analyses are conducted, x(t) is the true signal of interest,
based on neurophysiological backgrounds, e(t) is additive noise, and H(f ) is the transfer function of the
recording apparatus.

According to Equation (1), two main sources explain mi(t): the discharge instants tij and the
waveform representing the motor unit action potential, si(t). Being the signal arising from the spinal
cord and determining the onset and frequency of muscle excitation, the train of impulses characterising
the motor unit discharge instants is regarded as the neural drive to the muscle [12]. The mathematical
(Equation (1)) and conceptual (Figure 1) definitions for EMG do not necessarily imply a central origin
for the discharge instants as often inappropriately conceived [9,13]; synaptic inputs arising from
corticospinal pathways, spinal interneurons, and peripheral afferent feedback collectively determine
the net neural drive to muscles [14]. Differently from the muscle neural drive, the waveform of motor
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unit action potentials does not carry any information from the spinal cord. It is entirely defined by
peripheral factors, related to physiological, anatomical and detection aspects [15–18]. Physiological
(e.g., conduction velocity, intracellular action potential duration) and anatomical (e.g., depth and
length of muscle fibres) aspects are not under the direct control of the experimenter. On the other hand,
detection aspects, as position and size of electrodes, should be cautiously defined according to the
muscle studied and the purpose of the study. Considering t he widespread sampling of sEMG with
a couple of surface electrodes, i.e., bipolar electrodes, here we therefore focus attention on the effect of
bipolar montages. The magnitude of the bipolar montage transfer function may be approached as [19]:∣∣∣H( f )

∣∣∣ ∝ sin2(π f d) (2)

with d being the centre-to-centre distance between electrodes. Because of its high-pass filtering response
for spatial frequencies smaller than 1/2d, the bipolar montage is a simple procedure for attenuating
common mode signals associated with power line interference and far-field potentials [20–22]. Benefits
of attenuation of the latter factor are well conceived in studies aimed at estimating conduction
velocity [23] but may be questionable when the intention is to estimate force from EMGs [24]. Clearly
from Equation (2),

∣∣∣H( f )
∣∣∣ = 0 at the frequencies f = n/d, n ∈ N. Considering the multiplicative effect

of H( f ) on the EMG spectrum), the bipolar montage leads therefore to dips in the frequency spectrum
G( f ) of the recorded EMG [17,25].

The electrode filter function H( f ) is particularly relevant when bipolar electrodes are aligned
parallel to the underlying muscle fibres, whereby space and time are intertwined. In this case,
the argument of the sine function in Equation (2) can be rewritten as π f d/v, with v corresponding to
the action potential conduction velocity. This relationship between d and v could motivate attempts
to define the appropriate inter-electrode distance not leading to spectral dips and methods for the
estimation of conduction velocity from dips location in G( f ) [26,27]. Both possibilities are arguable
though, given they are valid for the specific case electrodes and fibres reside in parallel directions and
because the conduction velocity differs between motor units. Moreover, the definition of appropriate
inter-electrode distance in bipolar recording should not be based on the avoidance of spectral dips
and of spatial aliasing [28] but on whether and how much both affect the possibility of extracting
physiologically relevant information from the electromyogram. Although short distances may help
attenuating the detection of undesired sources, non-targeted muscles, it may result in the detection of
signals unrepresentative of the whole, target muscles. Notwithstanding the selectivity-specificity issue
has been traditionally acknowledged [29,30], reports on this matter are incipient [31,32]. Throughout
this review, we assume the bipolar EMG is both selective and specific, sampling exclusively from all
fibres of the target muscle.

1.4. Surface EMG Analysis in Time and Frequency Domains

Different indices have been proposed to characterize the surface EMG (sEMG) in both time and
frequency domains. Here we refer to these indices as sEMG descriptors. Time descriptors often convey
information related to the amplitude of sEMG (i.e., amplitude descriptors) whereas spectral descriptors
typically relate to the distribution of energy across the sEMG frequency or power spectrum. Restating
the repertoire of time and spectral descriptors so far proposed appears pointless given recent reviews
on this issue [33–35]. Our focus is rather on the most widely used descriptors and on their sensitivity
to physiological, anatomical and detection aspects.

The sEMG can be conceived as a Gaussian random process with limited bandwidth [36].
The presence of random components in the signal makes unsuitable the use of specific waveform
features, such as the peak or peak-to-peak value, to describe the amplitude of sEMGs. The sEMG
amplitude is therefore more appropriately defined in statistical terms. Let’s consider the measured
sEMG as a zero mean signal g(t) conveying trains of action potentials of different motor units,
uncorrelated between themselves (Figure 1), and let’s call the power of individual trains of action
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potentials of each (i) of the N excited motor units, represented in time domain as σ2
mi

or in frequency
domain as PMi , and the discharge rate and energy of the action potential of each motor unit as DRi and
Ei respectively. Then, the following relationships holds for the standard deviation or root mean square
value of g(t) [12]:

σg =

√√√√√√
1
T

T∫
0

g2(t) =

√√√ N∑
i=1

σ2
mi
(t) =

√√√ N∑
i=1

PMi( f ) =

√√√ N∑
i=1

DRiEi (3)

where T corresponds to the period over which the sEMG has been recorded. According to Equation (3),
the variance (power) of the recorded signal equals the sum of the power of individual trains of action
potentials. Note that the additive property does not hold for the standard deviations: σg ≤ ∑

σmi .
Another interesting aspect in Equation (3) is the monotonic relationship between σg and the discharge
rate DRi and the energy Ei of the action potential of each motor unit. These two aspects lead to
considerations of practical relevance. First, owing to the temporal overlapping of positive and negative
phases of excited motor units, an issue known as amplitude cancellation [37], not all motor units
contribute to σg. Keenan et al [38] have shown however that normalization of σg with respect to
amplitude values obtained during a reference condition (e.g., maximal voluntary contraction) helps
contending with the cancellation issue. Second, even though σg is sensitive to both discharge rate and
number of unit excited, it is also sensitive to any factors affecting the shape, and thus Ei, of motor
unit action potentials, be them of physiological origin or not. The impossibility of distinguishing the
contribution of both origins demands caution when drawing inferences from σg [39], in particular
when physiological and non-physiological factors may change abruptly and unpredictably like during
dynamic contractions [40].

Different descriptors have been also proposed to characterize the EMG spectrum [13,18,41].
The most widely considered are the mean frequency (MNF) and the median frequency (MDF)
defined as:

MNF =

∫ fmax

fmin
f
∣∣∣G( f )

∣∣∣2∫ fmax

fmin

∣∣∣G( f )
∣∣∣2 (4)

∫ MDF

fmin

∣∣∣G( f )
∣∣∣2 =

∫ fmax

MDF

∣∣∣G( f )
∣∣∣2 (5)

with fmin and fmax defining the EMG bandwidth (typically ranging from 20 to 400 Hz). MDF is less
sensible to noise [41] and more sensitive to simulated variations in the EMG spectrum [42] than MNF.
Theoretical and experimental considerations upon the effect of discharge instants on the EMG spectrum
revealed the rate of discharge of motor units (delta function in Equation (1)) contributes equally to
frequencies over 30–40 Hz [18,43,44]. Consequently, and differently from its amplitude, the EMG
spectrum is mostly dependent on the waveform of action potentials and not on the discharge rate of
motor units. Factors affecting the waveform of action potentials may either change or scale its shape,
as the filtering effect of the tissue interposed between electrodes and the excited fibers and the muscle
fiber conduction velocity [16,45]. As for amplitude descriptors, the possibility of discerning the relative
contribution of physiological, anatomical and detection source affecting spectral descriptors demands
careful reflection.

Before commenting on the use and validity of amplitude and spectral descriptors during fatiguing
conditions, a general consideration is necessary on EMG stationarity. The above descriptors presume
the recorded EMG is stationary, at least in the wide-sense. Wide-sense stationarity is well accepted in
applications for which variations in contraction intensity and in muscle shape and properties may
be regarded marginal. These circumstances are often limited to laboratory applications, whereby
isometric, constant force contractions may be applied. Even so, during such a controlled condition,
non-stationarities may manifest, often related to the building up of muscle fatigue. On this regard,
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Bonato et al [42] wisely classified the sources of non-stationarities in sEMG as being either slow
or fast. Slow non-stationarities are mostly associated with sluggish events, as the accumulation of
metabolites in the muscle tissue or changes in temperature. Fast non-stationarities are related to any
abrupt changes that could be triggered, e.g., by sudden variations in contraction level or in muscle
length, both typically occurring in dynamic contractions. The effect of both non-stationarities may be
circumvented by appropriately dimensioning the window over which spectral descriptors in isometric
contractions are computed [41,46] or by averaging spectral descriptors across a few cycles, if possible,
during dynamic conditions [42]. The crucial point though is not the non-stationarity itself but whether
EMG descriptors are sufficiently sensitive and robust to detect physiological changes induced by the
process under study and nothing else, be it fatigue or any other matter of applied relevance.

1.5. Myoelectric Manifestation of Muscle Fatigue in Time and Frequency Domains

Experienced sEMG users may wisely contest the potential of the technique to assess muscle
fatigue. As defined here, and in agreement with others [9,14,18,47], muscle fatigue may be well assessed
by any measurements of performance directly related to the reversible reduction of muscle force.
Even the eye of an expert observer could accurately judge the onset of muscle fatigue. In these terms,
the use of sEMG finds limited, if any, relevance. It is then that distinction between muscle fatigue and
electrophysiological events leading to muscle fatigue must be distinguished. This discrepancy is well
discussed in the classical review by De Luca [18]. The failure point, defining the onset of muscle fatigue
and thus of a relevant reduction in force, power or performance in general, is preceded by alterations in
the chain of events leading to voluntary contraction. These alterations, summarized in the illuminating
work of Kirkendal [47], are hardly observable to the naked eye or to performance-measuring sensors.
However, these alterations affect the electric potential generated in the surrounding tissues during
muscle contraction, making of the sEMG a valid and popular means for studying signs of muscle
fatigue. That is, the MMF [18,48,49]. The crucial point though is determining which sEMG descriptors
are specifically sensitive to which of the physiological alterations most likely leading to muscle fatigue.

Both amplitude and spectral descriptors have been considered to assess MMF during fatiguing
conditions. It is well established indeed that when performance is maintained at a constant level,
before the failure point, the amplitude and the frequency spectrum of sEMG change [48–51]. The value
of sEMG amplitude and spectral descriptors in studying MMF is however dissimilar, with spectral
descriptors typically exhibiting more consistent variations during fatiguing contractions than amplitude
descriptors. Multiple factors may account for this. When the sEMG is detected from muscles in which
the fibers are aligned parallel to the electrodes, for example, the location of spectral dips depends
on the conduction velocity ( fdip = nv/d; Section 1.3). In this circumstance, although the decrease in
conduction velocity often reported in fatiguing contractions increases the energy of low frequency
components, it also shifts the spectral dips to lower frequencies; both effects may therefore cancel
out, not altering the total signal power and thus signal amplitude (see Figure 8 in [18]). Similarly,
the decreased EMG amplitude expected for when the discharge rate of fatigued motor units decreases
(Equation (3)) may be cancelled by the recruitment of additional, fresh units [52] (see Figure 8 in [14]).
Motor unit recruitment is another—and possibly the most crucial confounding—factor affecting EMG
amplitude. Motor units are known to have different sizes, with bigger units exhibiting a greater number
of muscle fibers and thus greater action potentials. Even though one may argue the contribution
provided by the recruitment of a big unit may outweigh that resulting from the recruitment of a small
unit, the effect on EMG amplitude depends on the average distance of fibers of each unit to the
electrodes (see Figure 2 in [39]). This issue is further aggravated if evidence on the rotation of motor
units during fatiguing contractions is taken into consideration. Within a single muscle, different
motor units have been shown to (rotate) be alternately recruited and de-recruited during prolonged,
constant-force contractions [51,53,54]. If sEMGs recorded from a single muscle location do not convey
information from the whole muscle [32], motor unit rotation may lead to decreases in sEMG amplitude
and inferences on decreased excitation due to fatigue could be incorrect (see Figure 1 in [53]). Given all
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these competing factors cannot be controlled for, at least not during voluntary fatiguing contractions,
amplitude descriptors may change unpredictably and their use to assess MMF may be unsuitable.

Physiological and non-physiological factors manifesting during fatiguing contractions are known
to affect not just amplitude but also the spectral, sEMG descriptors. Differently, though, before
the failure point is observed during a constant-performance condition, changes in MNF and MDF
consistently indicate a relative shift in energy from high to low frequencies [15,18,41,42,46,48,50,55,56].
Such spectral compression is often attributable to decreases in conduction velocity with fatigue, possibly
triggered by altered distribution of H+ and K+ across the sarcolemma [47]. The altered membrane
excitability with fatigue may also lead to increased duration of intracellular action potentials, similarly
leading to spectral compression [15]. The popular use of EMG spectral descriptors to study MMF is
therefore presumably attributable to the fact they are equivalently affected by the different culprits
of fatigue. The key question is which of these spectral descriptors is mostly sensitive and robust to
describe MMF. Different indices have been proposed to characterize the spectral changes taking place
with fatigue in the sEMG, based on different, time-frequency distribution approaches [13,55,57–59].
These studies have however devoted to much attention to comparing changes between traditional
(MNF, MDF) and the proposed spectral indices without apparently caring for the validity of these
changes. All these indices may indeed be flawed as none of these studies has controlled for actual
variations in EMG spectrum. Comparing the performance of different indices from experimental data
only seems unwise given the relative contribution of physiological and non-physiological sources
arising in fatiguing conditions may be unpredictable. Rigorous, simulation studies have been published
on this matter though [41,42,46,56]. From synthesized signals, for example, Bonato et al [42] observed
that MDF computed from the Choi–Williams time-frequency distribution was shown to most accurately
and robustly track abrupt and slow changes in the EMG spectrum typically occurring during dynamic
contractions. The ability of MDF to capture the simulated changes was strictly related to focusing
analysis on the most biomechanically repeatable portion of the cycle and to the averaging of the spectral
descriptors over a few consecutive cycles; i.e., assessing MMF in dynamic conditions demands the
underlying movement is repeated as consistently as possible until endurance. Collectively, these results
indicate the traditional spectral descriptors may be well suited to study MMF during both isometric
and dynamic condition, when certain methodological precautions are taken. EMG users must however
be careful when inferences are to be drawn on the mechanisms underpinning fatigue from these
spectral descriptors, as different mechanisms may affect them equally.

The considerations just presented for the EMG descriptors traditionally used to assess MMF
apply likewise to any other proposed descriptors, many of which are illustrated in the next section.
The validity of these indices may be acceptable only after they have been evaluated for robustness and
sensitivity, during well-controlled, experimental and simulation conditions.

1.6. Myoelectric Manifestation of Muscle Fatigue in the Complexity Domain

The complex patterns of sEMG could be attributed to the mechanisms underlying its generation,
which seem to be non-linear or even chaotic in nature, as it reproduces the non-linear electrical activity
of the neuromuscular system [60]. In addition, the complex properties of sEMG seem to change with
fibers contraction during muscle activation [61], potentially giving additional means to the linear
sEMG analysis methods in assessing MMF [62]. Therefore, many different methods belonging to
the classic non-linear time series analysis of biological signals have been proposed so far to obtain
information on fatigue-induced adaptations of neuromuscular processes that could go unnoticed
by linear analysis approaches [63]. The hypothesis is that, compared to linear and spectral indices,
complexity measurements may detect additional EMG changes occurring with MMF. In the following
of this review, readers will find the state of the art about complexity analysis applied to EMG signals,
their qualities and the pitfalls that are settled in the procedures [64,65]. Awareness on the limitations of
complexity-based methods will be also provided.
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2. Materials and Methods

The measures of complexity of biological signals refer to the predictability of a time-series
independently from the amplitude of its fluctuations [66], quantify its temporal irregularity [67] or its
long-range (fractal) correlations [68] and estimate the amount of chaos in the underlying system [69].
To address all these aspects of complexity analysis, this review is based on the literature search of
the PubMed and Scopus scientific databases using the following terms: EMG, fatigue, nonlinear
analysis, complexity, fractal, nonlinear dynamic, entropy, approximate entropy (ApEn), sample entropy
(SampEn), fuzzy entropy (FuzzyEn), multiscale entropy (MSE), recurrence plot analysis, detrended
fluctuation analysis (DFA), largest Lyapunov exponent (LLE), correlation dimension (CD). Initially,
a list of 333 articles was obtained. After having excluded duplicates papers and manuscripts dealing
with pattern recognition and EMG classification, a subgroup of 109 studies was considered for the
final analysis. Then, the review was limited to the 106 papers written in English without applying
any other exclusion criteria. The collected papers were classified into four methodological groups: (1)
fractals and self-similarity; (2) correlation; (3) entropy; and (4) deterministic chaos. For each method,
we described its mathematical implementation and the influence of muscle activation and fatigue on
the complexity indices. The physiological interpretation of the sEMG changes with muscle contraction,
when available, aims at providing the reader a key to interpret the results when fatiguing contractions
are investigated.

3. Results

3.1. Fractals and Self-Similarity

3.1.1. Fractal Dimension

In 1977 Mandelbrot coined the term “fractal” to describe geometric shapes that reveal more
details at increasing degree of magnification [70]. Three related features are accredited to fractal forms:
heterogeneity, self-similarity and the absence of a well-defined scale of length. Heterogeneity reflects
the property of showing emerging details the more closely the shape is examined. Self-similarity defines
the characteristics of resembling similar structures at different size scale [68]. The description of fractal
structures goes through the determination of fractal dimension (FD), an index characterizing “the
complexity and space filling propensity of a structure” [71]. Transposed to time series signals, FD has
been demonstrated to describe the self-similarity of a pattern over multiple time-scale [71,72]. FD can
be estimated with different algorithms and a popular one is the Katz’s method [73] which, however,
provides FD estimates that may depend on the length of the time series [74]. The Katz’s method
has been revised by Anmuth et al. [61] to be applied to sEMG signal during isometric contractions.
Given a signal lasting 3 seconds, FD was estimated for the middle 1 s as:

FD =
log N[

log N + log
(

d
L

)] (6)

where N is the number of samples in the signal, d is the planar extent of the waveform (computed as
the distance between the first point of the sequence and the point of the series that provides the farthest
distance), and L the total length of the signal (sum of distances between successive points) [61,73].

Another popular FD estimator is the box-counting method. This algorithm superimposes the
time series waveform with a regular grid of square boxes. The size (S) of the boxes is increased from
small to large dimensions and the number (N) of boxes crossed by the waveform is computed for each
size. FD is thus estimated as:

FD =
log N

log 1
S

(7)
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Since the fractals structures show an inverse power law relationship between N and S, FD in Equation
(7) corresponds to the slope of the linear relationship between logN and log1/S [71]. In the study of
Gitter, box sizes were chosen as a multiple of the -amplifier bit resolution and the sampling rate and
its range varied from 2 to 500 boxes [71] (where a unit box had a physical dimension of 5580 μV/μs).
FD values close to 1 reflect smoothed signals whereas values approaching 2 are typical of signals with
high space-filling propensity [75]. The box-counting algorithm has been used to evaluate sEMG signals
during isometric and isotonic contractions [76–78].

FD and muscle activation. Anmuth et al. [61], and Gitter and Czerniecki [71] investigated the
behavior of FD as a function of force and found that, similarly to other traditional EMG indices,
the average FD increased almost linearly with the force intensity for force values below 50% of the
maximal force (Figure 2). Conversely, above this level the FD rise declined, deviating from the linear
increase [61,71,79]. Similarly, Beretta-Piccoli et al. [80] found a low dependence of FD on force intensity.
Indeed, they observed a linear relationship between FD and the level of force from 10% till 30% of
the maximum voluntary contraction (MVC), but at higher force intensity FD leveled to a plateau.
Even though these results led the authors to speculate the FD descriptor is “a reliable indicator of
motor unit synchronization, less dependent from the firing rate” no direct evidence appears to confirm
the sensitivity of FD to motor unit synchronization.

 

Figure 2. Averaged fractal dimension (FD) as a fraction of maximal voluntary contraction (MVC) force
(redrawn from Gitter and Czerniecki, [71], with permission).

Xu et al. [79] determined FD on simulated EMG signals in which motor unit recruitment and
firing rate was varied. They found that FD increased with the recruitment but the rate of the increment
tended to plateau when recruitment was high. Moreover, firing rate influenced FD, but only for low
values of recruitment [79].

Noticeably, not all the investigators found linear correlations between FD and force, neither at low
level of force. Indeed, Troiano et al. [81] did not found any relationship between FD and percentage of
MVC force in trapezius muscle, and similar results were obtained by Poosapadi and Kumar [82].

FD and fatigue: FD has been proposed to monitor changes in EMG signal as a consequence of
fatiguing contractions [75,77,78]. Beretta-Piccoli et al. [75] used FD to investigate MMF in knee-extensors
muscles, reporting the time-course of FD values in vastus lateralis and vastus medialis muscles during
sustained contractions at different intensities. Analyzing the time course of FD during the development
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of fatigue a clear significant negative slope appeared, although different in the two muscles. The authors,
citing the study of Mesin et al [78] in which a decline in FD was associated with a progressive MU
synchronization, ascribed this behavior to an increase in MU synchronization as expression of the
central nervous system adaptation to fatigue progression. Moreover, the investigators attributed the
different slopes found between the two muscle bellies to the different proportion of slow and fast
twitch fibers constituting the muscles.

The decay of FD during sustained isometric contractions is the common denominator of the
studies of Mesin et al. [78], Beretta-Piccoli et al. [75,83], Troiano et al. [81] and Boccia et al. [77]. Indeed,
they found a linear decrease of FD during fatiguing contractions and attributed this response to
an increase in motor unit synchronization (Figure 3). In [78], FD values showed no association with
motor unit conduction velocity, supporting the idea that FD is more sensible to central rather than
peripheral fatigue. Despite this, the authors drew these conclusions using advanced signal analysis
techniques, the interference nature of the EMG signal makes questionable any speculation on the origin
of the fatigue components (central rather than peripheral).

Lin et al. [84] investigated the FD during isotonic repeated submaximal contractions (pedaling) but
observed no change. Meduri et al. [85] also tested the existence of different gender-related resistance to
fatigue in biceps brachii muscle. The time courses of conduction velocity and FD were determined
during the time-to-exhaustion task. Investigators found a lower initial FD in females compared to
males. Moreover, the rate of FD decrease at low level of contraction intensity was not different between
genders whereas males showed a significantly higher decrement of FD during 60% MVC exhausting
contraction. Importantly, the authors speculated the initial values of FD seem to be affected by motor
unit synchronization as well as by subject fat layers and skin properties (Figure 3).

Figure 3. Mean percentage of changes in FD versus time in males (blue) and females (red) during 60%
MVC prolonged contraction. The time scale is expressed as a percentage of the total exhaustion time
for each subject (from Meduri et al., [85] with permission).

Troiano et al. [81] investigated the behavior of FD during fatiguing contraction at 50% MVC and
found a significant fatigue influence on FD. Indeed, the rate of changes of FD determined during
fatiguing tasks strongly correlated with endurance time, making this parameter a valuable tool to
predict the time to exhaustion during an isometric task.

Finally, Mesin et al. [86] explored the influence on FD on both different percentages of motor
unit synchronization (from 0–20%) and different motor units firing rates (5–40 Hz). As previously
anticipated, the Authors evidenced the existence of an inverse relationship between FD and motor
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unit synchronization and the positive relation with motor units firing rate. These findings have shed
new light on the interpretation of fatigue-induced changes of FD, making FD no more considered as
an exclusive index of motor unit synchronization [86].

Table 1 summarizes methodological aspects and results of studies on FD and muscle fatigue.

Table 1. Estimation parameters and fractal dimension (FD) in studies comparing fresh vs.
fatigued muscles.

Authors, Year Muscle Boxes Number (Range) Unit Box FD

Meduri et al., 2016 [85] BB NA −8–1.59 1.5 vs. 1.62

Mesin et al., 2009 [81] VL NA 1/640–1/40 of EMG
time/amplitude size 0.4 vs. 0.6

Poosapadi et al., 2012 [82]
VL
BB

FDS
NA NA 1.96 vs. 2.00

Gitter et al., 1995 [71] BB 8–125 5580 μV/μs 1.1 vs. 1.4
Xu et al., 1997 [79] * - 1–32 NA 1.1 vs. 1.8

* Contraction type was simulated in this work and isometric in all the others. BB = biceps brachii; FDS = flexor
digitalis superficialis; VL = vastus lateralis; T = trapezius.

3.1.2. Detrended Fluctuation Analysis.

A process g(k) is “self-similar” when it holds the same statistical properties of a−Hg(ak), with H
the Hurst exponent. This means that subsets of the original series properly rescaled to the size of the
original one look statistically similar to the original, a property called "self-similarity". The Detrended
fluctuation analysis (DFA) is a complexity method to assess the scaling properties of self-similar signals.
The algorithm returns a scale parameter α which is strictly related to the Hurst exponent, with α = 0.5
in case of no correlation (white noise), α = 1 in case of “1/f” (or pink) noise, and α = 1.5 in case of
Brownian motion (or random walk). In particular, 0 < α < 0.5 indicates anti-correlation between
samples whereas α > 0.5 indicates long-range correlation [87].

To estimate α of a series g(k) of N samples, first y(k), cumulative sum of g(k), is calculated. Then:

1. y(k) is split into M non-overlapped boxes of size n (in general, N is not a multiple of n and thus
the M boxes cover a segment N′ =M × n slightly shorter than N);

2. The local trend, yn(k), is determined in each box of size n by a least-squared linear detrending;
3. The difference between y(k) and the local trend is computed;
4. A variability function F(n) is calculated as the root-mean-square of the variance of the residuals in

each box:

F(n) =

√√√
1

N′
N′∑

k=1

[y(k) − yn(k)]
2 (8)

The Steps 1–4 are repeated for different box sizes n and α is estimated as the slope of the regression
line fitting F(n) vs. n in a log-log plot [87]. Successive improvements of the DFA method
considered least-square detrending polynomials of order greater than one and were able to
employ the whole series of N samples for each block n with properly overlapped boxes [88,89].
The popularity of the DFA method lies in the fact that unlike other estimators of the Hurst
exponent it does not require to know in advance whether the fractal series belongs to the family
of the fractional-Gaussian noises (fGn) or Brownian motions (fBm) [65]. The DFA provides
acceptable estimates of H for both these classes, being α =H for an fGn process, and α =H + 1
for an fBm process [90].

DFA and muscle activation: Different studies demonstrated an increase of the DFA scaling exponent
with muscle effort [91–93]. In addition, concentric contractions result in lower α values compared
to isometric and eccentric contractions, with scale exponents close to one (the characteristic value
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of 1/f power law phenomena) suggesting a higher level of complexity [93]. Such difference were
explained by the different levels of motor unit recruitment which occur during concentric versus
eccentric contraction [94,95] and possibly by the different motor control strategy which regulates
concentric and isometric contraction [96,97].

DFA and fatigue. The MMF as assessed by the DFA scale exponent results in a significant loss of
signal complexity. Interestingly, Hernandez et al. [93] recently found a significant multivariate effect
from fatigue status and muscle contraction type. They found that α DFA was significantly lower
during non-fatigued compared to fatigued conditions and during concentric compared to isometric
contractions. During fatigued condition, α was close to 1.5, value characteristics of Brownian motion.

3.1.3. Multifractality

Complex systems may also generate multifractal time series. A multifractal series is composed
by interwoven fractal processes and specific methods of analysis should be applied to identify the
components of the multifractal dynamics.

One multifractal method used in sEMG analysis is based on the evaluation of the singularity
spectrum over successive epochs of 1s duration [62]. The measured signal is covered with boxes of
size l and the probability Pi(l) in each box i is calculated. For monofractal series, Pi(l) increases as the
power αi of the size l, the exponent αi being called the singularity strength.

For the multifractal analysis, a normalized Pi(l) measure is used:

μi(q, l) =
[Pi(l)]

q∑
j[Pi(l)]

q . (9)

The exponent q allows highlighting the different components of the multifractal time series.
The normalized measure in fact amplifies the fractal components with greater singularity when
q > 1 and those with lower singularity when q < 1. In particular, if the series is monofractal the
singularity strength does not change with q. Thus, averaging αi over all the boxes i one obtains the
function α(q) that provides a measure of the degree of multifractality. The singularity α determines the
Hausdorff fractal dimension f of the data and therefore, as α changes with q, also f changes with α.
The function f (α) that describes the fractal dimension as a function of the singularity strength is called
the singularity spectrum.

Another way to assess the multifractality of a time series is to extend the DFA method, which was
originally proposed for monofractal series. This is done modifying the definition of the variability
function F(n) in Equation (8) and calculating a variability function Fq(n) which depends on the moment
order q as: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Fq(n) =
(

1
M

M∑
k=1

(
σ2

n(k)
)q/2

)1/q

f or q � 0

Fq(n) = e
1

2M
∑M

k=1 ln(σ2
n(k))

q/2
f or q = 0

(10)

where M is the number of blocks of size n and σ2
n(k) is the variance of the residuals in each block [98].

When q = 2, Fq(n) coincides with the “monofractal” variability function F(n). The multifractal variability
function amplifies the fractal components with greater amplitude when q > 0 and those with lower
amplitude when q < 0. At each moment order q, a multifractal DFA coefficient, α(q), is estimated as
the slope of the regression line fitting Fq(n) vs. n in a log-log scale. If α(q) depends on q the series is
multifractal while monofractal series are characterized by constant α(q) functions.

Multifractality in muscle action. Li et al. applied the method of multifractal DFA to the
cross-correlation function between force and sEMG [99]. The results show a strong statistical
self-similarity in the correlation sequences between force and sEMG signals, with fractal characteristics
similar to 1/f noise or fractional Brownian motion. The multifractal DFA has been applied to the biceps
brachii contraction, and it was observed that the sEMG signal is mono- and multifractal in different
time scales, with “several fractal-scaling breaks” [100].
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Multifractality and fatigue. The singularity spectrum f (α) of the sEMG signal of the biceps brachii
was estimated during isometric contractions and the area of the singularity spectrum was taken as
a concise index of the degree of the sEMG multifractality [62]. The results demonstrated that the area
of f (α) consistently increased during the static contraction suggesting the use of f (α) for assessing
muscle fatigue.

The multifractal DFA approach was used also to evaluate whether the effects of fatigue on the
EMG signal could be estimated with greater accuracy than that of conventional indices of EMG such as
the MDF of the sEMG power spectrum [100]. The observed changes in Hurst exponent in the fatigued
muscle may be due to a reduction in conduction velocity in muscles fibers and to the enlarged motor
unit action potential, which may increase the long-range correlation in sEMG at small time scales.

3.2. Correlation

3.2.1. Correlation Dimension

In 1996, Nieminem and Takala demonstrated that sEMG is better modeled as the output of
a non-linear dynamic system rather than as a random stochastic signal [101], suggesting the use
of non-linear analysis methods. Among the non-linear methods, the evaluation of the correlation
dimension (CD) [102] has been used to classify the sEMG dynamics, both at rest and during light and
fatiguing muscle contractions. CD is a measure of the amount of correlation contained in a signal
connected to the fractal dimension. The CD estimation requires the calculation of the correlation
integral C(r), which is the mean probability that the states of the dynamical systems at two different
times are close, i.e., within a sphere of radius r in the space of the phases. Given a time series g(k),
the phase space is reconstructed by the vectors G(k) = [g(k), g(k + τ), . . . , g(k + (m − 1)τ)]T with m the
embedding dimension and τ a delay. The correlation integral is then estimated by the sum:

C(r) =
1

N2

N∑
i, j = 1

i � j

Θ( r− ||G(i) −G( j) ||) (11)

where N is the number of states, Θ the Heavyside function and ‖ . . . ‖ the Euclidean norm. If g(k) is the
output of a complex system, when N increases and r decreases, C(r) tends to increase as a power of
r, C(r)~rCD. Thus, CD, the correlation dimension of the system can be estimated as the slope of the
straight line of best fit in the linear scaling range region in a plot of ln (r) versus ln r.

The algorithm requires a large amount of data to provide reliable estimates, a restraint in the
analysis of sEMG. Furthermore, the estimates are unreliable for m greater than 14 (Nieminem and Takala,
1996) and the computational time increases exponentially with the number of samples (Bai-Lin, 1990).

Correlation dimension and muscle activation. The studies on correlation dimension applied to sEMG
firstly confirm the non-linear character of muscle electrical activity, which shows a structure different
from a pure random noise [103]. Thus, during the dynamic muscle contraction, neuromuscular system
has been demonstrated to “progressively changes from narrow band orderly recruitment pattern to
a broadband chaotic pattern” [103].

As it concerns muscle activity, EMG signals from lower limbs muscles during walking were found
to exhibit signs of chaotic behavior by the computation of CD values between two and three [104,105].
Furthermore, the study of the electrical activity of paravertebral muscles during different bending
postures demonstrated that CD is a reliable method to compare the EMG signal in various muscle
contraction conditions [106]. Finally, during a submaximal test of isometric loading Meigal et al.
demonstrated that correlation dimension was able to distinguish the sEMG characteristics between
two groups of young and old healthy individuals [107].

More recently, Wang et al. used a mixed mathematical approach, based on decomposing the sEMG
signal by the wavelet transform for calculating CD, to distinguish four types of forearm movements.
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This could be prospectively useful to classify muscle movements in the conception and design of new
powered limb prostheses [108].

Correlation dimension and fatigue. Muscle fatigue seems to reduce the dimensionality of the system,
as assessed by CD: this has been ascribed to motor unit synchronization and reduction in action
potential velocity and firing rate, which may reduce the neuro-muscular system adaptability [101].
However, a precise connection between the physiologic adaptation to fatigue in muscle activity and
the changes in correlation dimension of sEMG signals is still lacking.

3.2.2. Recurrence Quantification Analysis

The recurrence quantification analysis (RQA) is a nonlinear geometrical tool used “to bring
out temporal correlations in a manner that is instantly apparent to the eye” [109]. This analysis
was proposed by Eckmann in 1987 to detect recurring patterns and non-stationarities in a dynamic
system [110]. Given a data set x(i) of points, RQA is constituted by a recurrence plot in which an array
of dots is arranged in a square map and darkened pixels are plotted at specific coordinate i, j whenever
the point x(j) is closer than a distance threshold r to the point x(i). When the distance between x(i) and
x(j) is below r, x(j) is considered as recurrent and then, a dot is signed on the recurring map at the
coordinate (i, j). Given a time series g(i) its recurrence plot is obtained as follows:

1. Setting an embedding dimension (d) and a delay τ, the data set x(i) = (g(i), g(i + τ), . . . , g(i +(d −
1)τ)) is generated;

2. The radius r is set to a value that allows a reasonable number of x(j) data being closer than r to x(i);
3. A darkened dot is plotted at each coordinate (i, j) for which x(j) is included in the ball with radius

r centered at x(i).

Since i and j are times the resulting recurrence plot provides information on the time correlation
of the data set.

Different recurrent structures might be found looking at the recurrence plots [111,112]. Single
isolated points result from chance recurrences in the signal; upward diagonal lines reflect the presence
of a deterministic rule into the signal as they appear “whenever strings of vectors reoccur further down
the dynamic” [113]; vertical and horizontal lines indicate the occurrence of isolated vectors of data set
that match with a repeated string of vectors separated in time; and blank bands are the consequence
of transients in time series. Given that subtle patterns are not always detected, different quantitative
descriptors can be determined. Readers can found an exhaustive description of the recurrence plot
descriptors in the brilliant paper of Webber and Zbilut [112]. The most often used are:

(i) Percent determinism (%DET), that quantifies the percentage of recurrent points forming diagonal
line structures

%DET =

∑N
l=lmin

lP(l)∑N
i, j Ri, j

(12)

where P(l) is the frequency distribution (i.e., the probability) of diagonal lines with length l, being l
an integer number;

(ii) Percent recurrence (%REC), that quantifies the density of recurrent points in the plot:

%REC =
1

N2

N∑
i, j=1

Ri, j (13)

A critical aspect of RQA is the need to carefully tuning the embedding dimension, the delay τ and the
threshold distance to obtain reliable estimates [78,111,114]. A typical value of the delay τ is the first
zero of the autocorrelation function.

RQA and muscle activation. Several studies investigated the sensitivity of RQA to sEMG shifts
towards more deterministic behaviors under different contraction intensities and characteristics in
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both small and large muscles [114–118]. Filligoi and Felici [113] evaluated %DET during voluntary
contractions at three different force levels, each sustained for 20 seconds. Although the initial %DET
value was insensitive to force levels, the slope correlated with the contraction intensity.

RQA behavior was also investigated in response to different levels of motor unit synchronization
by computing %DET before, during, and after the injection of a drug to increase the motor units
synchronization [118]. %DET rose as a function of synchronization in most of the investigated
muscles, leading the authors to consider it as a suitable tool to monitor changes in motor unit
synchronization [118]. Different results were reported by Schmied et al. [119] that did not find
a correlation between %DET and the amount of synchronous impulses when contractions were
performed at a low level intensity. No correlations were also found between %DET and potentiation
phenomena neither in endurance-trained nor in power-trained athletes [120].

Some studies compared recurrence analysis to frequency analysis finding prompter response
and higher magnitude of %DET compared to spectral indices. This supports the idea that recurrence
indices present a higher sensitivity than spectral indices to detect sEMG drifts [114,116,121].

RQA and fatigue. RQA also explored the effects of fatigue on muscular activation in different
studies, which found a continuous rise of %DET as a function of time, although the results could be
influenced by factors such as contraction intensity, muscle size [78,111,116,121–124], altitude and other
muscles characteristics [122]. The role of contraction intensity was explored by Webber and Zbilut
who found an almost-steady-state behavior of %DET during sustained light loading whereas during
heavy loading a progressive rise occurred [111].

RQA was also adopted to characterize fatigue effects in different groups: power-trained athletes,
endurance athletes, wheelchair basketball players and sedentary control subjects [116,120,122,125,126].
While %DET increased in all the athletes’ phenotypes, it did not in control group. Changes in %DET in
athletes were ascribed to a more regular and more similar bursts pattern, while differences between
groups were explained with the different proportion in fibers composition. Figure 4 shows an example,
in a representative subject, of the computation of EMG power spectrum (with the calculation of the
median spectral frequency) and RQA plot (personal data) during non-fatigued and fatigued muscle
conditions. During fatigue, the computed mean spectral frequency decreases and the spectral power
increases. Furthermore, the density of recurrent points remains relatively unchanged (constant %REC),
but the arrangement of points is altered, indicating an increased periodic component in the EMG
during fatigue.

Muscle endurance was also evaluated by RQA after exposure to high altitude. Similarly to
normobaric condition, %DET progressively increased during the sustained contraction; however,
the slope became steeper under exposure to hypobaric hypoxia [122]. Two studies evaluated the
behavior of spectral variables and recurrence-plot indicators (%DET and %REC) on experimental
as well as simulated EMG signals. In these latter the response to two typical signs of muscular
fatigue, like reduction of conduction velocity and the increase in motor unit synchronization,
were explored. %DET and %REC showed to be influenced by the conduction velocity and by
the degree of synchronization [78,116]. Ito and Hotta, by the use of RQA, recently explored sEMG
behavior during exhausting contraction under blood flow restriction. They found an increase in %DET
during contraction and even higher values when blood flow restriction was applied [127]. Table 2
summarizes the parameters adopted for RQA analysis in previous studies and the results in terms of
%DET and %REC in fresh and fatigued muscles.
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Figure 4. Power spectra with median frequency (MDF) (left panels) and recurrence plots with percent
determinism (%DET) and percent recurrence (%REC) from recurrence quantification analysis (RQA,
right panels) of sEMG signals for the non-fatigued (A) and fatigued (B) vastus lateralis muscle in one
representative subject (personal data); analysis parameters are: N = 1024; τ = 4; m = 4; r = 15.

Table 2. Percent determinism (%DET) and percent recurrence (%REC) in fresh vs. fatigued muscles
by RQA.

Authors. Muscle m τ (ms) r %DET %REC

Del Santo et al., 2007 [118]
D
BB
Q

15 3 10%
62 vs. 72
75 vs. 87
19 vs. 32

NA

Farina et al., 2002 [116] BB 15 3–6 10% (a) 28 vs. 70 3.1 vs. 3.5
Felici et al., 2001a [126] VL 15 τ0 2% 27 vs. 42 NA
Felici et al., 2001b [122] BB 15 τ0 2% 33 vs. 78 NA
Fattorini et al., 2005 [115] FD 15 τ0 2% 40 vs. 65 NA
Filligoi et al., 1999 [113] BB 15 τ0 2% 36 vs. 60 4
Ikegawa et al., 2000 [123] MF 10 τ0 2% 11 vs. 25 3.6 vs. 4
Ito et al., 2012 [127] BB - - 10% +15% NA
Mesin et al., 2009 [78] VL 7 1 20% NA
Schmied et al., 2011 [119] EC 10 3 20% 43 vs. 50
Uzun et al., 2012 [125] BB, BR 6 4 - 20 vs. 60
Webber et al., 1994 [111] BB 10 τ0 2% 20 vs. 30
Webber et al., 1995 [114] BB 10 τ0 2% 20 vs. 40
Webber et al., 2007 [112] BB 10 4 15% 61 vs. na
Yanli et al, 2005 [101] BM 7 3 - 82 vs. na
Yang et al., 2005 [124] BB 10 4 15% 55 vs. 90

m = embedding dimension; τ = delay; τ0 = first zero of the autocorrelation function (typically between 3–5 ms); r =
radius as % of maximum distance or (a) of mean distance; BB=biceps brachii; BM=back muscles; BR=brachioradialis;
D = deltoid; EC = extensor carpi radialis; FD = first dorsal interosseous; MF =multifidus; Q = quadriceps; VL =
vastus lateralis.
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3.3. Entropy

3.3.1. Approximate Entropy, Sample Entropy and Fuzzy Entropy

In 1991, Pincus coined the term approximate entropy (ApEn), to indicate a method estimating the
“likelihood that runs of patterns that are similar remain similar on next incremental comparisons” [67].
An advantage of this method is its applicability in noisy and short datasets [128–130]. To calculate
ApEn of a series g(i) of N equally-spaced values, one should first set an embedding dimension m and
a distance threshold r and then:

1. Form a series of N − m + 1 vectors of m components G(i) = [g(i), g(i + 1), . . . , g(i + m)]T;
2. Compute the distance between any couple of vectors G(i) and G(j) as the largest absolute difference

between the corresponding scalar components (if the difference is less than the distance r the two
vectors are similar);

3. Count nm
i (r), number of the N − m + 1 vectors G(j) similar to G(i) and the probability to find

a vector similar to G(i) as:

Cm
i (r) =

nm
i (r)

N −m + 1
(14)

4. Calculate Cm(r) as the average of Cm
i (r) for all the vectors G(i);

5. Repeat the steps from 1 to 4 for the embedding dimension m + 1.

Then,

ApEn(m, r) = −ln
[

Cm+1(r)
Cm(r)

]
(15)

Deterministic sequences present a high degree of regularity, i.e., if they are similar for m points they are
likely similar also for the next point, m + 1. Therefore, higher is the regularity, lower is ApEn. Since each
sequence matches itself, ApEn is a biased estimator and it is lower than expected for short records [128].
This also implies that it lacks relative consistency, making it difficult to interpret the comparison of
different datasets. Moreover, because of its bias, ApEn depends on the signal length. When two
time-series are compared, care must be taken to estimate ApEn on the same signal durations [130].

Sample Entropy (SampEn) addresses the drawbacks caused by self-matching and provides better
consistency and performance than ApEn [128]. SampEn reduces the bias avoiding self-comparison
between vectors [130]. This is done by calculating nm

i (r), the number of vectors similar to G(i), for all
the vectors G(j) excluding j = i. This leads to defining SampEn as:

SampEn(m, r) = −ln
Am(r)
Bm(r)

(16)

where:

Am
i (r) =

nm+1
i (r)

N −m− 1
(17)

Bm
i (r) =

nm
i (r)

N −m− 1
(18)

Boasting better consistency and robustness, the fuzzy approximate entropy (FuzzyEn) was
proposed in 2010 for noisy and short datasets [129,131]. Additionally, FuzzyEn was independent of
the tolerance r introducing the concept of fuzzy membership functions for determining the degree of
similarity between patterns. Therefore, the similarity between G(i) and G(j) is quantified by a fuzzy
continuous and convex function [129,132]:

Cm
i (r) =

1
N −m + 1

N−m+1∑
j=1, j� i

Ω
(
dm

i, j, r
)

(19)
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with [121,131,133,134]

Ω
(
dm

i, j, r
)
= e−

d2
i, j
r (20)

Finally,

FuzzyEn(m, r) = −ln
[

Cm+1(r)
Cm(r)

]
(21)

where Cm(r) is the average of Cm
i (r) for all the vectors G(i).

3.3.2. Multiscale Entropy

The measures of entropy like SampEn cannot properly distinguish whether the irregularity of
the time series just reflects random components or whether it is generated as the output of a genuine
complex system. To better detect the presence of complexity in the time series some authors proposed
a multiscale approach to entropy [135]. The multiscale entropy method is based on the evaluation
of SampEn on progressively coarse-grained series. A coarse graining of order n consists in applying
a moving average filter of order n on the original series g(i) and in decimating the filtered series
taking one sample every n. Then, SampEn is estimated over the coarse-grained series obtaining the
multiscale entropy at the scale n, MSE(n). Clearly, MSE (n = 1) coincides with SampEn by definition.
Like SampEn, also the multiscale entropy needs the preliminary choice of the proper embedding
dimension m and threshold distance r. In addition, it is still unclear whether the same threshold r
should be used at all the scales n or whether it should be adjusted at each scale, r(n) [136]. Recently,
the coarse-graining procedure has been improved to allow stable estimates at large scales even when
analyzing relatively short data segments and to reduce leakage from the shorter to the larger scales due
to the wide transition band of the moving average filter [137]. A concise way to quantify the MSE(n)
profile is to sum all scales shorter than a critical scale τc to obtain a short-term complexity index, CS,
and to sum all the scales larger than τc up to the largest estimated scale, nmax, to obtain a long term
complexity index, CL, as:

CS =

τc∑
n=1

MSE(n) (22)

CL =

nmax∑
n=τc+1

MSE(n) (23)

To identify the critical scale τc analyzing sEMG during isometric contractions, Cashaback et al.
performed a piecewise-linear regression on MSE(n) estimates for scales n between 1 and 50 samples
(corresponding to the range between 0.004 and 0.2 s) and found a single breakpoint demarcating two
linear scaling regions [138]. The intersection of the two-piece regression defined τc (see Figure 5).

Entropy and muscle activation. Several studies used entropy-based methods in characterizing
the complexity of EMG signals during relaxed conditions [139] and contractions [117,131,140].
From a physiological viewpoint, as healthy biological systems show markedly higher complexity than
compromised ones, low entropy values could be read as a sign of impairment [141].

Despite the different studies using ApEn on EMG signals, its consistency and reliability have
recently been questioned [72]. Zhou et al. employed SampEn and FuzzyEn to interpret sEMG collected
at different intensity levels of contraction and found a very weak correlation between SampEn and
muscle torque while FuzzyEn showed a direct positive correlation with the effort [134]. These authors
concluded that FuzzyEn could be a useful alternative to force estimation whereas SampEn might
be determined as a biomarker of EMG able to overcome interference due to changing muscular
contractions intensity. A relationship between entropy measures and force production was also
examined by Troiano et al., [81] who found no effect of fatigue on entropy values.
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Figure 5. Example of sEMG multiscale entropy and identification of the critical scale τc for the definition
of short-term and long-term complexity (from [138] with permission).

Finally, MSE analysis was applied to sEMG signal by Cashaback [138] to evaluate the short-term
complexity of sEMG at three different intensity contractions. The authors reported a correlation
between MSE and contraction intensity although the level of complexity at 100% was only slightly
different compared to the one found at 70%. The investigators hypothesized that, given that force
production above 70% is mainly attributed to an increase in temporal firing, signal complexity might
be mainly influenced by rate discharge rather than motor unit recruitment [138].

Entropy and fatigue. The use of entropy algorithms to study MMF has been recently
evaluated [121,129,132,142]. Hernandez et al. [93] recently studied the individual influence of fatiguing
contractions and of different contraction types on the complexity of sEMG signal by SampEn and DFA.
The effect of the combination of both factors were also evaluated. Given that SampEn values decreased
in fatigued conditions and different values were found among the contraction types, the Authors
concluded that “sEMG complexity is affected by fatigue status and contraction type, with the degree of
fatigue-mediated loss of complexity dependent on the type of contraction used to elicit fatigue” [93]
(Figure 6).

Figure 6. Sample entropy (mean ± SEM) of vastus lateralis sEMG signals from non-fatigued to
fatigued conditions during concentric, eccentric, and isometric contractions (from Hernandez et al., [93]
with permission).
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Lin et al. applied the SampEn algorithm to sEMG signals collected from quadriceps muscles
during cycling. Comparing the results obtained under fatigued and un-fatigued conditions they found
no differences in SampEn values [84]. The absence of any changes in signal EMG complexity was
attributed to the different type of contraction (isometric and cyclic).

FuzzyEn was also used to characterize the determinism of sEMG signal during fatigue [129,132,142].
The study of Xie et al. compared the time course of FuzzyEn with that of ApEn and of the MDF and
found that FuzzyEn decreased linearly during muscle contraction as well as the MDF, where ApEn
did not [129]. Successively the Authors compared the performance of FuzzyEn with SampEn and
ApEn and concluded in favor of FuzzyEn, due to its better robustness to the analysis length [132].
Navaneethakrishna et al. [142] applied FuzzyEn to explore determinism in sEMG signal under fatigued
and un-fatigued conditions and, similarly to previous studies, found a decline in entropy throughout
fatigue development.

Kahl and Hofmann [121] compared six different algorithms (including SampEn and FuzzyEn)
in the detection of local MMF. The sEMG signal was analyzed by spectral, entropy and recurrence
quantification analysis. Authors found that entropy-based variables performed better than recurrence
methods, though ApEn provided a low MMF detection quality. Better results were found from SampEn.
Moreover, a limit of FuzzyEn method was recognized on the high computational effort.

The above cited work of Cashaback et al. [138], based on MSE approach, found that entropy values
significantly decreased after fatigue. The authors hypothesized that the reduction of signal complexity
might have resulted from a decrease of action potential amplitude and velocity as a consequence
of alterations in the metabolic and enzymatic events involved in muscle contractions. Similarly,
Navaneethakrishna et al. [142] observed a clear reduction of MSE values with MMF and attributed the
finding to the fatigue-induced synchronization of motor unit recruitment that in turn would have led
to the generation of more regular pattern in the neuromuscular signal.

MSE was used to investigate MMF also in a group of children with cerebral palsy to have a deeper
insight into the central nervous system and neuropathological mechanisms underpinning muscle
contractions [143]. Investigators noticed a decreasing pattern of MSE along with fatigue development
and ascribed it to a reduction of motor unit synchronization.

Table 3 shows settings and results obtained using entropy algorithms in the studies taken
into considerations.

Table 3. Entropy of sEMG during contractions.

Authors Contraction Muscle Estimator r Value

Ahmad et al., 2008 [117] Isometric FC, EC ApEn 4 0.5–0.79
Cashaback et al., 2013 [138] Isometric BB MSE 0.60 0.9–1.2

Hernandez et al., 2019 [93] Isometric
Dynamic VL SampEn 0.20 1.46–1.57

Pethick et al., 2019 [91] Isometric VL ApEn
SampEn 0.10 0.10–0.65

0.01–0.62

Xie et al., 2010 [129] Isometric BB ApEn
FuzzyEn 0.10/0.15 0.0–3.0

0.4–0.8

Zhu et al., 2017 [134] Isometric BB SampEn
FuzzyEn 0.25 0.8–1.00

0.01–0.13

r = threshold expressed as a fraction of standard deviation; BB = biceps brachii; Q = quadriceps; VL = vastus
lateralis; EC = extensor carpi radialis; FC = flexor carpi ulnaris.

3.4. Deterministic Chaos

Largest Lyapunov Exponent

The determination of the chaotic properties of a nonlinear system may be performed through the
computation of largest Lyapunov exponent (λLLE), which estimate the rate of exponential divergence
of neighboring trajectories into the phase space. This measure can therefore quantify the “amount
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of chaos” in a system. Different algorithms have been implemented to determine λLLE from finite
amounts of experimental data. The first implementation by Wolf estimated the non-negative Lyapunov
exponent and determined the grade of unpredictability by the magnitude of the exponent, but it was
rather inefficient [144]; later, the Rosenstein’s method proved to be more efficient and overcame the
drawbacks of the Wolf algorithm [145]. Rosenstein’s algorithm requires four input variables: time
delay, minimum embedding dimension, mean period and maximum number of iterations. Briefly,
the EMG time series of N points is considered as a trajectory in the embedding space. The algorithm
locates the nearest neighbor of each point j of the trajectory, and considers the distance between these
two close points as a small perturbation, Δj(0). It is assumed that the j-th pair of nearest neighbors
diverges in time at the exponential rate given by the largest Lyapunov exponent λLLE, which means
that lnΔj(i) = Cj + λLLEi. This equation, evaluated λLLE for all the j pairs, represents a set of parallel
lines. To reliably estimate λLLE from short and noisy data, the average of the parallel lines is computed.
In general, the average line shows a long linear region after a short transition, and is estimated as the
slope of the regression line fitting the average line.

Muscle activation andλLLE. The Rosenstein method for calculating λLLE was applied on EMG signals
by Chakraborty and Parbat [72] for the assessment of chaotic patterns during isotonic contractions
of biceps brachii muscle (arm flexion with 1 kg load). Considering the stochastic nature of EMG,
the authors used Cao’s method for determining the embedding dimension [146], whereas the time delay
was determined through Kraskov’s mutual information function [147], the mean period was obtained
as the reciprocal of the median frequency found by the average Welch periodogram technique and
100 iterations were used as the last input variable. The results obtained by this application suggested
the presence of deterministic chaos in EMG signal, and found an, although very limited, variability
with the applied load. In another study, when applied to the electrical activity of paravertebral
muscles during various bending postures, the positive Lyapunov exponent could not discriminate the
contraction conditions, differently from CD [106].

Muscle fatigue and λLLE. The estimation of the largest Lyapunov exponent had limited applications
in the evaluation of muscle manifestation of fatigue. The λLLE value did not change with the increase of
the muscle load in [72], although it was unlikely that the load used in this work provoked a significant
fatigue state in the tested muscle (biceps brachii). Significant reductions in the dynamic stability of
low back EMG were found during a fatiguing task (30 repetitions of trunk extension) by means of
the maximum Lyapunov exponent [148]. Interestingly, the index was lower in subjects with chronic
low back pain (in whom paravertebral muscles are often contracted for antalgic reasons) compared to
control subjects, with a trend more pronounced in people with low back pain toward a reduction during
asymmetric versus symmetric tasks [148]. In a work of Padmanabhan and Puthusserypady [104] sEMG
signals exhibited chaotic behavior with a greater number of positive Lyapunov exponent for signals
recorded during maximal voluntary contraction than during walking. Finally, Sbriccoli et al., [149]
demonstrated a significant reduction (by 14–42%) of λLLE in EMG from muscles with exercise-induced
muscle damage (by 35 maximal contractions of biceps brachii), with complete recovery after two weeks.

4. Discussion

This review aimed at describing the main linear and complexity analysis methods in the literature
which were applied to the EMG signal to determine the effects of fatigue on muscle electric activity
(the scheme we followed is summarized in Figure 7). The issue we reviewed plays an important role in
physiology (e.g., exercise physiology, neurophysiology, training, etc.) and pathophysiology settings
(physical rehabilitation, neurology, prosthesis development, etc.).

Some linear and spectral descriptors of EMG, as the σg and MDF have been demonstrated to be
sensitive to fatigue-induced variations of EMG. However, intriguingly, it has been shown that the
EMG signal also exhibits many complexity characteristics deserving to be evaluated, especially to
understand whether these features have an onset time and a sensitivity to MMF development different
from those of the classic linear descriptors.
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Several papers focusing on the complex behavior of EMG demonstrated so far that the EMG
signal is non-linear in nature and expresses the features of a low dimension chaotic system [72,100,104].
Many complexity indices have been therefore used in characterizing the changes occurring in EMG
with muscle activation and with fatigue. Some of them seems to be more informative and shows early
changes compared to traditional linear and spectral analysis. In addition, fatigue results in a significant
loss in EMG complexity [124,127,143,148].

Figure 7. Scheme representing the considered linear and complexity-based indices for the
sEMG analysis.

Among the complexity analyses applied so far to the EMG the fractal analysis had many
applications. Though not universally accepted [81,82], FD typically reveals an increase during muscle
activation at low intensity levels of force production [61,76,79,82] with a decrease in response to
MMF [64–66,79,84,86]. The common finding of the reported studies suggests an inverse relationship
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between FD and motor unit synchronization. By contrast, FD seems to be positively related to motor
unit firing rate [78,86]. Finally, it showed to be suitable to estimate the exhausting time during
an isometric contraction [80].

The RQA approach is another widely used index of complexity applied to EMG. A rise in %DET
was attributed to an increase in motor unit synchrony and in a more similar bursts of motor unit
potential action generation patterns. Local MMF is accompanied by an increase in recurrent statistics
in sEMG signal therefore, %DET represents a promising tool in revealing early onset the MMF during
a challenging motor task [45,78,111,121–124].

In addition, the entropy-based measurement has been widely used to evaluate how fatigue
influences the determinism of EMG signal. During fatigue development entropy parameters show
a clear decline, reflecting a shift of EMG towards more regular pattern. The decay observed in
sEMG complexity by entropy has been ascribed to a decrease of both action potential amplitude
and velocity probably due to alterations in metabolic and enzymatic events involved in muscle
contractions [93,129,142,143].

A promising extension of MMF detection capabilities by complexity indices applied to EMG was
introduced by the study of multifractality [62]. This method has shown a higher degree of correlation
and accuracy with the progress of fatigue compared to the median spectral frequency, and presents
possible applications, such as discrimination between normal and pathological sEMG (e.g., in those
neuromuscular disease where a reduction of the number of motoneurons occurs and the action potential
of the residual motor units changes in shape and duration) [100].

Finally, the determination of the largest Lyapunov exponent from sEMG demonstrated the chaotic
properties of this nonlinear system but its potential in detecting MMF seems to be limited [72,106].
Therefore, despite some intriguing results [104,148,149], future standardized fatiguing protocols are
needed to confirm whether λLLE of sEMG can be diagnostic tool to assess MMF and impairments, as well
as the effectiveness of treatment in different settings, as clinic (rehabilitation) and sporting contexts.

All these findings, collectively, might make the use of complexity analysis tempting. However,
readers have to consider the several pitfalls and tricks thronging the analysis process. Indeed, almost
all the complexity procedures present some limitations in their use that should be considered. First,
the quality of the estimates of complexity indices increases with the length of the dataset and for this
reason complexity methods generally require long time series: this may be a critical point because EMG
data during fatiguing muscle contractions are usually of reduced length. Therefore, there is a need
to develop indices and estimation algorithms which can be meaningfully applied to short dataset.
In this regard, recent lines of research in the complexity analysis of physiological signals are aimed at
specifically designing algorithms for short time series, for instance by reducing the estimator bias and
variance in multiscale entropy analysis [137,150,151] or by improving the consistency of multifractal
DFA estimates [88]. It is, therefore, desirable that these algorithms are properly adapted to the analysis
of sEMG and applied to detect the electromyographic manifestation of muscle fatigue.

Second, many of these analyses are based on highly recursive calculation procedures and therefore
needs high computational times. Third, from a statistic viewpoint, there is a requirement for surrogate
data analysis, in order to test the EMG signal for non-linearity in different conditions (e.g., fatigued vs.
non-fatigued states). In the vast majority of the studies cited in this review no surrogate data analysis
has been performed. Fourth, only in some cases an accurate parameterization of the variables used in
the specific complexity analysis (in particular the parameters used to reconstruct the phase space, as the
embedding dimension, the time delay, the critical scale and the threshold distance) has been performed.
This latter point has been deeply stressed in those studies. Indeed, given that an inaccurate setting
of the algorithms parameters severely impacts on final results, a meticulous detection of the most
appropriate setting is absolutely required to achieve reliable results and avoid improper conclusions.
We encourage the interested readers to undertake the endeavor of assessing the sensitivity of complexity
descriptors with synthetic EMG signals, whereby the effect of different sources leading to MMF can
be controlled for. It is our understanding that only then would it be possible to reveal the added
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value of complexity analysis in screening the various physiologic phenomena that may manifest in
experimental EMG signal during fatiguing contractions (synchronization of the motor units generating
the action potentials, changes in the shape of action potentials, in the firing rate, in the biochemical
conditions and metabolism of the muscle fiber, etc.). Indeed, in some analyses reported in this review,
the authors attempted to correlate the behavior of the complexity indices of EMG to the changes in the
physiological phenomena that underlie the MMF during a protracted muscle contraction. However,
this should be possible only when working with synthetic signals, in which several phenomena, such as
fiber recruitment and action potential synchronization, can be controlled. Differently, in an interference
signal such as surface EMG, it is virtually impossible, even with sophisticated algorithms, to distinguish
the peripheral components of fatigue from the central ones. The conclusions of many authors on this
topic should, therefore, be evaluated with caution and considered to be eminently speculative.

In conclusion, although some complexity indices seem to detect MMF efficiently, more work
remains to be done to compare these indices in terms of reliability and sensibility, to optimize the
choice of the parameters used to reconstruct the phase space and to elucidate their relationship with
the physiologic phenomena underlying the onset of fatigue in exercising muscles.
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Abstract: Relative consistency is a notion related to entropic parameters, most notably to Approximate
Entropy and Sample Entropy. It is a central characteristic assumed for e.g., biomedical and economic
time series, since it allows the comparison between different time series at a single value of the threshold
parameter r. There is no formal proof for this property, yet it is generally accepted that it is true.
Relative consistency in both Approximate Entropy and Sample entropy was first tested with the MIX
process. In the seminal paper by Richman and Moorman, it was shown that Approximate Entropy lacked
the property for cases in which Sample Entropy did not. In the present paper, we show that relative
consistency is not preserved for MIX processes if enough noise is added, yet it is preserved for another
process for which we define a sum of a sinusoidal and a stochastic element, no matter how much noise is
present. The analysis presented in this paper is only possible because of the existence of the very fast
NCM algorithm for calculating correlation sums and thus also Sample Entropy.

Keywords: time series analysis; sample entropy; relative consistency

1. Introduction

Relative consistency of Sample Entropy (SampEn) has been assumed in all clinical and economic
applications [1–4]. Indeed, if we say that a one time series is more complex than another on the basis of their
value at a certain threshold r, we assume this either explicitly or tacitly. It is quite surprising that there are
no comprehensive studies on this property of Sample Entropy. The analytic proof of this property would
be very hard to derive. In fact, very little theoretical work has been done on these parameters, most of
which is limited to the Moorman and Richman paper [4]. We do not know the distribution of Sample
Entropy (the t distribution assumed in [4] is based on data, not analytical properties), we do not know
entropy profiles of most common processes or the influence of noise on these processes. The experimental
verification of relative consistency requires calculation of SampEn across many different thresholds for
many time series e.g., many RR (i.e., the distance between two consecutive R-vawes in the ECG) intervals
time series, acquired with the same equipment (the same sampling rate as well as other external conditions).
This is difficult because of the computational burden of this task. In this paper, we overcome this difficulty
by using the NCM algorithm [5]. Unlike a formal proof, this procedure would not yield certainty about
relative entropy, but it could either corroborate, or decisively refute it.

Entropy 2020, 22, 694; doi:10.3390/e22060694 www.mdpi.com/journal/entropy
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We believe that the methodology developed in this paper is systematic and applicable to all types of
time series studied with the use of Sample Entropy. Furthermore, we provide the software necessary to
perform such an analysis quickly and without large hardware investments.

This paper is not the first one to study relative consistency of Sample Entropy as a universal property.
Indeed, even the creators of SampEn allow for the possibility of Sample Entropy not holding universally
for all time series [4].

In [6], the authors perform an analysis of short time series acquired by recording gait data. The most
significant result in the context of the present paper is the finding that SampEn is not relatively consistent
at r = 0.2 for the time series of step time of length 200—the averaged entropy profiles for short data
of young subject cross with the profiles of older subjects. The authors do not provide specific results,
i.e., how many curves cross, but nonetheless this is a significant finding for this time series. The cross
between entropy profiles in [6] was observed for very short recordings, but this finding was corroborated in
longer recordings [7]. The authors find that, for one hour recordings of time series of step time, the relative
consistency is lost between overground and treadmill walking recordings at r = 0.2 for m = 2 and
m = 3. The authors attribute this result to r · SD being close to the precision of the data. Still, this study
demonstrates that relative consistency is at least subject to some technical conditions.

In [8], it is found that relative consistency is not preserved in very short (N = 50) sinusoidal signals
for sample entropy, while it is for the Fuzzy Entropy, a parameter that is introduced in that paper.
While analyzing a similar set of measures, i.e., Approximate Entropy, Sample Entropy, and Fuzzy Measure
Entropy, Zhao et al. [9] find that sample entropy does not behave consistently in distinguishing between
normal sinus rhythm and congestive heart failure groups, which may be indicative of a lack of relative
consistency. This paper is not entirely conclusive in this respect as it uses a segmented approach, and thus
it is quite dissimilar to our study as well as the above-mentioned papers, but they do find that Fuzzy
Measure Entropy is, as expected, totally consistent in this respect.

In this paper, we concentrate on the process which was used to demonstrate and study the properties
of Approximate Entropy and SampEn, i.e., the MIX process. We contrast the results obtained for this
process with a closely related process and show that their properties with respect to relative consistency
are widely different. The considerations in this paper are limited to Sample Entropy because the fact that
Approximate Entropy is not relatively consistent with respect to the MIX process has already been shown
in [4].

1.1. Sample Entropy

Given a time series
Ui = {u(1), u(2), . . . , u(N)}, (1)

where N is the number of data points, let us build an auxiliary object

Vm,τ
i = {�v(1),�v(2), . . . ,�v(N − (m − 1)τ)}, (2)

which is a set of vectors in an m-dimensional embedding space [10,11], Vectors �vm,τ(i) = [u(i), u(i + τ), u(i +
2τ), . . . , u(i+(m− 1)τ)], i.e., the�vm,τ(i) consist of m ordered points, beginning at position i. The parameter
τ is known as time lag. Therefore, we have Lm = N − (m − 1)τ vectors Vm,τ

i for a fixed τ—these are often
called templates.

Let us define the so called correlation sum:

Cm(r) = L−1
m

Lm

∑
i=1

Cm
i (r). (3)
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Cm
i are defined as

Cm
i (r) =

{
(Lm − 1)−1 ∑Lm

j=1,j �=i Θ(r − |�vm(i)−�vm(j)|) if i ≤ Lm

0 if i > Lm
, (4)

Θ is called the Heaviside function

Θ(x) =

{
1 if x ≥ 0
0 if x < 0

. (5)

where r is called the radius of comparison [12], which is used to check the similarity of two vectors by
checking their distance with respect to a norm. The distance between two vectors in can be defined in many
ways, but the following maximum coordinate distance definition seems to have the best mathematical
properties [13]:

|�vm(i)−�vm(j)| = max
k=1,2,...,m

(|u(i + (k − 1)τ)− u(j + (k − 1)τ)|). (6)

SampEn (just like Approximate Entropy) is an attempt to build an estimator the Eckmann and
Ruelle [14] entropy:

ER = lim
r→0

lim
m→∞

lim
N→∞

[Φm(r)− Φm+1(r)], (7)

where N, r, and m have the same definition as before. This expression involves limits, so it cannot be
directly applied to a realistic, measured time series. In order to make this possible, this definition was
rewritten by Richman and Moorman [4] to the following form for a finite time series:

Φm(r) = (N − m + 1)−1
N−m+1

∑
i=1

log Bm
i (r), (8)

Bm
i has the same definition as Cm

i , with the only difference that self matches are included in Bm
i and

excluded from Cm
i . Richman and Moorman propose using the following, closely related quantity as

complexity measure instead of the Eckmann–Ruelle entropy

SampEn(m, r) = lim
N→∞

[− ln
Cm+1(r)

Cm(r)
], (9)

which, for a finite time series, can be estimated by

SampEn(m, r, N) = − ln
Cm+1(r)

Cm(r)
. (10)

A detailed look into the constitutive elements of these formulas lead to the conclusion that Sample Entropy
is the negative logarithm of the conditional probability that two sequences, which are within the r radius
of tolerance of one another for m points, remain at the same radius of tolerance for m + 1st point. A more
detailed treatment of SampEn may be found in [4].

1.2. Relative Consistency

The notion of relative consistency was introduced by Pincus in [1,3], and this property follows from the
properties of the Kolmogorov–Smirnov (KS) entropy. Rewritten in terms of SampEn, we have the following
property: for deterministic dynamical processes A, B, we should have that, from KS entropy(A) <

KS entropy(B), it follows that SampEn(m, r)(A) < SampEn(m, r)(B) and, conversely, for a wide range
of m and r. This entails that, if SampEn(m1, r1)(A) < SampEn(m1, r1)(B), then SampEn(m2, r2)(A) <

SampEn(m2, r2)(B) and vice versa. In other words, if SampEn for one process is lower than that for another
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process for a set of parameters (m1, r1), then this holds true for any other set (m2, r2) [4]. It should be
stated clearly that this is an expectation and a desirable property of SampEn, rather than a mathematically
proven property. If this holds true, then we are able to compare two processes at a single point (m1, r1)

and draw conclusions for all points. This is what is actually happens in applications.

1.3. The MIX and MIXTURE Processes

Let us now define the two processes which will be used to test the relative consistency of SampEn
under different conditions.

1.3.1. MIX(p) Process

Let 0 ≤ p ≤ 1 be discrete probability. Let us define three time series [4]:

Xj =
√

2 sin(j), (11)

In the above, we do not use the frequency modifying factor 2π
12 since our sampling is quite dense, as will

become apparent in the Data Analysis section.

Yj = U(−
√

3,
√

3), (12)

i.e., uniform independent, identically distributed random variable, and

Zj = B(1, p), (13)

i.e., a Bernoulli random variable with probability of success equal to p. We can now define the MIX(p)
process as

MIX(p) = (1 − Zj)Xj + ZjYj. (14)

1.3.2. MIXTURE(λ) Process

This is a very simple process which is composed of a sum of two processes: a deterministic and
stochastic process, the second of which is controlled by a tuning parameter λ. Let us define

Xj =
√

2 sin(j), (15)

Zj = U(0, 1), (16)

and the final process
MIXTURE(λ) = Xj + λ(Zj − 0.5). (17)

It can be seen that the λ parameter controls the amplitude of the added noise. Figure 1 presents a few
examples of of the above processes.
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Figure 1. A few examples of MIX (left panel) and MIXTURE (right panel) processes. The level of distortion
of the underlying deterministic signal increases from top (0.1) panels to the bottom ones (0.9).

It should also be noted that, in spite of their apparent similarity, these two processes are very different.
In the first of them, we tune how much randomness is in the signal, i.e., we control how many samples,
on average, come from the random process. In the other process, we control how large the random effect
is, i.e., what contribution each point gets from the random process. It may be argued that, in the MIX(p)
process, the parameter (p) controls the amount of the random component in the deterministic signal,
while the variance of a single random insertion remains the same, whereas in the MIXTURE(λ) process
the amount of the random component is constant (maximum), and the parameter (λ) controls the variance
of the random addition. This is interesting since it has been argued that the amount of variance in the
analyzed time series affects the results of entropy calculations [15,16].
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1.4. The NCM Algorithm

The NCM algorithm is the fastest algorithm for calculating correlation sums and SampEn which at
the same time uses the whole time series, without any sub-sampling or simplifications.

This algorithm is of the look-up table type and uses many tricks limiting the number of operations
as compared to the brute-force approach. The central objects of NCM are triangular matrices N̂ whose
elements are defined in the following way:

nij = ||ui − ui+(j+1)·τ ||, (18)

where u are the elements of the U time series and τ is the time lag. For a time series with N points,
the dimensionality of this matrix is N − τ − 1× (N − 1)/τ − 1. It is quite obvious that for any realistic time
series this amounts to a very large matrix. The first operation-reducing technique is limiting calculation
to sub-blocks. Using the symmetry of the matrix, elements with indices not meeting the condition
i + (j + 1) · τ ≤ N − τ − 1 are set to zero, thus halving the number of summations in the correlation
sum. Another result of this approach is removing redundant operations in calculating Cm by reducing
the number of operations for maximum norm from m2 to m. The last operation is searching for the first
occurrence of 0 from an arithmetic operation instead of a loop, with

(nm
i,j − b)/a, a = − rmax − rmin

n − 1
, b = rmax. (19)

Other, more standard optimization and algorithmic techniques as well as hardware scaling can be
used to further improve the performance of the procedure. The full description of the algorithm may be
found in [5] and Python code on the GPL license may be downloaded from https://github.com/sebzur/
NCM-algorithm.

2. Materials and Methods

All the signals were processed with the use of the Python programming language. The correlation
sums were calculated with the use of the NCM algorithm using the software available at https:
//github.com/sebzur/NCM-algorithm. The results were analyzed with the R programming language
and statistical system.

2.1. The MIX Process

One hundred signals were generated with four thousand samples, and four periods were generated
at the frequency of 5 Hz. The tuning parameter p for these signals changed from 0 to 1. For each of the
signals, the correlation sums Cm and Cm+1 were calculated for m = 2 (compare Equation (9)) and SampEn
was calculated using these results. The SampEn profiles were drawn for values of threshold r spanning the
segment (0 · SD, 4 · SD). As a result, we obtained 1100 plots for the different levels of the tuning parameter.
We searched for crossing profiles within the plots by subtracting the profiles and counting how many
times the difference changed sign.

2.2. The MIXTURE Process

One hundred signals were generated according to the definition from formula (17). The parameters
assumed were the same as for the MIX process, and the λ tuning parameter also changed in the range
λ ∈ (0, 1). We calculated correlation sums and SampEn profiles for the same sets of parameters as in the
MIX process case. As before, we got 1100 plots and we checked for crossing profiles.
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3. Results

3.1. The MIX Process

Figure 2 presents the entropy profiles for m = 2.

Figure 2. In this figure, entropy profiles of the MIX process calculated for m = 2 embedding are presented.
Each line corresponds to different p—starting from 0.1 with step 0.1. The inset presents the close up of
crosses between entropy profiles for p = 0.8 and p = 0.9 in linear scale.

We have observed that there are crossings in the entropy profiles. All the crosses in the present study
behave in the same way: the lines always cross at two points, which means that there is a finite region
for which the order of the lines reverses. The crosses have been summarized in Table 1 below. For each
line, it contains two values of r at which the lines cross, and the SampEn value at the crossing point. It is
interesting to notice that many entropy profiles cross with the maximum randomness MIX(1) process,
and there is also one more case which does not involve this process, namely MIX(0.8) and MIX(0.9).

Table 1. Crosses between entropy profiles for the MIX(p) process.

Crossing Lines r1 SampEn r2 SampEn

p0.7, p1.0 1.82 0.2565933 2.14 0.1591130
p0.8, p0.9 1.50 0.3900531 2.30 0.1206111
p0.8, p1.0 1.40 0.4402257 2.26 0.1298239
p0.9, p1.0 1.30 0.4964603 2.24 0.1344648

3.2. The MIXTURE Process

Figure 3 presents the entropy profiles for m = 2. There are no crossings in this type of process,
irrespective of the value of λ.
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Figure 3. In this figure entropy profiles of MIXTURE process calculated for m = 2 embedding are
presented. Each line corresponds to different λ—starting from 0.1 with step 0.1. The lowest SampEn value
corresponds to λ = 0.1.

4. Discussion

In the present paper, we have studied the relative consistency property of the Sample Entropy
parameter. We have experimentally studied two synthetic time series—the MIX(p) and MIXTURE(λ)
processes. Both of these processes have one tuning parameter; however, in the MIX(p) process, the amount
of randomness is controlled, and, in the MIXTURE(λ) process, the size of the random effect is controlled.
It turns out that relative consistency is not preserved for the former, while it is preserved in the latter.

The nature of Sample Entropy profiles crossing is different from that found in [6], or the behavior
observed in Approximate Entropy [2], which is a flip behavior. In our analysis, the entropy profiles for
MIX(p) always cross twice. Of course, the reason could be the lack of possibility to observe the other
cross in the above cited studies.

It is also interesting to notice that, though the amount of variance in a time series has been reported
to influence the results of entropy calculations [15,16], this does not seem to be the case for the relative
consistency of MIXTURE(λ), which is preserved for all values or λ.

A question may arise whether the values of r at which the crosses were found are important for
practical applications. In our opinion, it is impossible to relate the value of r for the MIX process with
a value of r from, say, an RR intervals time series. These are two completely different processes and the
values cannot be compared. The MIXTURE process is in fact a good example here—there are no crosses
for this process, so no crossing value of r in MIX corresponds to any r value in the MIXTURE process.

We believe that finding a process which is clearly relatively consistent for all values of the parameters,
as opposed to a process which is mostly relatively consistent, is one of the most important results of this
paper. This finding may have deep consequences.

In applications to medicine and economy relative consistency is assumed anywhere where two signals
are compared and conclusions are drawn on the basis of a single set of parameters (m, r). It is absolutely
necessary to study real signals, e.g., time series of RR intervals, using the methodology we have presented
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in this paper or a similar one. If the studied real signals behave more like the MIXTURE(λ) process,
then we can continue assuming relative consistency, if they behave more like the MIX(p) processes,
the approach to comparing signals may need to be modified.

Looking at the results obtained in this manuscript as well as the cited papers, we can notice that
various processes have various regions of relative consistency, i.e., a region in a multidimensional space
within which the process is relatively consistent. For the MIX(p) region, we can see that process is
relatively consistent for a certain region in the (r, p) space, and, for the MIXTURE(λ) relative consistency,
holds for the entire studied region in the same space. These regions have been demonstrated in Figure 4.

region of consistency
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region of consistency
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Figure 4. Relative consistency region for the MIX(p) and MIXTURE(λ) processes for p ∈ (0, 1) and
r ∈ (0, 1.82). The region for MIX(p) has been smoothed by natural splines to interpolate the values
between measured points.

We suggest that such regions be found for real-life processes, and, from the data gleaned from
other studies, we can suspect that they will be different for different processes and for different spaces.
For example, the results presented in [6,7] suggest that for the gait signal there is at least one region where
the signal is not relatively consistent in the (r, f ) space, where f is sampling frequency, and the point
(0.2, 148Hz) belongs to this non-consistency region (for a study on the influence of sampling frequency
on SampEn see also [17]). The same two studies by Yentes et.al. suggest that other spaces of interest
could be (r, N), where N is the length of the time series, and (N, f ) or even some multidimensional spaces
involving these variables can be studied in this way.

The RR intervals time series seems to be a good candidate for such a study because of its widespread
use, equipment availability, and the fact that many researchers are already very familiar with this time
series. Such a study would require a group of recordings from similar subjects, taken with the same
equipment, in stationary conditions. They would also need to be long enough to let the underlying process
assume as many intermediate stages as possible. In our opinion, the main obstacle in studying longer time
series is the computational burden of calculating entropy profiles. The method described in this paper as
well as the open source software we make available makes this possible.

We believe that the answer to the question of the regions in which relative consistency holds in
various types of signals is one of the most important problems for the applicability of SampEn because,
in order to be able to safely compare the values of SampEn at selected points, we need to make sure that
the comparisons take place within a region of relative consistency.
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Abstract: Sample entropy (SampEn) is widely used for electrocardiogram (ECG) signal analysis to
quantify the inherent complexity or regularity of RR interval time series (i.e., heart rate variability
(HRV)), with the hypothesis that RR interval time series in pathological conditions output lower
SampEn values. However, ectopic beats can significantly influence the entropy values, resulting in
difficulty in distinguishing the pathological situation from normal situations. Although a theoretical
operation is to exclude the ectopic intervals during HRV analysis, it is not easy to identify all of
them in practice, especially for the dynamic ECG signal. Thus, it is important to suppress the
influence of ectopic beats on entropy results, i.e., to improve the robustness and stability of entropy
measurement for ectopic beats-inserted RR interval time series. In this study, we introduced a physical
threshold-based SampEn method, and tested its ability to suppress the influence of ectopic beats for
HRV analysis. An experiment on the PhysioNet/MIT RR Interval Databases showed that the SampEn
use physical meaning threshold has better performance not only for different data types (normal sinus
rhythm (NSR) or congestive heart failure (CHF) recordings), but also for different types of ectopic
beat (atrial beats, ventricular beats or both), indicating that using a physical meaning threshold makes
SampEn become more consistent and stable.

Keywords: sample entropy; heart rate variability; ECG; ectopic beat

1. Introduction

Entropy is a valuable tool for quantifying the complexity or regularity of cardiovascular time series
and provides important insights for understanding the underlying mechanisms of the cardiovascular
system. Since the concept of ‘information entropy’ was first proposed by Shannon in 1948 [1], entropy
was used as a tool to quantify the quantity of information. Approximate entropy (ApEn) [2], proposed
by Pincus et al., is an entropy algorithm initially used in physiological signal analysis as it is adaptive in
short-term time series processing. However, ApEn introduces self-matching in calculations, resulting
in estimation bias and poor relative consistency [3]. To solve this problem, Richman and Moorman
developed an improved version of sample entropy (SampEn) [3], which is based on the calculation
of the conditional probability that any two segments of m beats that are similar remain similar
when their length increases by one beat. Compared with ApEn, SampEn has a lower estimate bias,
better relative consistency and less dependence on data length, which makes it more appropriate
in physiological signal processing. SampEn is now the most widely used entropy algorithm in
physiological signal analysis.

For entropy calculation, three intrinsic parameters, i.e., the embedding dimension m, the tolerance
threshold r and the time series length N need to be initialized. SampEn was reported to not be
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sensitive to the time series length N if N ≥ 200 ∼ 300 [4,5]. Parameter m is based on the length N
under the suggested relationship of N ≈ 10m ∼ 20m [6]. Among all three parameters, the tolerance
threshold r is the most difficult to be determined. Usually, the recommended r is between 0.10 and
0.25 times the standard deviation (SD) of the physiological data [3,7]. If the r value is too small, the
number of matched vectors will be small, and by contrast, if the r value is too big, detailed information
within time series will be ignored [8,9]. Moreover, in practice, RR interval time series in different
physiological/pathological groups usually have variable SD values, inducing that the comparison
between different groups uses different threshold criteria, and it is not easy to find an appropriate r
value to achieve an optimal result if simply using the suggested range of 0.10 to 0.25 times the SD.

Researchers have made several useful attempts to improve the performances of entropy measures.
One is multiscale analysis. Costa et al. developed a multiscale entropy (MSE) method [10,11], with the
hypothesis that MSE can better describe cardiovascular complexity. MSE is based on the evaluation
of SampEn in coarse-grained RR interval time series with a coarse-graining order from 1 to a preset
scale (such as 10) [12,13]. However, coarse-graining changes the SD of time series and thus changes the
corresponding r value [14], resulting in different opinions on the selection of r values, i.e., whether
using a fixed tolerance r or using a varying tolerance r adjusted at each scale as a fraction of the SD
of the coarse-grained time series is better [10]. Another attempt is the use of fuzzy theory-assisted
entropy methods, such as fuzzy entropy developed by Chen et al. [15] and fuzzy measure entropy
developed by Liu et al. [16,17], where fuzzy functions are employed to replace the traditional Heaviside
function used in SampEn, to improve the statistical stability of SampEn outputs. Herein, although the
determination rule for vector similarity is changed, the tolerance r still uses the fixed range of 0.10 to
0.25 times the SD. There are also entropy developments focusing on specific disease detection, such
as for the detection of atrial fibrillation (AF) [18–21], heart failure [22,23], diabetes [24], etc. Specially,
Lake and colleagues developed a new AF entropy detector, named the coefficient of sample entropy
(COSEn), for AF determination within an extremely short RR interval time series (only 12 RR intervals).
COSEn allowed flexibility in choosing the tolerance r and suggested an appropriate choice of a fixed r
value of 30 ms [25].

In a previous study, we found that SampEn reported higher values in the normal sinus rhythm
(NSR) group than the congestive heart failure (CHF) group when selecting a small threshold r value
(r = 0.10), but reported lower values when using large threshold r values (r = 0.20 or 0.25) [4]. The
opposite entropy change trend brings difficulty to defining a unified threshold r to distinguish CHF
patients from NSR subjects in heart rate variability (HRV) analysis. To solve this problem, we proposed
a physical threshold-based SampEn method to discriminate the opposite entropy change trend in
the task of classifying CHF and NSR subjects [26], where the physical threshold-based SampEn was
demonstrated to have a better stability than the traditional SampEn.

HRV analysis is based on the analysis of normal RR intervals from the beats generated by the
sinoatrial node. Unlike the normal beats generated by the sinoatrial node, ectopic beats are generated
by additional electrical impulses imposed by other latent pacemakers [27]. Ectopic beats may cause
bias in the reliable measurement of HRV in both the time and frequency domains [28,29], as well as in
entropy measurement [30]. Even the presence of only one ectopic beat can introduce an increase in the
high frequency power in HRV of around 10% [31]. Although many detection and editing methods
for ectopic beats have been proposed [32–34], there is no agreed conclusion on how to efficiently
remove them. More importantly, the efficiency of editing ectopic beats dramatically decreases when
dealing with the dynamic ECG signals due to signal noise. In dynamic ECGs, noises caused by the
body’s activities, motion artifacts, electrode interferences etc., are inevitable [35,36]. A recent study
demonstrated that even when using state-of-the-art QRS detectors, an 80% or higher accuracy of
QRS detection is not achieved. By contrast, these methods can easily obtain a 99% accuracy using
conventional ECG databases such as the PhysioNet/MIT Arrythmias database [37]. Potential detection
errors from the automatic analysis of dynamic ECGs also bring abnormal RR intervals, i.e., RR intervals
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lasting for too much or too little time. The existence of either the ectopic beats or the falsely detected
QRS locations can significantly contaminate the entropy outputs.

Thus, the effectiveness of entropy measures, typically SampEn, should be re-checked for analyzing
the dynamic ECG signals. A predictable situation is that SampEn may change a lot if moving the
analysis window from an ectopic-free RR interval time series to an entopic one. Thus, it is necessary to
further develop an entropy method, which can keep relatively stable when randomly dealing with the
ectopic or ectopic-free RR interval time series for a specific subject/patient. Due to the fact that it is
difficult to identify the abnormal RR intervals caused by noises or true ectopic beats in the automatic
analysis for dynamic ECGs, this necessity becomes urgent and practical for real signal processing.
In this study, we aimed to test the performance of a new physical threshold-based SampEn when
applied to RR interval time series with ectopic beats, to explore if it can efficiently suppress the sudden
change in entropy results due to the appearance of ectopic beats, i.e., to verify its ability to suppress
the influence of ectopic beats for HRV analysis.

2. Methods

2.1. Data

All data used were from the PhysioNet/MIT RR Interval Databases from http://www.physionet.
org [38], a free-access, online archive of physiological signals. The NSR RR Interval database includes
54 long-term RR interval recordings of subjects with normal sinus rhythms aged from 29 to 76. The
CHF RR Interval database includes 29 long-term RR interval recordings of subjects aged from 34 to
79, with CHF diagnoses (NYHA classes I, II and III). Each of the long-term RR interval recordings is
a 24-h recording, including both day-time and night-time. Both the NSR and CHF subjects took the
Holter ECG measurement under a similar level of physical activity. The original ECG signals were
digitized at 128 Hz, and the beat annotations were obtained by automated analysis with manual review
and correction.

A 5-min time window was used to segment the long-term RR interval records. The 5-min
RR segments with at least one ectopic beat were extracted as ectopic segments used in this study.
Information regarding ectopic beats was manually annotated by experts and was given in the database,
classifying them into two types: atrial (A) or ventricular (V) beats, depending on the localization of
the ectopic focus. In each 5-min RR segment, RR intervals greater than 2 s, but not ectopic intervals,
were removed, since they are all noisy intervals arising from artificial influences [4]. Figure 1 shows
examples of ectopic RR segments from an NSR subject and a CHF patient. Tables 1 and 2 summarize
the numbers of ectopic beats and ectopic 5-min segments in each of the 54 NSR and 29 CHF records.
For each recording (subject), we only chose the recordings with more than 10 ectopic segments, while
excluding the ectopic segments with more than 6 ectopic beats, since the majority of ectopic segments
have 1–5 ectopic beats.
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Figure 1. Examples of 5-min ectopic RR segments. (A) An ectopic segment with ventricular (V) ectopic
beats from an normal sinus rhythm (NSR) subject. (B) An ectopic segment with atrial (A) ectopic beats
from a congestive heart failure (CHF) patient. Please note there are other atrial ectopic beats in this
5-min RR segment, where the RR interval values have sudden changes.

Table 1. A summary of the ectopic beats and segments in the PhysioNet/MIT RR Interval Databases for
the NSR group.

Record # Ectopic Beats
# Ectopic
Segments

Record # Ectopic Beats
# Ectopic
Segments

NSR001 81 58 NSR028 166 95
NSR002 233 146 NSR029 24 18
NSR003 50 37 NSR030 92 58
NSR004 36 33 NSR031 630 191
NSR005 611 198 NSR032 490 188
NSR006 96 40 NSR033 15 14
NSR007 113 81 NSR034 21 18
NSR008 70 50 NSR035 43 29
NSR009 30 25 NSR036 169 28
NSR010 206 107 NSR037 31 29
NSR011 152 92 NSR038 * 6 4
NSR012 46 40 NSR039 131 87
NSR013 38 32 NSR040 40 17
NSR014 305 112 NSR041 32 29
NSR015 36 24 NSR042 * 11 10
NSR016 47 42 NSR043 241 123
NSR017 958 265 NSR044 5225 270
NSR018 547 213 NSR045 233 149
NSR019 42 33 NSR046 302 94
NSR020 169 108 NSR047 22 22
NSR021 12 12 NSR048 31 21
NSR022 56 47 NSR049 * 3 3
NSR023 53 34 NSR050 * 3 3
NSR024 8033 272 NSR051 * 6 6
NSR025 492 120 NSR052 * 13 10
NSR026 92 44 NSR053 * 1 1

NSR027 * 5 5 NSR054 * 9 8

* indicates the recordings excluded for the analysis since there are no 10 or more ectopic 5-min RR segments
including 5 or fewer ectopic beats.
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Table 2. A summary of the ectopic beats and segments in the PhysioNet/MIT RR Interval Databases for
the CHF group.

Record # Ectopic Beats
# Ectopic
Segments

Record # Ectopic Beats
# Ectopic
Segments

CHF201 61 36 CHF216 18 14
CHF202 273 150 CHF217 779 228
CHF203 496 187 CHF218 2667 217
CHF204 2297 247 CHF219 37 28
CHF205 1356 245 CHF220 820 143
CHF206 11,112 240 CHF221 * 11,608 276

CHF207 * 15,189 249 CHF222 2792 274
CHF208 3073 257 CHF223 * 5410 274
CHF209 507 156 CHF224 356 150
CHF210 2122 258 CHF225 242 121
CHF211 14 11 CHF226 1638 257
CHF212 3483 205 CHF227 * 5649 275
CHF213 10,968 281 CHF228 1467 204

CHF214 * 21,160 204 CHF229 22 20
CHF215 5851 166

* indicates the recordings excluded for the analysis since there are no 10 or more ectopic 5-min RR segments
including 5 or fewer ectopic beats.

2.2. Physical Threshold-Based SampEn

The calculation process for the physical threshold-based SampEn is summarized as follows [26]:
For the RR segment x(i) (1 ≤ i ≤ N), given the parameters m and r, first formed is the vector

sequence Xm
i :

Xm
i =

{
x(i), x(i + 1), · · · , x(i + m− 1)

}
1 ≤ i ≤ N −m (1)

The vector Xm
i represents m consecutive x(i) values. Then, the distance between Xm

i and Xm
j based

on the maximum absolute difference is defined as:

dm
i, j = d

[
Xm

i , Xm
j

]
= max

0≤k≤m−1

∣∣∣x(i + k) − x( j + k)
∣∣∣ (2)

For each Xm
i , denote Bm

i (r) as (N −m)−1 times the number of Xm
j (1 ≤ j ≤ N −m) that meets dm

i, j ≤ r.

Similarly, set Am
i (r) is (N −m)−1 times the number of Xm+1

j that meets dm+1
i, j ≤ r for all 1 ≤ j ≤ N −m.

Instead of using the traditional threshold, which is between 0.10 and 0.25 times the SD of the data,
herein, a physical threshold r is used to form a unified comparison baseline for determining the vector
similarity. As the raw ECG signals were digitized at 128 Hz, which means that the difference between
any two vectors is approximately an integer multiple of 8 ms, here we used r = 12 ms as the physical
threshold according to the previous suggestion [10].

Then, SampEn is defined by:

SampEn(m, r, N) = − ln

⎛⎜⎜⎜⎜⎜⎝
N−m∑
i=1

Am
i (r)/

N−m∑
i=1

Bm
i (r)

⎞⎟⎟⎟⎟⎟⎠ (3)

In addition, previous studies suggested that using an embedding dimension of m = 1 or 2 can
obtain better results for classifying NSR and CHF groups when setting the RR time series length as
N = 300 [4]. In this study, we kept this suggestion of m = 1 and 2.

To test the performance of physical threshold-based SampEn, traditional SampEn was used as the
comparative method. Entropy values were first calculated from the raw ectopic 5-min RR segments.
Then, the ectopic RR intervals in these ectopic RR segments were removed to form the ectopic-free RR
segments. Finally, entropy values were re-calculated from these constructed ectopic-free RR segments.
Entropy variances before and after ectopic beat removal were calculated, and the variation could be
regarded as an index for evaluating the performance of entropy measures’ abilities to suppress the
influence of ectopic beats.
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3. Results

3.1. Demonstration of the Influence of Ectopic Beats on Entropy Values

Figure 2 shows the entropy results from an NSR subject (NSR002). As shown in Table 1, NSR002
has a total of 146 5-min ectopic RR segments. The left panels in Figure 2 show the entropy values for
these 146 ectopic RR segments before ectopic RR interval removal (red dotted line) and after ectopic
RR interval removal (blue line). The traditional SampEn has a large variation before and after ectopic
RR interval removal, while the new physical threshold-based SampEn has very small changes when
analyzing ectopic free segments. The right panels show the corresponding variance ratios, i.e., the
entropy value of the ectopic free segment minus the entropy value of ectopic segment, divided by the
entropy value of the ectopic segment. The entropy variance ratios in SampEn varied from −65.24% to
2.25%, with an average of −16.32% and an SD of 21.93%. The corresponding variance ratios for the
physical threshold-based SampEn varied from 0% to 3.34% (m = 1, r = 12 ms), with an average of
0.81% and an SD of 0.66%; and from −0.51% to 3.21% (m = 2, r = 12 ms), with an average of 0.57% and
an SD of 0.72%. Compared with the traditional SampEn, the physical threshold-based SampEn showed
significantly lower variance ratios, demonstrating the better robustness of the new SampEn method.

 
Figure 2. An example of the influence of ectopic beats. Entropy values and their variance ratios for
subject NSR002 before and after the ectopic beat removal: (A1) entropy results and (A2) their variance
ratios for the traditional SampEn (m = 2, r = 0.2), (B1) entropy results and (B2) their variance ratios
for the physical threshold-based SampEn (m = 1, r = 12 ms), and (C1) entropy results and (C2) their
variance ratios for the physical threshold-based SampEn (m = 2, r = 12 ms).

By contrast, Figure 3 shows similar results from a CHF patient (CHF202), which has a total of 150
ectopic RR segments, as shown in Table 2. The entropy variance ratios in SampEn varied from −62.50%
to 3.53%, with an average of −3.18% and an SD of 11.36%. The corresponding variance ratios for
physical threshold-based SampEn varied from −0.35% to 2.01% (m = 1, r = 12 ms), with an average of
0.55% and an SD of 0.49%; and from −0.98% to 1.39% (m = 2, r = 12 ms), with an average of 0.20% and
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an SD of 0.42%. Compared with the traditional SampEn, the physical threshold-based SampEn also
showed significantly lower variance ratios in the demonstrated CHF patient.

 
Figure 3. An example of the influence of ectopic beats. Entropy values and their variance ratios for
subject CHF202 before and after the ectopic beat removal: (A1) entropy results and (A2) their variance
ratios for the traditional SampEn (m = 2, r = 0.2), (B1) entropy results and (B2) their variance ratios
for the physical threshold-based SampEn (m = 1, r = 12 ms), and (C1) entropy results and (C2) their
variance ratios for the physical threshold-based SampEn (m = 2, r = 12 ms).

3.2. Demonstration of the Influence of Atrial Beats on Entropy Values

There are two types of ectopic beat in the used PhysioNet/MIT RR Interval Databases, atrial
and ventricular beats (shown in Figure 1). To further test the robustness of physical threshold-based
SampEn method, we analyzed the ectopic segments only containing atrial or ventricular beats. For
NSR002, there are 17 segments containing atrial beats and 137 segments containing ventricular beats
among all 146 ectopic RR segments. For CHF202, there are 41 segments containing atrial beats and 123
segments containing ventricular beats among all 150 ectopic RR segments.
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Figure 4 shows the results of 17 atrial ectopic RR segments from NSR002. Entropy variance ratios
in SampEn varied from −53.40% to 1.77%, with an average of −8.48% and an SD of 19.54%. The
corresponding variance ratios for physical threshold-based SampEn varied from 0% to 1.38% (m = 1,
r = 12 ms), with an average of 0.42% and an SD of 0.45%; and from −0.51% to 1.77% (m = 2, r = 12 ms),
with an average of 0.32% and an SD of 0.56%. Compared with the traditional SampEn, the physical
threshold-based SampEn showed significantly lower variance ratios for the analysis of atrial ectopic
RR segments. Figure 5 shows the similar results from CHF202, which includes 41 atrial ectopic RR
segments. The entropy variance ratios in the SampEn varied from −43.10% to 3.53%, with an average
of −2.34% and an SD of 8.51%. The corresponding variance ratios for physical threshold-based SampEn
varied from −0.19% to 0.97% (m = 1, r = 12 ms), with an average of 0.24% and an SD of 0.33%; and
from −0.39% to 1.09% (m = 2, r = 12 ms), with an average of 0.10% and an SD of 0.30%. The results for
CHF also support that the physical threshold-based SampEn had significantly lower variance ratios in
the analysis of atrial ectopic RR segments.

 

Figure 4. An example of the influence of atrial ectopic beats. Entropy values and their variance ratios
for subject NSR002 (only 17 atrial ectopic RR segments) before and after the ectopic beat removal: (A1)
entropy results and (A2) their variance ratios for the traditional SampEn (m = 2, r = 0.2), (B1) entropy
results and (B2) their variance ratios for the physical threshold-based SampEn (m = 1, r = 12 ms), and
(C1) entropy results and (C2) their variance ratios for the physical threshold-based SampEn (m = 2,
r = 12 ms).
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Figure 5. An example of the influence of atrial ectopic beats. Entropy values and their variance ratios
on subject CHF202 (only 41 atrial ectopic RR segments) before and after the ectopic beat removal: (A1)
entropy results and (A2) their variance ratios for the traditional SampEn (m = 2, r = 0.2), (B1) entropy
results and (B2) their variance ratios for the physical threshold-based SampEn (m = 1, r = 12 ms), and
(C1) entropy results and (C2) their variance ratios for the physical threshold-based SampEn (m = 2,
r = 12 ms).

3.3. Demonstration of the Influence of Ventricular Beats on Entropy Values

Figure 6 shows the results of 137 ventricular ectopic RR segments from NSR002. Entropy variance
ratios in SampEn varied from −65.24% to 2.46%, with an average of −16.15% and an SD of 21.57%.
The corresponding variance ratios for physical threshold-based SampEn varied from 0% to 3.34%
(m = 1, r = 12 ms), with an average of 0.82% and an SD of 0.66%; and from −0.89% to 3.22% (m = 2,
r = 12 ms), with an average of 0.57% and an SD of 0.73%. Compared with the traditional SampEn,
the physical threshold-based SampEn also showed significantly lower variance ratios in the analysis
of ventricular ectopic RR segments. Figure 7 shows the similar results from CHF202, which includes
123 ventricular ectopic RR segments. The entropy variance ratios in SampEn varied from −48.55%
to 1.56%, with an average of −2.97% and an SD of 10.89%. The corresponding variance ratios for the
physical threshold-based SampEn varied from −0.35% to 2.01% (m = 1, r = 12 ms), with an average of
0.59% and an SD of 0.49%; and varied from −0.98% to 1.63% (m = 2, r = 12 ms), with an average of
0.22% and an SD of 0.43%. The results for CHF also support the idea that the physical threshold-based
SampEn had lower variance ratios in the analysis of ventricular ectopic RR segments.
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Figure 6. An example of the influence of ventricular ectopic beats. Entropy values and their variance
ratios for subject NSR002 (only 137 ventricular ectopic RR segments) before and after the ectopic beat
removal: (A1) entropy results and (A2) their variance ratios for the traditional SampEn (m = 2, r = 0.2),
(B1) entropy results and (B2) their variance ratios for the physical threshold-based SampEn (m = 1,
r = 12 ms), and (C1) entropy results and (C2) their variance ratios for the physical threshold-based
SampEn (m = 2, r = 12 ms).

 

Figure 7. An example of the influence of ventricular ectopic beats. Entropy values and their variance
ratios for subject CHF202 (only 123 ventricular ectopic RR segments) before and after the ectopic beat
removal: (A1) entropy results and (A2) their variance ratios for the traditional SampEn (m = 2, r = 0.2),
(B1) entropy results and (B2) their variance ratios for the physical threshold-based SampEn (m = 1,
r = 12 ms), and (C1) entropy results and (C2) their variance ratios for the physical threshold-based
SampEn (m = 2, r = 12 ms).
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3.4. Total Results

Table 3 and Figure 8 show the entropy variance ratios and standard deviations for each subject in
the NSR group (in total, 45 recordings with the required numbers of ectopic segments, as indicated in
Table 1) when comparing the entropy values from both before and after ectopic beat removal. The absolute
variance ratio and standard deviation of SampEn for each subject were obviously larger than those from
the two physical threshold-based SampEn methods, and the mean variance ratios were −6.91%, 0.63% and
0.43% for SampEn and the two physical threshold-based SampEn methods (m = 1 and m = 2 respectively,
and, for both, r = 12 ms). In addition, SampEn showed significantly larger standard deviations of entropy
variance ratios within subjects than the two physical threshold-based SampEn methods. The average
standard deviations were 13.93%, 0.62% and 0.68% for SampEn and the two physical threshold-based
SampEn methods (m = 1 and m = 2 respectively, and, for both, r = 12 ms).

Table 3. Entropy variance ratios and standard deviations for each subject in the NSR group.

Record

Variance Ratios (%) Standard Deviation (%)

m = 2,
r = 0.2

m = 1,
r = 12 ms

m = 2,
r = 12 ms

m = 2,
r = 0.2

m = 1,
r = 12 ms

m = 2,
r = 12 ms

NSR001 −5.62 0.64 0.41 14.43 0.74 0.69
NSR002 −16.32 0.81 0.57 21.93 0.66 0.72
NSR003 −10.60 0.45 0.30 16.37 0.49 0.64
NSR004 −10.41 0.32 0.18 18.24 0.35 0.33
NSR005 −4.91 0.79 0.55 12.72 0.86 0.83
NSR006 −10.24 0.35 0.26 18.68 0.33 0.44
NSR007 −2.81 0.67 0.53 10.74 0.46 0.64
NSR008 −6.07 0.42 0.37 14.75 0.42 0.66
NSR009 −0.17 0.29 0.21 2.27 0.36 0.42
NSR010 −8.40 0.46 0.38 13.15 0.48 0.60
NSR011 −6.05 0.50 0.43 14.07 0.45 0.57
NSR012 −3.70 0.41 0.24 10.15 0.52 0.58
NSR013 −3.13 0.67 0.51 12.16 0.62 0.62
NSR014 −2.55 0.40 0.09 8.06 0.55 0.93
NSR015 −1.66 0.63 0.49 9.53 0.61 0.64
NSR016 −5.86 0.48 0.32 16.40 0.53 0.60
NSR017 −6.81 0.83 0.42 13.86 0.74 0.84
NSR018 −14.06 0.77 0.62 19.45 0.70 0.85
NSR019 −0.31 0.60 0.64 3.52 0.55 0.75
NSR020 −5.11 0.58 0.52 12.63 0.51 0.68
NSR021 −4.51 0.35 0.00 12.49 0.42 0.28
NSR022 −7.99 0.44 0.20 14.61 0.46 0.59
NSR023 −4.27 0.52 0.24 13.01 0.50 0.48
NSR024 −2.79 1.00 0.34 8.37 0.79 0.44
NSR025 −2.64 0.57 0.28 8.69 0.55 0.60
NSR026 −3.59 0.96 0.77 11.62 1.42 1.25
NSR028 −13.87 0.76 0.66 22.18 0.79 0.85
NSR029 −5.62 0.69 0.35 14.90 0.62 0.55
NSR030 −6.30 0.60 0.29 15.06 0.65 0.57
NSR031 −5.44 1.40 0.88 14.75 1.30 1.10
NSR032 −18.85 1.73 1.61 25.99 1.92 2.43
NSR033 −2.27 0.41 0.14 6.77 0.42 0.64
NSR034 −2.58 0.52 0.22 11.91 0.49 0.30
NSR035 −8.24 0.66 0.45 17.83 0.55 0.69
NSR036 −13.94 0.25 0.10 20.16 0.36 0.31
NSR037 −3.47 0.46 0.37 12.94 0.57 0.75
NSR039 −12.35 0.78 0.64 20.96 0.67 0.77
NSR040 −4.44 0.85 0.71 13.05 0.49 0.78
NSR041 −2.20 0.36 0.30 9.36 0.43 0.52
NSR043 −16.28 0.97 0.74 23.58 0.82 0.82
NSR044 −20.46 1.04 0.92 22.74 0.93 1.09
NSR045 −13.36 0.53 0.39 18.43 0.52 0.67
NSR046 −8.72 0.60 0.33 17.58 0.58 0.69
NSR047 0.18 0.37 0.13 0.35 0.23 0.30
NSR048 −2.10 0.46 0.05 6.53 0.54 0.19

Average −6.91 0.63 0.43 13.93 0.62 0.68
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Figure 8. Box plots of the entropy variance ratios and standard deviations for each subject in the
NSR group. (A) Traditional SampEn (m = 2, r = 0.2), (B) physical threshold-based SampEn (m = 1,
r = 12 ms) and (C) physical threshold-based SampEn (m = 2, r = 12 ms).

Similarly, Table 4 and Figure 9 show the entropy variance ratios and standard deviations for
each patient in the CHF group (24 recordings). The absolute variance ratio and standard deviation
for each subject of SampEn were obviously larger than those from the two physical threshold-based
SampEn methods, and the mean variance ratios were −5.01%, 1.54% and 1.41% for SampEn and the two
physical threshold-based SampEn methods (m = 1 and m = 2 respectively, and, for both, r = 12 ms).
Meanwhile, SampEn showed significantly larger standard deviations of entropy variance ratios within
patients than the two physical threshold-based SampEn methods. The average standard deviations
were 11.69%, 1.28% and 1.46% for SampEn and the two physical threshold-based SampEn methods
(m = 1 and m = 2 respectively, and, for both, r = 12 ms). These results further confirmed the better
stability of SampEn using the physical threshold.

Figure 9. Box plots of the entropy variance ratios and standard deviations for each subject in the
CHF group. (A) Traditional SampEn (m = 2, r = 0.2), (B) physical threshold-based SampEn (m = 1,
r = 12 ms) and (C) physical threshold-based SampEn (m = 2, r = 12 ms).
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Table 4. Entropy variance ratios and standard deviations for each subject in the CHF group

Record

Variance Ratios (%) Standard Deviation (%)

m = 2, r = 0.2
m = 1,

r = 12 ms
m = 2,

r = 12 ms
m = 2,
r = 0.2

m = 1,
r = 12 ms

m = 2, r = 12 ms

CHF201 −3.48 0.44 0.22 10.98 0.44 0.33
CHF202 −3.18 0.55 0.20 11.36 0.49 0.42
CHF203 −7.00 2.19 2.43 18.09 1.82 2.24
CHF204 −15.87 2.06 0.73 24.74 1.25 0.94
CHF205 −2.81 1.88 1.64 13.97 1.09 1.36
CHF206 0.09 3.82 4.14 8.16 3.17 3.53
CHF208 −1.49 2.27 2.45 13.20 1.70 2.21
CHF209 0.45 2.26 2.59 0.61 2.16 2.70
CHF210 −0.85 2.28 2.01 8.64 1.45 1.35
CHF211 −1.74 0.35 0.11 6.69 0.51 0.36
CHF212 6.02 1.76 2.10 12.43 2.11 2.41
CHF213 −40.79 0.66 0.19 19.12 0.54 0.49
CHF215 0.20 0.96 0.95 0.28 1.21 1.44
CHF216 −2.91 0.68 0.63 7.90 0.43 0.84
CHF217 −8.92 1.15 0.66 15.62 0.91 0.79
CHF218 −9.88 1.21 1.00 21.18 0.95 1.10
CHF219 −2.05 0.50 0.38 5.81 0.57 0.63
CHF220 −2.24 1.30 1.13 10.77 1.30 1.46
CHF222 −15.62 2.87 2.41 25.51 1.64 1.76
CHF224 −1.79 1.12 0.72 7.89 1.06 1.13
CHF225 −3.22 1.19 1.26 15.88 1.03 1.38
CHF226 −2.36 3.85 4.56 13.11 3.43 4.44
CHF228
CHF201 −1.06 1.48 1.44 7.95 1.24 1.47

CHF229 0.24 0.17 −0.01 0.70 0.21 0.24

Average −5.01 1.54 1.41 11.69 1.28 1.46

When comparing the group differences of variance ratios between the NSR and CHF groups,
the traditional SampEn showed no significant difference (P = 0.3) while the physical threshold-based
SampEn showed significant differences (both P < 0.01 for two parameter m settings), with P = 4 × 10−7

for m = 1 and P = 2 × 10−6 for m = 2 respectively.

4. Discussion and Conclusions

In all of the three intrinsic parameters of SampEn, the parameter r is the most difficult to be
determined. Different opinions regarding the selection of threshold r would lead to different entropy
outputs. In a previous study, researchers developed different methods for the selection of the threshold
r [8,39], and tried to make the selection method more rigorous and standardized [4,40]. However, there
is no unified standard for r value selection now. Special selection methods only perform well under
specific circumstances, and the influencial factors may include data type, data length, disease type, etc.
Therefore, the argument has always been whether to use a fixed tolerance r or a varying tolerance r.
Researchers first explored this issue in the MSE method, which performed SampEn analysis on several
different scales and thus induced the question of whether using a fixed or a varying tolerance r at
different scales was better. Angelini et al. reported that using a fixed and a varying tolerance r in MSE
generated similar changes in CHF analysis [41]. Silva et al. also confirmed this finding in a rat model
of hypertension and CHF [42], suggesting that the selection of the tolerance r in the MSE method is
not relevant. However, the fixed tolerance r at different scales only stays the same for special subjects.
For different subjects, there is also an inter-variability of the tolerance r, since different subjects have
different signal variabilities of time series.

In a previous study, we found that SampEn reported lower values in CHF patients when using a
small threshold r value (r = 0.10), but higher values when using large threshold r values (r = 0.20
or 0.25). The opposite entropy change trend brings difficulty to the clinical explanation. To solve
this problem, we proposed a physical threshold-based SampEn method to discriminate the opposite
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entropy change trend in classifying CHF and NSR subjects. This previous study was performed
only on RR segments without any ectopic beats. The raw ECG signal had a sample rate of 128 Hz,
generating differences of roughly 8 ms and its multiples for RR intervals. Thus, we tested the effects of
different r values of r = 12 ms, r = 20 ms, r = 28 ms etc., and found that r = 12 ms provided the best
discrimination between the CHF and NSR groups. In this study, we used the previously proposed
fixed tolerance r method with r = 12 ms [26] with physical meaning to analyze the RR interval time
series with ectopic beats, to explore if the new r method has better performance for ectopic time series.
Forty-five NSR and 24 CHF recordings were enrolled in this study, all of which had an appreciable
number of ectopic beats, including atrial and ventricular beats. SampEn entropy results from both the
traditional varying threshold (a fraction of the SD of time series) and the new fixed physical meaning
threshold were compared before and after ectopic beat removal. For both the NSR and CHF groups,
the entropy variance of SampEn with the traditional threshold is obviously larger than that when using
the physical meaning threshold, which verifies the better consistency of the new physical meaning
threshold method.

Ectopic beats are routinely removed or edited from the RR interval time series prior to HRV
analysis. Salo et al. found that both time- and frequency-domain indices were sensitive to the editing
of RR intervals [28]. This finding was consistent with our current study, where we showed that the
SampEn calculated by the traditional method was sensitive to the removal of ectopic beats (one to
five beats). The reason is that the ectopic beats usually result in sudden changes in the RR interval
time series. This effect is significant on the transient change of HRV reflected by both the time- and
frequency-domain indices, as well as nonlinear indices like SampEn [29,43]. However, for each subject,
after ectopic beats were removed, the entropy value only changed significantly in specific segments.
The entropy value variance for all segments in subject NSR002 was between −65.24% and 2.25% for the
traditional threshold; and between 0% and 3.34% (m = 1), and −0.51% and 3.21% (m = 2) for the two
physical meaning thresholds. The results in subject CHF202 were similar, i.e., between −62.50% and
3.53% for the traditional threshold; and −0.35% and 2.01% (m = 1), and −0.98% and 1.39% (m = 2) for
the two physical meaning thresholds. The absolute change in SampEn with the traditional threshold
was much more significant than that in SampEn with the physical meaning threshold.

In addition, we also analyzed the effect of different ectopic beats (atrial or ventricular) on the
tested SampEn output. Results from the segments only containing atrial or ventricular beats showed
that SampEn using the physical meaning threshold still performed better than SampEn using the
traditional threshold. When atrial beats or ventricular beats were removed, the absolute entropy value
variation in the former SampEn was significantly smaller than that in the latter.

In conclusion, SampEn using the physical meaning threshold has better performance, not only for
different data types (NSR or CHF recordings), but also for different types of ectopic beat (atrial beats,
ventricular beats, or both), and using the physical meaning threshold makes SampEn become more
consistent and stable.
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Abstract: Assessment of brain dynamics elicited by motor imagery (MI) tasks contributes to clinical
and learning applications. In this regard, Event-Related Desynchronization/Synchronization (ERD/S)
is computed from Electroencephalographic signals, which show considerable variations in complexity.
We present an Entropy-based method, termed VQEnt, for estimation of ERD/S using quantized
stochastic patterns as a symbolic space, aiming to improve their discriminability and physiological
interpretability. The proposed method builds the probabilistic priors by assessing the Gaussian
similarity between the input measured data and their reduced vector-quantized representation.
The validating results of a bi-class imagine task database (left and right hand) prove that VQEnt holds
symbols that encode several neighboring samples, providing similar or even better accuracy than
the other baseline sample-based algorithms of Entropy estimation. Besides, the performed ERD/S
time-series are close enough to the trajectories extracted by the variational percentage of EEG signal
power and fulfill the physiological MI paradigm. In BCI literate individuals, the VQEnt estimator
presents the most accurate outcomes at a lower amount of electrodes placed in the sensorimotor
cortex so that reduced channel set directly involved with the MI paradigm is enough to discriminate
between tasks, providing an accuracy similar to the performed by the whole electrode set.

Keywords: Event-Related De/Synchronization; entropy; motor imagery; vector quantization

1. Introduction

The Motor Imagery (MI) paradigm is a class of Brain-Computer Interfaces (BCI) that performs
the imagination of a motor action without any real execution, relying on the similarities between
imagined and executed actions at the neural level. Understanding of MI fundamentals gives insights
into the underpinning brain dynamic organization since a mental representation of specific movements
involves cooperating (sub-)cortical networks in the brain. Thus, evaluation and interpretation of
brain dynamics in the sensorimotor area may contribute to the assessment of pathological conditions,
the rehabilitation of motor functions [1,2], motor learning and performance [3], evaluation of brain
activity functioning in children with developmental coordination disorders [4], improving balance
and mobility outcomes in older adults [5], and more recently in education scenarios, allows analyzing
learner’s mental situation under frameworks as the Media and Information Literacy methodology [6]
and John Sweller’s Cognitive LoadTheory [7], among other applications.

Elicited by MI activity, Event-Related Desynchronization/Synchronization (ERD/S) is computed
from Electroencephalographic signals (EEG) to capture channel-wise temporal dynamics related to
both sensory and cognitive processes. So, ERD/S is a time-locked change of ongoing EEG signals of
electrodes placed in the sensorimotor area, showing an intensified cooperation between the decreasing
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ipsilateral and increased contralateral motor regions for movement representations. Conventionally,
ERD/S is estimated by the instantaneous amplitude power that is normalized to a reference-time level
and averaged over a representative amount of EEG trails in an attempt to improve the signal-to-noise
ratio [8]. For decreasing the inherent inter-subject variability, the scatters of trial power must be
accurately reduced, usually by a trial-and-error procedure, hindering the detection and classification
of motor-related patterns in single-trial training. Correcting the baseline of each single-trial before
averaging spectral estimates is an alternative method [9]. Nonetheless, the ERD/S patterns are
characterized by its fairly localized topography and frequency specificity, making this approach
include a priori choice of frequency bands. However, the band-passed oscillatory responses tend
to depreciate a wide range of nonlinear and non-stationary dynamics, which may be interacting in
response to a given stimulus by synchronization of oscillatory activities [10].

As a consequence of the nonstationarity and nonlinearity of acquired EEG data [11], the MI
brain activity shows considerable variations in complexity of the physiological system with dynamics
affected by motor tasks that can be perceived in the pre-stimulus activity and the elicited responses.
Thus, the extracted ERS/D time-courses can be modeled as the output of a nonlinear system. In this
regard, various measures are reported to quantify the complex dynamics of elicited brain activity,
like Kolmogorov complexity [12], Permutation Entropy, Sample Entropy, and its derived modification
termed Fuzzy Entropy [13] that provides a fuzzy boundary for similarity measurements [14], or even
the fusion of Entropy estimators to achieve the complementarity among different features, as developed
in [15]. However, extraction of ERD/S dynamics using Entropy-based pattern estimation is hampered
by several factors like movement artifacts during recording, temporal stability of mirroring activation
over several sessions differs notably between MI time intervals [16], low EEG signal-to-noise ratio, poor
performance in small-sample setting [17], and inter-subject variability in EEG Dynamics [18]. Hence,
the reliability of Entropy-based estimators may be limited by several factors like lacking continuity,
robustness to noise, and biasing derived from superimposed trends in signals.

One approach to yield more statistical stability from Sample-based estimators is to transform
the time series into a symbolic space, from which the regularity of MI activity is measured like in the
case of Permutation Entropy that associates each time series with a probability distribution, whose
elements are the frequencies connected with feasible permutation patterns, and being computationally
fast [19]. Since the irregularity indicator considers only the order of amplitude values, several variations
to the initially developed permutation Entropy are proposed to tackle the problem of information
discarding. Thus, Dispersion Entropy appraises the frequency of a symbolic space that is built in
mapping each sample through a class pattern set across epochs [20], retaining higher sensitivity to
amplitude differences and accepting adjacent instances of the same class [21]. Further improvements
can be achieved by introducing information about amplitudes and distances [22,23]. Besides entering
more free parameters to tune, the sample-based estimators face additional restrictions in the extraction
of ERD/S dynamics like the fact that motor imagery activity reduces the EEG signal complexity [24].
Also, there is a need for a careful choice of the time window that mostly affects the effectiveness of
short-time feature extraction procedures; it must have enough length to cover the interval within a
neural pattern is activated, while at the same time it should remove the unrelated sampling points [25].

Here, we present an Entropy-based estimation of ERD/S using quantized stochastic patterns as
symbolic space, aiming to improve the discriminability and physiological interpretability of motor imagery
tasks. The proposed Entropy-based estimator, termed VQEnt, is sample-based that builds the probabilistic
priors by assessing the Gaussian similarity between the input and its reduced vector-quantized
representation to extract more information about amplitudes of time-courses. The validating results,
obtained on the widely used database of bi-class imagine tasks, (left and right hand) show that VQEnt
holds symbols that encode several neighboring samples, providing similar or even better accuracy than
the other baseline sample-based algorithms of Entropy estimation. Moreover, the performed ERD/S
time-series are close enough to the trajectories extracted by the variational percentage in EEG signal
power regarding a reference interval, fulfilling the physiological of the MI paradigm. In the case of
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individuals with BCI literacy, the VQEnt estimator presents the most accurate outcomes at a lower amount
of electrodes placed in the sensorimotor cortex so that reduced channel set directly involved with the
MI paradigm is enough to discriminate between tasks, providing an accuracy similar to the performed
by the whole electrode set. The agenda is as follows: Section 2 describes the collection of MI data
used for validation. It also presents the fundamentals of complexity-based estimation of time-evolving
ERD/S and describes the used quantized stochastic patterns, defining the required probabilistic priors
for similarity-based calculation. Further, Section 3 provides a summary of the results for evaluating the
interpretation of ERD/S as well as their contribution to distinguishing between MI tasks. Lastly, Section 4
gives critical insights into their supplied performance, and address some limitations and possibilities of
the presented approach.

2. Materials and Methods

2.1. EEG Recordings and Preprocessing

The proposed entropy-based approach for ERP estimation is evaluated experimentally on a public
collection of EEG signals recorded in a 22-electrode montage from nine subjects (BCI competition IV
dataset IIa (http://www.bbci.de/competition/iv/)). The dataset was collected in six runs separated
by short breaks. Each run contained 48 trials lasting 7 s and distributed as depicted in Figure 1.
To perform each MI task (left and right hand with labels noted as λ∈{l, l′}, respectively), a short beep
indicated the trial beginning followed by a fixation cross that appeared on the black screen within the
first 2 s. Next, as the cue, an arrow (pointing to the left, right, up or down) appeared during 1.25 s,
indicating the specific MI task to imagine regarding one of four MI tasks, i.e., left hand, right hand,
both feet, and tongue, respectively. Then, each subject performed the demanded MI task while the
cross re-appeared in the following time interval (MI segment), ranging from 3.25 to 6 s.

The preprocessing EEG stage comprises data filtering, segmentation of MI intervals, and data
referencing since we only validate the labeled trials, having removed artifacts provided by the database.
Initially, for selecting the discriminant information of MI responses, each raw EEG channel xxxc ∈RT

is sampled at 250 Hz (i.e., at sample rate Δt = 0.004 s) and passed through a five-order bandpass
Butterworth filter within Ω = [4, 40]Hz. Afterwards, the MI time window TMI = 2 s is segmented.
Then, we deal with the volume conduction effect that produces a low signal-to-noise ratio of EEG data
by applying the Laplacian spatial filter [26]. The preprocessing procedures are implemented using a
tailor-made software in Phyton.

Figure 1. Paradigm trial timing of the validated MI database. The analysis is performed within the
segment TMI , including the start and termination of MI tasks.

2.2. Complexity-Based Estimation of Time-Evolving Event-Related De/Synchronization (ERD/S)

This time-locked change of ongoing EEG is a control-mechanism of the somatotopically organized
areas of the primary motor cortex, which can be generated intentionally by mental imagery. For each
measured EEG recording xxxn ∈ [xΔt,n ∈ R], the estimation of ERD/S is performed, at specific and
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sample Δt∈T, by squaring of samples and averaging over the EEG trial set to compute the variational
percentage (decrease or increase) in EEG signal power regarding a reference interval as follows [27]:

ζP
Δt = (ξΔt − ξ̄)/ξ̄ (1a)

s.t.: var(ξΔt)
var(ξ̄) (1b)

where ξΔt = E
{|xΔt,n|2∈xxxn:∀n

}
is the power scatter averaged across the trial set, n ∈ N, and the

trial power scatter ξ̄ = E {ξΔt:∀Δt∈ΔT0}, with ξ̄ ∈R, is computed by averaging over the reference
time interval ΔT0 ⊂ T, being T ∈R+ the whole EEG recording segment. Due to each time-series of
ERD/S is computed across the whole trial set, the inherent inter-subject variability implies to fulfill the
restriction Equation (1b) by ruling accurately the trial power scatter ξ̄(·).

Instead of using the power-based estimates in Equation (1a) that are assessed across the trial set,
the ERD/S time series can be computed in a one-trial version, for instance, by measuring the Entropy
of time-series changes over time as below:

ζH
Δt = E {H {Xn(τ)} : τ∈T} , τ > Δt (2a)

s.t.: |∂H {Xn(τ)} /∂τ| exists for every τ⊂T (2b)

where Xn(·) are the state-space partition sets that can be extracted within a time window lasting
τ=NτΔt. In terms of the Entropy metric H {·}, the newly-introduced restriction Equation (2b) relies
upon the assumption that several samples might be compared to itself when two consecutive time
windows commonly consist of the same samples. So, the discrete-time space-state models can be built
in the form of a following embedded representation:

Xn(τ, M) = {x̃xxn(τ, M; q)= [xmΔt,n(τ; q):m∈ [q, q + M − 1]]:q∈Q}, Q = Nτ − M (3)

where M is the embedding dimension, Q is the size of the state-space or alphabet, and {x̃xxn(·, ·; q)∈RM}
is the windowed representation or symbol.

Thus, the Entropy in Equation (2a) can be estimated at a time window τ by a pairwise comparison
between a couple of embedded versions πn(·, ρ; τ):

H {Xn(τ, M); ρ} = − ln (πn(M + 1, ρ; τ)/πn(M, ρ; τ)) (4)

Relying on the fact that π(·, ·; ·) is the probability that two sequences are similar within M points,
a direct calculation is through the mean value of pattern count that is evaluated as:

πn(M, ρ; τ) = E
{

num{d
(
x̃xxn(τ, M; q), x̃xxn(τ, M; q′)

)
<ρ}:∀q, q′ ∈ Q, q �= q′

}
(5)

where num{d(·, ·)}∈N is the count of distance lower than tolerance ρ∈R+, d(·, ·)∈R+ is the distance
between a couple of embedded partitions. So, two widely-known distances are used [28]:

SampEnt: dS(x̃xxn(τ, M; q), x̃xxn(τ, M; q′)) = max
∀m∈M

|xmΔt,n(τ; q)− xmΔt,n(τ; q′)| (6a)

FuzzyEnt: dF(x̃xxn(τ, M; q), x̃xxn(τ, M; q′)) = exp(dS(x̃xxn(τ, M; q), x̃xxn(τ, M; q′))2/ρ) (6b)

where ρ∼0.1σx̃xx and σx̃xx is the standard deviation of the measured EEG data.

2.3. Symbolic Spaces Using Quantized Stochastic Patterns

The pattern count in Equation (4) can be alternatively assessed through the conditional probability
that two stochastic models, extracted from the same embedded representation in Equation (3),
are similar [29]. In particular, we estimate the conditional probability p (xxxn(τ, M; ·)|Xn(τ, M)) that
reflects the closeness between the original expanded state-space partition set, Xn(·, ·) and every element

88



Entropy 2020, 22, 703

of an equivalent stochastic representation with reduced dimension, xxxn(·, ·; ·)∈RM, created from the
original set. Thus, we rewrite the Entropy-based estimation, performed within τ, as below:

H {Xn(τ, M); ρ} = H {(xxxn(τ, M; q′)|Xn(τ, M))}
= −∑q′∈Q′ p (xxxn(τ, M; q′)|Xn(τ, M)) log p (xxxn(τ, M; q′)|Xn(τ, M)) ,

(7)

where the reduced set holds Q′≤Q symbols xxxn ∈Xn(·, ·), which are assumed to be more distinct across
the whole embedded representation.

We model the alternative embedded set, noted as Xn(·, ·)∈RQ′×M, using quantization techniques,
which compress a larger dataset in Equation (3) into one smaller equivalent set of code vectors.
In particular, we employ the approach described in [30] that finds the closest code-vector representation.

Nevertheless, the similarity pattern count calculation in Equation (5) will necessitate more
statistics due to the reduced size of the newly introduced embedding stochastic set. Instead, we
propose to build the probabilistic priors in Equation (4) between both representations (original and
VQ-reduced) by calculating the conditional probability that a sample of the unfolded EEG signal
belongs to every formed VQ symbol. So, according to Bayes theorem, we have:

p
(
xxxn(τ, M; q′)|Xn(τ, M)

)
= p

(
Xn(τ, M)|xxxn(τ, M; q′)

)
p
(
xxxn(τ, M; q′)

)
Assuming that the input samples follow a Gaussian distribution, we employ the similarity-based

approach between sets for estimation of both probabilistic terms, as proposed in [31]:

p
(
Xn(τ, M)|xxxn(τ, M; q′)

) ∼ N
(

Xn(τ, M)|μμμq′ , σσσ2
q′
)
= E

{
γ
(

x̃xxn(τ, M; q)|μμμq′ , σσσ2
q′
)}

(8a)

p
(
xxxn(τ, M; q′)

)
= E

{
p
(
x̃xxn(τ, M; q) = xxxn(τ, M; q′)

)
, ∀q

}
(8b)

where p (x̃xxn(τ, M; q) = xxxn(τ, M; q′)) is the probability that a symbol belongs to every element of
the dictionary, p (x̃xxn(τ, M; q) = xxxn(τ, M; q′)) = γ (x̃xxn(τ, M; q), xxxn(τ, M; q′)), being γ (·) a Gaussian
similarity function, and σσσ2

q′ ∈R, μμμq′ ∈RM the moments computed, respectively, as below:

μμμq′ = ∑
∀q

x̃xxn(τ, M; q)p
(
x̃xxn(τ, M; q)=xxxn(τ, M; q′)

)
σσσ2

q′ = ∑
∀q

(
x̃xxn(τ, M; q)− μμμq′

)� (
x̃xxn(τ, M; q)− μμμq′

)
p
(
x̃xxn(τ, M; q)=xxxn(τ, M; q′)

)
Therefore, the proposed Entropy-based estimator, termed VQ-En, builds the probabilistic priors by

assessing the Gaussian similarity between the input and vector-quantized representations for dealing
with the scarce statistics because of small code-vector sets (formed through the Euclidean distance),
as detailed in Algorithm 1.
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Algorithm 1 Building of VQ stochastic patterns.
1: procedure VECTOR QUATIZATION IN X
2: Input: x̃xxn(τ, M; q), q ∈ [1, Q]
3: Initialize the reduced set Xn(τ, M), then xxxn(τ, M; 1) = x̃xxn(τ, M; 1)
4: for q ∈ [2, Q] do

5: Compute the distance between x̃xxn(τ, M; q) and Xn(τ, M).
d(x̃xxn(τ, M; q), Xn(τ, M)) = ||x̃xxn(τ, M; q)− xxxn(τ, M; q′)||22, q′ ∈ [1, Q′]

6: if ||d(x̃xxn(τ, M; q), Xn(τ, M)) > ρ||1 = Q′ then

7: Xn(τ, M) ← x̃xxn(τ, M; q)
8: Q′ = Q′ + 1
9: end if

10: end for

11: end procedure

3. Experiments and Results

We validate the proposed VQEnt approach for estimation of event-related De/Synchronization
using the following stages: (i) Tuning of Entropy-based estimators: short-time window, Embedding
dimension, and tolerance. (ii) Estimation of time-series for Event-Related De/Synchronization, aiming
to explore their interpretation ability, and (iii) Activation of the sensorimotor area in distinguishing
between MI tasks. Of note, tuning and validation are carried out within the MI interval, that is,
[2.5–4.5] s.

3.1. Parameter Tuning of Compared Entropy-Based Estimators

Generally, every parameter influences the Entropy-based assessments of ERD/S, but contributing
differently to two main aspects of performance: discriminability and physiological interpretability.
A first decisive parameter is a short-time window that must be adjusted to extract the EEG dynamics
over time accurately [32]. Related to building the sample-based alphabets, we investigate the following
values of τ reported in MI tasks [33,34]: τ∈{1, 1.5, 2} s with 90% overlapping. Further, we explore the
importance of the complexity parameters on building the embedded alphabets: threshold tolerance ρ,
measuring the regularity of pattern similarity, and the embedding value M. In terms of distinguishing
between different MI tasks, we assess the parameter contribution, employing the bi-class accuracy
that is computed by the Linear Discriminant Analysis algorithm under a 10-fold validation strategy.
Thus, to generate the embedded alphabets, both complexity parameters (ρ and M) are heuristically
established to reach the best classification rate. To this end, we search within the interval of embedding
dimension, M={1, 2, 3} and tolerance ρ={0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}.

Table 1 displays the accuracy performed by every tested subject. Note that for interpretability
purposes, the individuals are ranked in decreasing order of the performed accuracy to rate the BCI
literacy. So, a previous MI study defined the BCI-literacy threshold at 70% [35]. In the following,
this level will be marked with dashed lines on the plots. So, we rank all subjects by the accuracy
achieved by SampleEnt, as follows: BO9T, BO8T, BO3T, BO1T, BO5T, BO6T, BO7T, BO2T, and BO4T.
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Table 1. Influence of the short-time window on the bi-class classifier accuracy performed by each tested
Entropy-based estimator. Notation ∗ stands for the values of τ reaching the best accuracy of MI tasks.
Note that individuals are ranked in decreasing order to rate the BCI literacy. The best individual scores
are underlined while the best values performed between the estimators are marked in black.

# SampleEnt FuzzyEnt VQEnt

τ [s] 2 1.5 1 * 2 1.5 * 1 2 1.5 1 *

B09T 94.9±8.3 95.7±6.8 94.1±5.21 94.2±7.1 95.1±7.2 95.0±5.4 96.8±5.2 96.6±6.7 97.4±4.0
B08T 94.4±8.9 94.3±8.3 92.0±10.0 96.9±3.8 96.1±5.4 92.7±8.7 97.6±3.6 95.4±6.2 92.4±3.2
B03T 94.9±3.4 91.3±7.0 88.2±6.4 89.7±5.9 88.9±6.8 86.1±6.5 94.1±5.4 92.0±6.1 89.2±8.6
B01T 81.2±12.4 80.2±14.7 78.2±11.1 79.6±11.1 81.1±8.7 80.4±11.6 81.9±7.9 80.4±9.2 81.1±7.5
B05T 71.7±11.4 73.7±12.9 74.8±12.4 73.0±10.7 79.3±6.9 75.5±8.6 68.4±10.2 71.4±15.2 72.1±10.3
B06T 70.3±16.3 75.4±12.8 72.9±10.9 69.5±11.2 73.9±13.8 75.9±6.2 69.6±14.1 74.8±12.2 77.5±7.3
B07T 66.9±11.9 67.7±14.7 71.0±10.7 67.8±14.9 70.0±14.3 70.1±13.1 72.7±13.8 71.9±16.5 74±10.1
B02T 59.4±13.8 61.3±8.7 68.5±11.7 56.6±7.7 60.9±10.9 67.5±16.8 65.7±12.2 67.5±11.0 73.5±11
B04T 60.5±11.8 62.1±15.5 62.9±11.0 58.1±10.9 64.2±6.5 65.1±8.9 65.8±14.3 73.2±12.0 71.2±10.7

Mean 77.1±10.9 78.0±11.3 78.0±9.9 76.2±9.3 78.8±9.0 78.7±9.5 79.2±9.7 80.4±10.6 80.9±8.1

As seen, the value of τ = 2 s provides the lowest accuracy regardless of the evaluated
Entropy-based estimator. Though the statistical differences are not high to be significant between the
small windows, the choice of the shortest window τ=1 s seems to be the best option since it gives the
highest mean accuracy with lower dispersion. To strengthen this selection, we highlight the fact that
five of the individuals reach the best performance in this window (see the underlined scores).

Besides, the comparison between estimators shows that SampleEnt and FuzzyEnt have similar
accuracy, while VQEnt outperforms a bit with the benefit of supplying the lowest dispersion. Moreover,
the majority of subjects perform the best result using the sample-based VQ Entropy.

For illustrating the parameter tuning, Table 2 displays the values fixed for each estimator to achieve
the best individual classifier performance. In the case of quantized stochastic patterns, the value M=2
appears to be enough, while by adjusting ρ∼0.3 leads to accurate estimates of accuracy. The impact of
the investigated dynamics becomes evident from Figure 2 that illustrates the parameter variability for
the proposed VQEnt. For better visualization, the tested subjects are split into three groups due to the
differentiable behavior reported for their brain activity dynamics evoked in practicing MI tasks [36].
As widely-known, therefore, the optimal parameter setting depends on the complexity measured for
each subject group.

Table 2. Tuning of complexity values, threshold tolerance ρ and embedding value M), performed at
τ=1 s, fixing Q=250-M. Notation Q′ stands for the reduced size of VQ alphabets.

SampleEnt FuzzyEnt VQEnt

# M ρ M ρ M ρ Q′

B09T 2 0.9 2 0.3 2 0.3 83
B08T 1 0.9 1 0.3 3 0.6 47
B03T 3 0.9 3 0.6 2 0.1 116
B01T 1 0.8 1 0.2 2 0.2 86
B05T 1 0.8 3 0.6 2 0.1 110
B06T 3 0.9 1 0.9 2 0.6 47
B07T 1 0.5 1 0.6 3 0.9 32
B02T 2 0.8 1 0.05 2 0.3 72
B04T 2 0.6 1 0.5 3 0.9 30

Median 1 0.8 2 0.5 2 0.3
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Figure 2. Performance variability depending on the individual parameter set-up of VQ-En estimator,
accomplished at the examined windows τ. Presented values of accuracy āc are averaged across the
subjects belonging to each considered group.

3.2. Interpretability of Time-courses Estimated for Event-Related De/Synchronization

To have a better understanding, Figure 3 presents the ERD/S time-series of the Entropy-based
methods computed for the best individual of each group within the MI interval [2.5–4.5] s. All ERD/S
time-courses are estimated for the representative sensorimotor channels (that is, C3 and C4) as
a response to either performed MI task. For the sake of comparison, the top raw displays the
corresponding ERD/S trajectories calculated by the variational percentage in EEG signal power,
as described by Equation (1a). In this case, each trajectory is averaged across the whole trial set,
providing a resolution that is much bigger than the one resulted from the tested Entropy-based
methods since Δt�τ.

For the right-hand task, the Entropy time-series of the contralateral electrode, C3, starts decreasing
from the maximal value at a time sample close to 2s (after the cue onset) and reaches the lowest point at
3s. Further, the MI brain response begins increasing. As expected, the Entropy of electrode C4 behaves
with the same pattern for the left-hand task, as detailed in [37]. At the same time, the time-courses of
the ipsilateral electrode (C4 for the right hand, C3 – left-hand) holds high values over the MI interval.
Therefore, the ERD/S patterns performed by each evaluated Entropy-based estimator fulfills the MI
paradigm. That is, the ERD/s evolves more firmly on the electrodes located contralaterally to the hand
involved in each task when a subject imagines the movement of its right/ left hand.
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Figure 3. Individual ERD/S time-course of channels C3 and C4 performed by each tested
Entropy-based estimator, averaging over all single trials for the right hand task (green color) and
left hand (reed). Solid line τ=1 s, dash-dotted line τ=1.5 s, and dash line τ=2 s.

Nonetheless, the de/synchronization model is more evident for τ=1 (solid line), but the responses
weaken and tend to be smoother as the time window elongates. Furthermore, the ability to learn MI
tasks also influences: the higher the BCI literacy, the more evident the ERD/S patterns. While the
subject B08T (performing the best) presents brain responses with marked differences between tasks,
the time-series set of BT07 (achieving a very low classifier accuracy) is far from being a synchronization
pattern within the trial timing. This finding follows some clinical studies, evidencing that BCI-illiterate
subjects manifest a lack in event-related desynchronization, which is of keen importance to perform
MI tasks satisfactorily [38].

On the other hand, the averaged time-courses seem to be similar at each validating set-up
(i.e., by fixing the same time window and BCI literacy), and therefore, explaining the proximity
of accuracy provided by the Entropy-based estimators. Still, there are subtle differences between
them. For investigating this aspect in more detail, the trial-wise relationship is calculated through the
following distance of similarity [39]:

d(n, n′) = exp
(
−||H {Xnm(·, ·); ·} −H {Xn′m′(·, ·); ·} ||22/σ2

X

)
, ∀n, n′ ∈ N,

where σX is the variance averaged across the trial set for each validated Entropy-based estimator
m, m′ ∈{SampEnt, FuzzyEnt, VQEnt}.

In the case of subjects with average rates of BCI literacy over 70%, the top and middle rows
of Figure 4 display the connection matrix of similarity, calculated at τ=1 s, showing that the MI brain
response of SampEnt and FuzzyEnt algorithms are very close in shape. However, the ERD/S time-courses
performed by VQEnt differs from other estimators in all cases of τ. Otherwise, each Entropy-based
method becomes more separate from others, as depicted in the button row for BT07 with BCI illiteracy.
In terms of the performed MI tasks, the lower and upper triangular parts of the connectivity matrix
hold very subtle distinctions in each one of representative channels (C3 and C4) and regardless of the
employed Entropy-based estimator.
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C3 C4

Figure 4. Asymmetric connection matrix of similarity between SampEnt, FuzzyEnt, and VQEnt
performed by subjects with different rate of BCI literacy, and estimated across all trial set at τ = 1 s.
All entries above the main diagonal reflect the right label, while the lower triangular is for left label.

3.3. Statistical Analysis

Intending to evaluate the contrasted methods, we perform the non-parametric permutation test
commonly used in evaluating different effect types of evoked responses in EEG applications [40].
To estimate the p-value, the Monte-Carlo permutation partitions are chosen by clustering of all adjacent
time-samples that exhibit a similar difference. In each subject-based permutation, we cluster the spatial
and temporal adjacency across the trial set, for a fixed value of p < 0.02. Figure 5 depicts the obtained
topographical plot of two representative individuals (literate subject B08T and illiterate B01T), showing
the channels that hold discriminant information in performing the MI task, which are computed within
five non-overlapped time windows of interest: before task ([0.5–1.5] s), during MI task ([2.5–3.5] s and
[3.5–4.5] s) and at the trial timing end ([4.5–5.5] s and [5.5–6.5] s).

As expected, there is no information about the MI task in the interval before the stimulus.
Instead, discriminant information is mostly localized within both MI segments, but the estimates
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have very changing behavior in [4.5–5.5]. Note that the discriminate information fades at the trial
timing end when either subject is performing a break. In the case of B08T, the discriminating activity
involves the Centro-lateral primary motor area, supplementary motor area, frontoparietal, and primary
somatosensory area, that is, the regions typical in hand MI practicing [41]. B01T shows a weak
contribution in those areas also, but excluding the critical frontoparietal region [42].

[0.5 − 1.5] [2.5 − 3.5] [3.5 − 4.5] [4.5 − 5.5] [5.5 − 6.5]s [0.5 − 1.5] [2.5 − 3.5] [3.5 − 4.5] [4.5 − 5.5] [5.5 − 6.5]s
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Figure 5. Statistical analysis of two representative individuals (literate subject B08T and illiterate B01T),
showing the channels that hold discriminant information in performing the MI task.

3.4. Contribution of Sensorimotor Area to Distinguishing Between MI Tasks

Figure 6 displays the relevance of each sensorimotor channel that is computed as the Euclidean
distance between the activities of labeled trials [43]. As seen in the top row, BT08 has high values of
relevance in channels C3 and 18 (left hemisphere), as well as in C3 and 14 (right hemisphere), meaning
that both regions contribute alike. At the same time, either channel belonging to the longitudinal
fissure area produces a little contribution. The relevance sets provided by all Entropy-based estimators
are very similar and agree with the MI paradigm. Nonetheless, the C3 electrode is weaker than the
14 one (left hemisphere). Figure 7 displays the time-courses of VQEnt-based ERD/S, showing the
differences in IM responses between the ipsilateral channels. As seen, electrode 14 is more potent
than the representative C3, while electrode 18 is more potent than C4. This situation can be explained
because of the volume conduction effect of EEG signals, which hold a low spatial resolution, and thus,
lead to inaccurate measures of brain activity [44]. In the case of B01T, the assessed relevance set is
comparable to those obtained by BT08, as shown in the middle row. However, the contribution from
the left-hemisphere channels (C3 and 14) is higher than provided by the right hemisphere (C4 and 18),
suggesting a right-hand dominance [45].

Using the estimated Entropy-based ERD/S time-series, we investigate the increased activity of the
sensorimotor area that is related to the motor imagery paradigm, assessing the electrode contribution
(or relevance) in terms of distinguishing between the labels. Namely, the following channels are
considered: left hemisphere (C3, 9, 14, and 15), right hemisphere (C4, 11, 18, and 17), as well as the
longitudinal fissure area (10, 16).

In the case of BT07, the relevance set redistributes across the whole sensorimotor area, increasing
in value at each electrode. Moreover, the contribution of longitudinal fissure area starts growing,
though these electrodes are assumed to have very modest participation in motor imagery activation.
Thus, this subject with low performance shows fewer prominent features than those who perform
better, as already has been reported in similar cases [46].

One more aspect to consider is the resulting accuracy due to the assessed electrode contribution
after using the estimated Entropy-based ERD/S time-courses. In this regard, two different scenarios
are considered: a) Addition of the whole EEG channel set, b) Incorporation of just the sensorimotor
channels. In either case, training is conducted by adding every channel ranked in decreasing order of
relevance. As displayed inFigure 8a, the individuals B01T and B08T deliver high values of accuracy.
Moreover, in both cases, the VQEnt estimator presents the most accurate outcomes at a lower amount
of electrodes. A similar situation takes place with the individual B07T, for which our proposed method
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remarkably increases the accuracy in comparison to the other tested Entropy estimators. In the latter
scenario, Figure 8b reveals that the reduced channel set directly involved with the MI paradigm is
enough to discriminate between tasks, providing an accuracy similar to the performed by the whole
electrode set.
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Figure 6. Sensorimotor electrode contribution in classifying MI tasks estimated through Entropy-based
ERD/S time-series. Relevance weights of uncolored electrodes are not considered.

Le f t Rigth

Figure 7. Detailed illustration of estimated ERD/S time-series: C3 vs ch14(dashed line), and C4 vs
ch18(dashed line)

Nevertheless, though the VQEnt estimator allows enhancing the performance of the best literate
subjects, our proposal fails in the case of B07T. One factor that may account for this result is the volume
conduction effect since it also may affect the Entropy-based estimators, as referred in [47]. A detailed
analysis of the relevance performed in the all-channel scenario shows that this individual redistributes
his values all over the excluded neighboring frontal area.

Another point to highlight is the influence of noise on the entropy calculation. Specifically,
to address the volume conduction problem, we perform a Laplacian filter that improves the spatial
resolution of EEG recordings, avoiding the influence of noise from neighboring channels [48]. Figure 9
shows the cases of the entropy computation of channel C3 with (and without) spatial filtration. As seen,
the entropy calculated from the raw data (left) does not present any de/synchronization related to
elicited neural responses regardless of the tasks (left hand / right hand). Instead, the Laplacian filter
reduces the effect of noise coming from neighboring channels, making clear the changes related to the
stimulation of motor imagination.
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(a) (b)
Figure 8. Classifier performance of subjects achieved by feeding each channel ranked by relevance.
(a) Entropy-based relevance computed for all electrodes. (b) Entropy-based relevance of the
sensorimotor electrodes.

(a) Before Spatial filte (b) After Spatial filte
Figure 9. Example of Laplacian filtering to reduce the volume conduction effect on Entropy estimation.

4. Discussion and Concluding Remarks

We present the Entropy-based method, termed VQEnt, for estimation of Event-Related
De/Synchronization using a dynamic description through quantized stochastic patterns, aiming
to improve discriminability and physiological interpretability of motor imagery tasks. The validating
results, obtained on the widely used database, show thatVQEnt outperforms others sample-based
approaches while providing adequate interpretability in Motor Imagery tasks. The proposed method is
sample-based and builds the probabilistic priors by assessing the Gaussian similarity between the input
EEG measurements and their reduced vector-quantized representation. Nevertheless, the following
aspects are to be considered:

Parameter tuning of Entropy estimators: A first decisive parameter is a short-time window that must
be adjusted to extract the dynamics over time from MI data accurately. The value τ=1 is fixed that
gives the highest mean accuracy with lower dispersion, providing similar performance for all tested
Entropy-based estimators. This choice is reported to be generally appropriate for most time-series that
have dynamics with rapidly decaying autocorrelation function.

Moreover, we explore the influence of complexity parameters (threshold tolerance ρ and
embedding value M) on building the embedded alphabets. According to the complexity values
fixed to achieve the best classifier performance of each individual, SampEnt and FuzzyEnt demand
symbols with more elements to encode more precise the rapid dynamics because of the relatively small
value tuned for τ = 1. However, for dynamic systems that have long-range correlation, the choice
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of different delays can have a significant impact on the calculation of Sample-based algorithms,
leading to inconsistencies in the pairwise evaluation of the relative complexity between time-series,
as discussed in [49]. As a result, the similarity pattern count calculation in Equation (5) will necessitate
more statistics, which are supplied with the trial set. Instead, to encode dynamics, VQEnt relies on
a quantized version that yields alphabets with a high compression ratio, and therefore, requiring
symbols with more extensive representations (M=2, 3). In other words, each symbol encodes not one,
but several neighboring samples.

Furthermore, the fact that VQEnt alphabets have a high compression ratio avoids a significant
impact of noise on the time-series, and it reduces in complexity the choice of ρ. In contrast, the fuzzy
and sample methods tend to be more susceptible to the noise effect, resulting in larger values of
ρ. Overall, the parameter tuning of Entropy estimators depends on the BCI literacy rate. Of note,
we test three Entropy-based methods that have as a significant advantage that they do not need any
reference power value, which is far from being easy to adjust while highly influences the ERD/S
estimation.compression ratio, and therefore, requiring symbols with more extensive representations
(M=2, 3). In other words, each symbol encodes not one, but several neighboring samples.

Interpretability of estimated ERD/S time-series: Generally, the ERD/S dynamics, performed by
each considered Entropy-based estimators, fulfills the experimental paradigm of practiced MI
tasks. However, due to inherent nonstationarity and a poor signal-to-noise ratio of EEG signals,
location and amplitudes of brain activity sources have substantial variability in patterns across trials.
For understanding the causes of inter- and intra-subject variability in performance, the database
subjects split into groups with the differentiable behavior of brain dynamics in MI tasks. As a pivotal
parameter, the short-time window is fixed to τ = 1 to achieve a higher classifier accuracy. The first
finding is that the complexity parameters that quantify the EEG data dynamics vary for each subject
group, resulting in a differentiated optimal parameter setting. Moreover, the ability to learn MI tasks
also influences, meaning that the higher the BCI literacy, the more consistent the ERD/S patterns
of motor imagery. Besides, the connection matrix of similarity confirms that the ERD/S time-series
performed by VQEnt are different in shape from the ones build by SampEnt and FuzzyEnt algorithms.

Activation of the sensorimotor cortex during motor imagery: We assess the contribution to distinguish
between MI labels and prove that the relevance sets, provided by the left and right hemispheres,
are similar despite the estimated Entropy-based ERD/S time-series. However, in individuals with
the illiteracy rate, the relevance set spreads and increases abnormally across the whole sensorimotor
area. As a result, literate individuals deliver high values of accuracy. Moreover, the VQEnt estimator
presents the most accurate outcomes at a lower amount of electrodes so that reduced channel set
directly involved with the MI paradigm is enough to discriminate between tasks, providing an accuracy
similar to the performed by the whole electrode set.

Nonetheless, some issues remain to improve the effectiveness of the developed VQEnt approach
for the estimation of ERD/S. Firstly, the extraction of VQ alphabets should be improved, by instance,
using more elaborate distances for their construction. Moreover, it would be of benefit to
incorporate other types of stochastic embedding to relax the parameter tuning of the used complexity
representations. However, by increasing efficiency of the extracted symbols, the computational
burden must also be examined. So far, the implementing cost of VQEnt exceeds more than 50% other
sample-based algorithms. Also, the concept of illiteracy faces several pitfalls in BCI research so that
alternative criteria should be considered [50].

As a concluding remark, we propose to enhance the entropy-based estimation by extracting more
information about amplitudes of time-courses that show more differences in distinguishing between
MI tasks. We hypothesize that by extracting a more reliable representation of the stochastic patterns,
the discriminability of labeled tasks can be increased while preserving elicited brain neural activity’s
physiological interpretation.

As future work, the authors plan to expand the developed Entropy-based method to introduce
more information coming from neighboring channels to build the conditional probabilistic priors.
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We also intend to validate our proposal on databases that contain more subjects with a broader class
of dynamics, aiming to understand why some subject groups show different performances in the
same system.
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Abstract: The framework of information dynamics allows the dissection of the information processed
in a network of multiple interacting dynamical systems into meaningful elements of computation
that quantify the information generated in a target system, stored in it, transferred to it from one or
more source systems, and modified in a synergistic or redundant way. The concepts of information
transfer and modification have been recently formulated in the context of linear parametric modeling
of vector stochastic processes, linking them to the notion of Granger causality and providing efficient
tools for their computation based on the state–space (SS) representation of vector autoregressive
(VAR) models. Despite their high computational reliability these tools still suffer from estimation
problems which emerge, in the case of low ratio between data points available and the number of
time series, when VAR identification is performed via the standard ordinary least squares (OLS).
In this work we propose to replace the OLS with penalized regression performed through the
Least Absolute Shrinkage and Selection Operator (LASSO), prior to computation of the measures of
information transfer and information modification. First, simulating networks of several coupled
Gaussian systems with complex interactions, we show that the LASSO regression allows, also in
conditions of data paucity, to accurately reconstruct both the underlying network topology and the
expected patterns of information transfer. Then we apply the proposed VAR-SS-LASSO approach to
a challenging application context, i.e., the study of the physiological network of brain and peripheral
interactions probed in humans under different conditions of rest and mental stress. Our results,
which document the possibility to extract physiologically plausible patterns of interaction between
the cardiovascular, respiratory and brain wave amplitudes, open the way to the use of our new
analysis tools to explore the emerging field of Network Physiology in several practical applications.

Keywords: information dynamics; partial information decomposition; entropy; conditional transfer
entropy; network physiology; multivariate time series analysis; State–space models; vector
autoregressive model; penalized regression techniques; linear prediction

1. Introduction

Physiological systems such as the cerebral, cardiac, vascular and respiratory system exhibit a
dynamic activity which results from the continuous modulation of multiple control mechanisms
and changes transiently across different physiological states. Accordingly, the human body can be
modeled as an ensemble of complex physiological systems, each with its own regulatory mechanisms,
that dynamically interact to preserve the physiological functions [1]. These interactions are commonly
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studied in a non-invasive way by recording physiological signals that are subsequently elaborated
to extract time series of interest which reflect the dynamic state of the system under analysis [2,3].
Many studies in the literature have provided strong evidence about the existence of a relationship
between the properties of time series extracted and the physiological functions, even if most of these
evidences come from the analysis of the dynamics within a single system (i.e., variability of heart rate,
activity or connectivity within brain networks [4,5]) or at most between two systems (cardiovascular,
cardio-respiratory and brain–heart interactions [6,7]). Only recently, with the introduction of the
concept of network physiology grounded on a system-wide integration approach, it has been possible
to analyze the physiological interactions in a fully multivariate fashion. With this approach, the various
physiological systems that compose the human organism are considered to be the nodes of a complex
network [8]. Nevertheless, identifying a network comprised of different dynamic physiological systems
is a non-trivial task that requires the development of methodological approaches able to take into
account the intrinsically multivariate nature of the network, and to describe the different aspects of
network activity and connectivity dealing with complex dynamics and intricate topological structures.

Recent studies in the context of information theory have shown how the information processing
in a network of multiple interacting dynamical systems, described by multivariate stochastic processes,
can be dissected into basic elements of computation defined with the so-called framework of
information dynamics [9]. These elements essentially reflect the new information produced at
each moment in time about a target system in the network, the information stored in the target
system, the information transferred to it from other connected systems and the modification of the
information flowing from multiple sources to the target [10]. In particular, the information transfer
defines the information that a group of systems designed as “sources” provide about the present
state of the target [11]; information modification is strongly related to the concept of redundancy
and synergy between two source systems sharing information about a target system, which refers
to the existence of common information about the target that can be recovered when the sources are
used separately (redundancy) or when they are used jointly (synergy) [12]. Thus, positive values of
information modification indicate net synergy, which reflects the concept of information independence
of the sources. On the other hand, negative values of information modification indicate redundancy,
which reflects the fact that no additional information is conveyed about the target system when the two
sources are considered together rather than in isolation [13]. Operational definitions of these concepts
have been recently proposed, also showing how—for Gaussian processes modeled within a linear
multivariate framework—the information transferred between two network nodes conditioning to the
remaining nodes corresponds to the well-known measure of Granger causality (GC) formulated in a
multivariate context [14], and the measures of redundancy and synergy can be obtained as separate
measures through a so-called partial information decomposition (PID) [15].

The tools of information dynamics have contributed substantially to the development of the
field of Network Physiology, with particular regard to the description of complex organ system
interactions in various physiological states and conditions. In fact, measures information transfer
and information modification have proven useful to the understanding of the dynamic interactions
that are essential to produce different physiological states, e.g., wake and sleep [7,8,16,17], rest and
physiological stress [18,19], relaxed conditions and mental workload [20,21], neutral states and emotion
elicitation [22,23]. However, despite its growing appeal and widespread use in physiology and in
diverse branches of science [24–27], the field of information dynamics is still under development
and different aspects have to be further explored to fully exploit its potential. Recent developments
have led to the formulation of a computational framework for the analysis of information dynamics
which makes use of the state–space (SS) formulation of vector autoregressive models (VAR) and of the
formation of reduced linear regression models [28,29] whose prediction error variance is related to the
entropies needed for the computation of GC and PID measures [30]. The framework exhibits high
computational reliability when compared with classical regression approaches for the estimation of
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Granger-causal measures [30], and is being increasingly used to assess information dynamics in the
context of Network Physiology [3,19].

Nevertheless, being based entirely on linear parametric modeling, it suffers from the known
vulnerability to the lack of data of the standard VAR identification techniques such as the Ordinary
Least Square (OLS) or the Levison’s recursive algorithm for the solution of Yule-Walker equations.
This issue exposes the identification process to increased bias and variance of the estimated
parameters [31], and may result in ill-posed regression problems when the regressor’s matrix
approaches singularity [32]. As pointed out in the literature, the ratio between the number of data
samples available and the number of regression coefficients to be estimated should be at least equal to
10 to guarantee the accuracy of the estimation procedure [31,33,34]. This implies that the length of the
time series used for VAR identification needs to increase proportionally with the number of processes
jointly analyzed, which imposes a limitation to the size of the network that can be investigated if short
datasets are available for the analysis. This is the case of common Network Physiology applications,
where typically only short realizations of stationary multivariate physiological processes are available
due to the different temporal scales and dynamics of the physiological signals involved.

To cope with the reduction of accuracy in the estimation process when dealing with a large
number of time series and/or a small amount of data samples available, different strategies have been
proposed in the literature such as the so-called partial conditioning [35] or the use of time-ordered
restricted VAR models that are specifically built only for the computation of GC [36]. A former,
more general solution is the use of penalized regression techniques that regularize a linear regression
problem using one or more constraints [37]. Among them, the Least Absolute Shrinkage and Selection
Operator (LASSO) uses a constraint based on the l1 norm that if applied directly on the regression
problem, yields to a sparse coefficients matrix which leads to a reduction of the mean square error
in conditions of data paucity [38]. Penalized regression techniques implemented for GC analysis
have been successfully applied in many different contexts, ranging from simulation studies [39] to the
analysis of electroencephalographic signals [34,40,41], neuroimaging data [42] and Macroeconomic
data [43]. In the present work, the LASSO regression is embedded in the VAR-SS framework for
the computation of information dynamics, and is compared with the traditional OLS regression as
regards its capability to estimate conditional information transfer and PID measures both in benchmark
networks of simulated multivariate processes and in real networks of multiple physiological time series.

We show that it is possible, also in conditions of data paucity, to accurately reconstruct both
the topology and the patterns of information transfer in networks of several coupled Gaussian
systems exhibiting complex interactions, and to extract physiologically plausible patterns of interaction
between the cardiovascular, respiratory and brain systems explored in healthy subjects during different
conditions of mental stress elicited by sustained attention or mental arithmetic tasks [3,21,44].

The algorithms for the VAR-SS model identification based on the LASSO regression,
with the subsequent computation of conditional information transfer and PID measures,
are collected in the PID-LASSO MATLAB toolbox, which can be downloaded from
http://github.com/YuriAntonacci/PID-LASSO-toolbox and http://lucafaes.net/PIDlasso.html (in
Supplementary Materials).

2. Materials and Methods

2.1. Vector Autoregressive Model Identification

Let us consider a dynamical system Y , whose activity is mapped by a discrete-time stationary
vector stochastic process composed of M real-valued zero-mean scalar processes, Y = [Y1 · · ·YM].
Considering the time step n as the current time, the present and the past of the vector stochastic process
are denoted as Yn = [Y1,n · · ·YM,n] and Y−

n = [Yn−1Yn−2 · · · ], respectively. Moreover, assuming that Y

is a Markov process of order p, its whole past history can be truncated using p time steps, i.e., using the
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Mp-dimensional vector Y
p
n such that Y−

n ≈ Y
p
n = [Yn−1 · · ·Yn−p]. Then, in the linear signal processing

framework, the dynamics of Y can be completely described by the Vector autoregressive (VAR) model:

Yn =
p

∑
k=1

Yn−kAk + Un, (1)

where Ak is an M × M matrix containing the autoregressive (AR) coefficients, and U = [U1 · · ·UM] is
a vector of M zero-mean white processes, denoted as innovations, with M × M covariance matrix
Σ ≡ E[UT

n Un] (E is the expectation value).
Let us now consider a realization of the process Y involving N consecutive time steps, collected

in the N × M data matrix [y1; · · · ; yN ], where the operator “;” stands for row separation, so that the ith

row is a realization of Yi, i.e., yi = [y1,i...yM,i], i = 1, ..., N, and the jth column is the time series collecting
all realizations of Yj, i.e., [yj,1...yj,N ]

T , j = 1, ..., M, . The Ordinary Least Square (OLS) identification
finds an optimal solution for the problem (1) by solving the following linear quadratic problem:

Â = argminA||y − ypA||22, (2)

where y = [yp+1; · · · ; yN ] is the (N − p)× M matrix of the predicted values, yp = [y
p
p+1; · · · ; y

p
N ] is

the (N − p) × Mp matrix of the regressors and A = [A1; · · · ; Ap] is the Mp × M coefficient matrix.
The problem has a solution in a closed form Â = ([yp]Typ)−1[yp]Ty for which the residual sum of
squares is minimized (RSS) [33,45]. When N − p ≤ Mp the OLS does not guarantee the uniqueness of
the solution since the matrix ([yp]Typ) becomes singular [34,45]. Even in this situation, it is possible to
solve the problem stated in Equation (1) through the Least Absolute Shrinkage and Selection Operator
(LASSO) which introduces a constraint in the linear quadratic problem (2) [37]:

Â = argminA(||y − ypA||22 + λ||A||1). (3)

In Equation (3), the additional term based on the l1 norm forces a sparse a solution such that some
of the VAR coefficients are shrunk to zero, with the shrinkage parameter λ controlling the trade-off
between the number of non-zero coefficients selected in the matrix Â and the residual sum of squares
(RSS). Even if the problem (3) admits a solution, it will not be in a closed form since the l1 norm is
not differentiable at zero [38]. The optimal value of λ for the solution of the problem (3) requires a
cross-validation approach for its determination. Typically, a predefined interval of values for λ is
defined such that the biggest value provides an estimated AR matrix of zeroes and the lowest provides
a dense AR matrix [46] (in this work, 300 values of λ were selected). Subsequently, using an hold-out
approach, as described in [47], it is possible to independently draw 90% of the observations of the
predicted values and of the regressors (rows of y and yp) as training set and keeping the remaining
10% for the testing set. Training and test sets are then reduced to zero mean and unit variance and, for
each assigned λ, the number of non-zero coefficients is evaluated for the matrix Â estimated from the
training set, and the corresponding RSS is computed on the test set. After repeating this operation
several times (10 in this work) by randomly changing the training and testing sets, the optimal value
of λ is chosen as the one that minimizes the ratio between RSS and the number of non-zero VAR
coefficients [48]. The matrix of AR coefficients Â is then estimated by using the estimated optimal
value of λ.

2.2. Measures of Information Transfer

Considering the overall observed process Y = [Y1 · · ·YM], let us assume Yj as the target process
and Yi as the source process, with the remaining M − 2 processes collected in the vector Ys where
s = {1, ..., M}\{i, j}. Then, the transfer entropy (TE) from Yi to Yj quantifies the amount of information
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that the past of the source, Yp
i,n, provides about the present of the target, Yj,n, over and above the

information already provided by the past of the target itself , Yp
j,n, and is defined as follows [2,49]:

Ti→j = I(Yj,n; Yp
i,n|Y

p
j,n) = H(Yj,n|Yp

j,n)− H(Yj,n|Yp
j,n, Yp

i,n) (4)

where I(·; ·|·) represents the conditional mutual information and H(·|·) represents the conditional
entropy [50]. In the presence of two sources Yi and Yk, the information transferred towards the target
Yj from the two sources taken together is quantified by the joint transfer entropy (jTE):

Tik→j = I(Yj,n; Yp
i,n, Yp

k,n|Y
p
j,n) = H(Yj,n|Yp

j,n)− H(Yj,n|Yp
j,n, Yp

i,n, Yp
k,n) (5)

where Yp
k,n represents the past of the source k. Then, a possible way to decompose the jTE is that

provided by the so-called partial information decomposition (PID). The PID expands the information
transferred jointly from two sources to a target in four different quantities, reflecting the unique
information transferred from each individual source to the target, measured by the unique TEs Ui→j
and Uk→j, and the redundant and synergistic information transferred from the two sources to the
target, measured by the redundant TE Rik→j and the synergistic TE Sik→j [51]. These four measures are
related to each other and to the joint and individual TEs from each source to the target by the following
equations:

Tik→j = Ui→j + Uk→j + Rik→j + Sik→j, (6)

Ti→j = Ui→j + Rik→j (7)

Tk→j = Uk→j + Rik→j (8)

In the PID defined above, the terms Ui→j and Uk→j quantify the parts of the information transferred to
the target process Yj which are unique to the source processes Yi and Yk, respectively, mirroring the
contributions to the predictability of the target that can be obtained from one of the sources but not from
the other. Each of these unique contributions sums up with the redundant TE to retrieve the information
transfer defined by the classical measure of the bivariate TE, thus indicating that Rik→j pertains to
the part of the information transferred individually, yet redundantly from a source to the target. The
term Sik→j refers to the synergy between the two sources while they transfer information to the target,
intended as the information that is uniquely obtained taking the two sources Yi and Yk together, but
not considering them alone. While several implementations of the PID exists depending on how a
fourth equation is formulated to complete the definitions (6-8), in the case of joint Gaussian processes
it has been shown that an unifying formulation is that defining the redundant transfer as the minimum
information transferred individually by each source to the target, i.e., Rik→j = min(Ti→j, Tk→j) [15].

In addition to the measures defining the PID, another important information measure used to
detect the topological structure of direct interactions in a network of M interacting processes is the
conditional transfer entropy (cTE). With the notation introduced above for the overall vector process Y,
the cTE from a driver process Yi to a target process Yj computed considering the other processes in the
network collected in Ys, is defined as:

Ti→j|s = I(Yj,n; Yp
i,n|Y

p
j,n, Y

p
s,n) = H(Yj,n|Yp

j,n, Y
p
s,n)− H(Yj,n|Yp

n) (9)

The cTE quantifies the amount of information contained in the present state of the target process that
can be predicted by the past states of the source process, above and beyond the information that is
predicted already by the past states of the target and of the all other processes [14]. An implication of
this definition is that non-zero values of the cTE Ti→j|s correspond to the presence of a direct causal
interaction from Yi to Yj, which is typically depicted, in a network representation where nodes are
associated with processes and edges with significant causal interactions, with an arrow connecting the
ith and jth nodes.
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2.3. Computation of the Measures of Information Transfer for Multivariate Gaussian Processes

When the observed multivariate process Y has a joint Gaussian distribution, the information-
theoretic measures described in Section 2.2 can be formulated in an exact way based on the linear
VAR representation provided in Section 2.1. Indeed, it has been shown that the covariance matrices
of the observed vector process and of the residuals of the formulation (1) contain, in the case of
jointly distributed Gaussian processes, all of the entropy differences which are needed to compute
the information transfer [52]. In turn, these entropy differences are expressed by the concept of
partial covariance formulated in the context of linear regression analysis. Specifically, defining Ej|j,n =

Yj,n −E[Yj,n|Yp
j,n] and Ej|ij,n = Yj,n −E[Yj,n|Yp

i,n, Yp
j,n] as the prediction errors of a linear regression of Yj,n

performed respectively on Yp
j,n and [Yp

i,nYp
j,n], the conditional entropies H(Yj,n|Yp

j,n) and H(Yj,n|Yp
j,n, Yp

i,n)

can be expressed as functions of the prediction error variances λj|j = E[E2
j|j,n] and λj|ij = E[E2

j|ij,n] as
follows [14,53]:

H(Yj,n|Yp
j,n) =

1
2

ln2πeλj|j, (10a)

H(Yj,n|Yp
j,n, Yp

i,n) =
1
2

ln2πeλj|ij, (10b)

from which the TE from Yi to Yj can be retrieved using (7):

Ti→j =
1
2

ln
λj|j
λj|ij

. (11)

Following similar reasoning, the jTE from (Yi, Yk) to Yj can be defined as:

Tik→j =
1
2

ln
λj|j

λj|ijk
, (12)

where λj|ijk = E[E2
j|ijk,n] is the variance of the prediction error of a linear regression of Yj,n on

(Yp
i,n, Yp

j,n, Yp
k,n) with prediction error Ej|ijk,n = Yj,n − E[Yj,n|Yp

i,n, Yp
j,n, Y

p
s,n], and the cTE from Yi to Yj

given Ys can be defined as:

Ti→j|s =
1
2

ln
λj|js
λj|ijs

, (13)

where λj|js = E[E2
j|js,n] is the variance of the prediction error of a linear regression of Yj,n on (Yp

j,n, Y
p
s,n)

with prediction error Ej|js,n = Yj,n − E[Yj,n|Yp
j,n, Yp

s,n] and λj|ijs = E[E2
j|ijs,n] is the variance of the

prediction error of a linear regression of Yj,n on Y
p
n with prediction error Ej|ijs,n = Yj,n − E[Yj,n|Yp

n].
Moreover, from the definitions in Section 2.2 it is then possible to obtain the redundant TE,
the synergistic TE and the unique TEs in addition to the cTE. Therefore, the computation of all the
information measures amounts to calculate the partial variances to be inserted in Equations (11)–(13).
In the following subsection we report how to derive such partial variances exploiting the State–Space
formulation of the VAR model (1) [30].

2.3.1. Formulation of State–Space Models

A discrete state–space (SS) model is a linear model in which a set of input, output and state
variables are related by first order difference equations [29]. The VAR model (1) can be represented
equivalently as an SS model ([54]) which relates the observed process Y to an unobserved state process
Z through the observation equation

Yn = CZn + En, (14)
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and describes the update of the state process through the state equation

Zn+1 = AZn + KEn. (15)

The innovations En of Equations (14) and (15) are equivalent to the innovations Un in (1) and thus
have covariance matrix Φ ≡ E[ET

n En] = Σ. This representation, typically denoted as “innovation form”
SS model (ISS), also demonstrates the Kalman Gain matrix K, the state matrix A and the observation
matrix C, which can all be computed from the original VAR parameters in (1) as reported in ([54]) .
Starting from the parameters of an ISS model is possible to compute any partial variance λj|a, where
the subscript a denotes any combination of indexes ∈ (1, ..., M), by evaluating the innovation of
a “submodel” obtained removing from the observation Equation (14) the variables not included in
a. Furthermore, in this formulation the state Equation (15) remains unaltered and the observation
equation of relevant submodel becomes:

Y
(a)
n = C(a)Zn + E

(a)
n , (16)

where the subscript a denotes the selection of the rows with indices a of a vector or a matrix. As
demonstrated in [28,30], the submodel (15) and (16) is not in ISS form, but can be converted into ISS by
solving a Discrete Algebraic Riccati equation (DARE). Then, the covariance matrix of the innovations
Φ(a) = E[E

(a)T
n E

(a)
n ] includes the desired error variance λj|a as diagonal element corresponding to

the position of the target Yj. Thus, it is possible to compute all the partial variances needed for
the evaluation of all the information measures introduced, starting from a set of ISS parameters.
In particular, these parameters can be directly extracted by the knowledge of the parameters of the
original VAR model (i.e., A1, ..., Ap, Σ) , which in this study are estimated by identifying the VAR
model (1) making use of either the OLS method or the LASSO regression.

2.4. Testing the Significance of the Conditional Transfer Entropy

Since the cTE Ti→j|s is a measure of the information transferred directly (i.e., without following
indirect paths) from the source Yi to the target Yj, and for Gaussian processes is equivalent to conditional
Granger causality [14], it is of interest to perform the assessment of its statistical significance with the
aim to establish the existence of a direct link from the ith node to the jth node of the observed network
of interacting processes. In this work, the significance of cTE, computed after OLS identification of the
VAR model, was tested generating sets of surrogate time series which share the same power spectrum
of the original time series but are otherwise uncorrelated. Specifically, 100 sets of surrogate time series
were generated using the Iterative Amplitude Adjusted Fourier Transform (IAAFT) procedure [55];
then, the cTE was estimated for each surrogate set, a threshold equal to the 95th percentile of its
distribution on the surrogates was determined for each directed link, and the link was detected
as statistically significant when the original cTE was above the threshold. In the case of LASSO,
the statistical significance of the estimated cTE values was determined exploiting the sparseness of
the identification procedure. Since LASSO model identification always produces a sparse matrix with
several VAR coefficients equal to zero, the cTE values result exactly zero when the coefficients along
the investigated direction are zero at each time lag; on the contrary, cTE is positive, and was considered
to be statistically significant in this study, when at least one coefficient is non-zero along the considered
direction.

3. Simulation Experiments

This section reports two simulation studies performing a systematic evaluation of the
performances of the two VAR identification methodologies (OLS and LASSO) employed for the
practical computation of the measures of information transfer in known networks assessed with
different amount of data samples available. First, we study the behavior of the measures of information
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transfer and information modification in a four-variate VAR process specifically configured to
reproduce coexisting forms of redundant and synergistic interactions between source processes sending
information towards a target [15,30]. Second, with specific focus on the estimation of the cTE and of its
statistical significance, we compared the ability of OLS and LASSO to reconstruct an assigned network
topology in a ten-variate VAR process exhibiting a random interaction structure with fixed density of
connected nodes [34,56]

3.1. Simulation Study I

3.1.1. Simulation Design and Realization

Simulated multivariate time series (M=4) were generated as realizations of the following VAR(2)
process depicted in Figure 1 [2,30,57]:

Y1,n = 2ρ1 cos (2π f1)Y1,n−1 − ρ2
1Y1,n−2 + U1,n, (17a)

Y2,n = 2ρ2 cos (2π f2)Y2,n−1 − ρ2
2Y2,n−2 + Y1,n−1 + U2,n, (17b)

Y3,n = 2ρ3 cos (2π f3)Y3,n−1 − ρ2
3Y3,n−2 + Y1,n−1 + U3,n, (17c)

Y4,n =
1
2

Y2,n−1 +
1
2

Y3,n−1 + U4,n, (17d)

In (17), U = [U1 . . . U4] is a vector of zero-mean uncorrelated white noises with unit variance (i.e.,
with covariance Σ ≡ I). The VAR parameters are selected to allow autonomous oscillations for Y1, Y2,
and Y3 by placing, in the VAR representation in the Z−domain, complex-conjugate poles with modulus
ρi and phase 2π fi, i = 1, 2, 3; here we set pole modulus ρ1 = ρ2 = ρ3 = 0.95 and pole frequency
f1 = 0.1, f2 = f3 = 0.25. Moreover, interactions between different processes were set to allow a
common driver effect y2 ← y1 → y3 and unidirectional couplings y2 → y4 and y3 → y4, with weights
indicated in Figure 1. With these settings, 100 realizations of the processes were generated under
different values of the parameter K defined as the ratio between the number of data samples available
(N) and the number of AR coefficients to be estimated (Mp); the parameter K was varied in the range
(1, 2, 5, 10, 30), so that the length of the simulated time series was N = 8 when K = 1 and N = 240
were when K = 30. For each realization and for each value of K, all the measures appearing in the
PID of the information transfer were computed by exploiting the SS approach applied to the VAR
parameters estimated through OLS or LASSO identification; PID analysis was performed considering
either Y4 or Y1 as the target process, and both Y2 and Y3 as the source processes. Then, the bias and
variance of each estimated PID measure were assessed, for each K and separately for OLS and LASSO,
respectively as the absolute difference between the mean value of the measure over the 100 realizations
and its theoretical value computed using the true values imposed for the VAR parameters, and as the
sample variance estimated over the 100 realizations.

Figure 1. Graphical representation of the four-variate VAR ( Vector Autoregressive) process realized in
the first simulation according to Equation (17). Network nodes represent the four simulated processes,
and arrows represent the imposed causal interactions (self-loops depict influences from the past to the
present sample of a process).
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3.1.2. Simulation Results

Figures 2 and 3 show the trends of bias and variance associated with the estimation of TE
(T2→j, T3→j), redundant TE (R23→j), synergistic TE (S23→j) and unique TEs (U2→j, U3→j) respectively
when j = 4 (target process Y4) and j = 1 (target process Y1), computed after VAR model identification
using OLS (blue) and LASSO (red) and depicted as a function of the ratio K between time series length
and number of model parameters.

As a general result, both figures show that the accuracy of all estimates of the PID measures is
strongly influenced by the amount of data available, with a progressive increase of both the bias and
the variance of the estimates with the decrease of the parameter K. The LASSO regression exhibits a
substantially better performance in the estimation of the PID measures particularly when the amount of
data samples is scarce (K ≤ 2). In the most challenging condition of K = 1 (number of AR coefficients
equal to the number of data points) the results are reported only for the LASSO regression since in
this condition for OLS it was impossible to evaluate the PID measures due to the non-convergence
of the DARE equation solution during the computation. In the other cases (K ∈ (5, 10, 30)) the two
identification methods show comparable trends, with slightly better performance exhibited by OLS
identification in the assessment of non-zero PID measures (Figure 2), and by LASSO identification in
the assessment of zero PID measures (Figure 3).

Figure 2. Accuracy of PID ( Partial Information Decomposition) measures computed for the VAR
processes of Simulation I when Y4 is taken as the target process. Panels report the bias (a–c) and the
variance (d–f) relevant the computation of the TE (Transfer Entropy) from Y2 to Y4 and from Y3 to Y4

(a,d), the unique TE from Y2 to Y4 and from Y3 to Y4 (b,e) and the redundant and synergistic TE from
Y2 and Y3 to Y4 (c,f).

In fact, when Y4 is taken as target process, the sources Y2 and Y3 send the same amount information
towards the target and this information is entirely redundant (T2→4 = T3→4 = R23→4 = 0.63, U2→4 =

U3→4 = 0); moreover, a non-negligible amount of synergistic information transfer is present (S23→4 =
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0.56) [30]. As reported in Figure 2, the estimates of the non-zero quantities (T2→4, T3→4, R23→4, S23→4)
assessed through LASSO-VAR identification exhibit higher variance than those assessed through the
OLS, as well a slight negative bias which becomes relevant only in the case of the synergistic TE; in such
a case the underestimation of S23→4 is present also after OLS identification when K = 2 (Figure 2c).

When the process Y1 is taken as the target, all the PID measures are null (T2→1 = T3→1 = U2→1 =

U3→1 = S23→1 = R23→1 = 0) because no causal interactions are directed towards Y1. As shown in
Figure 3, in this case the LASSO identification outperforms the OLS method, showing lower bias and
variance for all values of K with evident improvement in the performance when K ≤ 2. Interestingly,
for low values of K the LASSO regression detected the absence of synergy with more accuracy than
that of redundancy (Figure 3c,f).

Figure 3. Accuracy of PID measures computed for the VAR processes of Simulation I when Y1 is taken
as the target process. Panels report the bias (a–c) and the variance (d–f) relevant the computation of the
TE from Y2 to Y1 and from Y3 to Y1 (a,d), the unique TE from Y2 to Y1 and from Y3 to Y1 (b,e) and the
redundant and synergistic TE from Y2 and Y3 to Y1 (c,f).

3.2. Simulation Study II

3.2.1. Simulation Design and Realization

Simulated multivariate time series (M = 10) were generated as realizations of a VAR(10) model
fed by white Gaussian noises with variance equal to 0.1. The simulated networks have a ground-truth
structure with a density of connected nodes equal to 50% in which non-zero AR parameters were set
assigning randomly the lag in the range (1–10) and the coefficient value in the interval [−0.6, 0.6] [58].
A representative example of one possible generated network is shown in Figure 4, where the strength
of the directed links is provided by the theoretical cTE computed between two processes starting
from the true AR parameters. Under these constraints, 100 realizations (each with its specific network
structure) of the VAR(10) process were generated with different values of the parameter K in the range
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(1, 2, 5, 10, 30), so that the length of the simulated time series was N = 100 when K = 1 and N = 3000
were when K = 30. For each realization and for each value of K, the cTE between each pair of processes
was computed by exploiting the SS approach applied to the VAR parameters estimated through OLS
or LASSO identification. Then, the bias and variance of the cTE estimates obtained through OLS and
LASSO identification were assessed separately for the connections with zero and non-zero cTE as
explained in the following subsection.

Figure 4. Graphical representation for one of the ground-truth networks of Simulation II. Arrows
represent the existence of a link, randomly assigned, between two nodes in the network. The thickness
of the arrows is proportional to the strength of the connection, with a maximum value for the cTE equal
to 0.15. The number of connections for each network is set to 45 out of 90.

3.2.2. Performance Evaluation

The performances of LASSO and OLS were assessed both in terms of the accuracy in estimating
the strength of the network links through the absolute values of the cTE measure, and in terms of the
ability to reconstruct the network structure through the assessment of the statistical significance of
cTE. The first analysis was performed separately for non-null and null links computing the bias of cTE
through the comparison between the estimated and theoretical cTE values. Specifically, for each pair
of network nodes represented by the processes Yi and Yj, the theoretical cTE obtained from the true
VAR parameters, Ti→j|s, was compared with the corresponding estimated cTE value, T̂i→j|s, using a
measure of absolute bias (bias) if the theoretical link is null, and a normalized measure of bias (biasN)
if the theoretical link is non-null [59]:

bias = |Ti→j|s − T̂i→j|s|, (18a)

biasN =

∣∣∣∣Ti→j|s − T̂i→j|s
Ti→j|s

∣∣∣∣. (18b)

Then, for each network, the values of bias and biasN were averaged respectively across the 45 non-null
links and across the 45 null links to get individual measures, denoted as BIAS and BIASN . Finally,
the distributions of BIAS and BIASN were assessed across the 100 simulated network structures and
presented separately for OLS and LASSO.

Second, the ability of OLS and LASSO to detect the absence or presence of network links based on
the statistical significance of the cTE was tested comparing the two adjacency matrices representative of
the estimated and theoretical network structures. This can be seen as a binary classification task where
the existence (class 1) or absence (class 0) of each estimated connection is assessed (using surrogate
data for OLS and looking for zero/non-zero estimated coefficients for LASSO) and compared with
the underlying ground-truth structure. Performances were assessed through the computation of
the false positive rate (FPR, measuring the fraction of null links for which a statistically significant
cTE was detected), false negative rate (FNR, measuring the fraction of non-null links for which the
cTE was detected as non-significant) and accuracy (ACC, measuring the fraction of false detections)
parameters [40,60]. Each of these performance measures was obtained across the network links for
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each individual network, and its distribution across the 100 simulated network structures was then
presented separately for OLS and LASSO.

3.2.3. Statistical Analysis

For this simulation study, five different repeated measures two-way ANOVA tests, one for each
performance parameter (BIAS,BIASN ,FNR,FPR,ACC) were performed, to evaluate the effects of
different values of K (varied in the range [30, 10, 5, 2]) and different identification methodologies
([OLS, LASSO]) on performance parameters.

The Greenhouse–Geisser correction for the violation of the spherical hypothesis was used in all
analyses. The Tukey’s post-hoc test was used for testing the differences between sub-levels of ANOVA
factors. The Bonferroni-Holm correction was applied for multiple ANOVAs computed on different
performance parameters.

3.2.4. Results of the Simulation Study

The results of the two-way repeated measures ANOVAs, expressed in terms of F-values and
computed separately on all the performance parameters considering K and TYPE (identification
method used) as main factors, are reported in Table 1.

Table 1. F-values of the two-way repeated measures ANOVA. ** is associated with p < 10−5.

Factor BIAS BIASN FNR FPR ACC

K 8582 ** 1694 ** 2204 ** 197.2 ** 2492 **
TYPE 1640 ** 377 ** 3538 ** 223.4 ** 1575 **

K x TYPE 8633 ** 848 ** 1055 ** 114.5 ** 339 **

The two-way ANOVAs reveal a strong statistical influence of the main factors K and TYPE and of
their interaction on all the performance parameters analyzed. It is worth of note that the level K = 1
was not considered in the statistical analysis due to the non-convergence of the DARE equation for the
OLS case.

Figure 5 reports the distribution of the parameters BIAS and BIASN according to the interaction
factor K x TYPE.

Figure 5. Distribution of the bias parameters computed for the null links (BIAS, a) and for the non-null
links (BIASN , b) considering the interaction factor K x TYPE, expressed as mean value and 95%
confidence interval of the parameter computed across 100 realizations of simulation II for OLS (blue
line) and LASSO (red line) for different values of K.

The comparison of the two VAR identification procedures shows that the trends for LASSO (red
line) and OLS (blue line) are very different. In the analysis of the error committed in the estimation of
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the null links (parameter BIAS) the error of LASSO estimates is almost zero for all levels of K (even for
K ≤ 2 that are the most challenging situations), while OLS estimates show a sharp increase of the error
with the decrease of data samples available for the estimation of cTE (Figure 5a). The analysis of the
error committed in the estimation of the non-null links (parameter BIASN , Figure 5b) highlights that
for both methods the error increases with decreasing the value of K. The two identification methods
exhibit different performance as a function of the number of data samples available for the estimation
procedure: when such number is high (K = 30), the OLS assumes a significantly smaller bias than
LASSO; when 10 ≤ K ≤ 5 there are no significant differences between the two methods; in the most
challenging conditions with K < 5 OLS exhibits a drastic rise of BIASN towards 2 (which means an
overestimation up to 200%), while LASSO identification allows limitation of the bias which remains
below 1 even when K = 1.

Figure 6 reports the distributions of the parameters FPR, FNR and ACC according to the interaction
K x TYPE. The analysis of the rate of false negatives (Figure 6a) shows that the number of links
incorrectly classified as null increases while decreasing the amount of data available (K decreasing
from 10 to 2), with values of FNR rising from about 0.1 to about 0.6 using the OLS, and remaining
much lower (between 0 and 0.2) using LASSO identification. On the other hand, the analysis of the rate
of false positives (Figure 6b) returns opposite trends, with several absent links incorrectly classified
as non-null which is stable and almost negligible using OLS, and exhibits a slight growth that leads
the FPR value from 0 with K=30 to about 0.25 for K=1. The overall performance assessed through the
ACC parameter is better using LASSO identification (Figure 6c): the rate of correctly detected links is
comparable in the favorable condition K = 30, while when K ≤ 10 LASSO shows better performance
(significantly higher values of ACC) than OLS and can reconstruct the network structure with a very
good accuracy (∼ 80%) even in the challenging condition of K = 1.

Figure 6. Distributions of FNR (a), FPR (b) and ACC (c) parameters considering the interaction factor
K x TYPE, expressed as mean value and 95% confidence interval of the parameter computed across 100
realizations of simulation II for OLS (blue line) and LASSO (red line) for different values of K.

4. Application to Physiological Time Series

This section reports the application of the measures of information transfer, based on VAR models,
estimated through OLS or LASSO identification, to a dataset of physiological time series previously
collected with the aim of studying organ system interactions during different levels of mental stress [3].
The physiological time series measured for each subject were considered to be a realization of a vector
stochastic process descriptive of the behavior of a composite dynamical system which forms a network
of physiological interactions. Such network is composed of two distinct sub-networks, which are in
turn formed by three nodes ("body" or peripheral sub-network) and four nodes (brain sub-network).
The dynamic activity at each network node is quantified by a scalar process, as specifically defined in
the next subsection.

4.1. Data Acquisition and Pre-Processing

Eighteen healthy participants with an age between 18 and 30 years were recorded during three
different tasks inducing different levels of mental stress: a resting condition induced watching a
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relaxing video (R); a condition of mental stress induced by the execution of a mental arithmetic task
(M) using an online tool in which the participants had to perform sums and subtractions of 3-digit
numbers and write the solution in a text-box using the keyboard; a condition of sustained attention
induced playing a serious game (G) which consisted of following a point moving on the screen using
the mouse and trying to avoid different obstacles. All participants provided written informed consent.
The experiment was approved by the Ethics Committees of the University of Trento. The study was in
accordance with the Declaration of Helsinki.

The acquired physiological signals were the Electrocardiogram (ECG) signal, the respiratory
signal (RESP) measured monitoring abdominal movements, the blood volume pulse (BVP) signal
measured through a photoplethysmographic technique, and 14 Electroencephalogram (EEG) signals
recorded at different locations in the scalp. After a pre-processing step performed in MatLab R2016b
(Mathworks, Natick, MA, USA), seven physiological time series, each consisting of 300 data points
and taken as a realization of the stochastic process representing the activity of specific physiological
(sub)systems, were extracted from the recorded signals as follows: (1) the R-R tachogram, represented
by the sequence of the time distances between consecutive R peaks of the ECG (process η); (2) The
series of respiratory amplitude values, sampled at the onset of each detected R-R interval (process
ρ): (3) the pulse arrival time (process π) obtained computing the time elapsed between each R peak
in the ECG and the corresponding point of maximum derivative in BVP signal; the sequences of the
EEG power spectral density, measured in consecutive time windows (lasting 2 s with 1 s overlap)
of the EEG signal acquired at the electrode Fz, integrated within the bands 0.5 − 3Hz (process δ),
3 − 8Hz (process θ), 8 − 12Hz (process α), and 12 − 25Hz (process β). Before VAR modeling, the time
series were reduced to zero mean and unit variance and checked for a restricted form of weak sense
stationarity using the algorithm proposed in [61], which divides each time series into a given number
of randomly selected sub-windows, assessing for each of them the stationarity of mean and variance.
A detailed description of signal recording, experimental protocol and time series extraction can be
found in [3,21].

4.2. Information Transfer Analysis

The seven time series obtained from each subject and from each condition were interpreted as
a realization of a VAR process whose parameters A1, ..., Ap, Σ were estimated with the two different
identification methods under analysis (i.e., OLS and LASSO). The model order p was estimated, for
each experimental condition and for each subject, using the Bayesian Information Criterion [62]. Then,
two different analyses were performed through the application of the SS approach:

1. First, a PID analysis was performed for OLS and LASSO through the computation of the joint
information transfer Tik→j and the terms of its decomposition Ui→j, Uk→j, Rik→j, Sik→j. The
analysis was performed collecting in the first source (index i) the processes [η, ρ, π] forming the
so-called “body” sub-network that accounts for cardiac, cardiovascular and respiratory dynamics,
and in the second source (index k) the processes [δ, θ, α, β] forming the “brain” sub-network that
accounts for the different brain wave amplitudes; the analysis was repeated considering each one
of the seven processes as the target process (j = [η, ρ, π, δ, θ, α, β]) and excluding it from the set of
sources.

2. Second, the topological structure of the network of physiological interactions was detected
computing the conditional transfer entropy Ti→j|s based on the two VAR identification methods
combined with their method for assessing the statistical significance of cTE (i.e., using surrogate
data for OLS and exploiting the intrinsic sparseness for LASSO). The analysis was performed
between each pair of processes as driver and target (i, j = [η, ρ, π, δ, θ, α, β], i �= j) and collecting
the remaining five processes in the conditioning vector with index s. As a quantitative descriptor
of the network was used the in-strength, defined as the sum of all weighted inward links connected
to one node [63]. Moreover, to describe the overall brain–body interactions the in-strength of
the body sub-network due to brain sub-network (and vice-versa) was computed considering as
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link weights the percentage of subjects showing at least one statistically significant brain-to-body
connection (and vice-versa). To study the involvement of each specific node in the network,
the in-strength of each node was computed considering as link weights the cTE values of all
network links pointing into the considered node.

4.3. Statistical Analysis

The effect of the different experimental conditions (R,M,G) on each PID measure computed for
each target process (j = [η, ρ, π, δ, θ, α, β]) and for each VAR identification method (OLS, LASSO)
was assessed with a Kruskal-Wallis test followed by a Wilcoxon rank sum test to assess statistical
differences between pairs of conditions. Moreover, the Wilcoxon rank sum test was performed also to
assess statistical differences between the two unique TEs (Ui→j,Uk→j) or between the redundant and
synergistic TEs (Rik→j,Sik→j) assessed for a given experimental condition and for a given target process
and identification method. Finally, in order to assess the effect of the experimental condition on the
in-strength evaluated for each node in the network, a Kruskal-Wallis test was performed, followed by
the Wilcoxon rank sum test between pairs of conditions.

4.4. Results of Real Data Application

The results of PID analysis, describing how information is transferred within the observed
network of brain–body interactions, are reported respectively in Figure 7 (OLS results) and Figure 8
(LASSO results) for the targets belonging to the body sub-network (η,ρ,π), and in Figure 9 (OLS results)
and Figure 10 (LASSO results) for the targets belonging to the brain sub-network (δ,θ,α,β). The results
of cTE analysis, illustrating the topology of the detected physiological networks, are reported in Figure
11 (direct links), Figure 12 (brain–body interactions) and Figure 13 (in-strength). All analyses are
performed identifying VAR models of dimension Mp, where M = 7 and p ∼ 4 (depending on the
Bayesian Information Criterion) on time series of 300 points, which brought us to work with values
K ∼ 10 for the parameter relating the amount of data sample available to the model dimension.

4.4.1. Partial Information Decomposition

Figures 7 and 8 report, respectively for OLS and LASSO estimation, the distributions across
subjects of the joint TE (Tik→j, left panels) directed to each target j belonging to the body sub-network
from the two other body sources (index i) and from the four brain sources (index k), as well as of its
decomposition into unique TEs (Ui→j and Uk→j, middle panels) and redundant and synergistic TEs
(Rik→j, Sik→j, right panels), evaluated at rest (R), during mental stress (M) and serious game (G).

Figure 7 shows that for each target in the body sub-network, the trends of the joint TE (Tik→j,
Figure 7a,d,g) are mostly determined by the processes belonging to the same sub-network, as
documented by the substantial values of the unique information transfer Ui→j and the negligible
values of the unique transfer Uk→j (Figure 7b,e,h, with statistically significant difference between
Ui→j and Uk→j) and by the low values of the information transferred to η, ρ and π in a synergistic
or redundant way from the brain and body sub-networks (Figure 7c,f,i). While for the targets η and
ρ the PID measures did not vary significantly across conditions, the information transferred jointly
from the brain and body sources towards the target π (Figure 7g) as well as the unique information
transferred to π internally in the body sub-network (Figure 7h) decreased significantly moving from R
to M and from R to G. This result documents a reduction of the causal interactions from RR interval
and respiration towards the pulse arrival time during conditions of mental stress.
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Figure 7. Partial Information Decomposition of brain–body interactions directed to the body nodes of
the physiological network, assessed using OLS VAR identification. Box plots report the distributions
across subjects (median: red lines; interquartile range: box; 10th–90th percentiles: blue lines) as well
as the individual values (circles or triangles) of the PID measures (a,d,g: joint information transfer;
b,e,h: unique information transfer; c,f,i: synergistic and redundant transfer) computed at rest (R),
during mental stress (M) and during serious game (G) considering the RR interval (η), the respiratory
amplitude (ρ), or the pulse arrival time (π) as the target process j, and the body and brain sub-networks
as source processes i and k. Statistically significant differences between pairs of distributions are
marked with ∗ (R vs. M), with # (R vs. G), with § (R vs. R), with ∼ (M vs. M) and with ◦ (G vs. G).

As reported in Figure 8, the trends of the joint TEs computed after LASSO identification when the
processes η and π (a-g) are taken as target are comparable to those obtained with OLS identification
and shown in Figure 7. In particular, also in this case a significant reduction of the joint TE directed
to π is observed during the conditions M and G compared to R (Figure 8g), which is mostly due to a
decrease of the unique information transferred to π from the body source (Ui→j, Figure 8h). Moreover,
also in this case the unique TE directed towards η and π from the brain sub-network (Uk→j, Figure 8b,h)
shows values very close to zero (b-h) and significantly lower than those of the unique TE Ui→j. While
the synergistic TE Sik→j is almost zero for any target, the redundant TE Rik→j is significantly higher
than Sik→j when the target is the vascular process π (Figure 8i). A result demonstrated specifically
using the LASSO identification method is the absence of joint TE directed to the respiration process ρ

(Figure 8d), documenting the absence of interactions directed toward respiration in all physiological
conditions.
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Figure 8. Partial Information Decomposition of brain–body interactions directed to the body nodes of
the physiological network, assessed using LASSO-VAR identification. Box plots report the distributions
across subjects (median: red lines; interquartile range: box; 10th–90th percentiles: blue lines) as well
as the individual values (circles or triangles) of the PID measures (a,d,g: joint information transfer;
b,e,h: unique information transfer; c,f,i: synergistic and redundant transfer) computed at rest (R),
during mental stress (M) and during serious game (G) considering the RR interval (η), the respiratory
amplitude (ρ), or the pulse arrival time (π) as the target process j, and the body and brain sub-networks
as source processes i and k. Statistically significant differences between pairs of distributions are
marked with ∗ (R vs. M), with # (R vs. G), with § (R vs. R), with ∼ (M vs. M) and with ◦ (G vs. G).

Figures 9 and 10 report, respectively for OLS and LASSO estimation, the distributions across
subjects of the joint TE (Tik→j, left panels) directed to each target j belonging to the brain sub-network
from the three other brain sources (index k) and from the three body sources (index i), as well as of its
decomposition into unique TEs (Ui→j and Uk→j, middle panels) and redundant and synergistic TEs
(Rik→j, Sik→j, right panels), evaluated at rest (R) and during mental stress (M) and serious game (G).

Considering the joint TE exchanged toward the brain rhythms, in contrast to what observed for the
body sub-network (Figure 7a,e,g), the joint TE assessed through OLS identification shows a tendency to
increase during M and especially during G compared to R (Figure 9 a,d,g,j); the increase is statistically
significant for the δ (Figure 9a), and is supported by a significant increase of the redundant and
synergistic TEs Rik→j and Sik→j which suggests an increased contribution of brain–body interactions
to the rhythmic variations of the δ brain wave amplitude. An increase of the redundant brain–body
interactions during stress states is observed also for the θ brain wave amplitude (Figure 9f). The analysis
of the unique information transfer (Figure 9b,e,h,k) shows that the unique information provided by
the brain sub-network (Uk→j) is generally larger than that provided by the body sub-network (Uk→j),
with statistically significant differences during R and when the target of the unique transfer is given by
the processes θ, α and β.
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Figure 9. Partial Information Decomposition of brain–body interactions directed to the brain nodes of
the physiological network, assessed using OLS VAR identification. Box plots report the distributions
across subjects (median: red lines; interquartile range: box; 10th–90th percentiles: blue lines) as well
as the individual values (circles or triangles) of the PID measures (a,d,g,j: joint information transfer;
b,e,h,k: unique information transfer; c,f,i,l: synergistic and redundant transfer) computed at rest
(R), during mental stress (M) and during serious game (G) considering the δ, θ, α, or β brain wave
amplitude as the target process j, and the body and brain sub-networks as source processes i and k.
Statistically significant differences between pairs of distributions are marked with ∗ (R vs. M), with #
(R vs. G), with § (R vs. R), with ∼ (M vs. M) and with ◦ (G vs. G).

When PID directed towards the brain processes is computed using LASSO (Figure 10), a main
result is that interactions are weak and do not vary significantly across physiological states. Notably,
the joint TE and all PID terms relevant to the target δ are almost equal to zero in all conditions
(Figure 10a,b,c). Similarly, also the values of the unique TE from the body sub-network to any brain
process (Ui→j, Figure 10b,e,h,k) and of both the redundant and synergistic TE (Rik→j, Sik→j, Figure
10c,f,i,l) are zero in almost all subjects and conditions, indicating that the LASSO approach does not
detect interactions directed from body to brain in this dataset.
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Figure 10. Partial Information Decomposition of brain–body interactions directed to the brain nodes of
the physiological network, assessed using LASSO-VAR identification. Box plots report the distributions
across subjects (median: red lines; interquartile range: box; 10th–90th percentiles: blue lines) as well
as the individual values (circles or triangles) of the PID measures (a,d,g,j: joint information transfer;
b,e,h,k: unique information transfer; c,f,i,l: synergistic and redundant transfer) computed at rest
(R), during mental stress (M) and during serious game (G) considering the δ, θ, α, or β brain wave
amplitude as the target process j, and the body and brain sub-networks as source processes i and k.
Statistically significant differences between pairs of distributions are marked with ∗ (R vs. M), with #
(R vs. G), with § (R vs. R), with ∼ (M vs. M) and with ◦ (G vs. G).

4.4.2. Conditional Information Transfer

Figure 11 reports the network of physiological interactions reconstructed through the detection
of the statistically significant values of the conditional transfer entropy (Ti→j|s) computed for any
pair of processes belonging to the brain and body sub-networks. The weighted arrows, depicting the
most active connections among systems (arrows are present when at least 3 subjects show significant
values of Ti→j|s) show a similar structure when estimated in the three analyzed conditions using OLS
(Figure 11a–c) and LASSO (Figure 11d–f) . The main distinctive features are the existence of a densely
connected sub-network of body interactions (red arrows), of a weakly connected sub-network of
brain interactions (yellow arrows), and of changing patterns of brain–body interactions (blue arrows).
In general, LASSO shows, for each condition analyzed, a greater sparsity in the estimated networks,
preserving only the most active links detected by OLS.

Within body interactions are characterized mainly by cardiovascular links (interactions from η

to π) and cardio-respiratory links (interactions between η and ρ), with a weaker coupling between ρ

and π which exhibits a preferential direction from ρ to π; the use of LASSO elicits the unidirectional
nature of cardio-respiratory interactions (from ρ to η). On the other hand, the topology of the brain
sub-network is less stable in the three conditions and appears to lose consistency passing from REST
to GAME; also in this case the use of LASSO leads to a greater sparsity, with nodes almost fully
disconnected. As to brain–body interactions, they occur almost exclusively along the direction from
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brain to body; in this case the use of LASSO demonstrates that interactions from brain to body increase
during the GAME condition.

Figure 11. Topological structure for the networks of physiological interactions reconstructed during
the three analyzes physiological states. Graphs depict significant directed interactions within the brain
(yellow arrows) and body (red arrows) sub-networks as well as interactions between brain and body
(blue arrows). Directed interactions were assessed counting the number of subjects for which the
conditional transfer entropy (Ti→j|s) was detected as statistically significant using OLS (a–c) or LASSO
(d–f) to perform VAR model identification. The arrow thickness is proportional to the number of
subjects (n) for which the link is detected as statistically significant.

To quantify the overall extent of the brain–body interactions from the above estimated cTE
networks, was computed the percentage of subjects with statistically significant values of the cTE along
the direction from brain to body and in the opposite direction from body to brain. This was obtained
considering the brain sub-network and the body sub-network as single nodes, and computing the
in-strength to one sub-network by considering only the connections coming from the other sub-network.
The average values are shown in Figure 12.

The results reported in Figure 12 show that interactions are found more consistently along the
direction from brain to body than along the opposite direction. In particular, LASSO does not show
any link directed from body to brain in any of the three analyzed conditions. In the resting condition
(R), the percentage of active links directed from brain to body is similar for the two VAR identification
methods. Then, OLS identification results in a larger number of links moving from R to M, and a
decrease during G. Conversely, LASSO shows a decrease of the percentage of significant links during
M and a sharp increase during G.
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Figure 12. Bar plots reporting the in-strength index extracted from the cTE networks of Figure 11
by considering as link weights the percentage of subjects showing a brain-to-body connection (a) or
a body-to-brain connection (b), computed at rest (R), during mental stress (M) and during serious
game (G) for the two VAR identification methods. Please note that the in-strength computed along the
direction from body to brain using LASSO is null in all conditions.

Figure 13 reports the distribution of the values of the in-strength index evaluated for each node
of the network in each experimental condition. For both OLS and LASSO, the median value of the
in-strength index (Figure 13a–c,h–j) is higher for the network nodes of the body sub-network than for
those belonging to the brain sub-network (Figure 13d–g,k–n). An exception to this difference is the
in-strength of the links directed towards the node ρ, which is very close to zero when assessed using
LASSO identification (Figure 13i). Moreover, the estimated in-strength values are, on average, lower
when assessed through LASSO than through OLS. Considering the in-strength of individual nodes, a
statistically significant reduction is observed moving from R to G for the weights of the connections
directed towards π ( Figure 13c,j), for both OLS and LASSO methods.

Figure 13. In-strength index computed for each node of the physiological network. Box plots report
the distributions across subjects (median: red lines; interquartile range: box; 10th–90th percentiles:
blue bars) as well as the individual values (circles) of the in-strength index (a-g) OLS, h-p LASSO)
computed at rest (R), during mental stress (M) and during serious game (G) for each node (η,ρ,π,δ,θ,α,β).
Statistically significant differences between pairs of distributions are marked with # (R vs. G).
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5. Discussion

5.1. Simulation Study I

The first simulation study was designed to compare the performance of the traditional OLS
approach and the LASSO regression, implemented for the identification of VAR models in their
state–space formulation [28], in estimating the information measures related to PID. The decomposition
of the information transferred jointly from two sources to a target process allows investigation of
how information is modified in a non-trivial way through redundant and synergistic interactions
between the sources [64] . In particular, the model structure adopted in our simulation highlights the
coexistence of synergistic and redundant contributions to the target Y4 from the two sources Y2 and Y3

even if they are not directly coupled [30]. In situations such as this, the adoption of PID is fundamental
to elicit how the two sources contribute to the target with both redundant and synergistic information
transfer: the redundant contribution refers to the common information that both sources convey to the
target; the synergistic contribution is considered an extra information transferred towards the target
and is ascribed to the weakest source in the system [15].

The analysis in Figures 2 and 3 shows an evident dependence of both the bias and the variance of
all partial information decomposition measures on the factor K. This result is expected and reflects the
well-known decrease of the prediction accuracy with the number of data samples available. In this
context, our results document that the LASSO regression performs better in challenging conditions
when the number of model parameters approaches the sample size (K ≤ 5). In these conditions
it has been pointed out how OLS is not suitable for the solution of a regression problem and that
its solution could even not exist [40,65]. On the other hand, LASSO shows high robustness to the
lack of data points, which results in limited values of bias and variance [66]. We note that despite
this better performance of LASSO, in the condition K = 1 all the PID measures that were different
from zero (T2→4,T3→4,S23→4,R23→4) exhibit a consistent negative bias (Figure 2). This severe under
estimation was previously highlighted in different scenarios, in which LASSO shrinkage produces
biased estimation for the large coefficients and thus in some conditions could be sub-optimal in terms
of estimation risk [67,68].

When the amount of data sample is not scarce compared to the number of model parameters
(K > 5 ) the performance of the two identification methods is comparable, with slight differences
depending on the true value of the PID measures. In the case of non-zero PID measures (Figure 2) OLS
showed better performance than LASSO in terms of bias and variance. This result is mainly due to the
effect of the constraint based on the l1 norm that performs a variable selection but with an increased
bias and variance in the performed estimate [34,38].

On the other hand, in the scenario in which all the PID measures are equal to zero (Figure 3),
LASSO performs better than OLS in all the conditions analyzed as regards both the bias and the
variance of the estimates of information transfer. This can be explained with the continuous shrinkage
and selection of the most relevant coefficients that set to zero most of the estimated AR coefficients [48].

5.2. Simulation Study II

The second simulation was designed to compare the performance of OLS and LASSO
identification in estimating the cTE in a network of multiple interacting processes. The tested measure
is highly relevant, as it is equivalent to the multivariate (conditional) Granger causality measure
estimated within the most accurate framework available, i.e., that of vector state–space models [28].
Within this framework, we assessed both the statistical significance and the accuracy of the estimated
values of the cTE, thus comparing OLS and LASSO regarding their accuracy in detecting the network
structure and the coupling strength.

The accuracy in the estimation of the cTE values was investigated across different K ratio levels by
means of BIAS and BIASN used as performance parameters (Figure 5). As expected, both parameters
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show a tendency to increase as the K ratio decreases. This tendency is evident particularly for OLS
estimation, as already documented testing different VAR parameter identification approaches (e.g.,
the Levinson recursion for the solution of Yule-Walker equations) in the context of signal processing [31].
The situation becomes worse when approaching the condition K = 1, in which the matrix ([yp]Typ)−1

approaches singularity. Consequently, in this case the solution to the DARE equation necessary to
convert the SS model into the ISS form did not converge, thus impeding OLS-based estimation of the
cTE. In such conditions it is necessary to move to the use of penalized regression techniques [34,38,40].
Here we document that the LASSO regression leads to trends of the cTE bias which are consistently
very low for any value of K in the estimation of the null links (Figure 5a), and rise with K but
without exhibiting abrupt increases even for K = 1 in the estimation of the non-null links (Figure 5b).
These good performances of LASSO identification confirm its higher tolerance to collinearity between
regressors caused by the reduction of data samples available [69].

The reliability in the reconstruction of the network structure was investigated analyzing the
performance of the two identification methods in terms of overall accuracy and rates of false negative
and false positive detections. The ACC parameter appeared to be the best-suited indicator to synthesize
the similarity between the estimated network and the ground-truth network [60]. Moreover, with the
network structure simulated here, ACC is not affected by the class imbalance problem, a typical
condition in sparse networks [70]. As expected, the ACC parameter decreased with the K ratio,
with LASSO performing progressively better than OLS (Figure 6c). These results are in line with
previous studies reporting the performance of different methods for the assessment of the statistical
significance of causal interactions in different methodological contexts [33,34,56].

When the test was particularized to the rate of correct detection of null and non-null links,
the performance under conditions of data paucity differ for the two identification methods, with LASSO
showing better capability to correctly detect existing links (lower FNR) and OLS showing slightly better
capability to correctly detect the absent links (lower FPR). In particular, by analyzing the trends of FNR
(Figure 6a) LASSO showed better performance than OLS for K ≤ 10, especially when the conditions
for the estimation become very challenging (K ≤ 5). This behavior is related to the shrinkage of the
VAR parameters. In fact, the selected lambda tends to rise if the number of data samples decreases
and this implies a greater sparsity of the estimated network with a high probability of producing
false negatives [71]. In the same conditions, the value of FNR for OLS was around 60%. This poor
performance is likely due to an inaccurate representation of the distribution of the cTE under the null
hypothesis of uncoupling, estimated empirically using uncoupled surrogate time series, performed
with very few data samples. On the contrary, while both methods display a low number of false
positives for K > 5, LASSO tends to produce an over-selection of the estimated links when K ≤ 5.
This result is in line with previous findings in the context of GC estimation, in which LASSO showed
few extra links, observed for different combinations of degree of sparsity of the simulated network
structure and K ratio [39,42].

5.3. Real Data Application

5.3.1. Partial Information Decomposition Analysis

The main results of the partial decomposition of the information transfer within the network
of brain and body interactions are that: (i) a significant information is transferred within the body
sub-network, composed by the processes representative of the cardiac (η, heart period), vascular (π,
pulse arrival time) and respiratory (ρ) dynamics, which is directed towards the η and π nodes as a
result of respiration-related and cardiovascular effects; (ii) the information transferred to the nodes of
the brain sub-network, representing the amplitude variations of the δ, θ, β, and α EEG waves, is lower
and due almost exclusively to internal dynamics within this sub-network; (iii) a negligible amount of
information is transferred between the two sub-networks as a result of their redundant or synergistic
interaction. While these results are observed consistently using the two VAR identification methods
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(see Figure 7, Figure 8, Figure 9 and Figure 10, respectively), the use of the LASSO regression allows
the elicitation of them more clearly. From a methodological point of view, this behavior is a result of
the inclination towards sparseness of the LASSO method, which shrinks towards zero most of the VAR
parameters that have a small effect on the target dynamics [38]. Such inclination puts also in evidence
other behaviors, such as the substantial absence of information directed to the ρ node of the body
network and to the δ node of the brain network. While in the first case the result is physiologically
plausible since cardio-respiratory interactions are known to be almost unidirectional in nature (i.e.,
previous studies have found that respiration significantly affects the cardiovascular variables without
being affected by them [2,57,72]), in the second case it could be related to an underestimation of
the information transfer with the LASSO technique, since the δ waves seem to play a role in the
organization of brain dynamics [1,7,73].

As the results reported above were observed consistently independently on the analyzed
physiological state, they could be interpreted as a hallmark of how the networks of brain and
body interactions organize their dynamic communication evaluated in terms of information transfer.
Nevertheless, the conditions of mental stress evoked by the mental arithmetic task and the sustained
attention task were able to induce, when compared with the resting condition set as baseline, some
significant modifications in the amount of information transferred toward some specific nodes.
In particular, a significant reduction of the joint brain–body TE computed when π was taken as the
target process was observed during the two stress conditions compared to rest. This joint information
transfer was due almost exclusively to contributions of unique transfer from the η and ρ nodes of the
body sub-network (Figures 7h and 8h), with a small amount of redundant brain–body information
transfer (Figures 7h and 8i) and negligible amounts of synergistic transfer or unique transfer from
the brain sub-network; the unique transfer reflects cardiac and respiratory effects on the variability
of the pulse arrival time, while the redundant transfer is related to common mechanisms whereby
such variability is influenced by the brain rhythms one side and the cardio-respiratory rhythms on
the other side. In this context, the results here obtained are in line with those obtained in [3] where a
significant reduction of total information transferred towards π was found while playing a serious
game with respect to a resting condition. Analyzing the same dataset in terms of mutual information,
the authors of [44] found a significant reduction of the information shared between the pulse arrival
time (π) and the cardio-respiratory system (η, ρ) during the conditions M and G compared with R.
The significant decrease of the static mutual information computed in [44] and the dynamic measure
of the joint and unique TE computed in the present study can be viewed as different aspects of the
weakening of cardiovascular and cardio-respiratory interactions during mental stress. Physiologically,
the underlying mechanisms could include an increased modulation of peripheral vascular resistance
during stress which, as highlighted in [53,74], could dampen the modulation of the pulse arrival time
due to heart rate variability and respiration.

When the target process belongs to the brain sub-network, the information transfer estimated
through the LASSO regression was almost null when directed towards δ and very small when directed
towards θ, α or β (Figure 10a–c). This result may reflect the lack or significant connectivity towards
the brain sub-network, or the lower sensitivity of penalized regression methods to weak connectivity.
In fact, using OLS a certain amount of information transfer to the nodes of the brain network was
detected, with a significant increment of the joint transfer entropy from R to G when δ is the target
process (Figure 9a), that is mostly due to the significant increment of redundant and synergistic TEs
(Figure 9c). Furthermore, a significant increase of the redundant TE (Rik→j) was also observed during
M and G with respect to R when θ is the target process (Figure 9f). The involvement of the brain waves
during mental stress tasks was also investigated using information measures in [44], finding a larger
involvement of δ and θ activity compared to rest that agrees with the results obtained here in terms of
redundant TE computed after OLS identification.
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5.3.2. Conditional Information Transfer Analysis

The analysis of the statistically significant values of the conditional information transfer (cTE
measure) led us to detect specific topology structures for the sub-networks that compose the overall
physiological network of brain and body interactions (Figure 11). First, a quite consistent topology
was found across different physiological states for the interactions between the cardiovascular and
respiratory systems (Figures 11a–c and 11d–f, red arrows), which is in line with a recent similar work
performed in the context of information dynamics [3,18]. In particular, the strong link connection
between η and ρ reflects a marked coupling between the heart rate variability and respiration,
which is due to the well-known mechanisms such as respiratory sinus arrhythmia (RSA) [75]
and cardio-respiratory synchronization [76]. This connection was detected as bidirectional using
OLS, and as unidirectional from ρ to η using LASSO, confirming that the preferential direction of
the cardio-respiratory interactions is that documenting the effect of respiration on the heart rate
(RSA) [2,49,76]. Second, the information transferred from η to π reflects the well-known effect of
the heart rate on stroke volume and arterial pressure which has a modulating effect on the arterial
pulse wave velocity [77]. Moreover, the influence of respiration ρ on the pulse arrival time variability
π reflects the breathing influences on the intra-thoracic pressure, blood pressure and blood flow
velocity [77].

A further result relevant to the peripheral sub-network is the significant decrease of the in-strength
relevant to the vascular node π observed for both OLS and LASSO moving from rest to the serious
game condition independently (Figure 13c,j). This weaker topology is likely related to the significantly
lower amount of information transferred towards π during the condition G compared to R (Figures 7g
and 8g). From a physiological point of view, this lower transfer mediated by weaker topology could
suggest a reduction of the efferent nervous system activity from the cardiac and respiratory centers
and directed towards the vascular system during conditions of mental attention.

Compared with the body sub-network, the links of the brain sub-network form a structure which
seems less consistent across the different experimental conditions (Figure 11, yellow arrows). While
OLS estimation shows an apparent decrease in the number of connections moving from R to M and
especially to G, the LASSO regression yields an almost disconnected sub-network of brain-brain
interactions. In contrast to that observed in this work, in [3] a more connected brain sub-network
was found during the mental arithmetic task with respect to the resting condition. This difference
can be partially methodological, as different model order selection criteria (Akaike vs. Bayesian) and
methods to assess the statistical significance of cTE (F-test vs. surrogate data) were used in [3] and in
the present work. These choices could indeed affect the estimation procedure and provide slightly
different results especially in the presence of weak connections as in this case [56,78,79].

Finally, exploration of the network of dynamical interactions between the brain and the peripheral
systems led us to investigate how the EEG dynamics, mostly determined by the central nervous
system, interact with the cardiovascular and respiratory dynamics regulated by the autonomic nervous
system (Figure 11, blue arrows, and Figure 12). Although quantitative statistical comparison cannot be
performed for the results reported in Figures 11 and 12 they document that brain–heart interactions
are mostly oriented in the direction from brain to heart. This suggests that efferent autonomic
commands directed to the peripheral systems follow in time the neural modulation of the brain wave
amplitudes. Moreover, we find that the two mental stress conditions induce an enhancement of
brain–body interactions, with a substantial increase of the number of significant links directed from
the brain to the body sub-network and assessed using OLS during the mental arithmetic condition, or
using LASSO during the serious game condition. The results based on OLS resemble those obtained
recently on the same dataset [3], and recall previous findings highlighting significant correlations
between the amplitude of brain oscillations (especially in the β band) and the heart rate and respiration
dynamics [7,80]. The results based on LASSO highlight the emergence during sustained attention
evoked by serious game playing of causal interactions from brain to the peripheral systems, mostly
originating from the θ, α and β nodes and directed to the ρ and η nodes. These findings are supported
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by previous studies suggesting that the neural mechanisms responsible for the generation of α and
θ brain oscillations are crucial for attention tasks and can be correlated with the cardiac autonomic
activity and to its respiratory determinants [81–83].

6. Conclusions

The aim of this work was to test the usefulness of penalized regression techniques for the
computation of different parametric measures of information transfer in networks of coupled stochastic
processes. In particular, we considered the LASSO regression, a well-known technique that has been
extensively used in different research fields, and implemented it for the first time within the most
advanced framework for the linear parametric estimation of information dynamics, i.e., that based on
the state–space computation of conditional Granger causality and partial information decomposition
in vector stationary stochastic processes [15,28,30]. Our comparative validation with the traditional
least squares identification of vector stochastic processes (OLS estimator) highlighted that LASSO
allows highly accurate estimation of not only the amount of information transferred between coupled
processes, but also the topological structure of the underlying network, especially in conditions of data
paucity which make OLS estimation unreliable or even not applicable. On the other hand, in favorable
conditions of data size related to the dimension of the model to be identified the results of classical and
penalized regression were fully overlapped, confirming the appropriateness of embedding LASSO
into the framework for the linear parametric analysis of information dynamics.

The application of the two identification methods to the study of the network of physiological
interactions within and between brain and peripheral dynamics has demonstrated consistent patterns
of information transfer and similar network structures. Here, the main findings regard the detection
of significant information transfer within the body sub-network sustained by cardiovascular and
respiratory dynamics, with reduced cardio-respiratory effects on the vascular dynamics in the presence
of mental stress, and the existence of weak but significant brain–body interactions directed from the
brain rhythms to the peripheral dynamics, with enhanced link strength in conditions of mental stress.
It is worth noting that these results were obtained for K = 10, a condition in which the two identification
procedures showed comparable performance in the simulation studies. This finding suggests that
even in conditions that allow the use of OLS, LASSO is able to detect the strongest interactions among
those determined by the combined activity of the central and autonomic nervous systems, providing
as outcome estimated patterns of information dynamics which are more straightforward and easy to
interpret than those obtained with OLS.

The directed links between different physiological systems observed in this study can reflect
either well-defined physiological mechanisms, such as the respiratory and heart rate effects on the
pulse arrival time [74,84], or statistical associations with likely common determinants of physiological
origin, like the brain–heart interactions which are thought to be mediated by dynamic alterations of
the sympatho-vagal balance [7,22,85]. In either case, approaches like ours that allow the probing of the
dynamic interaction among different organ systems can be very useful to show how an imbalanced
interaction may have a negative impact on health [85]. Previous studies have indeed demonstrated
pathological changes in brain–body interactions with clinical significance, for instance related to sleep
stages and insomnia [86], to sleep apneas [87] or to schizophrenia [72]. However, the analysis of
brain–body interactions in different experimental conditions such as those analyzed in this paper, is
somehow still unexplored and further studies need to be performed in order to strengthen the validity
of the results obtained in the present and in previous studies.

Future developments will aim at testing the efficiency of different penalized regression techniques
like those based on a linear combination of the l1 and l2 norms such as Elastic-net regression [88],
or those based on a combination of OLS and LASSO such as adaptive LASSO, in order to overcome
the problem related with the oracle property of LASSO [67]. Moreover, the comparison of penalized
regression techniques with more specific approaches to dimensionality reduction in the computation
of Granger causality and related measures [35,36] is envisaged to evaluate what approach is

128



Entropy 2020, 22, 732

recommended for a reliable estimation of information dynamics in different conditions of network size
and data length. Finally, future studies will also deal with the introduction of penalized regression
techniques in the study of the information transfer within networks whose structure changes in
time [89], or displaying dynamics which encompass multiple temporal scales [30].

Supplementary Materials: Supplementary Material to this article is freely available for download from
http://github.com/YuriAntonacci/PID-LASSO-toolbox and http://lucafaes.net/PIDlasso.html.
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Abstract: Costa et. al (Frontiers in Physiology (2017) 8255) proved that abnormal features of heart
rate variability (HRV) can be discerned by the presence of particular patterns in a signal of time
intervals between subsequent heart contractions, called RR intervals. In the following, the statistics
of these patterns, quantified using entropic tools, are explored in order to uncover the specifics of
the dynamics of heart contraction based on RR intervals. The 33 measures of HRV (standard and
new ones) were estimated from four hour nocturnal recordings obtained from 181 healthy people
of different ages and analyzed with the machine learning methods. The validation of the methods
was based on the results obtained from shuffled data. The exploratory factor analysis provided five
factors driving the HRV. We hypothesize that these factors could be related to the commonly assumed
physiological sources of HRV: (i) activity of the vagal nervous system; (ii) dynamical balance in the
autonomic nervous system; (iii) sympathetic activity; (iv) homeostatic stability; and (v) humoral
effects. In particular, the indices describing patterns: their total volume, as well as their distribution,
showed important aspects of the organization of the ANS control: the presence or absence of a strong
correlation between the patterns’ indices, which distinguished the original rhythms of people from
their shuffled representatives. Supposing that the dynamic organization of RR intervals is age
dependent, classification with the support vector machines was performed. The classification results
proved to be strongly dependent on the parameters of the methods used, therefore determining that
the age group was not obvious.

Keywords: heart rate variability; entropy; fragmentation; aging in human population; factor analysis;
support vector machines classification

1. Introduction

The cardiac tissue of the human heart is under the constant influence of the autonomic nervous
system (ANS), the part of the nervous system that works largely without our consciousness. There are
two branches of ANS, the sympathetic and vagal subsystems, which acting oppositely, the sympathetic
increasing and vagal reducing the heart rate, control the homeostasis in the cardiovascular system,
i.e., the proper supply of nutrients to each cell of the organism [1,2]. The maintenance of a stable heart
rhythm involves different reflex feedback mechanisms, which makes the whole phenomenon complex.
With age or with disease, a gradual impairment of the functioning of the complex interplay between
these mechanisms could develop [3–5].

There are methods like measurement of norepinephrine spillover, microneurography, and imaging
of cardiac sympathetic nerve terminals that can give information about the actual state of ANS [4].
However, it turns out that changes in the activity of ANS reveal themselves in the time intervals

Entropy 2019, 21, 1206; doi:10.3390/e21121206 www.mdpi.com/journal/entropy135



Entropy 2019, 21, 1206

between heartbeats, in the dynamics of so-called RR intervals [6,7]. Partially, this is due to the fact
that the activities of sympathetic and vagal subsystems differ in response delay [2,8]. The effect of the
vagal system can be seen immediately in the same heart beat or in the next beat in case of a tetanic
stimulation [9]. The response of the sympathetic activity is assumed to occur within a few seconds and
lasts for a few seconds [8]. This way, the analysis of heart rate fluctuations, called heart rate variability
(HRV), has become a noninvasive technique, which potentially can be used to assess ANS activity.

The ANS control over the heart is strong in the sense that it dominates all other possible sources
of heart rhythm variation, including tissue remodeling, especially at the initial stage [5]. The tissue
remodeling due to inflammation or fibrosis could lead to abnormal rhythms, called also erratic
rhythms [10], which with time could develop into arrhythmia.

Many efforts have been made in the aim of getting through HRV as much information as possible
on the functioning of ANS and the state of cardiac tissue [5,11–15]. Standard studies use the global
indices of variability such as the standard deviation of RR intervals or the power of specific oscillations
in the RR interval signal. In particular, it has been found that the presence or absence of some
oscillations, called low frequency, is associated with sympathetic activity, while others, called high
frequency, with vagal activity. However, the relation between the variations in RR intervals and
the control mechanisms or other aspects possibly influencing the heart rate is still not explained.
After more than thirty years of this research, disappointment has developed; see [16] for the critical
review. The criticism refers to their weak repeatability and/or weak predictability. Furthermore, a vivid
discussion is taking place on the meaning of HRV [17,18]. Thus, HRV, its physiological background,
and diagnostic benefits still require careful elucidation and wait for verification of both the concept
and methods of estimating.

The dynamics of changes in RR intervals can be represented symbolically as a sequence of
accelerations and decelerations [19,20]. It has turned out that short term patterns, constructed as
short subsequences of the sequence of accelerations and decelerations, could be a good source for
studying the relationship between events that shape the HRV. Especially, their relation to the vagal
tone has been established [20]. Recently, Costa et. al [21] proposed to symbolize the RR intervals by
patterns that were supposed to discern the abnormality of heart rhythm related with the emergence
of erratic rhythms. Consequently, the concept of fragmentation and fragmentation measures has
been developed.

In the following, we investigate the characterization of RR intervals provided by the fragmentation
measures (indices relying on counting specific events), especially by comparing their performance to
the corresponding entropy measures (indices built to quantify the distribution of the counted events).
Together, we show results obtained from other standard HRV indices, known to describe the short
term variability. In total, 33 HRV measures were used to describe the HRV during the nocturnal rest of
181 healthy subjects of different ages from twenty years old to octogenarians. We assumed that the
signals of healthy people at different ages should provide the ability to extract the specificity of heart
rate dynamics with healthy aging.

An enormous progress in machine learning achievements, together with their excellent
implementations on user-friendly platforms [22], pushed many of us to test whether this new
methodology can help in explaining the phenomenon of HRV and in the diagnosis of cardiovascular
diseases [23,24]. Traditional machine learning (ML) is close to the statistical methods of data analysis
where each item in the dataset, here a four hour signal, is described by a set of features [25]. However,
it is also said that “machine learning is statistics minus any checking of models and assumptions” [26].
This is because implementations of many ML algorithms can be effective even when the data are
gathered without a carefully controlled experimental design and in the presence of complicated
nonlinear interactions. Because of that, sometimes, ML is located as the common domain between
hackers and traditional mathematical statistics [27].

HRV of a given subject can be expressed using several measures. Many of them are related
either by mathematical formulas or by the concept of the physiological phenomenon they describe.
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Which one to choose for analysis? ML techniques allow considering all of the measures, called ML
features, and investigating the relationships between them. In the following, we practice with two
ML techniques: exploratory data analysis and classification. In particular, we applied the exploratory
factor analysis to identify possible hidden variables driving a given set of features. The classification
task was performed with support vector machine (SVM). SVM is a supervised learning model that has
a clear theoretical background, which is important in the case of reading the results.

Moreover, we also benefit directly from the ML flexibility. As the validation for the obtained
results, we propose to consider outcomes arising from the analysis of surrogate signals. The surrogates
were provided by random shuffling of the real RR interval signals. Random shuffling destroys the time
patterns; however, it preserves the distribution of RR intervals. We assumed that this way, we could
filter out the patterns of the specific dynamics that was present only in the the real signals, from the
overall statistical relations.

The article is organized as follows. We start with the presentation of the study group of subjects,
the methods of ECG recording, and the construction of RR interval signals in Section 2.1. The description
of the HRV indices together with the relationship between fragmentation measures and corresponding
entropic measure are presented in Sections 2.2 and 2.3. Section 2.4 is for the propagation of ML methods
in the HRV analysis. An introduction to exploratory factor analysis and to classification with SVM is
provided. In Section 2.5, the specification of the statistical methods used is given. The results and their
discussion are presented in Section 3. Subsequently, in Section 3.1, the outcomes of the factor analysis
together with their interpretations are given. In Section 3.2, we show and discuss observations obtained
from investigations of entropic measures. Finally, we test whether SVM methods are able to display
changes emerging with biological aging better than the classical regression methods. These results are
given in Section 3.3. Section 4 contains the summarizing discussion and closing remarks.

2. Methods

2.1. Data Acquisition

Healthy volunteers meeting the following inclusion criteria [28]: age 18–89 years old and
sinus heart rhythm in ECG, were included in the study. The exclusion criteria were as follows:
presence of ischemic heart disease, heart failure, hemodynamically significant valvular heart disease,
multi-drug controlled hypertension, or the presence of abnormalities in additional tests indicating
organ complications of hypertension, the presence of symptomatic atherosclerosis or its features in
physical examination, a history of atrial fibrillation or other arrhythmia during Holter recording,
significant disorders of atrioventricular and intraventricular conduction in ECG, diabetes and other
diseases significantly affecting the phenomenon of sinus rhythm variability, taking medications that
significantly affect the sinus node, the presence of numerous artifacts in the 24 h electrocardiographic
Holter recordings, nicotinism of more than 5 cigarettes a day, pregnancy, and finally, no consent
to participate in the study. Prior to the enrollment, in order to confirm sinus rhythm and exclude
abnormalities indicating cardiovascular diseases, a 12 lead electrocardiogram was recorded. Volunteers
were then subjected to echocardiographic examination, which evaluated the occurrence of possible
organ complications of hypertension, as well as other abnormalities implying the presence of
cardiovascular diseases. In the next stage, twenty four hour recording of the electrocardiographic signal
was carried out using the Digicorder 483 digital recorders from Delmar and Lifecard from Delmar
Reynolds. The study was approved by the Ethic Committee of the Medical University of Gdansk
(NO. NKEBN/142-653/2019).

The recordings were analyzed on the Delmar Reynolds system (SpaceLabs Healthcare, USA).
The sampling rate of ECG was 128 Hz, which ensured 8 ms accuracy for the identification of R-peaks
in the QRS complex. The quality of the ECG recordings and accuracy of R-peak detection were verified
by visual inspection by experienced cardiologists. All normal beats were carefully annotated, so that
only normal sinus rhythms were considered in our investigations.
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In total, 181 signals were analyzed. The set of recordings was divided into groups corresponding
to the age decade of a person: 20’s (30 subjects: 17 women), 30’s (21 subjects: 11 women), 40’s
(33 subjects: 13 women), 50’s (31 subjects: 13 women), 60’s (27 subjects: 12 women), 70’s (22 subjects:
10 women), 80’s (17 subjects: 11 women).

The period of nocturnal rest was discerned individually, in each recording separately, according to
the appearance of consecutive hours with a low heart rate. From each recording, the four hour signal
with normal-to-normal RR intervals {RR(n) : n = 0, . . . , N} was extracted. All gaps were annotated,
which was used in the construction of a series of patterns, namely only consecutive in time RRintervals
were mapped to a signal of RR actions {δRR(n) = RR(n)− RR(n − 1) : n = 1, . . . , N}. Small gaps of
a size of one or two missing values were filled with medians from the surrounding {−3,+3} neighbors.
The extra editing procedure was applied to RR actions as follows: if the difference δRR between two
consecutive RR intervals was larger than 300 ms or smaller than −300 ms, then this δRR was replaced
by the interval 300 ms, −300 ms, respectively.

2.2. Entropic Measures of HRV

For each signal with RR intervals {RR(n)} and its signal of RR actions {δRR(n)}, the series of
decelerations, accelerations, or no action is defined as follows:

{δRR(n) =

⎧⎪⎨⎪⎩
> 0, deceleration : d
< 0, acceleration : a
= 0, no action : 0

, n = 1, . . . , N} (1)

The fragmentation indices of Costa et al. [21] were designed to collect the information about the
presence of specific short segments of accelerations and/or decelerations, which were supposed to
show the essence of heart rate dynamics. In particular, the probability of segments of two alternating
actions: ad and da or three alternating actions: ada and dad was of interest. Similarly, the short
sequences with the same actions: aaa or ddd were found important in the description of heart rate
dynamics. The following definitions were applied by us:

• Percent of inflection points: PIP = [p(ad) + p(da)]100%
• Percent of alternation segments: PAS = [p(ada) + p(dad)]100%
• Percent of short segments: PSS = [1 − p(aaa)− p(ddd)]100%

It was obvious that the symbolization (1) depended on the resolution of a signal. Moreover, this
symbolization did not take into account the size of an action, whether the action was strong or weak.
Because each resolution of a recording provides natural quantization to the recorded values, let us use
the resolution Δ of a given signal of RR intervals to represent the space Π1 of its quantified RR actions:

δRR(n) ∈ {−MΔ, . . . ,−Δ, 0, Δ, . . . , MΔ} where M = max
n

{ |δRR(n)|
Δ

} (2)

Accordingly, the spaces of two or three subsequent in time actions can be considered:

Π2 = {(δRR(n), δRR(n + 1))} = {(i, j) : |i|, |j| ≤ M},

Π3 = {(δRR(n), δRR(n + 1), δRR(n + 2)))} = {(i, j, k) : |i|, |j|, |k| ≤ M},

with constant M defined as in (2). The three spaces Π1, Π2, and Π3 were finite and for each signal
different. They collected the quantified patterns of the short term dynamics of the heart beats of a given
person. The probabilistic structure of these spaces can be estimated by the Shannon entropy,
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E1 = − ∑
i∈Π1

p(i) ln p(i)

E2 = − ∑
(i,j)∈Π2

p(i, j) ln p(i, j)

E3 = − ∑
(i,j,k)∈Π3

p(i, j, k) ln p(i, j, k)

It is easy to see that if the RR actions occur independently of each other, then E2 = 2E1 and
E3 = 3E1, while E1 attains its maximal value.

The stochastic features of the short term dynamics can be evaluated by [29]:

• entropy of transition rates ST = E1 − E2
• self-transfer entropy sTE = (E2 − E3)− ST

The entropy of transition rates ST evaluates a given system dynamics as if it were a Markov
chain [30], i.e., memoryless dynamics driven by a table of transition rates. It has been proven that
ST is equal to approximate entropy [31], a popular nonlinear metrics used in HRV, however applied
to RR intervals. If elements of the analyzed signal are independent of each other, then ST = E1.
The self-transfer entropy sTE, the notion based on transfer entropy [32], accounts for the influence of
the past on the current action. It estimates memory effects that are not encoded in a transition matrix
of a Markov chain model. In case of a signal with independent elements sTE = 0.

The fragmentation measures are based on counting events ignoring the distribution of events.
Thanks to the entropic approach, the relevance of particular fragmentation patterns can be included.
Accordingly, let us consider indices based on the partial entropy, i.e., on the entropy related to the
distribution of the particular patterns of accelerations and decelerations:

E(ad) = − ∑
−i,j=1,...,M

p(i, j) ln p(i, j)

E(da) = − ∑
i,−j=1,...,M

p(i, j) ln p(i, j)

E(ada) = − ∑
−i,j,−k=1,...,M

p(i, j, k) ln p(i, j, k)

E(dad) = − ∑
i,−j,k=1,...,M

p(i, j, k) ln p(i, j, k)

E(aaa) = − ∑
−i,−j,−k=1,...,M

p(i, j, k) ln p(i, j, k)

E(ddd) = − ∑
i,j,k=1,...,M

p(i, j, k) ln p(i, j, k)

The fragmentation indexes ignore also the presence of non-action events. We will observe the role
of these events, counting their appearance as nzero.

2.3. The Set of Considered HRV Measures

The standard HRV measures are usually grouped according to the methods of their computations:
time domain, frequency domain, or nonlinear measures; see [11,15] for the definitions and interpretation.
Furthermore, they are often divided due to the supposed phenomena they describe: short term
correlations or long term correlations [16].

Here, the following standard time domain measures were considered: the average of all RR
intervals (meanRR), the average of all heart rates (meanHR), standard deviation of all RR intervals
(stdRR), square root of the mean of the sum of squares differences between adjacent RR intervals
(RMSSD), the percentage of differences between adjacent RR intervals that are longer than 50 ms
(pNN50) and longer than 20 ms (pNN20). The frequency domain HRV measures relied on estimation of
the power spectral density computed with the Lomb–Scargle periodogram. The frequency bands were:
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for very low frequency (VLF, 0.003–0.04 Hz), low frequency (LF, 0.04–0.15 Hz) and high frequency
(HF, 0.15–0.4 Hz). The frequency domain measures were extracted from the power spectral density for
each frequency band and relative powers of VLF (rVLF), LF (rLF), and HF (rHF). Additionally, the two
nonlinear measures arising from the Poincare plot: sd1 and sd2, were included also; see [33] for
the definition.

In total, thirty three HRV measures were included in a set of features used in the ML analysis.
Many of them are known to be correlated, as for example meanRR and meanHR. Nevertheless,
we considered them to see how mathematical relationships translate into the correlation analysis.
For further discussion, we grouped the HRV indices according to the known properties they describe
or the mathematics involved:

• general: meanRR, meanHR
• long term dependence: stdRR, sd2
• short term dependence: pNN50, pNN20, RMSSD, sd1
• frequency: total, rVLF, rLF, rHF
• fragmentation: PIP, PAS, PSS
• partial fragmentation: p(ad), p(da), p(ada), p(dad), p(aaa), p(ddd)
• dynamic landscape: E3, E2, E1, ST , sTE
• partial entropy: Ead, Eda, Eada, Edad, Eaaa, Eddd
• no action counts: nzero

The vector of 33 features { f (i) = ( f (i)meanRR, . . . , f (i)nzero)} was estimated for each of 181 signals.
We studied features of the full recording, of 240 min. Furthermore, the same features were calculated
for segments of the recording, here 5 min segments, though any other segmentation was possible.
A set of all 5 min segments of one person, namely 48 items, was taken into account. Moreover,
we considered statistics found for physiologically justified extremes of the segmented 5 min features.
In particular, the segments representing the minimum of heart rate, which could be attributed to
deep sleep [12,13,34], were considered. Furthermore, the segments with the minimum of stdRR were
investigated. The reduced HRV is often attributed to the transition from deep sleep to the REM phase
of sleep [12].

Finally, the same analysis was performed for shuffled signals. The shuffling of RR intervals was
performed ten times with the procedure random.shuffle of the numpy library of Python. Shuffling RR
intervals preserved the distribution of RR intervals, but it destroyed the patterns of RR actions specific
for a given system dynamics. The resulting distribution of RR actions was different because in the case
of shuffled RR intervals, for any action δ, we have:

p(δ) = ∑
(RR,RR−δ)

p(RR, RR − δ) where p(RR, RR − δ) = p(RR)p(RR − δ)

which leads to the maximally random distribution of RR actions for a given distribution of RR intervals.

2.4. Machine Learning Methods

Factor analysis (FA) and classification with support vector machine (SVM) are among the standard
methods of ML based on the features [22,27]. FA is used to identify relationships among features of
interest. These relationships arise based on the assumption that our observations are due to the linear
relation between several hidden factors and some added Gaussian noise. Consequently, these factors
can be found as the eigenvectors of the correlation matrix of features. Each vector describes the
underlying relationships between the feature and the hidden factor. In the following, we considered
only those factors for which the eigenvalue was greater than 1 (the Kaiser–Guttman rule).

Classification is a central goal of many ML procedures. Among the most popular feature based
methods are linear discriminant analysis, random forests, gradient boosting, and SVM. All of them
belong to the class of supervised learning, i.e., methods that build the classification by learning the
data. SVM has a clear intuitive interpretation, at least in the linear case. The SVM method constructs
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a classification decision function by optimization of the margin, i.e., the area at the decision function.
The points that are closest to the decision boundary are called the support vectors. Therefore, it has
a clear intuitive interpretation in the case when the decision function is linear. In the following,
we limited our investigations to SVM.

SVM can be used with kernels to solve the nonlinear classification. The most popular kernels are
Gaussians, which estimate the distance between any pair of feature points f (i), f (j) as k( f (i), f (j)) =

exp{−γ|| f (i) − f (j)||2}. Accordingly, they are tuned by the value of parameter γ: the cut-off for the
Gaussian ball. Depending on γ, the classification can be quite general (large γ) or more specific for
the studied signals (small γ). In the following, we assumed γ = 0.2, which is smaller than γ = 0.5
of the default procedure setting. “C” is the second regularization parameter of the SVM kernel
procedures. It trades between the correct classification and maximization of the decision function’s
margin. Our estimates used C = 1, which is a default value of the applied numerical methods. With the
above settings, we obtained the stable classification results. Eventually, by the SVM, we were given
the posterior probability for each data point to belong to a given class [35]. These probabilities will be
presented as the mean ± std of 50 runs.

All estimates were done with homemade Python scripts. We used the Python libraries: factor_analyzer
packet [36] and from scikit learn [37]: sklearn.svm.SVC for numerical estimates and matplotlib for
visualization of the results.

2.5. Statistical Methods

For each feature separately, the linear regression by least squares: index = a0 + a1· age, was
estimated in order to detect their dependence on age. The quality of the regression was evaluated by
R2 and the p-value of the estimated coefficients. Within that test, the analysis of variance (Holm–Sidak
method for pairwise comparison), the normality test (Shapiro–Wilk), and the equal variance test
(Brown–Forsythe) were performed. In case the normality test failed, the Kruskal–Wallis one way
analysis of variance on ranks was performed with Dunn’s method applied for pairwise comparison.

The SigmaPlot 13.0 software (Systat Software, Inc., San Jose, CA, USA) was utilized in all tests.
The results were confronted with estimates provided by generalized least squares (Python libraries [38],
namely: statmodels.api.GLS, statmodels.stats.anova, statsmodels.formula.api.ols).

3. Results and Their Possible Interpretation

3.1. Factor Analysis of 240 min Recordings

The FA was performed on the set of features when the values of each feature were normalized.
The FA identified five groups: the hidden factors, which could be supposed to drive the set of observed
features. The relationships among the features and factors found in the 240 min signals are presented
in Table 1. Each of the considered features depended on each factor. However, the strength of this
dependence significantly changed from one factor to another factor. For each HRV index, in bold,
we point at the factor that drove the given index, namely the feature related to the factor with the
biggest value. For comparison, the factor analysis results obtained for shuffled signals are displayed
in parentheses.
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Table 1. The factor design as the coefficients of linear combinations of the investigated features found in
240 min signals. The coefficients in parentheses are obtained for signals with shuffled values. For each
index, its maximal value is bold. Below the factor name, the percent of the explained variance by this
factor is given.

Index Name Factor I Factor II Factor III Factor IV Factor V
% Variance 40 (36) 22 (27) 17 (12) 7 (12) 6 (5)

meanRR 0.37 (0.11) 0.28 (0.32) 0.02 (0.13) 0.77 (0.93) 0.18 (0.02)
meanHR −0.36 (−0.10) −0.25 (−0.23) −0.01 (−0.11) −0.78 (−0.95) −0.11 (−0.01)

stdRR 0.50 (0.36) 0.22 (0.87) 0.27 (0.21) 0.21 (0.25) 0.76 (0.08)
sd2 0.46 (0.36) 0.22 (0.87) 0.29 (0.21) 0.21 (0.25) 0.77 (0.08)

total 0.69 (0.08) −0.09 (0.31) 0.20 (0.14) 0.06 (0.93) −0.43 (0.01)
rVLF −0.70 (0.10) 0.01 (0.04) −0.27 (0.09) 0.30 (0.10) 0.37 (0.09)

rLF −0.07 (0.00) −0.12 (0.08) 0.75 (0.01) −0.09 (−0.02) −0.06 (0.84)
rHF 0.70 (−0.06) 0.07 (−0.05) −0.37 (−0.07) −0.19 (−0.05) −0.27 (−1.00)

pNN50 0.91 (0.67) 0.15 (0.58) 0.01 (0.38) 0.09 (0.22) 0.23 (0.03)
pNN20 0.92 (0.71) 0.16 (0.50) 0.09 (0.42) 0.29 (0.23) 0.06 (0.30)
RMSSD 0.93 (0.37) 0.18 (0.87) 0.06 (0.20) 0.03 (0.25) 0.25 (0.07)

sd1 0.93 (0.37) 0.18 (0.87) 0.06 (0.20) 0.03 (0.25) 0.25 (0.07)
E3 0.91 (0.74) 0.16 (0.17) 0.21 (0.43) 0.25 (−0.36) 0.05 (0.01)
E2 0.94 (0.59) 0.16 (0.69) 0.14 (0.34) 0.20 (0.20) 0.11 (0.03)
E1 0.95 (0.51) 0.18 (0.76) 0.13 (0.30) 0.19 (0.25) 0.12 (0.05)
ST 0.94 (0.70) 0.13 (0.55) 0.16 (0.40) 0.22 (0.10) 0.11 (0.01)

sTE 0.92 (0.53) 0.11 (0.72) −0.03 (0.30) 0.07 (0.29) 0.28 (0.03)
n_zero −0.85 (−0.73) −0.17 (−0.45) −0.15 (−0.44) −0.35 (−0.24) 0.03 (−0.03)

PSS −0.10 (−0.43) 0.35 (−0.48) −0.93 (−0.72) −0.03 (−0.25) −0.07 (−0.07)
p(ddd) 0.02 (0.44) −0.46 (0.41) 0.77 (0.63) 0.10 (0.22) −0.04 (0.07)

Eddd 0.13 (0.50) −0.43 (0.41) 0.80 (0.65) 0.14 (0.13) 0.01 (0.07)
Eaaa 0.29 (0.46) −0.17 (0.49) 0.86 (0.59) 0.00 (0.17) 0.21 (0.05)

p(aaa) 0.16 (0.39) −0.21 (0.50) 0.90 (0.57) −0.04 (0.25) 0.16 (0.05)
PAS 0.07 (0.91) 0.95 (0.32) −0.26 (0.14) 0.08 (0.16) 0.08 (0.06)
Edad 0.34 (0.91) 0.85 (0.27) −0.22 (0.16) 0.18 (−0.03) 0.08 (0.06)

p(dad) 0.13 (0.88) 0.89 (0.29) −0.30 (0.26) 0.15 (0.17) 0.08 (0.08)
p(ada) 0.02 (0.86) 0.93 (0.35) −0.23 (0.22) 0.02 (0.14) 0.08 (0.03)

Eada 0.24 (0.89) 0.91 (0.31) −0.17 (0.31) 0.07 (−0.06) 0.08 (0.02)
PIP 0.53 (0.87) 0.69 (0.39) −0.39 (0.22) 0.25 (0.20) 0.02 (0.03)
Ead 0.81 (0.64) 0.46 (0.66) −0.23 (0.31) 0.26 (0.21) 0.08 (0.03)

p(ad) 0.51 (0.82) 0.65 (0.40) −0.43 (0.22) 0.30 (0.24) 0.00 (0.02)
p(da) 0.53 (0.86) 0.73 (0.36) −0.34 (0.22) 0.18 (0.15) 0.03 (0.03)

Eda 0.81 (0.66) 0.53 (0.65) −0.14 (0.32) 0.14 (0.19) 0.10 (0.03)

It turns out from Table 1 that the maximal values for the considered measures were greater than
0.65, often close to one, indicating the crucial role played by the given factor on the given index.
Moreover, these values were distinct from the values obtained for shuffled signals. Following this
idea, we grouped the most important features for each factor. In the case of physiological signals, these
groups can be interpreted as follows:

• The last column of Table 1, the column of Factor V, is concentrated at indices: stdRR and sd2,
assumed to measure the long term correlations.

• The previous column, Factor IV with domination of meanRR and meanHR, corresponds to the
so-called general stability measures. The personal specificity of the cardiac tissue cells can be
thought as driving these indices.

• The third factor is cumulated on specific fragmentation indices; PSS, p(ddd), p(aaa),
corresponding to the partial entropic measure Eddd, Eaaa, and the low frequency spectrum rLF.
Sequences of increases or decreases in a heart rate are commonly related to the activity of the
sympathetic branch of ANS. Furthermore, rLF is assumed as a standard index of the sympathetic
activity. Therefore, this factor can be referred to as the index of sympathetic activity.
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• Factor II refers to the two fragmentation indices: PAS and PIP, and related to them, the partial
fragmentation indices. Furthermore, all corresponding partial entropy measures were strongly
related. Because of the concentration on the alternation patterns, this factor can be seen as
revealing the mechanisms of maintaining the balance in ANS control.

• Finally, the first factor can be interpreted as driving the short term dependence. It influences
the standard measures of short term correlations (pNN50, pNN20, RMSSD, sd1), all dynamical
landscape measures (E3, E2, E1, ST , sTE), and rHF. Furthermore, the two action partial entropy
indices: Ead and Eda, were driven by this factor. These findings agree with our belief that all of
them display the short term correlations, which in turn might be related to the activity of the
parasympathetic part of ANS. Notice that the no action counter nzero gained here its maximal
influence, which located the index among measures of short term relations. However, the presence
of the total power and rVLF must be admitted, which are rather attributed to the general power
of a system (total) or long term oscillations (rVLF).

The above observations can lead us to the hypothesis about the possible physiological
interpretation of the five factors of FA that drive the observations in our data as follows (see Figure 1):

Factor I: vagal nervous system activity including respiration;
Factor II: mechanisms of maintaining the dynamical balance in ANS;
Factor III: sympathetic nervous system activity;
Factor IV: mechanisms responsible for the overall system stability;
Factor V: long term regulatory mechanisms that mainly are based on humoral activity.

As the dynamic landscape measures and fragmentation indices were found to belong to different
factors, Factor I versus Factors II and III, respectively, then one can suggest that they represent different
aspects of HRV phenomena. However, the measures concentrated on patterns with inflection points:
Ead, Eda, p(ad), and p(da) seemed to be driven by two factors: I and II. It is interesting that Factor I
influenced more strongly the partial entropies: Ead and Eda than the corresponding counters: p(ad)
and p(da), whereas in the case of Factor II, we saw the opposite relation. Therefore, this observation
might suggest that the distribution of the inflection patterns reflected rather the vagal activity, while
the number of these events referred to maintaining the balance in ANS.

It turned out that the main factors governing the characteristics of shuffled signals were different
from those found in the original series; see the values in parentheses in Table 1. However, again,
the dominant features in each factor could be grouped and then named. This time, however, the names
followed the statistical phenomena that these features represented; see Figure 1, right.

Figure 1. The graph of the hidden factors’ generators of the studied features identified by factor
analysis (FA) in RR intervals (240 min) (left part) and in shuffled signals (right part).

In the case when FA is limited to the set of entropic measures, i.e., indices from the dynamical
landscape and from partial entropy served as the features set, then we obtained only two significant
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factors. The first factor contained all dynamical landscape measures and Ead and Eda, while the second
one was concentrated on the three event partial entropies. Hence, the entropic indices were divided
into the measures of the vagal activity and the remaining ones.

FA for 5 min segments (all 48 segments from each person were taken into account) provided
six important factors. The long term dependencies (Factor V in 240 min signals) were moved to the
first factor with short term dependencies, which could be expected because long term and short term
indices now worked in similar time scales. However, it was surprising that Factor I of 240 min signals
was divided into the three new factors. These new factors were the domination of the total, rVLF,
and rHF (the first factor), of E3 and ST (the second factor). All remaining indices of 240 min Factor I
formed the third factor. One might think that the physiological and statistical components were mixed.

3.2. Visualization of the Stochastic Relations between Features

In general, if variables are strongly correlated, then we can use the value of one variable to predict
the value of the other variable. This way, the correlation coefficient became a measure of dependence
(at least in the statistical sense) between the features. Consequently, the correlation coefficients can
be used in clustering the features. The correlation matrix on the basis of which the factors of Table 1
were identified is shown in Figure 2. As the validation for the observed correlations, we display the
correlation matrix obtained from shuffled signals.

Figure 2. Tables of correlation values between studied features estimated from the analysis of original
240 min signals (left) and when the 240 min signals were randomly shuffled (right). One can
identify factors, clusters of strongly correlated features, and then observe the correlations between
different factors.

The cluster structure of the analyzed features was easily discerned. By the naked eye, in Figure 2,
one can identify the factors discussed in the previous subsection. Starting from the the obvious
anticorrelation between meanRR and meanHR, it is noticeable that the presence of the monotonic
patterns ddd or aaa was rather anticorrelated with the appearance of the alternate patterns, ad, da, dad,
and ada, and very weakly correlated with the values of the total entropy, E3, E2, and E1, and dynamic
measures ST and sTE. One can observe also how these relations changed when correlations among
the features were estimated from the shuffled signals.

It turned out that in the case of shuffled signals, the time and nonlinear indices, except the
general features of Factor IV, became strongly correlated. Furthermore the features estimated by
Fourier analysis displayed independence from all other measures. These facts could support the
hypothesis that in the case of shuffled signals, the correlation matrix revealed only the mathematical
relations between features. Consequently, the comparison between correlations detected in our original
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signals and correlations found in the shuffled signals suggested the hypothesis that the dynamics of
decelerations and accelerations were not random, but followed special patterns. This observations
strongly motivated our interest in the short term patterns.

In Figure 3 are displayed correlations found for five minute signals. Here, in the estimates of
features for each person, we included all 48 segments of a 240 min long recording. It means that
we studied correlations in a set of 33 features and with 48 × 181 = 8688 patients. Accordingly, such
patients were not independent, as was demanded by statistical analysis rules. However, remaining in
the spirit of ML, we accepted this violation. One can think that such analysis is like the stroboscopic
observation of a system. The deep learning methods are perfectly suitable for this kind of analysis.
However, this approach we leave for our future investigations.

Figure 3. Tables of correlation coefficients between studied features estimated from the sets of real five
minute signals (left) and when the five minute analysis is done on signals randomly shuffled (right).
One can notice the correlations inside the factors.

It turned out that the set of our 33 features, observed in a stroboscopic way, provided similar
factorization of measures to that one obtained in the case of estimates with the whole 240 min signals,
though the values of the correlation coefficients were lower. Distinctly from the 240 min analysis,
the frequency measures occurred as being independent of all others. Moreover, the large cluster
consisting of short term and dynamic landscape measures revealed some intrinsic structure: the indices
E3 and ST were detected as independent of all other indices of the cluster.

The absence of known mathematical relations between features, as well as the appearance of
surprising correlations in the shuffled signals suggested that correlation analysis could be misled
by the poor information obtained from the five minute segments of signals. The local fluctuations
could break the probabilistic relations in the sense that we could not see the expected dependence
among the variables. An accidental variation that was actually recorded in a signal drove the estimates.
Concluding, HRV outcomes obtained from five minute segments were found misleading. This problem
will be investigated further in the next subsection.

3.3. Graphs of Strong Correlations within Entropic Measures

The entropic measures considered by us, i.e., measures that are based on total or partial entropy,
are strongly mathematically related. One should expect that these relations are revealed by the
correlation coefficients. If we assume that by strong correlations, we mean the correlation coefficient
greater than 0.8, then the following picture of the strongly correlated features emerges from our data.

In Figure 4, two graphs of strong correlations are plotted: for features estimated from the 240 min
original signals and from the shuffled signals. Together, we show the scatter plots between E3 and
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the most important for the system dynamics indices, namely of stochastic dynamics ST and sTE and
partial entropies that construct E3: Eddd and Edad.

Figure 4. The graphs of strong correlations (θ = 0.8) between entropic measures estimated from
240 min signals: original signals (left) and shuffled signals (right). Below, the scatter plots (with
regression lines) between E3 and important other entropic indices are shown.

Evidently, all expected mathematical relations are displayed in the graph, which shows the
relations obtained from the shuffled signals. This graph is almost complete: the features are strongly
correlated. However, the original signals seemed to not follow the statistics. Especially, let us point at
the links between E3 and sTE and between E3 and ST . The strong correlations between E3 versus ST
and E3 versus sTE were present only among original signals, whereas they were absent in the shuffled
signals. A different relation was observed for correlations between E3 and Eddd and Edad. There was
a noticeable distinction between the values of indices obtained from original signals and from shuffled
signals. Additionally, the variability among these values influenced the correlation. Therefore, one can
see the structure of the correlations obtained from the original signals as specific for the dynamics of
the studied physiological system.

On the other hand (see Figure 5), in the case of shuffled signals divided into five minute segments,
and when each feature was represented by 48 values, we obtained an almost empty graph of strong
correlations. Notice the difference in the dispersions of values of the displayed features in the corresponding
scatter plots. These results could suggest that the features were calculated from too short signals to preserve
the mathematical relations. However, of note is the fact that the strong correlations between sTE with
E3 and ST with E3 were still present in the graph representing relations estimated from the original
signals. Hence, we had evidence that the relations between sTE, ST, and E3 could represent important
physiological information.
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Figure 5. The graphs of strong correlations (θ = 0.8) between entropic measures estimated from all five
minute segments of studied signals: original signals (left) and shuffled signals (right). Below, the scatter
plots (with regression lines) between E3 and other important entropic indices are shown.

Finally, let us show the correlation analysis performed for the features calculated from the five
minute segment, which displayed a minimal stdRR for a given person; see Figure 6 (left). This graph
shows many relations that were presented in the graph of 240 min series, including relations between
sTE, ST , Eddd, and Edad with E3. The significant reduction in total HRV, which corresponds to the
segment with minimal stdRR, could correspond to the moments of transitions from NREM to REM
sleep, where a shift of sympatho-vagal balance toward a vagal withdrawal and a possible sympathetic
predominance is reported [12,34].

On the other hand, the graph corresponding to the five minute segments with the minimal
meanHR (see Figure 6 (right)), together with the corresponding scatter plots, showed similarity to
the graph constructed on base of the shuffled signal rather. Here, we did not observe the strong
relationships between sTE and ST with E3. This observation agrees with the common belief that
during deep sleep, where the minimal HR was expected, the system was driven solely by the strong
activity of the vagal nervous systems and that the sympathetic activity was switched off [12,13,34].

Concluding our observations on correlations among E3 and sTE, ST, Eddd, and Edad, we can
hypothesize that the structure of these relationships can be an indicator of the sympathetic system activity.
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Figure 6. The graphs of strong correlations between entropic measures when five minute segments
with the minimal stdRR (left) and minimal HR (right) are chosen for the analysis. Below, the scatter
plots (with regression lines) between E3 and other important entropic indices are shown.

3.4. Classification with SVM

Let us start with the presentation of the age dependence of each studied variable found by the
regression analysis. In Table 2, we subsequently show the results of the normality test, the equal
variance test, the age groups found significantly statistically different, and the linear regression
results with the quality evaluated by the R2 Pearson correlation coefficient and the two linear model
coefficients with their statistical significance.

One can see from Table 2 that almost all studied features displayed a dependence on age.
Therefore, one can expect that these features could serve as a good proposition for the automatic
classification by SVM. We performed the classification with the linear SVM and with SVM acting on
Gaussian kernels with γ = 0.2 and regulation C = 1. Each classifier constructed a decision function,
which provided the probability that a given person belonged to the given age decade. Because of the
stochastic methods used in probability estimates, each classifier run could provide a different result.
Typical probabilities obtained for linear SVM and for nonlinear SVM when features were found from
240 min segments are listed graphically in Figure 7. Together, we show the validation of the obtained
results by presenting probabilities found by the same classifiers for the shuffled signals.

One can learn from Figure 7 that, in general, the maximum for class belonging revealed the true
person age decade in the case of many persons. Especially, the age seemed to be properly estimated in
the groups of the signals describing young and elderly people. However, the classification of the adult
persons, at the age group of 40’s, 50’s, or 60’s, was not clear. The maximal probability among these
classes was not obvious. Consequently, the winning class could be incidental. Notice that this effect
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was evident in the case of the shuffled signals, independent of which classifier, linear or nonlinear,
was applied.

Table 2. The linear regression analysis of the discussed features.

Index Name
W-S B-F ANOVA Significantly

R2 aP
0 aP

1Test Test Test Different Groups

meanRR + + − no groups 0.023 ∗ 987 # −0.850 ∗
meanHR − + − no groups 0.017NS 62.4 # 0.050 NS

stdRR − − +
[ 20 vs. 80, 70, 60

30 vs. 70

]
0.138 # 115 # −0.651 #

sd2 − − +
[ 20 vs. 80, 70, 60

70 vs. 30, 40

]
0.131# 158 # −0.878 #

total + + +
[ 20 vs. 80, ..., 40

80 vs. 30, 40

]
0.190# 35.9 # −0.135 #

rVLF + + + 20 vs. 50 0.057 ∗ 0.301 # 0.001 ∗
rLF − − + no groups 0.052 ∗ 0.388 # −0.001 ∗
rHF + + + 50 vs. 20, 70 0.002 NS 0.311 # −0.0001 NS

pNN50 − − + 20 vs. 80,..., 50 0.211 # 29.9# −0.346 #

pNN20 + + +
[ 20 vs. 80, ..., 40

80 vs. 30, 40

]
0.224 68.1 # −0.49 #

RMSSD − − + 20 vs. 80, ..., 40 0.173 # 56.1 # −0.407 #

sd1 − − + 20 vs. 80, ..., 40 0.173 # 39.6 # −0.288 #

E3 − + −
[ 20 vs. 80, ..., 50

30 vs. 80

]
0.213 # 8.71 # −0.026 ∗

E2 + + +
[ 20 vs. 80, ..., 40

30 vs. 80

]
0.221 # 6.473 # −0.024 #

E1 + + +
[ 20 vs. 80, ..., 40

30 vs. 80

]
0.205 # 3.302 # −0.012 #

ST + + +
[ 20 vs. 80, ..., 40

30 vs. 80

]
0.236 # 3.171 # −0.012 #

sTE − − −
[ 20 vs. 80, ..., 40

30 vs. 80

]
0.218 # 0.935 # −0.009 #

n_zero − + +
[ 20 vs. 80, ..., 40

30 vs. 80

]
0.186 # 0.065 # 0.002 #

PSS − + −
[ 80 vs. 30, 40, 50

70 vs. 30, 40, 50

]
0.068 # 0.876 # 0.0007 #

p(ddd) − + +
[ 80 vs. 50, 40, 30

70 vs. 50,40

]
0.066 # 0.066 # −0.0003 #

Eddd − + +
[ 80 vs. 50, ..., 20

70 vs. 50,40,30

]
0.104 # 0.565 # −0.003 #

Eaaa − + + 80 vs. 50,...,20 0.085 # 0.578 # −0.003 #

p(aaa) − + + 50 vs. 80 0.053 ∗ 0.067 # −0.0003 ∗

PAS − + +
[ 80 vs. 50, 40, 30

70 vs. 50

]
0.064 # 0.103 # 0.0009 #

Edad − + + 80 vs. 50 0.004NS 0.546 # 0.001 NS

p(dad) − + +
[ 80 vs. 50, 40, 30

70 vs. 50

]
0.040 ∗ 0.057 # 0.0004∗

p(ada) − + +
[ 80 vs. 50,..., 20,

70 vs. 50, 30

]
0.084 # 0.046 # 0.0006 #

Eada − + + 80 vs. 50,40,30 0.025 ∗ 0.455 # 0.0026 ∗
PIP + + + 20 vs. 50 0.002 NS 0.416 # −0.0002 NS

Ead − + + 20 vs. 40, .., 80 0.085 # 1.446 # −0.006 #

p(ad) + + + 20 vs. 50 0.006 NS 0.215 # −0.0001 NS

p(da) + + + 50 vs. 20, 80 0.0004 NS 0.201 # −0.00004 NS

Eda − + + 20 vs. 50, 60 0.060 # 1.357 # −0.005 #

Notation used for the quantification of statistical significance: #: p < 0.001, *: p < 0.05, NS: p ≥ 0.05. W-S test:
result of the Wilk–Shapiro test for normality: + passed, − failed; B-F test: result of the Brown–Forsythe test
for equal variance: + passed, − failed; age groups found significantly different by ANOVA or Kruskal–Wallis
ANOVA on ranks in case W-S failed; R2 Pearson correlation coefficient for the estimated linear regression
with its statistical significance; aP

0 the intercept value with its statistical significance; aP
1 the linear regression

coefficient with its statistical significance.
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(a) SVM linear (b) SVM linear (shuffled) (c) SVM nonlinear (d) SVM nonlinear (shuffled)

Figure 7. Typical matrix plots of probabilities provided by the decision functions of the applied
classifiers. The results, obtained for 181 persons, are arranged according to the age decade of a person
(vertical axis) and the age decade class (horizontal axis).

The improvement of the classifier quality could be observed when the classification task was
limited to the four classes: 20’s, 40’s, 60’s, and 80’s. These results are shown in Figure 8A,B. The effort
of the classification SVM algorithms can be evaluated by reading the classification outcomes provided
by the shuffled signals; see Figure 8C. Additionally, we tested the improvement of classifiers when
the classification task was restricted to the adult people: 40’s, 50’s, 60’s, and 70’s; Figure 8D. We see
the essential refinement of the automatic classification: the wining class was evident in the case of the
classes of 20’s, 40’s, 60’s, and 80’s. In particular, an average of 77.7 ± 1.5 people (score = 72.6 ± 1.4%)
were classified correctly by the linear SVM. In the case of nonlinear SVM classification, the winning
class agreed almost everywhere with the true age decade of a person; on average, only seven incorrect
classifications (score = 93.6 ± 5.3%). However, when the classification task was performed on the
features of 40’s, 50’s, 60’s, and 70’s, the mean score = 65.9 ± 17.0% was lower and varied significantly
from run to run, suggesting instability in the numerical estimates.

One can worry that the automatic classification task based on 33 features in the population
of 107 signals could not be properly fitted because the age groups were too small to couple with
such a wide set of features. Therefore, in the plots of Figure 9, we report the results found when
the set of features was restricted to (A) entropic indices (dynamical landscape and partial entropy)
and (B) best_10 measures. The set of best_10 indices was constructed with the highest classification
score achieved on the set of all signals. This set consisted of {meanRR, total, sd2, PAS, PSS, PIP,
Edad, Eda, p(ad), p(ada)}. One can see that restriction of the set of features limited the classification
quality, namely the score was significantly smaller than in the case when all features were taken
into account.

In Figure 9C,D, we also show the probabilities provided by signals representing the five minute
segments with minimal stdRR and with minimal HR. While the segments corresponding to the minimal
HR provided a very accurate solution for the classification task, the segments extracted according to
minimal stdRR correctly discerned only the young and elderly people.
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(A) SVM linear (B) SVM nonlinear (C) SVM nonlinear shuffled (D) SVM nonlinear
{20’s, 40’s, 60’s, 80’s} {20’s, 40’s, 60’s, 80’s} {20’s, 40’s, 60’s, 80’s} {40’s, 50’s, 60’s, 70’s}

Figure 8. Typical matrix plots of the probabilities provided by the decision functions of the applied
classifiers. Results for 107 of 181 persons (A–C) and for 134 of 181 persons (D) are arranged according
to their age decade.

(A) entropic (240 min) (B) best_10 (240 min) (C) min_std(5 min) (D) min_HR(5 min)
score = 67 ± 1% score = 75 ± 4% score = 61 ± 18% score = 98 ± 1%

Figure 9. Typical matrix plots of decision function probability for SVM with the Gaussian kernel and
γ = 0.2. Here, classification results are given for different sets of features used in the classification:
(A) entropic measures and (B) best_10 measures; and when five minute segments with the special
characteristic were extracted: (C) minimal stdRR and (D) minimal HR.

4. Discussion and Conclusions

The intensive studies on healthy populations proved the dependence between the biological age of
a human and many HRV indices [21,39–44]. A vivid discussion is running whether by this dependence,
the assessment of the autonomic function can be achieved [17,18,45]. Consistent results have been
obtained after autonomic provocations by chemical blockade of vagal or sympathetic activity [46]
and due to postural change, which boosts the sympathetic tone [47,48]. However, it has been also
suggested that HRV may be dominated by tissue properties rather than by ANS regulation [17,49].
Namely, the excitability of the sinoatrial node cell membrane could be claimed as a main source of
HRV as it determines the organism’s homeostasis. In people who have had a heart transplant, one can
observe the heart rhythm, which is shaped without the direct ANS control because of the denervation
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of the donor heart by surgical dissection of postganglionic neurons [50]. These rhythms occur different
from the rhythms observed in the healthy people of a similar age, independently of how long after the
surgery [29].

The external stressors such as structural heart disease, hypertension, and possibly diabetes are
known to induce a slow, but progressive process of structural remodeling in the cardiac tissue [51,52].
Therefore, the abnormal levels of short term HRV indices observed are supposed to be related to so-called
erratic rhythms, i.e., rhythms probably resulting from remodeling of the cardiac tissue [10,21,53–55].
Accordingly, the higher HRV values cannot be attributed solely to the better organization of the feedback
reflexes driving the organism’s response to the actual body needs, but rather, the characteristics of the
cardiac cells and the structure of their interconnections should be taken into account [56].

In the following, the specially chosen ML methods were applied to the set of thirty three features,
HRV indices, estimated from 240 min nocturnal recordings of 181 healthy people of different ages to
test whether the automated methods of ML could advance the research on separating HRV indices into
those of ANS origin and the erratic part. The choice of sleeping period for the analysis was motivated
by the limitation of possible artifacts. However, also, the nocturnal rest displayed a special organization
in which the time periods with strong vagal activity and strong withdrawal of sympathetic activity of
deep sleep were switched into REM periods where ANS activity was similar to the awake state [13,34].
Although a discussion on this subject is beyond the scope of this article, it is worth noting that our
analysis could directly benefit from this specific nocturnal ANS activity; we have found arguments
supporting the basic concepts of HRV:

• the five factors identified by FA could have physiological meaning, the three of them relying on
the pattern indices;

• the period corresponding to the lowest HR might be associated with deep sleep where autonomic
regulation is restricted to the vagal activity;

• the strong correlation between sTE and ST with E3 can be hypothesized as the fingerprint of the
sympathetic activity.

In particular, we found that entropic indices operating on the whole set of patterns: the dynamic
landscape measures, refer to the vagal activity rather, while the corresponding counting measures
describe the sympathetic-vagal balance in ANS. Therefore, both characterizations: the total volume of
patterns, as well as their distribution are important in studies of ANS activity as they describe distinct
aspects of the ANS control organization.

We have found the ML methods to be advancing versatile validations of the known results and
common intuitions. We were allowed to practice comprehensively, to verify many aspects of the
studied phenomena in an unlimited way. In particular, we utilized the flexibility of the ML methods,
using the shuffling as a validation method. However, also, we were concerned about them to avoid
possible pitfalls. Additionally, what is extremely profitable, we were given attractive frames for the
presentation of the results.

ML analysis issued a warning about the use of short segments of recordings in research based on
statistical properties. Many of the HRV measures rely on features constructed following the assumption
that the signals are stationary. However, RR intervals are not stationary, which was proven by many
methods. Accordingly, the HRV measures estimated from short signals may overestimate the role of
fluctuations, and the results are overtaken by incidental events. We observed this effect while testing
measures revealing pattern statistics. We found that the presence or absence of a strong correlation
between some pattern HRV indices could indicate a specific dynamical order, which was attributed
to the original heart rhythms only. However this arrangement was seen only with sufficiently long
signals. However, under the controlled conditions, such as minimal meanHR or maximal stdRR,
the short signals provided a satisfactory description of the corresponding physiological state.

The collection of features obtained for one person from the subsequent five minute segments
might be the source data for other types of analysis: the stroboscopic approach, which could assign
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a new role to short segments. The deep learning methods can be applied, and different insights into
the organization of the dynamics in RR intervals can be offered.

Supposing that the dynamic organization of RR intervals was age dependent, the classification
with SVM was performed. However, the methods of classifications used by us seemed to fail with
our data. Although most of studied indices displayed dependence on age, the decision functions
of the SVM methods applied to these indices were proven weak in their ability to discern the age.
The methods, in general, recognized the group’s decade, but belonging to the group was not obvious.
Probably, the set of considered signals was too small.
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Abstract: Prediction of labor is of extreme importance in obstetric care to allow for preventive
measures, assuring that both baby and mother have the best possible care. In this work, the authors
studied how important nonlinear parameters (entropy and compression) can be as labor predictors.
Linear features retrieved from the SisPorto system for cardiotocogram analysis and nonlinear measures
were used to predict labor in a dataset of 1072 antepartum tracings, at between 30 and 35 weeks
of gestation. Two groups were defined: Group A—fetuses whose traces date was less than one or
two weeks before labor, and Group B—fetuses whose traces date was at least one or two weeks
before labor. Results suggest that, compared with linear features such as decelerations and variability
indices, compression improves labor prediction both within one (C-Statistics of 0.728) and two weeks
(C-Statistics of 0.704). Moreover, the correlation between compression and long-term variability was
significantly different in groups A and B, denoting that compression and heart rate variability look
at different information associated with whether the fetus is closer to or further from labor onset.
Nonlinear measures, compression in particular, may be useful in improving labor prediction as a
complement to other fetal heart rate features.

Keywords: labor; fetal heart rate; entropy; data compression; complexity analysis; nonlinear
analysis; preterm

1. Introduction

Worldwide, approximately 15 million infants are born preterm (after less than 37 completed weeks
of gestation) each year [1]. Over one-third of the world’s estimated 3 million annual neonatal deaths
are related to preterm birth [2–4]. Even after surviving the neonatal period, infants born preterm are
at increased risk of delayed childhood development and low economic productivity [5]. Therefore,
interventions to reduce the preterm birth rate are of utmost importance.

Clinical decisions during labor and delivery in developed countries are strongly based on
cardiotocography (CTG) [6–8], which has been one of the most used tools in assessing fetal wellbeing
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since the early ’60s. CTG combines fetal heart rate (FHR), obtained using a Doppler ultrasound probe
or electrocardiogram electrodes, with uterine contractions (UC) measurements, obtained using an
abdominal or intra-uterine pressure transducer. Both provide relevant information about the fetal
condition and early detection of preterm labor and abnormal labor progress [7,9,10].

Despite the importance of assessing the wellbeing of the fetus and mother, poor agreement
among physicians in the analysis and classification of CTGs is still a problem, even among experienced
obstetricians, resulting in a high false positive rate [6,11,12]. In daily practice, FHR and UC are displayed
on a printout or monitor to be visually interpreted by a clinician. Even when following specific,
well-accepted guidelines (for example, the International Federation of Obstetrics and Gynecology
(FIGO), associated with high sensitivity and low specificity [13]), interpretation of CTG relies on the
clinician’s opinion and daily practice. This leads to a chance that adherence to conventional guidelines
could be more harmful than beneficial [14].

The beat-to-beat variation of FHR reflects the influence of the fetus’ autonomic nervous system
(ANS) and its components (sympathetic and parasympathetic) in the heart. Therefore, it is an indicator
of the fetal pathophysiological status, which can be used in the assessment of fetal wellbeing [15]
and its well-known influence on labor onset and progression [16]. A certain level of unpredictable
fetal heart rate variability (fHRV) reflects sufficient capabilities of the organism in search of optimal
behavior. Reduced fHRV is linked with limited capabilities and mental disorders [17]. The linear
modeling approach is used to quantify sympathetic and parasympathetic control mechanisms and
their balance through the measurement of spectral low- and high-frequency components. However, it
has been shown that not all information carried by beat-to-beat variability can be explained by these
components [18]. For this matter, in the past couple of decades, and with the fast development of
computation, new signal processing and pattern recognition methodologies (namely entropy and
compression) have been developed and applied to many different fields, including the analysis of
fHRV [19,20]. These approaches can reveal relevant clinical information not exposed by temporal or
frequency analysis [21].

Systems, such as Omniview SisPorto [22–24] and NST-Expert, which later became CAFE [25],
can automatically deal with CTG assessment and then overcome the limitations of the visual assessment
of CTGs mentioned above, but clinical judgment remains highly dependent on CTG analysis [26].
Since all FHR processing and analysis in these systems is based on morphological features provided by
FIGO guidelines, they lack the integration of nonlinear indices that would allow them to be optimized.

The ability to predict preterm labor can improve the wellbeing of both fetus and mother.
The successful prediction of preterm labor is an essential part of a decision support system for
physicians to implement measures that adequately reduce related fetal morbidity and mortality (like
the administration of corticosteroids to the mother in order to accelerate lung maturation and therefore
decrease the risk of respiratory distress in the newborn).

The main objective of this work is to evaluate how useful nonlinear parameters, namely entropy
and compression, can be as labor predictors by using antepartum FHR and UC traces one or two weeks
before labor.

2. Materials and Methods

2.1. Nonlinear Methods

2.1.1. Compression

The Kolmogorov Complexity (KC) [27] is defined as the function mapping a string x in an integer,
bounded to a Turing Machine φ. The KC reflects the increase in new patterns along a given sequence.
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In this case, the word complexity refers to the algorithmic complexity, defined according to information
theory, as the length of the shortest program p able to print the string x.

KCφ(x) =

⎧⎪⎪⎨⎪⎪⎩ min
{∣∣∣p∣∣∣ : φ(p) = x

}
, i f φ(p) = x

∞ i f p does not exit,
(1)

For a random string, the output of the KC function will be the length of the original string, as any
compression effort will end in information loss. On the other hand, the more reoccurring patterns,
the less complex the string is.

Although this concept is objective, its applicability is limited by the fact that KC is not computable.
Compressors are a close upper-bounded approximation of the KC function. For over 30 years, data
compression software has been developed for data storage and transmission efficiency purposes. More
recently, compression has been utilized in research fields like music, literature, internet traffic, and
health [28–30].

In this work, we will assess the algorithmic complexity of FHR and UC signals by applying the Gzip
compressor. Gzip [31] combines two classical algorithms—Lempel–Ziv (LZ77) [32], a dictionary based
algorithm, and Huffman scheme [33]—by encoding sequences of high probability using shorter bits in
comparison with lower probability strings, where longer bits are used. The amount of compression
obtained depends on the input file size and the distribution of common substrings.

The idea is that for a given time series, the compression ratio (CR), i.e., the compressed size of the
file divided by its original size, can be used to assess the complexity. A random series will have CR
close to 1, whereas a series full of patterns will be highly compressible and, therefore, the CR will be
close to 0. The Gzip with maximum compression levels and values presented represents the percentage
of CR.

2.1.2. Entropy

In 1991, Pincus developed the Approximate Entropy (ApEn), a regularity statistic tool used to
quantify a system’s complexity based on the notion of entropy [34]. The ApEn measures the irregularity
of time series and is defined as the logarithmic likelihood that the patterns of a time series that are
close to each other will remain close when longer patterns are compared.

Later, in 2000, Richman and Moorman [35] proposed Sample Entropy (SampEn). Similar to ApEn,
the SampEn measures time series irregularity. However, it does so with some major advantages:
(1) self-matches are not counted, reducing bias; (2) it agrees much better than ApEn statistics with
the theory for random numbers with known probabilistic character over a broad range of operating
conditions; (3) the conditional probabilities are not estimated in a template manner. Instead, they
are computed directly as the logarithm of conditional probability rather than from the ratio of the
logarithmic sums, showing relative consistency in cases where ApEn does not [36].

To use either ApEn or SampEn, decisions on two different parameters, m, and r, have to be made.
The m parameter is the embedding dimension, i.e., the length of sequences to be compared, while
the tolerance parameter r works as a similarity threshold. Two patterns are considered similar if the
difference between any pair of corresponding measurements is less than or equal to r. Values of 0.1,
0.15, or 0.2 standard deviations (SD) are usually used for parameter r, while m is mostly considered as
2 [37]. In this work, tolerance of 0.1 SD and an embedding dimension of 2 were used.

2.2. Data

The FHR data used for this study were from a retrospective cross-sectional study [38]. Each FHR
trace corresponds to distinct fetuses from a singleton pregnancy. The selected traces were acquired
between July 2005 and November 2010 during hospitalization in a tertiary care university hospital.
All traces were acquired at least 48 h before delivery to guarantee they included no labor time.
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Furthermore, the traces included were at least 20 min long, during which the signal quality was over
80%, and the signal loss was less than 33%.

The cardiotocographic signals were acquired using an external ultrasound sensor applied to the
maternal abdomen. The ultrasound signal is filtered, envelope rectified and digitized at a sampling rate
of 800 Hz with a 12-bit precision [39]. Then, an autocorrelation function is used to calculate the heart
period and the similarity between pulses of two consecutive heartbeats, as described in [40]. Via the
digital outputs of the fetal monitors, resulting traces were analyzed using the Omniview SisPorto® 3.7
system [23] at a sampling rate of 4 Hz (Figure 1).

Figure 1. Example of a fetal heart rate (FHR) time series.

SisPorto features used in this paper are summarily described in Table 1. Note that the SisPorto
system does not perform any average or reduction in FHR/UC signals.

Table 1. Description of SisPorto features [22,24].

SisPorto Variable Description

Basal line FHR
mean level of the most horizontal and less oscillatory FHR segments, in the absence of fetal
movements and uterine contraction (UC), associated with periods of fetal rest, estimated

via a complex algorithm

baseline approximation of basal FHR to long-term FHR fluctuations using running averaging

number of accelerations
(nAccel)

number of increases in FHR over the baseline lasting 15–120 s and reaching a peak of at
least 15 bpm in 60 min

number of contractions
(nContr)

number of periods in 60 min, lasting a maximum of 254 s, where an upward slope
exceeding 17 s was detected reaching a peak lasting more than 90 s, followed by a

downward slope exceeding 17 s

number of mild
decelerations (mDec)

number of decreases in FHR under the baseline lasting 15–120 s, with a minimum
amplitude of 15 bpm in 60 min

number of intermediate
decelerations (iDec)

number of decreases in FHR under the baseline lasting 120–300 s, with a minimum
amplitude of 15 bpm in 60 min

number of prolonged
decelerations (pDec) number of decelerations lasting more than 300 s in 60 min

average short-term
variability (avSTV)

mean difference between adjacent FHR signals at 4 Hz on the fetal monitor, after removal
of adjacent signals that differ >15 bpm

abnormal short-term
variability (abSTV) percentage of subsequent FHR signals differing <1 bpm

average long-term
variability (avLTV)

mean difference between max and min FHR in a 1 min sliding window, in segments free of
accelerations or deceleration

abnormal long-term
variability (abLTV)

percentage of FHR signals with a difference between minimum
and maximum values in a surrounding 1 min window <5 bpm

The 1072 traces selected ranged from 30 to 35 gestational weeks. Two groups were defined: Group
A—fetuses whose traces date was less than two weeks before labor, and Group B—fetuses whose traces
date was at least two weeks before labor. Physiological fetal and maternal features, such as maternal
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age (mAge) and baby gender, as well as some tracing characteristics such as trace duration and signal
quality, were compared in both groups. Linear indices for uterine contraction analysis comprised of
mean_UC (median of UC mean from 10min nonoverlapping blocks), sd_UC (median of UC standard
deviation from 10min nonoverlapping blocks) and cv_UC (coefficient of variability of UC).

Two complexity measures, Gzip and SampEn, were considered in this work. Because the value
of these measures depends on the trace size, each tracing was split into non-overlapping blocks of
10 min. Both Gzip and SampEn were computed for each block. Then, the median value of CR and
SampEn for each fetus was used. Both complexity measures were calculated for FHR (Gzip_FHR and
SampEn_FHR) and UC signals (Gzip_UC and SampEn_UC).

2.3. Statistical Analysis

Normality for continuous variables was evaluated by visual inspection of the frequency distribution
(histogram). For normally distributed variables, the values for each group are presented as mean ± SD,
and an independent samples t-test was performed. On the other hand, for skewed continuous variables,
the values are presented as median (minimum-maximum), and the Mann–Whitney test was used to
compare the two groups. The categorical variables were compared in the two groups applying the
Chi-Square test or Fisher’s exact test as applicable.

Logistic regression, using Hosmer–Lemeshow to test the goodness of fit, was used to predict
which fetuses will be born preterm in the next two weeks. Variables were selected using Wald’s
backwards method. The concordance statistic (C-statistic), measured by the area under the receiver
operating characteristic curve, was computed to assess the model’s discrimination.

Akaike Information Criterion (AIC), AIC = 2k− 2 log(L), where k is the number of parameters
and L the maximum value of the likelihood function, was used for model comparison, where a lower
result suggests a better model.

Statistical analysis was performed with IBM SPSS Statistics for Windows, version 24 (IBM, Armonk,
NY, USA).

3. Results

A total of 1072 antepartum tracings were used, 96 of which were born in the following two weeks
(Group A). The main clinical characteristics of the group in which fetuses were born in the next two
weeks (Group A) and the group in which they were not (Group B) are presented and compared in
Table 2. Note that no differences were found between the groups for these variables.

Table 2. Fetal and maternal features from Group A—fetuses whose traces date was less than two weeks
before labor, and Group B—fetuses whose traces date was at least two weeks before labor.

Group A (n = 96)
Median (min-max),

Mean ± SD or N (%)

Group B (n = 976)
Median (min-max),

Mean ± SD or N (%)
p-Value

Trace duration (min) 25.56 (14.82–67.07) 25.18 (11.28–96.31) 0.905

Gestational age at delivery (weeks) 36.58 ± 1.12 38.92 ± 1.20

Maternal age (years) 31 (16–43) 31 (15–52) 0.291

Cesarean section 31 (32.3) 321 (32.9) 0.067

Baby presentation (cephalic) 90 (93.8) 918 (94.1) 0.524

Gender (male) 49 (51) 506 (51.8) 0.881

Signal quality (%) 97 (80–100) 96 (80–100) 0.105

Signal loss (%) 3 (0–20) 4 (0–21) 0.106

161



Entropy 2020, 22, 104

SisPorto features were also compared between the two groups (Table 3). Statistical significance
was found with variables iDec (p < 0.001), which was lower in fetuses who would be born in the next
two weeks, and average long-term variability (abLTV), which was higher in fetuses who would be
born in the next two weeks (p = 0.038).

Furthermore, while SampEn was not able to find differences between the traces from babies in
the two groups with FHR and UC signals, Gzip was (p = 0.024 for FHR, p = 0.013 for UC), being
lower in fetuses who would be born in the next two weeks (Group A) for FHR signals, while the
opposite happened for UC signals. The standard deviation of UC was also significantly higher for
Group A (p = 0.020).

Table 3. SisPorto and nonlinear features from Group A—fetuses whose traces date were less than two
weeks before labor, and Group B—fetuses whose traces date were at least two weeks before labor.

Group A (n = 96)
Median (min-max),

Mean ± SD or N (%)

Group B (n = 976)
Median (min-max),

Mean ± SD or N (%)
p-Value

Basal line 133 (108–154) 134 (105–168) 0.137

Baseline 135.5 (114–160) 137 (105–169) 0.237

nAccel 5 (0–13) 5 (0–31) 0.188

nContr 1 (0–15) 1 (0–15) 0.200

mDec 0 (0–5) 0 (0–13) 0.787

iDec (% of no iDec) 89 (92.71) 962 (98.57) <0.001

pDec (% of no pDec) 96 (100) 973 (99.69) 1.000

abSTV 50.49 ± 8.83 50.27 ± 8.42 0.805

avSTV 14.48 ± 3.48 14.55 ± 3.45 0.839

abLTV 1 (0–35) 0 (0–38) 0.038

avLTV 15.85 (8–33) 16.8 (0–40) 0.229

mean_UC 172.504 ± 103.426 166.663 ± 101.650 0.592

sd_UC 56.350 ± 42.403 45.768 ± 35.096 0.020

cv_UC 0.424 ± 0.347 0.369 ± 0.328 0.121

Gzip_UC 6.089 ± 1.769 5.664 ± 1.568 0.013

SampEn_UC 0.547 ± 0.306 0.595 ± 0.287 0.117

Gzip_FHR 11.559 ± 0.995 11.758 ± 0.878 0.024

SampEn_FHR 0.670 ± 0.159 0.693 ± 0.195 0.265

Logistic regression, including all relevant variables (p < 0.05)—Gzip_FHR, Gzip_UC, sd_UC,
iDec, a week of CTG (wCTG), and abLTV—was then performed using a backward selection model.
The model obtained included the variables Gzip, iDec and a week of CTG (wCTG). Also, interactions
between Gzip and wCTG were considered but found to be non-significant. Results from the logistic
regression can be found in Table 4.
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Table 4. Logistic regression for labor prediction in two weeks or less.

B p-Value Exp(B) 95% CI

Constant −20.639 <0.001

wCTG 0.674 <0.001 1.962 1.489–2.584

Gzip_FHR −0.341 0.005 0.711 0.560–0.902

iDec a 1.782 <0.001 5.950 2.217–15.918
a No iDec was set as reference instance.

From this logistic regression model, abLTV and UC variables were removed from the initial set of
predictors made by the model, and a C-statistic of 0.704 was obtained, with a 95% confidence interval
range of 0.651–0.758. Also, the AIC obtained for this model was 603.763. The process was repeated
considering all relevant physiological and linear features but without Gzip. This model, now without
Gzip but with abLTV, achieved an AIC of 605.5 and a C-statistic of 0.691 (0.639–0.742).

The groups were also redefined and tested again. The same analysis as before was performed,
except Group A consisted of fetuses who were born less than one week (instead of two weeks) from
trace acquisition (n = 27, all preterm) and Group B consisted of all other fetuses (n = 1045, term and
preterm babies), which were born as term and preterm babies. SisPorto and nonlinear features were
compared between the groups, as carried out in our previous analysis (results in Appendix A).

The logistic regression results are shown in Table 5. Note that the same variables were included in
the logistic regression.

Table 5. Logistic regression for labor prediction in one week or less.

B p-Value Exp(B) 95% CI

Constant −6.679 0.330

wCTG 0.317 0.097 1.373 0.944–1.997

Gzip_FHR −0.573 0.010 0.564 0.364–0.873

iDec 2.780 <0.001 16.112 5.205–49.874

This model achieved an AIC of 235.3 and a C-statistic of 0.728 (0.619–0.836), which is a small
improvement compared with the first one described in this paper.

In Table 6, Spearman’s correlation coefficient between Gzip and different physiological measures
of variability was calculated. Moreover, the same coefficient was calculated for each group. Statistically
significant results were found for abLTV and avLTV for two weeks labor prediction.

Table 6. Spearman’s correlation coefficient and respective 95% confidence interval (CI) between
Gzip_FHR and short- and long-term variabilities given by SisPorto. Confidence intervals were
calculated using bootstrapping. Bold means significant differences between groups.

Two Weeks Prediction One Week Prediction

Total Group A Group B Group A Group B

abSTV −0.524 (−0.564;
−0.481)

−0.636 (−0.733;
−0.501)

−0.512 (−0.565;
−0.463)

−0.694 (−0.867;
−0.370)

−0.515 (−0.560;
−0.468)

avSTV 0.500 (0.452;
0.541)

0.596 (0.442;
0.720)

0.489 (0.437;
0.539)

0.698 (0.410;
0.864)

0.492 (0.444;
0.539)

abLTV −0.562 (−0.602;
−0.520)

−0.722 (−0.807;
−0.601)

−0.541 (−0.589;
−0.495)

−0.760 (−0.893;
−0.489)

−0.551 (−0.596;
−0.509)

avLTV 0.765 (0.737;
0.792)

0.885 (0.818;
0.924)

0.751 (0.718;
0.780)

0.874 (0.663;
0.970)

0.760 (0.730;
0.789)
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4. Discussion

This study enhances the importance of the inclusion of nonlinear indices in clinical practice.
In particular, the results suggest that the Gzip compression ratio, a measure of the time series complexity,
may improve the predictability of labor onset when applied to FHR and UC signals.

The main objective of this work was to predict labor within two weeks. Both groups included
preterm and term babies. In Group A, 46 of 90 were term babies, born between 36 and 37 weeks of
gestational age; while in Group B, 44 of 976 fetuses were preterm. No statistical significance was found
between term and preterm cases in Group A or Group B.

The information captured by compression relates to the information comprised of other
physiological features, such as short and long term variabilities [41]. In our study, Gzip_FHR
has a Spearman’s correlation coefficient of −0.524 and 0.5 with abSTV and avSTV’s variabilities,
respectively. These results contrast with a previous study [41] where correlation values were much
higher in absolute value (−0.851 and 0.774). Some different characteristics of the datasets used in each
study can explain these differences. On the one hand, the dataset of our study was acquired in an
antepartum setting, while the data from the previous study were recorded during the intrapartum.
In line with this, the difference observed in the two studies suggests that compression looks at
physiological regulatory mechanisms that differ between both settings. On the other hand, another
possible explanation is the different sampling rates used in the two studies (4 Hz here, versus 2 Hz
in the other study). This may indicate that some information is lost when using 2 Hz. This inkling
is supported by the results of Gonçalves et al. [42], who found nonlinear differences between both
sampling rates. However, the study of Gonçalves et al. [42] is an intrapartum study, and the tolerance
parameter for entropy was computed using an automatic threshold proposed by Lu [43]. A multiscale
analysis of scale two would be affected by the latter hypothesis (as it mimics a 2 Hz sampling rate), but
in our study, no difference was found. Govindan et al. [44] suggested a different approach, modifying
the definition of sample entropy using a time delay. Future studies should compare several methods to
study the oversampling question.

When factoring by group, we found significant differences in correlations between Gzip and
abLTV and avLTV (Table 6). Different studies [45–48] found HRV changes, such as variability increase
and pattern formation throughout fetal maturation, captured by nonlinear indices. Here, different
patterns arise in the two groups presented, meaning that compression attains different information
from HRV when compared with usual metrics. However, no statistical significance was found in
one-week labor prediction analysis. We believe this might be due to low statistical power, as the
number of individuals in Group A was 27, making confidence intervals too wide.

Some papers [49,50] indicate different gender development throughout gestation and suggest
taking this into account in model creation. Though it was taken into consideration, no significant
results were found.

The mean compression ratio (instead of median) of the tracings’ block was also considered, and
the results obtained were similar. These results suggest robustness of compression regarding skewness
and outliers, as well as low intra-tracing variability. Furthermore, multiscale analysis [51] was also
performed both for SampEn and Gzip up to five scales, since we were using intervals of 10 min (~1440
data points), but no improvement was found.

Two different definitions for the groups were tested. The same analysis as before was performed,
considering Group A as babies who were born preterm less than two weeks, and then less than one
week, from trace acquisition (n = 27). As shown in Tables 4 and 5, the logistic regression included the
same variables. A small improvement was verified when considering one week, compared with two
weeks, from labor. These results reinforce the stability of compression when predicting labor time.

Nonlinear FHR features recognition is a problem in the clinical community because clinicians
do not always know how to interpret it. Although entropy has been associated with the activity of
central nervous system regulation [52,53], there are still no direct associations between compression
and the fetus’ physiology. Compression looks for patterns in the series, and a healthy fetus is linked
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with a high compression ratio (a more chaotic signal leads to fewer patterns that are able to be
compressed). In contrast, an unhealthy fetus, under the response of its regulatory system, creates a
heart rate signal with more patterns, leading to a lower compression ratio. There is evidence that
sympatho-vagal activity, and probably also central nervous system activity, are associated with the
onset and progression of labor, namely via sympathetic activation and vagal inhibition mechanisms [16].
A continuous decrease in the sympathetic stress response during the last weeks before labor was also
reported [54], contrary to a stable baseline sympathetic level. Being able to find links between these
events and nonlinear indices is key for medical acceptance of these tools in daily practice. Therefore,
it is imperative that a more thorough analysis of the FHR changes captured by compression is carried
out in particular.

These results are relevant since an early prediction of labor as a decision support system for
physicians can improve both fetus and mother assessment and care. In particular, being capable of
predicting preterm labor is of extreme importance, as major risks to fetus and mother are associated
with it.

This work has some limitations. The number of preterm cases is small, considering the week of
the CTG variable is included. Because of this, only fetuses between weeks 30 and 35 of gestational
age were selected, limiting the interpretability of the results. Although all the cases were hospitalized,
no knowledge of the hospitalization cause is known.

Future studies should validate these models in larger datasets and, if possible, test them in
different settings, such as during hospitalization and regular appointments.

5. Conclusions

Prediction of labor is of extreme importance since physicians will be able to take preventive
measures to ensure that both baby and mother will be as prepared as possible. In this work, it was
shown that nonlinear measures, compression in particular, can improve labor prediction.
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Appendix A

Table A1. SisPorto and nonlinear features from Group A—fetuses whose traces date were less than one
week before labor, and Group B—fetuses whose traces date were at least one week before labor.

Group A (n = 27)
Median (min-max),

Mean ± SD or N (%)

Group B (n = 1045)
Median (min-max),

Mean ± SD or N (%)
p-Value

Baseline 134 (123–160) 137 (105–169) 0.507

Basal line 130 (122–146) 134 (105–168) 0.234

nAccel 5 (0–11) 5 (0–31) 0.714

nContr 1 (0–11) 1 (0–15) 0.246

mDec 0 (0–2) 0 (0–13) 0.175

iDec (% of no iDec) 22 (81.48) 1029 (98.47) <0.001
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Table A1. Cont.

pDec (% of no pDec) 27 (100) 1042 (99.71) 1.000

abSTV 52.89 ± 8.95 50.22 ± 8.44 0.105

avSTV 13.78 ± 3.65 14.57 ± 3.44 0.240

abLTV 3 (0–31) 0 (0–38) 0.012

avLTV 14.7 (8–33) 16.8 (0–40) 0.126

mean_UC 161.167 ± 138.37 167.342 ± 100.739 0.756

sd_UC 55.844 ± 44.593 46.480 ± 35.659 0.181

cv_UC 0.463 ± 0.329 0.372 ± 0.329 0.155

Gzip_UC 6.132 ± 1.981 5.691 ± 1.579 0.261

SampEn_UC 0.537 ± 0.269 0.592 ± 0.290 0.325

Gzip_FHR 11.356 ± 1.089 11.750 ± 0.883 0.023

SampEn_FHR 0.655 ± 0.149 0.692 ± 0.193 0.320
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Abstract: The percussion entropy index (PEIorginal) was recently introduced to assess the complexity
of baroreflex sensitivity. This study aimed to investigate the ability of a speedy modified PEI
(i.e., PEINEW) application to distinguish among age-controlled subjects with or without diabetes.
This was carried out using simultaneous photo-plethysmo-graphy (PPG) pulse amplitude series and
the R wave-to-R wave interval (RRI) series acquired from healthy subjects (Group 1, number = 42),
subjects diagnosed as having diabetes mellitus type 2 with satisfactory blood sugar control (Group 2,
number = 38), and type 2 diabetic patients with poor blood sugar control (Group 3, number = 35).
Results from PEIorginal and multiscale cross-approximate entropy (MCAE) were also addressed with
the same datasets for comparison. The results show that optimal prolongation between the amplitude
series and RRI series could be delayed by one to three heartbeat cycles for Group 2, and one to four
heartbeat cycles for Group 3 patients. Group 1 subjects only had prolongation for one heartbeat
cycle. This study not only demonstrates the sensitivity of PEINEW and PEIorginal in differentiating
between Groups 2 and 3 compared with MCAE, highlighting the feasibility of using percussion
entropy applications in autonomic nervous function assessments, it also shows that PEINEW can
considerably reduce the computational time required for such processes.

Keywords: autonomic nervous function; heart rate variability (HRV); baroreflex sensitivity (BRS);
photo-plethysmo-graphy (PPG); digital volume pulse (DVP); percussion entropy index (PEI)

1. Introduction

A depressed autonomic nervous function may lead to cardiovascular system damage, resulting in
the occurrence and development of various cardiovascular diseases [1]. A frequency domain analysis
of heart rate variability (HRV) using electrocardiography (ECG) has been used over the past 20 years to
assess autonomic function [2]. The low-frequency-to-high-frequency power ratio (LHR) is considered
to reflect the balance between sympathetic and parasympathetic activities [3,4].
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Entropy 2019, 21, 894

In the past decade, the autonomic nervous system has been shown to play a key role in the
physiological regulation of blood pressure and the heartbeat interval. Qualitatively, baroreflex refers to
a physiological phenomenon in which a decrease in blood pressure shortens the RR interval (RRI), and
an increase in blood pressure prolongs the RRI. Baroreflex sensitivity (BRS) refers quantitatively to
the degree of matching between changes in the RRI and blood pressure during a cardiac cycle [5,6].
Quantitatively, two identical increases (or decreases) in blood pressure during two successive cardiac
cycles are unlikely to produce two identical prolongations (or reductions) in RRI. In individuals with
a blunted baroreflex, two successive increases in blood pressure may not even produce two successive
RRI prolongations. The dynamic interactions of blood pressure and heartbeat interval contain very
important information about autonomic nervous function. Thus, as a nonlinear interaction approach to
evaluate autonomic nervous system activities, BRS can be reflexed by autonomic nervous function [7–9].

However, the synchronized physiological signal acquisition for blood pressure and heartbeat
interval is not practical for real-time applications [10,11]. Luckily, the amplitude time series acquired
noninvasively through digital volume pulse (DVP) signals from photo-plethysmo-graphy (PPG) has
been found to correlate well with changes in blood pressure [12–14]. PPG pulse amplitudes are
more easily acquired than blood pressure signals. A previous study [15] using synchronized PPG
pulse amplitude series and the RRI series highlighted the application of multiscale cross-approximate
entropy (MCAE) in noninvasively identifying changes in autonomic nervous function in persons
with or without diabetes. The results of autonomic nervous function assessments from LHR, the
pulse–pulse-interval-and-amplitude ratio (PAR), and multiscale entropy (MSE) were also computed
for comparison in [15].

In addition, among the three one-dimensional approaches to autonomic nervous function
assessment (i.e., LHR, the Poincaré index (SD1/SD2 ratio, SSR) and the small-scale multiscale entropy
index (MEISS)), only the MEISS has been shown to successfully discriminate among nondiabetic
subjects, as well as those with diabetes with or without satisfactory blood sugar control [16]. In contrast
to MCAE, the percussion entropy index (PEI) [16] is based upon a simple method of assessing the
similarity in the fluctuation patterns of two synchronized time series (i.e., PPG pulse amplitude series
and ECG RR interval signals) to evaluate the BRS regulation capacity of a physiological system of the
human body for autonomic nervous function assessment. For example, in [16], the possibility of using
PEI to assess autonomic sensitivity by counting the percussion numbers between the two fluctuating
time series of DVP and RRI with shift numbers of 1–5 was assessed [17].

The BRS delay between RRI and blood pressure series in the computation of the BRS parameters
under various blood pressure perturbation techniques was discussed in [18–20], considering not
only cardiac BRS, but also sympathetic BRS. However, most of the above studies and corresponding
references focused upon healthy young humans or upper middle-aged subjects, not on diabetes
patients. Previous studies [21–23] have demonstrated that there may be different effects for different
shift numbers among nondiabetic subjects and diabetics with or without satisfactory blood sugar control,
because the BRS regulation capabilities between these groups are quite different. On the other hand,
using time and frequency domain methods, previous studies [24,25] have demonstrated that young
subjects with type 1 diabetes mellitus experience decreased sympathetic and parasympathetic activities
(i.e., BRS reduction), and a lower compliance between blood pressure and heart rate fluctuations
compared with healthy young subjects. In 2011, Professor Javorka et al. [26] reported that in addition
to the increase in time delay within BRS regulation in young patients with type 1 diabetes mellitus,
the level of similarity between blood pressure and heart rate fluctuations was significantly reduced.
Therefore, we conjecture that the percussion rate of the amplitude series and RR interval signals would
reach expectations in a shorter time (i.e., with a small shift number) for healthy humans than for those
with diabetes. In other words, a new modified percussion entropy index (i.e., PEINEW) with a smaller
shift number in the percussion rate computation for healthy humans compared to those with diabetes,
could be found [21–26].
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The objective of the current study was to test two hypotheses: (1) That the prolongation between
the amplitude series and RRI series could be more seriously delayed for type 2 diabetics and elderly
patients with poor blood sugar control, and (2) that this new approach (PEINEW) would significantly
reduce the computation time compared with the past PEI method. In other words, the aim of the
present study was to validate the hypothesis that nondiabetic elderly subjects or type 2 diabetic elderly
subjects with satisfactory blood sugar control could have lower PEI computation time for shorter
shift numbers.

The rest of the paper is organized as follows: Section 2 describes the study population; experimental
procedure; study protocol; details on data acquisition, including the RRI sequence and fingertip PPG
amplitude sequence (i.e., RRI and Amp) and processes of percussion entropy indices (i.e., PEIoriginal

and PEINEW); and the computation times for the comparison and statistical analysis. In Section 3, the
choice of the optimal shift number for PEI computation is justified, followed by a comparison of the
three relative parameters for autonomic function assessment. Sections 4 and 5 respectively contain the
discussion and conclusions related to the findings, as well as suggestions for future work.

2. Materials and Methods

2.1. Study Population and Experimental Procedure

2.1.1. Study Population and Grouping

Seventy-eight type 2 diabetic patients were recruited from the diabetic outpatient clinic of Hualien
Hospital (Hualien City, Taiwan) from July 2009 to March 2012. They were all diagnosed by either
a glycosylated hemoglobin (HbA1c) concentration greater than 6.5% or a fasting glucose concentration
higher than 126 mg/dL [27]. They had also received regular treatment in the clinic for more than two
years. Of the 78 patients, five were excluded due to unstable waveform data acquisition. In addition,
42 age-controlled healthy subjects were recruited from a health examination program during the same
period and from the same hospitals. The remaining 115 volunteers were then divided into three
groups: Healthy subjects (Group 1, age range: 41–78 years, number = 42), 38 subjects diagnosed as
having diabetes mellitus type 2 with satisfactory blood sugar control (Group 2, age range: 41–82 years,
6.5% � HbA1c < 8%), and 35 type 2 diabetic patients with poor blood sugar control (Group 3, age
range: 44–77 years, HbA1c � 8% [28]) (Table 1). The study was approved by the Institutional Review
Board (IRB) of Hualien Hospital and Ningxia Medical University (Yinchuan City, Ningxia Province,
PRC)—Hospitals. All subjects gave written informed consent.

Table 1. Summary of anthropometric, demographic, hemodynamic, and serum biochemical information
of the study subjects.

Parameters

Group 1
Number: 42
Female/Male

(24/18)

Group 2
Number: 38
Female/Male

(17/21)

Group 3
Number: 35
Female/Male

(12/23)

Age, years 56.73 ± 3.80 60.05 ± 8.29 58.08 ± 11.33
Body height, cm 163.50 ± 8.33 163.59 ± 7.98 162.41 ± 5.18
Body weight, kg 65.00 ± 13.80 71.60 ± 11.82 79.60 ± 16.22

WC, cm 81.75 ± 11.80 94.35 ± 9.75 ** 101.01 ± 13.49 ††
BMI, kg/m2 24.16 ± 4.07 26.53 ± 2.82 * 29.81 ± 6.15
SBP, mmHg 116.46 ± 15.59 125.66 ± 18.02 125.69 ± 10.19
DBP, mmHg 73.69 ± 9.73 75.06 ± 12.36 76.35 ± 4.26
PP, mmHg 42.40 ± 10.70 51.55 ± 11.88 50.30 ± 12.08

HDL, mg/dL
LDL, mg/dL

53.21 ± 20.80
122.35 ± 29.50

44.04 ± 9.89
94.36 ± 21.90

40.50 ± 9.62
118.10 ± 28.91
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Table 1. Cont.

Parameters

Group 1
Number: 42
Female/Male

(24/18)

Group 2
Number: 38
Female/Male

(17/21)

Group 3
Number: 35
Female/Male

(12/23)

Cholesterol, mg/dL
Triglyceride, mg/dL

192.45 ± 40.00
98.06 ± 85.36

170.81 ± 31.05
112.92 ± 39.92

199.10 ± 34.62
185.89 ± 74.90

HbA1c, % 5.69 ± 0.37 6.93 ± 0.39 ** 9.25 ± 1.60 ††
FBS, mg/dL 93.99 ± 10.65 127.45 ± 25.70 ** 176.91 ± 68.51 ††

Group 1: Healthy subjects; Group 2: Diabetic subjects with good blood sugar control; Group 3: Diabetic subjects
with poor blood sugar control. All values are presented as mean ± SD. WC: Waist circumference; BMI: Body
mass index; SBP: Systolic blood pressure; DBP: Diastolic blood pressure; PP: Pulse pressure; HDL: High-density
lipoprotein cholesterol; LDL: Low-density lipoprotein cholesterol; HbA1c: Glycosylated hemoglobin; FBS: Fasting
blood sugar. *p < 0.017 Group 1 vs. Group 2, ** p < 0.001 Group 1 vs. Group 2, †† p < 0.001 Group 2 vs. Group 3.
A p-value < 0.017 was classified as statistically significant.

2.1.2. Experimental Procedure

In this study, all subjects rested in a supine position in a quiet, temperature-controlled room
at 25 ± 1 ◦C for 4 min prior to the 30 min measurements. Before the measurements were taken,
a questionnaire was given to each subject to obtain detailed information on their general health condition
and medical history. Age, gender and demographic data, including body height, body weight and waist
circumference, were also recorded. Blood samples were obtained from all subjects after 8 h of fasting to
determine the levels of serum triglyceride, high-density lipoproteins, fasting blood glucose and HbA1c.
Systolic and diastolic blood pressure were measured over the left arm of the supine subjects with
an automated oscillometric device (BP3AG1, Microlife, Taipei, Taiwan). Subsequently, a self-developed,
six-channel electrocardiography-pulse wave velocity (ECG-PWV)-based system, which was previously
described, was used to acquire 1000 successive recordings of photo-plethysmo-graphy (PPG) and ECG
waveforms within 30 min [29]. Briefly, the six-channel ECG-PWV system consists of synchronized
PPG and ECG measurements. Digital volume pulses of PPG were acquired by an infrared sensor and
attached to the left index finger. The PPG signals were amplified with an INA128 (Texas Instruments,
Dallas, TX, USA), and then transmitted to a second-order band-pass filter and another low-pass filter.
The pulse signals were then transmitted to a second-order band-pass filter at frequencies of 0.48–10 Hz
and a low-pass filter at frequencies below 10 Hz. Subsequently, the ECG signals were acquired in lead
II and transmitted to a notch filter set at 59–61 Hz and a band-pass filter at frequencies of 0.98–19.4 Hz.
In order to store and analyze the sampled waveforms of the PPG and ECG signals, a USB-6009 DAQ
(National Instruments, Austin, TX, USA) converted these two signals to digital signals and transmitted
them to a personal computer with a sampling frequency of 500 Hz. After this, we used the LabVIEW
8.6 package (National Instruments, Austin, TX, USA) for data saving and analysis.

2.2. Study Protocol

ECG and PPG signals were simultaneously acquired from all subjects. Two previous parameters,
percussion entropy index (PEIorginal) and multiscale cross-approximate entropy (MCAE), with average
values from scales 1 to 10, were then calculated from the Amp and RRI time series for each subject.
A speedy modified percussion entropy index (PEINEW) was developed for autonomic function
assessment after choosing the optimal delay prolongation between the above two time series.
The associations of the computational parameters (i.e., MCAE, PEIoriginal and PEINEW) with the
demographic (i.e., age), anthropometric (i.e., body height, body weight, waist circumference and
body mass index), hemodynamic (i.e., systolic and diastolic blood pressures), and serum biochemical
(i.e., fasting blood glucose and glycated hemoglobin, high- and low-density lipoprotein cholesterol,
triglycerides and total cholesterol) parameters of the three groups of subjects were then calculated
and analyzed.
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2.3. A Speedy Modified Entropy Method for Assessing the Complexity of Baroreflex Sensitivity

2.3.1. Percussion Entropy Index, PEIoriginal

Time series of the DVP waveform amplitude (Amp = {Amp(1), Amp(2), . . . , Amp(1001)}) and
RRI (RRI = {RRI(1), RRI(2), . . . , RRI(1006)}) were simultaneously captured from 1,006 successive and
stable cardiac cycles with PPG and ECG, respectively, for each subject:

Amp = {Amp(1), Amp(2), Amp(3), . . . , Amp(1001)}, (1)

RRI = {RRI(1), RRI(2), RRI(3), . . . , RRI(1006)}. (2)

(1) Taking BRS regulation into account, the binary sequence transformations for Amp and RRI
were computed:

BAmp = {a1 a2 a3 a000}, (3)

where, ai =

{
0, Amp(i + 1) ≤ Amp(i)
1, Amp(i + 1) > Amp(i)

(4)

BRRI = {r1 r2 r3 r1005}, (5)

where, ri =

{
0, RRI(i + 1) ≤ RRI(i)
1, RRI(i + 1) > RRI(i)

(6)

(2) The n −m + 1 vectors of patterns for BAmp and BRRI, each of size m, were defined, and these
were composed as follows:

BAmp(i) = {ai, ai+1, . . . , ai+m-1}, 1 ≤ i ≤ n −m+1 (7)

For s = 1–5 (i.e., shift numbers), the series BRRI,

BRRI(i+s) = {ri+s, ri+s +1, . . . , ri+s+m-1}, 1 ≤ i ≤ n −m + 1, s = 1 to 5. (8)

(3) The percussion rate (i.e., the similarity in the pattern of fluctuation) for BAmp(i) and BRRI(i+s)
was counted with the given m. Then, the total match number of BAmp(i) and BRRI(i+s) was
counted with the same pattern (i.e., the percussion number) and divided by the total number of
vectors of patterns (n – m – s + 1) to obtain the percussion rate, which was expressed as

Pm
s =

1
(n−m− s + 1)

n−m−s+1∑
i=1

count(i). (9)

(4) The logarithm of the sum of percussion rates (Pms) from shift numbers 1–5 (i.e., s = 1, 2, 3, 4,
5) gave

ϕm(n) = ln
(∑5

s=1
Pm

s

)
, ln : natural logarithmic operation. (10)

(5) The embedded dimension was increased to (m + 1), and (9) and (10) changed to

Pm+1
s =

1
(n−m− s + 2)

n−m−s+2∑
i=1

count(i), (11)

ϕm+1(n) = ln

⎛⎜⎜⎜⎜⎜⎝
5∑

s=1

Pm+1
s

⎞⎟⎟⎟⎟⎟⎠. (12)
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(6) According to a previous study [16], the percussion entropy index was defined as

PEI original (m, n) = ϕm(n) −ϕm+1(n), (13)

= ln

⎡⎢⎢⎢⎢⎣
∑5

s=1 Pm
s∑5

s=1 Pm+1
s

⎤⎥⎥⎥⎥⎦. (14)

As in [16], where the possibility of using PEIoriginal to assess autonomic function by counting the
percussion numbers between the two fluctuating time series of Amp and RRI with a fixed shift number
of 1 to 5 for every group, the parameters in this study were set at m = 2 and n = 1000 (Figure 1).

Figure 1. Flow chart of two percussion entropy index computations. Two synchronized
photo-plethysmo-graphy (PPG) pulse amplitude series (Amp) and RR interval (RRI) series were
acquired. The computational length of the data was 1000. Taking baroreflex sensitivity (BRS) regulation
into account, binary sequence transformations were carried out for Amp and RRI. After the impact
point and three optimal shift numbers had been set, the percussion entropy index (PEIoriginal) and the
new PEI (PEINEW) were computed.

In the next section, we describe the derivation of a new modified percussion entropy index (i.e.,
PEINEW) with a smaller shift number in percussion rate computation for healthy humans compared
with diabetics [24–26,30,31].

2.3.2. A Speedy Modified Percussion Entropy Index, PEINEW

• Signal processing and calculation of PEINEW

We hypothesized that the BRS delay between the amplitude series and RRI series could be more
seriously delayed for patients with diabetes and poor blood sugar control. Therefore, PEIoriginal in (14)
was modified to

PEINEW(m, n, Si) = ln

⎡⎢⎢⎢⎢⎣
∑Si

s=1 Pm
s∑Si

s=1 Pm+1
s

⎤⎥⎥⎥⎥⎦. (15)

In addition, the parameters in this study were also set to m = 2 and n = 1000 for comparison
(Figure 1). Thus, (15) was changed to (16) to make it easy to understand:
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PEINEW(Si) = ln

⎡⎢⎢⎢⎢⎣
∑Si

s=1 P2
s∑Si

s=1 P3
s

⎤⎥⎥⎥⎥⎦. (16)

Based on the findings in [24–26,30,31], the BRS regulation capability differs among groups.
The optimal prolongation in (16) between amplitude series and RRI series could be delayed for patients
with diabetes (i.e., Group 2) and poor blood sugar control (i.e., Group 3). Hence, we assumed the
following: the optimal shift number was expressed as S1 for Group 1, S2 for Group 2, and S3 for
Group 3, where

1 � S1 � S2 � S3 �5. (17)

• Criteria for selecting the optimal shift number

The Pearson correlation and Bland–Altman plot were then adopted to determine the optimal
values of S1, S2, and S3 in (17).

A. For S1 selection for Group 1, the following process is required:

1. Assuming S1 = 1, calculate the Pearson correlation coefficients (r) of PEINEW (1) and PEINEW (2);
PEINEW (1) and PEINEW (3); PEINEW (1) and PEINEW (4); and PEINEW (1) and PEINEW (5).

2. If {r > 0.8, and is statistically significant, (p < 0.05)} and {PEINEW (1) and PEINEW (2) show good
agreement}, then stop (S1 = 1). Subsequently, go to S2 selection; otherwise, go to the next step.

3. Assuming S1 = 2, calculate the Pearson correlation coefficients (r) of PEINEW (2) and PEINEW (3);
PEINEW (2) and PEINEW (4); and PEINEW (2) and PEINEW (5).

4. If {r > 0.8 and is statistically significant, (p < 0.05)} and {PEINEW (2) and PEINEW (3) show good
agreement}, then stop (S1 = 2). Subsequently, go to S2 selection; otherwise, go to the next step.

5. Assuming S1 = 3, calculate the Pearson correlation coefficients (r) of PEINEW (3) and PEINEW (4)
and PEINEW (3) and PEINEW (5).

6. If {r > 0.8 and is statistically significant, (p < 0.05)} and {PEINEW (3) and PEINEW (4) show good
agreement}, then stop (S1 = 3). Subsequently, go to S2 selection; otherwise go to the next step.

7. Assuming S1 = 4, calculate the Pearson correlation coefficient (r) of PEINEW (4) and PEINEW (5).
8. If {r > 0.8 and is statistically significant, (p < 0.05)} and {PEINEW (4) and PEINEW (5) show good

agreement}, then stop (S1 = 4). Subsequently, go to S2 selection; otherwise, stop.

B. For S2 selection for Group 2, start from S2 = 1 and follow the steps for S1 selection;
C. For S3 selection for Group 3: start from S3 = 1 and follow the steps for S1 selection.

2.4. Computation Times for Comparison

The computation times of MCAE, PEIoriginal, and PEINEW for all test subjects were obtained and
compared. For this purpose, a workstation was used with the following specifications: ASUSPRO
Notebook with Intel (R) Core (TM) i5-4210U CPU@1.70 GHz 2.40 GHz, Windows 10 Home. In terms
of signal analysis software, the computation package MATLAB 2016a (MathWorks Inc., Natick,
Massachusetts, USA) was adopted. Two functional instructions, “tic” and “toc”, from MATLAB were
utilized to determine the CPU computation times.

2.5. Statistical Analysis

All values in the tables are denoted as the mean± SD. The Statistical Package for the Social Sciences
(SPSS, version 14.0 for Windows, SPSS Inc. Chicago, IL, USA) was utilized for all statistical analyses.
The one-sample Kolmogorov–Smirnov test was adopted to test the normality of the distribution, and
then the homoscedasticity of the variables was verified.

To identify significant prolongations between amplitude series and RRI series for the three groups,
the study adopted the Pearson correlation test with Bonferroni correction to determine the optimal
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shift number of each group, and then a Bland–Altman plot was utilized for further verification of the
agreement and assessment of statistical significance. The significance of differences in anthropometric,
hemodynamic and determined parameters (i.e., MCAE, PEIoriginal, and PEINEW) among different
groups were determined using independent sample t-tests with Bonferroni correction. The correlations
between risk factors and compared parameters for different groups were computed using the Pearson
correlation test. A p-value < 0.017 was regarded as statistically significant.

3. Results

Results from the two old indices, PEIorginal and MCAE, were first computed using the same
datasets for comparison. Subsequently, the optimal BRS delay between amplitude series and the RRI
series was identified for each group. Finally, the performance and high-speed characteristics of PEINEW

were verified.

3.1. Optimal Prolongation between the Amplitude Series and RRI Series for the Three Groups

3.1.1. A Simple Way to Estimate the Delay between Amp and RRI

1. S1 Selection for Group 1. As shown in Table 2, two PEINEW sequences in (16) were computed from
cases A–D for Group 1, followed by the Pearson correlation calculation for the two sequences.
For example, we obtained two time series, PEINEW(1) and PEINEW(2), in case A for Group 1
subjects, which were very highly correlated (r = 0.91) and statistically significant (p = 0.01). Then,
the optimal shift number for Group 1 was expressed as 1 (i.e., S1 = 1).

2. S2 Selection for Group 2. For Group 2 subjects, as in Step 1, we obtained two time series, PEINEW(3)
and PEINEW(4), in case H for Group 2 subjects, which were very highly correlated (r = 0.84 > 0.8)
and statistically significant (p < 0.00) (Table 2). After checking the Bland–Altman plot (Figure 2b),
the optimal shift number for Group 2 was expressed as 3 (i.e., S2 = 3).

3. S3 Selection for Group 3. For Group 3 subjects, as in Step 1, we obtained two time series, PEINEW(4)
and PEINEW(5), in case J for Group 3 subjects, which were very highly correlated (r = 0.87 > 0.8)
and statistically significant (p < 0.00) (Table 2). After checking the Bland–Altman plot (Figure 2c),
the optimal shift number for Group 3 was expressed as 4 (i.e., S3 = 4).

Table 2. Univariate analysis of the correlation of two PEINEW sequences in (16) for subjects from
Groups 1–3.

Case
Group 1 Group 2 Group 3

r p r p r p

A 0.91 0.01 0.13 0.45 0.47 0.01
B 0.10 0.55 0.06 0.73 0.22 0.25
C −0.36 0.02 0.21 0.23 0.05 0.81
D −0.14 0.39 −0.03 0.88 0.13 0.47
E - - 0.78 0.00 0.76 0.00
F - - 0.36 0.03 0.34 0.06
G - - 0.45 0.01 0.37 0.04
H - - 0.84 0.00 0.50 0.01
I - - - - 0.41 0.02
J - - - - 0.87 0.00

Group 1: Healthy subjects; Group 2: Diabetic subjects with satisfactory blood sugar control; Group 3: Diabetic
subjects with poor blood sugar control. A: PEINEW(1) and PEINEW (2); B: PEINEW(1) and PEINEW(3); C: PEINEW(1) and
PEINEW(4); D: PEINEW(1) and PEINEW(5); E: PEINEW(2) and PEINEW(3); F: PEINEW(2) and PEINEW(4); G: PEINEW(2)
and PEINEW(5); H: PEINEW(3) and PEINEW(4); I: PEINEW(3) and PEINEW(5); J: PEINEW(4) and PEINEW(5); 0 � |r| � 0.3:
Correlation of low significance; 0.3 � |r| � 0.7: Correlation of moderate significance; 0.7 � |r| � 1: Highly significant
correlation. The significance of these correlations was determined with the Pearson correlation.

3.1.2. Reproducibility Analysis for PEINEW and PEIorginal for All Subjects

We tested the reproducibility [28] of the PPG and RRI signals by calculating the coefficients of
variation for PEINEW and PEIorginal, which were 2.74% and 14.90%, respectively.
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3.1.3. Correlation between PEINEW and PEIorginal for the Three Groups

Figure 3 shows the regression of PEINEW and PEIorginal for the three groups with a 95% confidence
interval and the correlation coefficient (r). Figure 3 was added to verify the hypothesis S1 � S2 � S3.
The correlation study tested three groups of subjects. The values of PEINEW (i.e., S1 = 1 in (16)) were
significantly correlated with PEIorginal (i.e., shift numbers 1–5 in (14)) for Group 1 subjects (r = 0.86,
p<0.00, Figure 3a). The values of PEINEW (i.e., S2 = 3 in (16)) were significantly correlated with PEIorginal

(i.e., S = 1–5 in (14)) for Group 2 patients (r = 0.76, p = 0.01, Figure 3b). As shown in Figure 3c, the
values of PEINEW (i.e., S3 = 4 in (16)) were significantly highly correlated with PEIorginal (i.e., S = 1–5 in
(14)) for Group 3 patients (r = 0.93, p < 0.00).

Figure 2. Bland–Altman plots showing good agreement between two PEINEW sequences in (16) for (a)
case A, (b) case H, and (c) case J. The mean difference and the limits of agreement are also indicated.
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Figure 3. (a) Positive correlation between PEINEW (i.e., S1 = 1) and PEIorginal for Group 1 subjects
(r = 0.86, p < 0.00); (b) positive correlation between PEINEW (i.e., S2 = 3) and PEIorginal for Group 2
subjects (r = 0.76, p = 0.01); (c) positive correlation between PEINEW (i.e., S3 = 4) and PEIorginal for
Group 3 subjects (r = 0.93, p < 0.00). Group 1: Healthy subjects; Group 2: Diabetic subjects with good
blood sugar control; Group 3: Diabetic subjects with poor blood sugar control. The regression line
depicts the 95% confidence interval.

3.2. Comparison among MCAE, PEIoriginal, and PEINEW for Autonomic Function Assessment in All
Testing Subjects

The results of comparing the two previous computational parameters (i.e., MCAE and PEIoriginal)
with PEINEW for autonomic function assessment among the three groups of subjects are shown in
Table 3. Although the value of MCAE was significantly higher in Group 1 compared with Group 2
subjects (p < 0.017), there was no notable difference between Groups 2 and 3. On the other hand,
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PEIoriginal, and especially PEINEW, showed highly significant differences among the three groups
(p < 0.001) (Table 3).

Table 3. Comparison of computational parameters for autonomic function assessment in three groups
of testing subjects.

Parameters Group 1 (N = 42) Group 2 (N = 38) Group 3 (N = 35)

MCAE 0.83 ± 0.08 0.74 ± 0.09 * 0.75 ± 0.05
PEIoriginal 0.73 ± 0.04 0.63 ± 0.07 ** 0.56 ± 0.09 †
PEINEW 0.82 ± 0.04 0.65 ± 0.01 ** 0.58 ± 0.01 ††

Group 1: healthy subjects; Group 2: diabetic subjects with satisfactory blood sugar control; Group 3: diabetic
subjects with poor blood sugar control. Values are expressed as mean ± SD. MCAE: Multiscale Cross-Approximate
Entropy; PEIoriginal: percussion entropy index in (14); PEINEW: speedy percussion entropy index in (16). * p < 0.017:
Group 1 vs. Group 2; ** p < 0.001: Group 1 vs. Group 2; † p < 0.017 Group 2 vs. Group 3; †† p < 0.001 Group 2 vs.
Group 3.

3.3. Correlations of Demographic, Anthropometric, Hemodynamic, and Serum Biochemical Data with MCAE,
PEIoriginal, and PEINEW

Table 4 illustrates the correlations between parameters associated with metabolic syndrome,
including demographic, anthropometric, hemodynamic and serum biochemical data, with MCAE,
PEIoriginal and PEINEW. Significant associations were noted between MCAE and the serum triglyceride
concentration, as well as between MCAE and fasting blood sugar (both p < 0.017). Significant
associations were noted between PEIoriginal and waist circumference, serum triglyceride concentration,
glycated hemoglobin and fasting blood sugar, as well as between PEINEW and waist circumference,
serum triglyceride concentration, glycated hemoglobin and fasting blood sugar in all subjects, regardless
of diabetic status (Table 4).

Table 4. Associations of demographic, anthropometric, hemodynamic and serum biochemical data
with computational parameters for autonomic function assessment in all subjects.

PEINEW PEIoriginal MCAE

r p r p r p

Age (years) 0.32 0.24 0.07 0.49 0.08 0.46
BH (cm) 0.01 0.90 0.16 0.09 0.19 0.08
BW (kg) –0.18 0.06 –0.33 0.02 0.18 0.11
WC(cm) –0.25 0.01 –0.42 0.00 0.00 0.98

BMI (kg/m2) –0.20 0.04 –0.25 0.01 0.08 0.49
SBP (mmHg) –0.04 0.67 –0.01 0.89 0.16 0.16
DBP (mmHg) –0.03 0.76 –0.04 0.69 0.19 0.91
PP (mmHg) –0.04 0.72 0.01 0.90 0.09 0.45

HDL (mg/dL) 0.09 0.35 0.13 0.20 0.02 0.84
LDL (mg/dL) –0.15 0.14 –0.20 0.04 -0.16 0.18

Cholesterol (mg/dL) 0.10 0.33 –0.09 0.37 0.17 0.08
Triglyceride (mg/dL) –0.27 0.01 –0.31 0.00 –0.21 0.00

HbA1c (%) –0.45 0.00 –0.57 0.00 –0.16 0.18
FBS (mg/dL) –0.29 0.00 –0.53 0.00 –0.73 0.00

BH: Body height; BW: Body weight; WC: Waist circumference; BMI: Body mass index, SBP: Systolic blood
pressure; DBP: Diastolic blood pressure; PP: Pulse pressure; HDL: High-density lipoprotein cholesterol; LDL:
Low-density lipoprotein cholesterol; HbA1c: Glycated hemoglobin; FBS: Fasting blood sugar; MCAE: Multiscale
cross-approximate entropy; PEIoriginal: Percussion entropy index in (14); PEINEW: Speedy percussion entropy index
in (16). |r| � 0.3: Correlation of low significance; 0.3 � |r| � 0.7: Correlation of moderate significance; 0.7 � |r| � 1:
Highly significant correlation. The significance of these correlations was determined with the Pearson correlation.

3.4. Computation Time for MCAE, PEIoriginal, and PEINEW in All Testing Subjects

Computation times for MCAE, PEIoriginal and PEINEW from all the subjects were computed and
compared (Table 5). Significantly shorter computation times were noted for PEINEW compared with
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those for MCAE and PEIoriginal for each group (Table 5). The computation times for PEIoriginal could
not be distinguished among the three groups, while the computation times of PEINEW for Group 1
were all highly significantly reduced compared with those for the other two groups (Tables 5 and 6).

Table 5. Comparison of CPU times for MCAE, PEIoriginal and PEINEW for all testing subjects.

Group 1 (N = 42) Group 2 (N = 38) Group 3 (N = 35)

CPU time for MCAE (ms) 23.61 ± 0.87 20.93 ± 0.63 * 21.62 ± 0.77
CPU time for PEIoriginal (ms) 14.17 ± 0.53 13.95 ± 0.78 13.65 ± 0.66
CPU time for PEINEW (ms) 3.80 ± 0.29 7.87 ± 0.33 ** 8.11 ± 0.39

Group 1: healthy subjects; Group 2: diabetic subjects with satisfactory blood sugar control; Group 3: diabetic
subjects with poor blood sugar control. Values are expressed as mean ± SD. * p < 0.017: Group 1 vs. Group 2;
** p < 0.001: Group 1 vs. Group 2. MCAE: Multiscale Cross-Approximate Entropy; PEIoriginal: percussion entropy
index in (14); PEINEW: speedy percussion entropy index in (16).

Table 6. Comparison of CPU times for MCAE, PEIoriginal and PEINEW under different subject combinations.

MCAE PEIoriginal PEINEW

Group 1 23.61 ± 0.87 14.17 ± 0.53 ** 3.80 ± 0.29 ††
Group 2 20.93 ± 0.63 13.95 ± 0.78 * 7.87 ± 0.33 †
Group 3 21.62 ± 0.77 13.65 ± 0.66 * 8.11 ± 0.39 †

Group 2&Group 3 21.31 ± 0.69 13.81 ± 0.75 * 7.95 ± 0.38 †
Group 1&Group 2&Group 3 22.03 ± 0.81 14.00 ± 0.65 ** 5.88 ± 0.34 ††

MCAE: Multiscale Cross-Approximate Entropy; PEIoriginal: percussion entropy index in (14); PEINEW: speedy
percussion entropy index in (16). Group 1: healthy subjects; Group 2: diabetic subjects with satisfactory blood
sugar control; Group 3: diabetic subjects with poor blood sugar control. Values are expressed as mean ± SD (ms).
* p < 0.017: MCAE vs. PEIoriginal; ** p < 0.001: MCAE vs. PEIoriginal. † p < 0.017: PEIoriginal vs. PEINEW; †† p < 0.001:
PEIoriginal vs. PEINEW.

4. Discussion

In recent decades, several studies [2–4] have used frequency domain parameters for noninvasive
autonomic nervous function assessment in clinical patients. Considering that baroreflex sensitivity is an
indicator of autonomic function [5–9], as well as previous findings showing a good correlation between
real-time changes in blood pressure and DVP signals amplitudes [12–14], this study investigated
the possibility of assessing autonomic sensitivity by quantifying the increase or decrease fluctuation
matches between the two time series of DVP and RRI with shift numbers of 1 to sn (e.g., sn � 5).
This hypothesis was based on the findings of previous reports, which showed a delay of BRS of between
one to five heartbeats [16,17,26].

Previously, in [16], the impact of diabetes and blood sugar control on autonomic nervous function
was assessed by comparing the percussion rate of two synchronized physiological time series to
fluctuations (i.e., synchronized PPG pulse amplitude series and RRI series) in subjects with or without
diabetes. In contrast to one-dimensional frequency (i.e., LHR) and time (i.e., SSR) domain analyses
of HRV, the percussion entropy index (i.e., PEIoriginal) was able to discriminate among subjects with
and without diabetes, as well as those with or without satisfactory blood sugar control. Second,
PEIoriginal was shown to be the only index with significant correlations between acute and chronic blood
sugar control parameters. The results highlight the conspicuous sensitivity of this index in detecting
diabetes-associated autonomic dysfunction. However, a fixed BRS delay of the RRI (i.e., 1–5) was used
for PEI computation in all age-controlled subjects. Despite its creative applicability, the computation
load of PEIoriginal could be large for real-time applications (Table 5).

It is well known that diabetes is associated with blunted baroreflex regulation and suppressed
autonomic activity [17,32]. The evaluation of baroreflex sensitivity is a nonlinear approach to the
assessment of autonomic nervous activity [33]. The complexity of baroreflex regulations in healthy
and diabetic subjects is considered a ubiquitous phenomenon in physiology that allows subjects to
adapt to external perturbations by preserving homeostasis. This originates from specific features of
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the system, such as its nonlinearity, through physiological networks [34]. Previous studies [18–20]
demonstrated the time delay between the RRI and blood pressure series in the computation of the BRS
under various blood pressure perturbation techniques. The most relevant fluctuations in the heart rate
period occur at around six seconds or faster [30]. It has also been shown that the baroreflex values
change more dramatically in young healthy subjects than in elderly hypertensive subjects and the
increased efficiency of the baroreflex control at night might explain the nocturnal BP reduction.

These results are consistent with the known loss of high-frequency modulation of the baroreflex
with age and disease (i.e., hypertension) [31]. Unfortunately, most of the above studies and
corresponding references did not focus on the optimal delay between RRI and blood pressure
values for the diabetes.

The BRS regulation capability of different groups (e.g., subjects without diabetes as well as those
with or without satisfactory blood sugar control) is quite different [21–23]. Young type 1 diabetics
showed decreases in parasympathetic and sympathetic activities (i.e., BRS reduced), and an overall
variability of the autonomic nervous system in [24]. In [25], young type 1 diabetics were shown to have
autonomic nervous system behavior that tends to be random (i.e., with low compliance between blood
pressure and heart rate fluctuations), compared with healthy young subjects using different time and
frequency domain methods. Another previous study [26] demonstrated that young type 1 diabetics
had a larger BRS delay and similarity between blood pressure and heart rate fluctuations. Thus, the
aim of this study was to determine the optimal BRS delay between RRI and blood pressure values
(“Amp series” in this study) for different subjects (e.g., diabetic and elderly individuals). The optimal
BRS delay between the amplitude and RRI series could be delayed one to three heartbeat cycles for
diabetic subjects with well-controlled blood sugar (i.e., 1–3) and by one to four heartbeat cycles for
those with poor blood sugar control (i.e., 1–4). Group 1 subjects, who were age-matched non-diabetics,
had an optimal BRS delay of one heartbeat cycle (Table 2 and Figure 2). For indirect verification
of the hypothesis (i.e., S1 � S2 � S3), the current study not only showed that the values of PEINEW

significantly correlated with PEIoriginal (Figure 3), but also demonstrated the good reproducibility
for PEINEW. Accordingly, the computation times for PEINEW were all highly significantly reduced
for Group 1 compared with those for the other two groups (Group 1 vs. Group 2 vs. Group 3:
3.80 ± 0.29 vs. 7.87 ± 0.33 vs. 8.11 ± 0.39 ms) (Table 5). In conclusion, this study demonstrated that
elderly type 2 diabetics and patients with poor blood sugar control have a larger BRS delay and
complex fluctuations between the PPG amplitude series and RRI (Table 2, Figures 2 and 3). Moreover,
although diabetic neuropathy was found to be a more important determining factor of spontaneous
baroreflex sensitivity assessment than carotid elasticity in type 2 diabetics in [35], blood sugar control
was not considered. It is worth mentioning that PEIoriginal, and especially PEINEW, were successfully
differentiated among the three groups with highly significant differences in our study (p < 0.001)
(Table 3). In addition, the difference between MCAE and PEIs (i.e., PEIoriginal and PEINEW) is that
the former assesses the degree of probability of two parameters within the same defined region after
data detrending, normalization and continuous shifting [15,36], whereas the latter is a simple way to
evaluate the similarity in the fluctuation patterns (i.e., increase or decrease) of two synchronized PPG
pulse amplitude series and RRI series to assess the adaptive capacity of a living system [16]. This could
be another reason for the CPU time reduction (Table 6).

The current study has its limitations. Firstly, the number of subjects recruited was relatively
small. Nevertheless, highly significant associations between percussion entropy indices and CPU
time parameters were still significant. Secondly, we only focused on three parameters (i.e., MCAE,
PEIoriginal, and PEINEW) using synchronized PPG pulse amplitude series and RRI series, and direct
assessment of BRS with either invasive or noninvasive means was not adopted for comparison with
the results of the present study. Finally, the values of MCAE, PEIoriginal, and PEINEW could be used as
features in a group classification task by using simple machine learning algorithms (such as random
forest and logistic classifiers) in the future.
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5. Conclusions

This study represents the first attempt to investigate the satisfactory application of a speedy
modified entropy parameter (i.e., PEINEW) for the assessment of baroreflex sensitivity complexity
in healthy elderly and diabetic subjects related to type 2 diabetes-associated autonomic function
changes. Our findings suggest that both PEINEW and PEIoriginal could serve as novel, noninvasive
biomarkers for discriminating diabetes-related changes in BRS regulation, which is of importance for
preventive care. Taking into account the shorter percussion computation time, PEINEW demonstrated
the feasibility and enhanced sensitivity of autonomic nervous function applications in real-time data
analysis, characteristics which are of vital importance for the development of noninvasive instruments
to compute the complexity of synchronized physiological signals in the human body.
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Abstract: Stays at high altitude induce alterations in cardiovascular control and are a model of
specific pathological cardiovascular derangements at sea level. However, high-altitude alterations
of the complex cardiovascular dynamics remain an almost unexplored issue. Therefore, our aim
is to describe the altered cardiovascular complexity at high altitude with a multiscale entropy
(MSE) approach. We recorded the beat-by-beat series of systolic and diastolic blood pressure and
heart rate in 20 participants for 15 min twice, at sea level and after arrival at 4554 m a.s.l. We
estimated Sample Entropy and MSE at scales of up to 64 beats, deriving average MSE values
over the scales corresponding to the high-frequency (MSEHF) and low-frequency (MSELF) bands of
heart-rate variability. We found a significant loss of complexity at heart-rate and blood-pressure scales
complementary to each other, with the decrease with high altitude being concentrated at Sample
Entropy and at MSEHF for heart rate and at MSELF for blood pressure. These changes can be ascribed
to the acutely increased chemoreflex sensitivity in hypoxia that causes sympathetic activation and
hyperventilation. Considering high altitude as a model of pathological states like heart failure, our
results suggest new ways for monitoring treatments and rehabilitation protocols.

Keywords: Sampen; cross-entropy; autonomic nervous system; heart rate; blood pressure; hypobaric
hypoxia; rehabilitation medicine

1. Introduction

There is an increasing interest in the physiological adaptations that occur during exposures to
high-altitude conditions, particularly in the alterations of autonomic cardiovascular control. This is
due to the extraordinary development of mountain tourism that leads millions of people each year
to stay in the high mountains for short periods of time. In addition to mountain tourism, millions
of other people live permanently at high altitudes and are exposed to conditions that may cause
episodes of mountain sickness [1]. The alterations to cardiovascular control caused by high altitudes
are mainly due to hypobaric hypoxia, i.e., the low partial pressure of oxygen in the air, which produces
an autonomic response by increasing the chemosensitivity, possibly altering the overall integrative
autonomic regulation.
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Interestingly, some of the cardiovascular changes that can be observed during exposure to high
altitudes are similar to the autonomic alterations occurring in some diseased conditions, as in patients
with heart failure, stroke or metabolic disorders [2,3]. Therefore, stays at high altitude can be viewed as
an experimental model of some pathological conditions that affect autonomic cardiovascular regulation
at sea level. In this regard, the study of cardiovascular control at high altitudes may help to better
understand some pathophysiological mechanisms and may be beneficial for improving treatments and
outcomes in rehabilitation medicine.

Most of the high-altitude studies in the literature describe the cardiovascular autonomic alterations
with linear measures of heart rate variability, in relatively small groups of participants. By contrast,
the literature reports very few nonlinear measures, which exclusively regard heart rate variability
during sleep [4,5], when apneas induced by hypoxia may profoundly alter the heart rate dynamics.
Furthermore, very few studies evaluate high-altitude alterations in beat-by-beat blood pressure
variability [6,7] because of the logistical difficulties in performing such physiological recordings at high
altitude. Therefore, the effect of a stay at high altitude on the complex dynamics of the cardiovascular
system in the waking state remains an unexplored issue.

Our work contributes to filling this gap by assessing changes in cardiovascular complexity during a
short-term stay at high altitude (4554 m a.s.l.). One of the most effective tools for extracting information
on the complex dynamics of physiological systems is multiscale entropy, and our work is based on
the multivariate and multiscale assessment of entropy and cross-entropy on beat-by-beat recordings
of heart rate and arterial blood pressure in healthy volunteers. Our aim is to identify those aspects
of the complex dynamics of the cardiovascular system that better describe the autonomic changes
in response to the chemoreflex activation expected to occur in the waking state during exposure to
hypobaric hypoxia. Given that high-altitude cardiovascular alterations in healthy individuals may
be a model of some pathological conditions at sea level, the results of our study may indicate novel
ways for monitoring the severity of a deteriorated autonomic cardiovascular control and the efficacy of
treatment during rehabilitation programs.

2. Materials and Methods

2.1. Subjects and Data Collection

This study is based on data collected previously to evaluate the effectiveness of a drug
(acetazolamide) for treating mountain sickness during acute exposure to high-altitude hypoxia [8].
In the present work, we consider the 20 Caucasian volunteers of the placebo group, who completed
the hemodynamic recordings at sea level and at high altitude. The placebo group was composed
of 10 males and 10 females with mean (SD) age of 37 (9.5) years old and body mass index of
22.3 (2.7) kg/m2. They were healthy lowlanders without known cardiovascular disease or chronic
cardiovascular therapy, without a history of severe mountain sickness. None of them practiced
professional sports, all lived in Milan or its surroundings, and had no recent exposure to altitudes
above 2000 m. They took the placebo orally in pill form twice a day.

In all participants, the cardiovascular measurements were taken twice. The first recording
session was performed at baseline, in the normobaric/normoxyc conditions of our laboratory in Milan
(122 m a.s.l.). The second recording session was performed in the hypobaric/hypoxic conditions of
the Margherita Hut (4554 m a.s.l. on Monte Rosa in the Italian Alps). The ascent from Milan to the
Margherita Hut was completed in about 28 h, by car and cable car up to 3200 m a.s.l. and then by foot,
spending one night for acclimatization in the Gniffetti hut (3647 m a.s.l.). Recordings at high altitude
were performed 2 days after the arrival at the Margherita Hut.

The measurements were performed in a quiet environment with ambient temperature of about
20 ◦C. They consisted of the simultaneous recording of one-lead electrocardiogram, ECG (PowerLab,
ADInstruments, Sydney, Australia at sea level; ECG100C, MP150 Biopac Systems, Santa Barbara,
CA at high altitude) and of continuous arterial blood pressure at the finger artery (Nexfin, BMEYE,
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Amsterdam, The Netherlands at sea level; Portapres, Finapres Medical Systems, The Netherlands at
high altitude) for 15 min. Brachial arterial blood pressure waveforms were reconstructed from the
measured finger blood pressure waveforms through the transfer function method [9].

Hemoglobin oxygen saturation (NPB-295, Nellcor Puritan Bennett Inc., Plaseanton, CA, USA)
and the respiratory activity with a spirometry device (Vmax SensorMedics 2200, Yorba Linda, CA,
USA) were also measured during the recordings. Each subject rested in a semi-recumbent position and
the recordings started after an adaptation period to the new posture of at least 5 min, ensuring that
the participants felt comfortable with the setup and had no apparent urges that could influence their
responses. A familiarization recording session was performed several days before the first session, at
sea level, which allowed the participants to become accustomed to the experimental setup (the signals
acquired during the familiarization sessions are not considered in this study). At high altitude, the
Lake Louise Score Questionnaires was administered to evaluate the presence (score ≥ 5) or absence of
acute mountain sickness [10].

The Ethical Committee of the Istituto Auxologico Italiano (Milan, Italy) approved the study
protocol (procedure number CE Auxologico: 2010_04_13_01); all the participants gave their written
informed consent to the study procedures.

2.2. Data Preprocessing and Spectral Analysis

Recordings of finger blood pressure (BP) and of the ECG were digitized at 200 Hz and 12 bits. Each
R peak of the ECG was identified by a derivative-and-threshold algorithm and a parabolic interpolation
was used to refine the R wave fiducial point as suggested in [11]. The interval between consecutive R
peaks, i.e., the R-R Interval (RRI), was calculated beat by beat for cardiac beats resulting from sinus
node depolarization. The systolic (S) BP and diastolic (D) BP values were identified beat by beat from
the finger BP signal. SBP and DBP values associated with premature beats (as identified from the
ECG) or with calibrations of the device for recording finger BP were removed. The percentage of
removed RRI beats was 0.5% on average, with 5% being the worst case; with respect to SBP/DBP, the
percentage of removed beats increased to 2.8% on average, with 10% the worst case. The Pulse Interval
(PI) was calculated beat by beat as the time interval between consecutive systolic peaks. The duration
of each breathing cycle was identified on the respiratory signals as the interval between the start of
consecutive inspiratory phases. The beat-by-beat series of RRI, SBP, and DBP were interpolated at
5 Hz before spectral analysis to obtain evenly sampled series and to linearly interpolate missing beats.
Power spectra were calculated by the Welch periodogram with 80% overlapped Hann data windows
of 240 s length and by integrating the periodogram over the very-low frequency (VLF, between 0.003
and 0.04 Hz), the low frequency (LF, between 0.04 and 0.15 Hz) and the high-frequency (HF, between
0.15 and 0.4 Hz) bands, as defined in international guidelines [11].

2.3. Multiscale Entropy of RRI, SBP, and DBP

We estimated the multiscale entropy (MSE) of RRI, SBP, and DBP with the method proposed
in [12]. The method is based on the original approach to evaluate multiscale entropy as Sample Entropy,
SampEn, of progressively coarse-grained sub-series [13] (where the coarse graining is obtained by
decimation, taking one sample every n after a moving average of order n) with the same tolerance
threshold at each coarse-graining order [14]. However, this includes the subsequent suggestion to
replace the decimation with a delay n that increases the statistical consistency of the estimate [15].
Furthermore, our method substitutes the moving average with a Butterworth filter to improve the
scale resolution, as shown in the case of decimation by others [16].

Briefly, given a time series of N samples X = {x1,x2, . . . ,xN}, let’s call Yn = {y1
n,y2

n, . . . ,yN
n} the

output of the zero-phase, 6th-order low-pass Butterworth filter with cut-off frequency fc = 0.5/n applied
to X. The template vectors at a given embedding dimension m and scale n are built considering a delay
of n samples between consecutive elements:
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ym
i (n) =

[
yn

i , yn
i+n

, . . . , yn
i+(m−1)n

]T
, 1 ≤ I ≤ N −mn (1)

The infinity norm distance between any couple of template vectors is

dm
ij (n) = ‖ym

i (n) − ym
j (n)‖∞, 1 ≤ i, j ≤ N −mn, j > I + n (2)

and the number of “paired-vectors” np(m,n,r), which are pairs of vectors with distance lower than a
predefined tolerance threshold r, is calculated based on the infinity norm. Repeating these steps for the
successive dimension m + 1, the sample entropy of Yn with delay n and tolerance r is:

SampEn(Yn, N, m, n, r) = − ln
np(m + 1, n, r)

np(m, n, r)
(3)

This leads to the definition of the MSE of X, which is a function of the scale n, at a given embedding
dimension m and tolerance r, as

MSE(n) = SampEn(Yn,N,m,n,r) (4)

At n = 1, Y1 = X and MSE(1) coincides with the SampEn of X.
For each RRI, SBP and DBP series, we calculated MSE(n) for 1 ≤ n ≤ 64 beats. The tolerance

threshold is commonly set at r = 0.20 times the standard deviation of the time series in heart rate
variability studies and we also adopted this choice. As to the embedding dimension, in addition
to m = 2, traditionally used in SampEn analysis of heart rate variability, we also considered m = 1,
because we previously showed that it provides MSE(n) profiles similar to m = 2 but with better
statistical consistency [14]. To compare sea-level and high-altitude conditions over the same temporal
scales, in seconds, we mapped the scale units from number of beats, n, to time t, in seconds, with
the transformation:

t = n × <RRI> (5)

where <RRI> is the mean RRI of each series, in seconds. We interpolated and resampled MSE to obtain
100 estimates at scales t exponentially distributed over the time axis between 1 s and 48 s. This range
includes the scales associated with the traditional high-frequency (HF, 2.5 ≤ t< 6.7 s) and low-frequency
(LF, 6.7 ≤ t < 25 s) bands of the heart rate variability spectra. As a concise way to represent the results,
the MSE functions were averaged over the scales included in the HF and LF bands, obtaining the
MSEHF and MSELF indices.

To evaluate the performance of our MSE estimator, we synthetized 10 series of white noise and
10 series of pink noise, each of N = 1000 samples. This length corresponds to 15’ recordings at the
average RRI of 900 ms. Then we calculated MSE over the scales associated with the HF and LF bands.
The estimates in Figure 1 demonstrate the capability of our MSE method to faithfully describe the
entropy structures of these random processes over the scales corresponding to the HF and LF bands.
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Figure 1. (a) Profiles of Multiscale Entropy MSE calculated with embedding dimension m = 1:
mean ± SD for 10 synthesized series of white noise and 10 synthesized series of pink noise, each of
1000 samples, simulating 15’ beat-by-beat recordings with mean RRI equal to 900 ms. Gray bands show
the ranges of scales corresponding to the HF and LF spectral bands. (b) MSE calculated with m = 2 for
the same data of panel (a).

2.4. Multiscale Cross-Entropy between SBP and PI

To estimate the cross-entropy between blood pressure and heart rate, we used PI rather than RRI
values to more easily couple blood pressure and heart rate series beat by beat (the number of valid
beats of the RRI series may differ from those of SBP and PI due to the presence of calibration periods in
the device measuring the finger arterial pressure). The multiscale cross-entropy, XMSE, between the
SBP and PI series was defined extending the cross-sample entropy estimator, XSampEn [17], to multiple
scales similarly to the way we defined MSE extending SampEn at multiple scales. However, the PI and
SBP series are normalized to unit variance and zero mean before applying the Butterworth filters with
cut-off frequency fc = 0.5/n to obtain the Pn = {p1

n,p2
n . . . ,pN

n} and Sn={s1
n,s2

n . . . ,sN
n} output series.

The template vectors for the embedding dimension m at scale n are

pm
i (n) =

[
pn

i , pn
i+n, . . . pn

i+(m−1)n

]T
sm

i (n) =
[
sn

i , sn
i+n, . . . sn

i+(m−1)n

]T , 1 ≤ I ≤ N −mn (6)

Based on the distances between couples of vectors

dm
ij (n) = ‖pm

i (n) − sm
j (n)‖∞, 1 ≤ i j ≤ N −mn (7)

the number of paired vectors with distance lower than a threshold r, npx(m,n,r), is calculated. Repeating
these steps for m + 1, the cross-SampEn between Pn and Sn with delay n is:

XSampEn(Pn, Sn, N, m, n, r) = − ln
npx(m + 1, n, r)

npx(m, n, r)
(8)
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and the multiscale cross-entropy between SBP and PI is estimated as:

XMSE(n) = XSampEn(Pn,Sn,N,m,n,r) (9)

XMSE between SBP and PI was assessed at the embedding dimensions m = 1 and m = 2, with r = 0.20.
Clearly, at n = 1 XMSE coincides with the cross-SampEn. The scales were mapped from beats, n, into
times, τ, according to Equation (5), then interpolated and resampled in a similar fashion between 1 and
48 s. Finally, the XMSE functions were averaged over the scales included in the HF and LF bands,
obtaining the XMSEHF and XMSELF indices.

2.5. Statistical Analysis

All indices were compared between sea level and high altitude with paired t-tests whenever
their distribution passed the Shapiro-Wilks Gaussianity test at p = 0.05, possibly after a Box-Cox
transformation [18]. Otherwise, they were compared by the non-parametric Wilcoxon signed-rank test.
As regards spectral analysis, powers were log-transformed and we considered only participants with
an average breathing period shorter than 7 s because the HF band correctly reflects respiratory-driven
modulations only in this case; for this reason, we discarded 5 participants from the statistical tests on
spectral powers.

Furthermore, we calculated the Wilcoxon signed-rank test statistics of multiscale entropy at each
scale separately to easily identify the scales better reflecting the alterations induced by high altitude
in the MSE(t) and XMSE(t) profiles. With respect to the derived entropy indices (namely SampEn,
MSEHF, and MSELF of RRI, SBP, and DBP; XSampEn, XMSEHF, and XMSELF between SBP and PI) we
also calculated the 95% confidence intervals of the mean for the difference between high-altitude and
sea-level conditions. The confidence intervals were obtained with the nonparametric bootstrap method
by randomly sampling with replacement the original 20 measures 1000 times; this bootstrapping allows
high-quality estimates of the confidence intervals to be obtained with a distribution-free approach that
avoids making any assumption on the nature of the distributions.

The threshold for statistical significance was set at 5%. with a two-sided alternative hypothesis. All
the statistical tests were performed with “R: A Language and Environment for Statistical Computing”
software package (R Core Team, R Foundation for Statistical Computing, Vienna, Austria, 2018).

3. Results

The high-altitude conditions were characterized by faster and deeper breathing, by lower
hemoglobin oxygen saturation, and by higher blood pressure and heart rate levels (Table 1). The
spectral powers of RRI changed at high altitude, with decreased VLF, LF and HF powers and increased
LF/HF powers ratio. By contrast, the high altitude did not change the LF and HF powers of SBP
and DBP and only marginally decreased their VLF power (Table 1). Half of the participants (N = 10,
6 males) presented acute mountain sickness.
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Table 1. General cardiorespiratory characteristics and spectral indices: mean (SD) at sea level and
high altitude.

Sea Level High Altitude p Value

Respiration
breathing rate (bpm) 12.1 (4.4) 16.9 (6.3) ** <0.001

minute ventilation (L/min) 6.7 (1.4) 11.0 (2.7) ** <0.001
oxygen saturation (%) 97.6 (1.1) 77.4 (6.7) ** <0.001

RRI
mean (ms) 956.4 (120.4) 770.2 (95.2) ** <0.001

Total power (ms2) 5490 (5309) 2114 (1631) ** <0.001
VLF power (ms2) 2146 (2265) 929 (736) ** 0.001
LF power (ms2) 1711 (1546) 576 (453) ** <0.001
HF power (ms2) 1233 (1270) 403 (516) ** <0.001

LF/HF powers ratio 2.11 (1.68) 3.11 (3.03) * 0.05
SBP

mean (mmHg) 109.5 (13.7) 120.1 (10.3) ** 0.002
Total power (mmHg2) 39.82 (22.60) 26.12 (16.57) 0.10
VLF power (mmHg2) 24.06 (16.96) 12.16 (8.46) 0.06
LF power (mmHg2) 11.01 (6.10) 8.82 (4.78) 0.40
HF power (mmHg2) 2.36 (1.17) 3.28 (4.45) 0.40

DBP
mean (mmHg) 74.8 (9.4) 80.7 (9.9) ** 0.001

Total power (mmHg2) 18.60 (13.17) 13.77 (13.77) 0.10
VLF power (mmHg2) 10.52 (9.28) 6.21 (6.95) * 0.040
LF power (mmHg2) 6.23 (4.02) 5.65 (4.68) 0.30
HF power (mmHg2) 0.84 (0.56) 0.89 (1.23) 0.50

* and ** indicate differences at 5% and 1% significance; 5 of the 20 participants are discarded from the statistics on
spectral powers because their average breathing rate felt below the HF band.

3.1. Multiscale Entropy

Figure 2 compares the profiles of multiscale entropy. At sea level, the MSE(t) profile of RRI
decreases with t from the maximum at 2 s, reaching a plateau at scales greater than 7 s. The high-altitude
condition reduces MSE at the shorter end only, and thus the MSE(t) profile is flatter at high altitude.
By contrast, SBP and DBP have higher MSE values at scales within the HF band and this pattern is
more pronounced at high altitude due to the substantial reduction of MSE at scales within the LF band;
in particular, at scales greater than 10 s, the entropy reduction is more significant for m = 1.

SampEn, which corresponds to MSE at the scale of 1 beat, decreases at high altitude for RRI only
(Table 2), without changes for SBP or DBP. The decrease is more significant for m = 2.

Table 2. SampEn: mean (SD) over the group at sea level and high altitude.

Sea Level High Altitude p Value

RRI
m = 1 1.57 (0.18) 1.34 (0.37) 0.06
m = 2 1.39 (0.23) 1.21 (0.35) ** 0.007

SBP
m = 1 1.35 (0.28) 1.25 (0.25) 0.2
m = 2 1.22 (0.28) 1.15 (0.25) 0.4

DBP
m = 1 1.28 (0.25) 1.26 (0.25) 0.8
m = 2 1.19 (0.25) 1.17 (0.24) 0.9

m = embedding dimension; ** indicates differences at 1% significance.
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Figure 2. (a) Profiles of Multiscale Entropy MSE at sea level (SL, blue lines) and high altitude (HA, red
lines) for RRI calculated with embedding dimension m = 1: mean ± sem on 20 participants (gray bands
show the ranges of scales corresponding to the HF and LF spectral bands); (b) MSE calculated as in
(a) for SBP; (c) MSE calculated as in (a) for DBP; (d) MSE for RRI calculated as in (a) but with m = 2;
(e) MSE calculated as in (d) for SBP; (f) MSE calculated as in (d) for DBP; (g) Wilcoxon signed-rank
statistics V for the comparison between SL and HA for MSE of RRI; the red horizontal lines are the 5%
(continuous) or 1% (dashed) percentiles of the distribution for the null hypothesis: when V is above
these thresholds the hypothesis of similar entropies can be rejected at the corresponding significance
level; (h) V statistics for the comparison between SL and HA for SBP MSE; (i) V statistics for the
comparison between SL and HA for DBP MSE.

Similarly, we found a significant reduction of MSEHF for RRI and not for SBP or DBP; by contrast,
MSELF decreased at high altitude for SBP and DBP but not for RRI, in these cases with greater statistical
significance for m = 1 (Table 3).

The 95% confidence intervals of the differences between high altitude and sea level (Figure 3)
confirm that exposure to high altitude reduces SampEn and MSEHF of RRI and reduces MSELF of SBP
and DBP. The greater statistical power of the bootstrap method in Figure 3 compared to the paired
t-test in Table 2 is reflected in the 95% confidence intervals of the SampEn variations which do not cross
the zero line also for m = 1.
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Table 3. Multiscale entropy over the HF and LF band: mean (SD) at sea level and at high altitude.

MSEHF MSELF

Sea Level High Altitude p Value Sea Level High Altitude p Value

RRI
m = 1 1.69 (0.20) 1.57 (0.25) * 0.031 1.46 (0.24) 1.47 (0.21) 0.9
m = 2 1.62 (0.22) 1.50 (0.26) * 0.043 1.45 (0.28) 1.46 (0.24) 0.8

SBP
m = 1 1.76 (0.25) 1.71 (0.22) 0.08 1.72 (0.26) 1.53 (0.25) * 0.014
m = 2 1.71 (0.26) 1.64 (0.25) 0.09 1.67 (0.31) 1.51 (0.28) 0.06

DBP
m = 1 1.82 (0.21) 1.78 (0.21) 0.5 1.70 (0.20) 1.56 (0.17) ** 0.009
m = 2 1.78 (0.23) 1.71 (0.23) 0.3 1.65 (0.26) 1.52 (0.19) 0.06

m = embedding dimension; * and ** indicate differences at 5% and 1% significance.

 
Figure 3. 95% confidence intervals of the difference between high-altitude and sea-level conditions of
entropy indices. From top to bottom: Sample Entropy (SampEn), multiscale entropy over the HF (MSEHF)
and over the LF (MSELF) bands; m is the embedding dimension.

3.2. Multiscale Cross-Entropy

The scale-by-scale profiles of XMSE between SBP and PI (Figure 4) show the highest values at
scales within the HF band. The high altitude decreases cross-entropy at the shorter scales, the reduction
being significant at 3–4 s.

However, the average decrease of SBP-PI cross-entropy in the HF band, XMSEHF, does not reach
the statistical significance; furthermore, XSampen and XMSELF appear substantially similar in the two
conditions (Table 4 and Figure 5).
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Figure 4. (a) Profiles of multiscale cross-entropy XMSE between SBP and PI at sea level (SL, blue lines)
and high altitude (HA, red lines): mean ± sem for embedding dimension m = 1; (b) XMSE from the
same data of panel (a) calculated for embedding dimension m = 2; (c) Wilcoxon signed-rank statistics V
for the comparison between SL and HA; the red horizontal lines are the 5% (continuous) or 1% (dashed)
percentiles of the distribution for the null hypothesis: when V is above these thresholds, the hypothesis
of similar entropies can be rejected at the corresponding significance level. Gray bands show the ranges
of scales corresponding to the HF and LF spectral bands.

Table 4. SBP-PI cross-entropy indices: mean (SD) at sea level and at high altitude.

Sea Level High Altitude p Value

XSampEn
m = 1 1.57 (0.19) 1.54 (0.26) 0.7
m = 2 1.50 (0.23) 1.47 (0.25) 0.7

XMSEHF
m = 1 1.82 (0.16) 1.77 (0.16) 0.2
m = 2 1.79 (0.16) 1.72 (0.19) 0.10

XMSELF
m = 1 1.63 (0.16) 1.63 (0.15) >0.9
m = 2 1.63 (0.19) 1.62 (0.19) >0.9

m = embedding dimension.

Figure 5. 95% confidence intervals of the difference between high-altitude and sea-level conditions of
cross-entropy indices. From top to bottom: Cross sample entropy (XSampEn), cross multiscale entropy
over the HF (XMSEHF) and the LF (XMSELF) bands; m is the embedding dimension.
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4. Discussion

We described the effects of a short stay at high altitude on the complex dynamics of the
cardiovascular system. Novelties of our study are that for the first time, the effects of high altitude
are described with a multiscale entropy approach, and that the cardiovascular dynamics is evaluated
considering not only the heart rate variability, as is usually done in studies on the autonomic
cardiovascular control at high altitude, but also the beat-by-beat variability of arterial blood pressure. It
should be noted that traditional spectral analysis and complexity analysis (when assessed as multiscale
entropy) investigate very different aspects of the time series dynamics, with one being related to
the amplitude of the fluctuations, and the other to their unpredictability/irregularity. The entropy
approach (as originally proposed by Costa et al. [13,19] and which we follow even if using a different,
statistically more consistent, estimator for short series) assumes that a proper decomposition of the
entropic measure of irregularity at different temporal scales reveals the capability of dynamical systems
to adapt to external perturbations and to environmental changes. Following this proposal, multiscale
entropy has been assessed in several studies aimed at quantifying the loss of complexity in diseased
states, as a way to assess the reduced adaptive capacity of the individual. Similarly, we applied
multiscale entropy to quantify the degraded adaptive capacities of the cardiovascular system exposed
to high altitude conditions. Interestingly, our results represent an example of the different information
provided by spectral analysis and by entropy-based complexity analysis.

4.1. Cardiorespiratoy Variables and Spectral Powers at High Altitude

Our participants showed the marked decrease of hemoglobin oxygen saturation expected at such
a high altitude and the hyperventilation triggered by the chemoreflex control of breathing in response
to hypoxia [20]. Acute hypoxia also stimulates peripheral chemoreceptors, producing a sympathetic
activation that increases blood pressure [21,22], explaining the increased blood pressure levels we
observed at high altitude. The sympathetic activation could also explain the higher heart rate and
LF/HF spectral measures, index of cardiac sympatho/vagal balance; furthermore, it could have induced
a general decrease of the vagal modulations of heart rate, as quantified by the reduced HF and LF
powers. These spectral changes are in line with those repeatedly reported on the acute autonomic effects
after an ascent at high altitude [23–26] or at a simulated altitude of 3600 m asl in a hypobaric/hypoxic
chamber [27,28]. By contrast, an increased LF power without HF power changes [5] was reported at
3600 m asl; however, differently from our study and from [23], recordings were performed during
nighttime sleep when periodic breathing and apneas are likely to occur, making the HF power an
unreliable index of the vagal respiratory modulations of the heart rate.

4.2. Heart Rate Multiscale Entropy

The multiscale entropy of heart rate is a measure of the complexity of the cardiovascular system [13].
The shortest possible scale at which the multiscale entropy can be calculated is the single beat, and in
this case, MSE coincides with SampEn. Maneuvers eliciting the sympatho/vagal balance, like posture
changes or pharmacological blockade [29,30], decrease the heart-rate SampEn, and thus the significant
reduction of RRI SampEn at high altitude (Figure 3) could be a consequence of the sympathetic
activation induced by the acute exposition to high-altitude hypoxia. Coherently with our result, a
decrease of the heart-rate SampEn was observed during simulated high altitude [27], as well as in
a real high-altitude environment [5,26]. The opposite trend was reported in participants suddenly
exposed to hypoxia simulating the altitude of 8230 m asl in a hypobaric chamber [31], a result that
could reflect an abrupt activation of a defensive autonomic response caused by the sudden exposure to
such an extreme condition.

However, the novel results of our study are the MSE alterations at scales greater than 1 beat. We
found a significant decrease in MSE over the scales of the HF band that does not extend to larger scales
(Figures 2 and 3, Table 2). This suggests a loss of cardiovascular complexity that mainly affects the
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faster components, probably associated with ventilation, while the cardiac complexity at longer scales
is preserved. For some aspects, like the sympathetic and ventilatory responses to hypercapnia [32],
the high-altitude condition may represent a model of heart failure and it is worth noting that heart
failure patients, compared to healthy subjects, have lower MSE values over a broad range of scales that
includes the HF band [33].

4.3. Blood Pressure Multiscale Entropy

Another novel finding regards the alterations in the MSE of blood pressure. While exposure to
high altitude reduces the MSE of RRI in the HF band and at shorter scales, it reduces the MSELF of SBP
and DBP without affecting their SampEn or MSEHF. The lack of alterations in the faster components
of blood pressure complexity could be related to the non-autonomic nature of the blood pressure
dynamics at scales faster than the LF band. For instance, HF modulations of blood pressure are mainly
due to the direct action of the respiratory mechanics, and not to autonomic modulations mediated
by chemo- or baro-reflexes, as for RRI. Interestingly, an autonomic influence on blood pressure is
expected over a range of larger scales that includes the LF band. At these scales, the sympathetic
outflow that reaches the individual vascular districts modulates the arteriolar resistances in order to
regulate the local supplies of blood. It could be possible that the high-altitude hypoxia induced overall
sympathetic vasoconstrictions to make more oxygen available to the brain and the heart, and that
the vasoconstriction substantially decreased the amplitude of local vasomodulations. Therefore, the
observed loss of blood pressure complexity in the LF band might reflect an altered sympathetic control
of local vascular districts.

4.4. Blood Pressure-Heart Rate Multiscale Cross-Entropy

We estimated cross-entropy with the XMSE estimator to evaluate the degree of asynchronicity
between blood pressure and heart rate. We used PI values rather than RRI values to more easily
couple the blood pressure and heart rate beat by beat. XMSE is based on the conditional probability
that SBP-PI pairs of segments that are similar when observed over m beats remain similar when the
segments are increased by one beat (the higher the probability, the lower the cross-entropy). XMSE can
therefore provide a more general assessment of the synchronization between time series than other
analysis tools, like the squared coherency spectrum, which may reflect the linear components only of
the coupling between time series.

Even if MSE decreased substantially for RRI at the faster scales and for SBP at the lower scales, the
XMSE between SBP and PI showed only a marginal decrease at scales around 5 s with a non-significant
reduction of XMSEHF. This would indicate that the level of synchronization between the two series
is preserved, if not even slightly increased in the HF band. A possible explanation for this trend is
related to the mechanism that couples SBP with PI in the HF band, i.e., respiration. Each inspiratory
phase increases the filling of the left ventricle and thus the stroke volume of the following beat,
which in turn increases SBP. The increase in SBP is sensed by the baroreceptors and triggers a vagal
baroreflex response that lengthens the following cardiac interval. In this way, a respiratory oscillation
is mechanically generated in SBP and coupled to a baroreflex-mediated oscillation in PI, with the same
frequency. The minute ventilation increased dramatically at high altitude (Table 1), and thus it may
be responsible for SBP and PI coupled oscillations with larger amplitude, and thus for the increased
SBP-PI synchronization in the HF band.

4.5. Limitations and Conclusion

Cardiorespiratory control adapts differently in males and females to short-term stays at high
altitude [2,3], and although a recent study did not report an interaction with sex in the effect of high
altitude on spectral indices of heart rate variability [34], it cannot be excluded that the alterations
of multiscale entropy we described are gender dependent. Our participants were matched by sex
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(10 males and 10 females), so our results are not biased by the gender composition. However, a larger
population is needed to stratify our results by sex.

Another factor possibly influencing the cardiac autonomic adaptation to high altitude is the
presence of acute mountain sickness [23]. Our group was composed of 10 participants with acute
mountain sickness (age 37.9± 8.9 years old) and 10 without acute mountain sickness (age 35.6± 9.6 years
old), and the results should reflect those of a general population ascending to similar high altitudes [35].
However, a larger group of participants is required to evaluate the possible influence of acute mountain
sickness on cardiovascular complexity.

Genetic factors [36,37] and acclimatization [38] may play a role in the capability of the autonomic
cardiovascular control to adapt to high-altitude environments. Since all our participants were
lowlanders belonging to the same Caucasian ethnicity, and with no recent exposure to high altitude,
our study was not designed to investigate the possible influence of genetic factors or acclimatization.
Larger groups are needed to evaluate whether similar alterations in multiscale entropy may also
characterize different ethnicities or highlander populations. Cardiorespiratory diseases may produce
alterations in cardiovascular control even during short-term exposure to moderate altitudes [39]. Since
we included only healthy volunteers without known cardiovascular diseases or chronic therapies,
future studies are needed to evaluate whether the alterations we observed may be exacerbated by
diseased conditions.

We had to use different measuring devices at sea level and at high altitude due to organizational
reasons, and in theory, this might have influenced our results. However, since sampling rates, digital
resolution, and analog preprocessing filters were the same, we can exclude differences in the quality of
the ECG recordings. As to the finger blood pressure, the measuring device at high altitude (Portapres,
Finapres Medical Systems, The Netherlands), although specifically designed for portability, is based
on the same physical principles and technologies of the laboratory device used at sea level (Nexfin,
BMEYE, Amsterdam, The Netherlands). Therefore, we can exclude differences due to the quality of
the measuring devices also for the BP measures.

In conclusion, we assessed the alterations induced by a short stay at high altitude in the complexity
of the cardiovascular system with a multiscale entropy approach. The alterations indicate a loss
of complexity at specific ranges of scales that differ between heart rate and blood pressure and are
complementary to each other, being the complexity loss concentrated at the shorter scales for heart rate
and at the longer scales for blood pressure. The changes can be ascribed to the increased chemoreflex
sensitivity in hypoxia that causes sympathetic activation and hyperventilation. These results may
contribute to understanding the physiological adaptations to high altitude; furthermore, considering
high-altitude conditions as a model of pathological states like heart failure, they may also help to better
understand the loss of cardiovascular complexity in patients, possibly suggesting effective ways to
improve treatments or to monitor rehabilitation protocols.
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Abstract: Cardiovascular self-organized criticality (SOC) has recently been demonstrated by studying
vasovagal sequences. These sequences combine bradycardia and a decrease in blood pressure.
Observing enough of these sparse events is a barrier that prevents a better understanding of
cardiovascular SOC. Our primary aim was to verify whether SOC could be studied by solely
observing bradycardias and by showing their distribution according to Zipf’s law. We studied
patients with vasovagal syncope. Twenty-four of them had a positive outcome to the head-up tilt table
test, while matched patients had a negative outcome. Bradycardias were distributed according to
Zipf’s law in all of the patients. The slope of the distribution of vasovagal sequences and bradycardia
are slightly but significantly correlated, but only in cases of bradycardias shorter than five beats,
highlighting the link between the two methods (r = 0.32; p < 0.05). These two slopes did not differ
in patients with positive and negative outcomes, whereas the distribution slopes of bradycardias
longer than five beats were different between these two groups (−0.187 ± 0.004 and −0.213 ± 0.006,
respectively; p < 0.01). Bradycardias are distributed according to Zipf’s law, providing clear insight
into cardiovascular SOC. Bradycardia distribution could provide an interesting diagnosis tool for
some cardiovascular diseases.

Keywords: baroreflex; heart rate variability; self-organized criticality; vasovagal syncope; Zipf’s law

1. Introduction

Complexity, the final frontier of the cardiovascular system, has emerged as a major topic over the
last decade. Complexity was initially discovered from incidental findings when studying cardiovascular
variability. The meaning and implications of these findings have long remained unclear. Cardiovascular
complexity has since been more precisely described over time. It became more and more difficult
to integrate it into the current view of cardiovascular physiology that is largely dominated by the
deterministic homeostatic principle. According to this principle, physiological variables are regulated
and maintained at their normal values thanks to negative feedback regulatory loops. Today, complexity
challenges the homeostatic view on the cardiovascular system [1–3]. We recently demonstrated that at
least part of this complexity is explained by the self-organization of a cardiovascular system poised
at criticality [4,5]. We showed that occurrences of spontaneous vasovagal events are distributed
according to Gutenberg Richter’s law. This law has been initially described in earthquakes occurrences:
the magnitude plotted against the total number of earthquakes of at least this magnitude draws a
straight line on a log-log graph. This finding explained how vasovagal reaction may occur. Vasovagal
reaction is a parallel bradycardia and decrease in blood pressure of varying intensity from self-limiting
symptoms to loss of consciousness and prolonged postictal asthenia [6]. During vasovagal syncope, the
blood pressure decrease is not compensated by an increase of the heart rate as expected due to blood
pressure homeostatic regulatory mechanisms. Brain perfusion is compromised because of the blood
pressure decrease, and loss of consciousness eventually occurs. The self-organized pathophysiology
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of vasovagal syncope is a major finding, but its implication for cardiovascular physiology in general
remains limited. Self-organized criticality has, however, emerged as a major topic in the study of
dynamical systems and as a unifying theory across science fields, including physics, chemistry, ecology,
and biology [1,2,7,8]. A better understanding of its meaning and implications for the cardiovascular
system is needed. The study of cardiovascular self-organized criticality through vasovagal events
requires continuous beat-by-beat recordings of blood pressure and heart rate. These recordings are
difficult to obtain in some environmental conditions and are limited by time. These difficulties are
a barrier toward a better understanding of cardiovascular self-organized criticality. Zipf’s law has
initially been described based on word occurrence in a text: the frequency of any word in a text is
inversely proportional to its rank of occurrence [7,9]. This law has been inscribed into beat-by-beat
recordings of the heart rate (Heart Rate Variability, HRV). These recordings show a linear distribution of
occurrence of non-specific consecutive heart rate sequences across several beats, these sequences being
the “words” of the cardiovascular system “language” [10–12]. Zipf’s law represents another argument
for cardiovascular self-organized criticality but without physiological and medical implications,
contrary to Gutenberg Richter’s law [2,4,10]. Beat-by-beat recordings of the heart rate are easy to
obtain by means of commercially available heart rate monitors, facilitating the study of its complex
dynamics [13,14]. However, it is still unknown whether Gutenberg Richter’s law, determined by blood
pressure and heart rate recordings, and Zipf’s law, determined only by heart rate recordings, provide
the same information. The goals of our study were to check, first, whether Zipf’s law is observed
specifically in bradycardia sequences, and second whether the meaning of Zipf’s and Gutenberg
Richter’s laws overlap.

2. Materials and Methods

2.1. Patients

This study focused on patients with a history of iterative vasovagal syncope. Patients and flow
charts have previously been extensively described [4]. One hundred consecutive patients who came
to our department for advice on their iterative loss of consciousness and who gave their informed
consent were included (51 female, 43 ± 2 years, 1.67 ± 0.01 m, 68 ± 1 kg, mean ±Standard Error of the
Mean, SEM). Thirty patients were excluded because their interview was not suggestive of vasovagal
syncope or because of a history of heart disease. A detailed medical history is central to the diagnosis of
vasovagal syncope, but the head-up tilt test may help in both diagnosis and management. The head-up
tilt test identified three patients with an orthostatic hypotension and five patients with a postural
tachycardia syndrome. These eight patients were excluded. From the remaining 62 patients, 34 had a
positive outcome to the head-up tilt test with (near) syncope symptoms, and 24 of them could be paired
in age and sex with patients with a negative outcome. The group of patients with a positive outcome
was called T+ patients (16 female, 39 ± 3 years, 1.66 ± 0.01 m, 67 ± 2 kg). The group of patients with a
negative outcome vas called T- patients (16 female, 39 ± 3 years, 1.69 ± 0.02 m, 69 ± 3 kg). Patients
received a complete description of the experimental procedure before giving their written informed
consent. The Comité Consultatif de Protection des Personnes dans la Recherche Biomédicales des
Pays de la Loire (Regional Committee for the Protection of Persons, #00/08, May 30th, 2000), France,
approved the experiment, which is in accordance with the declaration of Helsinki, Finland.

2.2. Head-Up Tilt Table Test

The head-up tilt table test was performed in a quiet room with a comfortable ambient temperature
(22–24 ◦C). The patient was lying on the table for at least ten minutes of adaptation to the supine
position. The test began after 10 min in the supine position, and was followed by a 45 min period in
the head-up position at an inclination of 70◦ by means of a motorized inclination table (AkronA8622,
Electro-Medical Equipment, Marietta, GA, USA). The head-up position was stopped before 45 min
elapsed in the event of (pre) syncopal symptoms defining the positive outcome. Cardiovascular
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monitoring was performed during the whole test by means of an electrocardiogram and a digital blood
pressure monitor for medical purposes (MACvu, Marquette, Milwaukee, WI, USA; and Finometer,
FMS system, Amsterdam, Netherlands).

2.3. Signal Analysis

We followed recommendations to obtain accurate measurements of RR-intervals to analyze the
smallest heart rate fluctuations [15]. Lead 2 of the electrocardiogram was digitized with a sampling
frequency set at 500 Hz (AT-MIO-16, 12bits, Labview5.1, National Instruments, Austin, TX, USA).
Intervals between R-peaks of the electrocardiogram were determined off-line by means of a peak
detection algorithm. Electrocardiograms and time series of RR-intervals were visually inspected to
identify R-peak misdetections and ectopic beats, which were manually deleted. Bradycardia sequences
were identified on the time series of each patient, taking care not to include the large bradycardia of
the syncopal episode and the preceding 30 s in cases of positive outcomes. A bradycardia sequence
was defined as successive RR intervals with an increasing value. The length of a bradycardia sequence
was defined as the total number of beats involved in the sequence. For each time series, bradycardia
sequences were classified according to their length and were counted. The rank of bradycardia
sequences of a same length was determined by classifying them according to their frequency of
occurrence. For each patient, a diagram was plotted with the natural log of the rank on the x-axis and
the natural log of the length of the matching bradycardia sequences on the y-axis. A linear regression
was performed for each diagram in order to obtain the correlation coefficient and the slope. A previous
study showed a cardiovascular Zipf’s distribution according to two straight lines with a tipping
point [16]. In this study, the position of a tipping point was determined by the best linear fits for
each diagram.

2.4. Vasovagal Events

The method to assess and quantify the vasovagal events has previously been extensively
described [4]. Vasovagal events were defined as consecutive beats with a drop in the mean blood
pressure and an increase in the RR-interval. We classified and counted these events according to their
length in number of beats.

2.5. Statistics

Data are presented as the mean ± SEM. Statistics were performed by means of Prism 5.01
(GraphPad Software, San Diego, CA, USA). We considered that the distribution fitted a straight line
when |r| > 0.95. Tests for normality were performed by means of d’Agostino-Pearson omnibus K2
tests. Spearman correlations between Zipf’s and Gutenberg Richter’s law parameters were performed
thanks to the data of a previously published study on the same data set focusing on this former law [4].
Matched patients with and without (pre)syncopal symptoms during the head-up tilt test (T+ and T−)
were compared by means of a paired t test. We set the statistical significance at p < 0.05.

3. Results

T+ and T− patients had comparable anthropomorphic characteristics, medical history, treatments,
heart rate, and blood pressure, as previously reported (66 ± 1 vs. 67 ± 2 bpm, 131 ± 4 vs. 127 ± 4
mmHg, and 77 ± 4 vs. 74 ± 3 mmHg, heart rate, systolic, and diastolic blood pressure, respectively) [4].
Electrocardiography recordings were of a high quality, and the visual review identified only several
false R peak detections. Ectopic beats were observed in only seven patients (three T+ and three T-) and
were sparse (maximum of two per 5 min on two T- patients). The quality of the tachograms was good
(Figure 1).
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Figure 1. Tachogram of a patient obtained during a head-up tilt table test. The tachogram is the
beat-by-beat heart rate plotted against time (y axis and x axis, respectively). The first part of the
tachogram is obtained in the supine position and ends at the vertical dashed line (10 min). The second
part of the tachogram is the head-up position. The head-up position was stopped at the (pre)syncope
occurrence (arrow). The analyzed time series started at the beginning of the tachogram and ended
before the (pre)syncope occurrence, so it was excluded. The heart rate is shown here in beats per minute
for convenience but is measured as RR-intervals (in ms) on the electrocardiographic signal. (bpm: beats
per minute).

Bradycardia sequences were very frequent with no difference between T+ and T− and involved a
large number of beats (36.2 ± 1.3 and 37.2 ± 1.1 beats per minute, respectively; Figure 2). Their maximal
length was 12.1± 0.6 and 10.6± 0.6 beats for T+ and T−, respectively, with no difference between groups.

Figure 2. One minute of a patient’s heart rate over time (y and x axes, respectively). Each heart beat is
indicated by a square. Each box indicates a bradycardia sequence. The heart rate is shown in beats
per minute for convenience but is measured as RR-intervals (in ms) on the electrocardiographic signal.
(bpm: beats per minute).

Bradycardia sequences were distributed according to their rank along a straight line in all of
the patients (T+ and T−). More precisely, they were distributed along two straight lines: one for
the bradycardia sequences of a maximum of five beats and a second one for the longer bradycardia
sequences with a coefficient correlation superior to 0.95 in all patients (T+ and T−; Figure 3). The position
of the tipping point was the same in all patients.
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Figure 3. Distribution of the number of bradycardia sequences according to their rank in one patient
(log-log plot in natural logarithm). The pattern is the same for all patients including the position of the
tipping point.

The slope of the relationship was significantly different between T+ and T− in the case of the long
bradycardia sequences (Figure 4) but not in the case of shorter ones (−0.82 ± 0.05 and −0.78 ± 0.07 for
T+ and T−, respectively; no unit; p = 0.686).

Figure 4. Absolute value of the slope of Zipf’s distribution of bradycardia sequences longer than five
beats in a group of patients with a negative outcome to the head-up tilt test and a matched group of
patients with a positive outcome (T− and T+ respectively; **: p < 0.01). n.u.: no unit.

The link between Gutenberg Richter’s and Zipf’s distributions was determined by comparing the
slope of the linear relationship drawn by these two distributions. Gutenberg Richter’s distribution
was assessed through the slope of the distribution of vasovagal sequences. Zipf’s distribution was
assessed through the slope of the short and long bradycardia sequences. The slope values of the linear
relationships were not normally distributed in cases of vasovagal and short bradycardia sequences
(p < 0.0001 and p < 0.01, respectively), but were normally distributed in cases of long bradycardia
sequences (p = 0.06). The slopes of the linear relationship of vasovagal and short bradycardia sequences
were slightly but significantly correlated (r= 0.324, p= 0.02, Figure 5). There was no correlation between
the slopes of the vasovagal and long bradycardia sequences’ relationship and between the slopes
of short and long bradycardia sequences (r = 0.117, p = 0.441, and r = 0.111, p = 0.465, respectively,
Figure 5, vasovagal sequence data are from [4]).
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Figure 5. Link between Gutenberg Richter’s and Zipf’s distribution according to the slope of the linear
relationship drawn by these two distributions. Gutenberg Richter’s distribution was assessed through
the slope of the distribution of vasovagal sequences (axis label: Vasovagal). Zipf’s distribution was
assessed through the slope of the short and long bradycardia sequences (axis label: Short bradycardia
and Long bradycardia, respectively). The coefficients of correlation and significance are mentioned in
the text.

4. Discussion

This study confirms Zipf’s law of cardiovascular dynamics. It also shows that Zipf’s and Gutenberg
Richter’s distributions provide complementary information despite a link between these two distributions.

Several authors have dealt with Zipf’s law of cardiovascular dynamics by means of different
approaches. To our knowledge, Kalda et al. were the first to demonstrate Zipf’s law of cardiovascular
dynamics [10]. These authors studied the statistical similarities of short series of RR-intervals. Yang et al.
performed an analysis based on logic variations of consecutive heart beats, while Rodriguez et al. looked
for the presence of mathematical properties of Zipf’s series in RR-interval recordings [11,12]. The question
remains whether these approaches used the most efficient way to assess Zipf’s law because the natural
language of the cardiovascular system remains unknown. In our study, we began with a physiological
observation to attempt to align as far as possible with this unknown language. This physiological
observation is a conundrum. It is possible to observe bradycardia episodes on consecutive heart beats
when the heart rate spontaneously fluctuates in a normal subject [17]. These episodes contradict the
deterministic homeostatic regulation of the cardiovascular function. A fast regulatory mechanism called
the baroreflex should detect blood pressure fluctuations and compensate beat-by-beat for these fluctuations
by adjusting the heart rate. A decrease in the heart rate decreases blood pressure, but the baroreflex
should increase the heart rate to stop the blood pressure decrease. A bradycardia episode of several beats
is not expected in cases of a well-working deterministic homeostatic baroreflex. A prolonged bradycardia
episode could eventually lead to large arterial hypotension with compromised brain perfusion and loss
of consciousness. The phenomenon is called vasovagal syncope and could paradoxically occur in any
normal subject despite a well-working baroreflex [6]. In this study, we tried to stay close to the natural
physiological language of the cardiovascular system. This approach allowed us to define a simple method
with strong evidence of Zipf’s law in the cardiovascular dynamics. However, further studies may help to
better define the natural cardiovascular language to better characterize Zipf’s law and the self-organized
properties of the cardiovascular function.

Our approach also differs from the previous studies on Zipf’s law in the cardiovascular system.
Heart rate variability recordings were obtained by means of a Holter monitor in all of the three previous
studies, while we studied quiet unmoving patients [10–12]. A Holter monitor is a device that records the
heart rate during the normal daily life of the patient. The heart is constantly influenced by the various
demands of daily life that include activities, stressors, and body position. On Holter recordings, heart rate
variability is the result of daily life but is also intrinsic to regulatory mechanisms and their physiological
delays. Daily life variability is totally absent in immobile and quiet patients, and solely the intrinsic
variability remains. We previously demonstrated the influence of differences in experimental set-up in
analyses of heart rate variability, including those with a focus on its complex dynamics [18,19].
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The definitions of the sequences to study Gutenberg Richter’s and Zipf’s laws both included
bradycardia episodes on consecutive heart beats. This point therefore identifies overlap between
the meaning of Gutenberg Richter’s and Zipf’s distributions with these two close definitions. Thus,
the slopes of Gutenberg Richter’s and Zipf’s distributions are correlated. However, only the short
bradycardia sequences are correlated with vasovagal sequences and not the long ones. Moreover, the
distribution of long bradycardia sequences differs between T− and T+ patients, contrary to Gutenberg
Richter’s distribution (Figure 4). This difference shows that Gutenberg Richter’s and Zipf’s laws
provide complementary information about cardiovascular self-organized criticality.

Telling the difference between patients with and without a positive result in the diagnosis tool for
vasovagal syncope is a challenge of cardiovascular medicine. Patients with vasovagal syncope are
usually apparently healthy after a regular medical check-up [6]. The baroreflex is functioning well
in these patients, who generally maintain their cardiovascular function well. Vasovagal syncope has
remained a medical mystery for centuries [6]. Only recently, some studies focusing mainly on the
complex dynamics of heart rate variability convincingly showed a difference between patients with a
positive outcome of the diagnosis tool and patients with a negative one. Graff et al. demonstrated this
difference by means of the entropy method, while Fortrat et al. achieved this by defining a marker of
cardiovascular instability [20,21]. Questions remain about whether these two studies and Zipf’s law
finally focused on the same complex properties by means of different tools or whether the different
methods provide complementary and unrelated information.

The main limitation of this study is the analysis of the supine and standing parts of the head-up tilt
table test into single time series. The standing position requires major cardiovascular adaptions partly
driven by the autonomic nervous system [22]. Cardiovascular dynamics and heart rate variability
are different between these two positions, as demonstrated by means of signal analysis or only by
looking at the time series (Figure 1). We previously demonstrated the influence of body position on
the cardiovascular Zipf’s distribution [16]. The analysis of a single time series for a whole head-up
tilt table test was however necessary to collect enough of the sparse vasovagal events in order to
perform Gutenberg Richter analysis [4]. Our study demonstrated that the focus can be placed on the
heart rate to study cardiovascular self-organized criticality. Specifically, future studies should clarify
the influence of body position adaptation on cardiovascular self-organized criticality and investigate
the influence of autonomic nervous system adaptations on SOC. Future studies should also confirm
that the tipping point of the bradycardia Zipf’s distribution is linked to physiological influences like
breathing and not to analysis artifacts like a finite size effect.

5. Conclusions

This study confirmed Zipf’s law of cardiovascular dynamics and demonstrated that Zipf’s
and Gutenberg Richter’s laws explore complementary aspects of the self-organized criticality of
cardiovascular dynamics. Zipf’s law provides an interesting and easy to implement tool to better
characterize the self-organized criticality of cardiovascular dynamics. Zipf’s law may also provide an
interesting tool for the medical diagnosis of some cardiovascular diseases.
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Abstract: Recently, a multifractal-multiscale approach to detrended fluctuation analysis (DFA) was
proposed to evaluate the cardiovascular fractal dynamics providing a surface of self-similarity
coefficients α(q,τ), function of the scale τ, and moment order q. We hypothesize that this versatile
DFA approach may reflect the cardiocirculatory adaptations in complexity and nonlinearity occurring
during the day/night cycle. Our aim is, therefore, to quantify how α(q, τ) surfaces of cardiovascular
series differ between daytime and night-time. We estimated α(q,τ) with −5 ≤ q ≤ 5 and 8 ≤ τ ≤ 2048 s
for heart rate and blood pressure beat-to-beat series over periods of few hours during daytime wake
and night-time sleep in 14 healthy participants. From the α(q,τ) surfaces, we estimated short-term
(<16 s) and long-term (from 16 to 512 s) multifractal coefficients. Generating phase-shuffled surrogate
series, we evaluated short-term and long-term indices of nonlinearity for each q. We found a long-term
night/day modulation of α(q,τ) between 128 and 256 s affecting heart rate and blood pressure similarly,
and multifractal short-term modulations at q < 0 for the heart rate and at q > 0 for the blood pressure.
Consistent nonlinearity appeared at the shorter scales at night excluding q = 2. Long-term circadian
modulations of the heart rate DFA were previously associated with the cardiac vulnerability period
and our results may improve the risk stratification indicating the more relevant α(q,τ) area reflecting
this rhythm. Furthermore, nonlinear components in the nocturnal α(q,τ) at q� 2 suggest that DFA may
effectively integrate the linear spectral information with complexity-domain information, possibly
improving the monitoring of cardiac interventions and protocols of rehabilitation medicine.

Keywords: multifractality; multiscale complexity; detrended fluctuation analysis; heart rate; blood
pressure; self-similarity

1. Introduction

Time-series complexity is common in physiology. In fact, physiological systems often exhibit
fractal geometries and are composed of several elements interacting nonlinearly, which are both
typical features of a complex system [1]. The cardiovascular system, in particular, can be described
as a complex, dynamical system because it is composed of a fractal network of branching tubes, the
vasculature, connecting individual vascular beds that interact with each other to harmonize globally
the local needs of blood supply. The overall cardiovascular regulation modulates the local blood flows
thanks to the integrative control of the autonomic nervous system operating through effectors and
feedbacks (the baro- and chemoreflexes) with nonlinear elements.
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Complex dynamical systems are not characterized by an intrinsic time scale. This means that their
derived time series may appear statistically self-similar when plotted at different scales. For this reason,
the interest in methods that quantify self-similar (or fractal) properties of the cardiovascular dynamics
is increasing. A very popular method is based on the detrended fluctuation analysis (DFA), which
provides a self-similarity scale coefficient, α, directly related to the Hurst’s exponent [2]. When DFA
was originally proposed for the analysis of heart rate variability, it described a bi-scale fractal model
providing a short-term coefficient (α1) for scales shorter than 16 beats and a long-term coefficient (α2)
for longer scales [3]. The original bi-scale method was then extended in two ways. One way was to
provide a multiscale spectrum of self-similarity coefficients, a function of the scale n in beats, α(n) [4–6].
Another way was to provide a multifractal spectrum of self-similarity coefficients, a function of the
moment order q, α(q) [7,8]. The multifractal spectrum includes q = 2—the second-order moment
used in the original DFA method for monofractal series—and allows detecting multifractality when
α(q) differs substantially between positive and negative q orders. The multiscale and the multifractal
methods were finally combined in the multifractal-multiscale DFA, a versatile approach that describes
multifractal structures localized over specific scales and that provides a surface of scale coefficients,
α(q,n) [9]. Recent works demonstrated the capability of the multifractal-multiscale DFA of heart rate
variability to classify different types of cardiac patients [10] and to describe alterations in the heart rate
complexity due to an impaired integrative autonomic control in paraplegic individuals [11].

It is less clear, however, whether complexity methods based on DFA can quantify nonlinear
components. In this regard, theoretical analyses affirm that the information on the Hurst’s exponent
provided by the second-order moment DFA can be derived mathematically from the power spectrum,
which is a linear method of analysis [12,13]. Actually, empirical quantifications of the degree of nonlinear
information of the cardiovascular dynamics provided by the more advanced multifractal-multiscale
approaches are missing.

In this work, we hypothesize that the versatile multifractal-multiscale DFA approach may reflect
the cardio-circulatory adaptations in the overall complexity and, particularly, in the nonlinear dynamics
of the cardiovascular time series that may occur during the day/night cycle. Circadian rhythms and
differences in activity levels between daytime and night-time hours are expected to have a major
influence on cardiovascular regulation. Knowing how this happens may help to better identify and
interpret possible alterations associated with pathological conditions. In this regard, a description of the
α(q,n) circadian modulations may be important in the rehabilitation medicine for correctly monitoring
changes associated with treatments or the recovery from clinical interventions. To our knowledge, no
studies addressed the quantification of the changes in the multifractal-multiscale DFA of heart rate
variability associated with the day–night cycle. Furthermore, most of the studies on cardiovascular
complexity are based on the analysis of heart rate variability only. This is due to the difficulty to better
describe the status of the system by measuring other cardiovascular variables beat-by-beat in addition
to the heart rate, as the systolic and the diastolic arterial blood pressure.

Therefore, our work aims to address the above open issues on cardiovascular complexity by
quantifying the fractal dynamics of heart rate and blood pressure, the degree of nonlinearity, and
possible night–day modulations of complexity. This will be done analyzing continuous 24-h blood
pressure recordings and comparing self-similarity coefficients estimated by the multifractal-multiscale
approach over daytime and night-time. In particular, we will define new indices of the degree of
nonlinearity based on the multifractal-multiscale DFA to quantify the additional information provided
by this complexity method compared to traditional spectral methods.

2. Materials and Methods

2.1. Subjects and Data Collection

The study is based on a historic database of 24-h ambulatory intra-arterial blood pressure
recordings obtained at the University Hospital of Milan (Ospedale Maggiore Policlinico, Milan, Italy),
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for the diagnosis of hypertension [14]. Recordings were performed between the 1980s and the 1990s
when intermittent noninvasive arm devices were not still in use in the clinical practice.

As inclusion criteria, we selected only adult (>18 yro) normotensive subjects in which the
suspected hypertensive state was excluded after the clinical evaluation. Exclusion criteria were
smoking; obesity; clinical or laboratory evidence of health abnormalities, like cardiovascular disease or
diabetes; prior drug treatment for hypertension; any alteration in glucose metabolism or renal function;
and administration of cardiovascular drugs in the 4 weeks preceding the recording. We also excluded
blood pressure tracings of inadequate quality for a 24-h analysis. This led to selecting recordings of
N = 14 normotensive subjects (3 females of which one in the childbearing age and 11 males) with age
between 19 and 64 years.

Details of data collection are reported in [14]. Briefly, a catheter inserted into the radial artery of
the non-dominant arm was connected to a transducing-perfusing unit secured to the thorax at the
heart level. The blood pressure signal was stored on a magnetic tape recorder bound to the waist.
During the recordings, the subjects were free to move within the hospital. Mealtimes and bedtimes
were standardized. The blood pressure signal was digitized (170 Hz, 12 bits) and edited manually from
movement artifacts, pulse pressure dampening, and premature beats. Each pulse wave was identified
by a derivative-and-threshold algorithm [15]; systolic blood pressure (SBP) and diastolic blood pressure
(DBP) were calculated for each pulse wave beat-by-beat. As suggested in [16], a parabolic interpolation
refined the SBP fiducial point before calculating the inter-beat interval (IBI) as the interval between the
times of occurrence of consecutive systolic peaks.

Two sub-periods were selected for the analysis after visual inspection of the tracings: the “Day”
subperiod during daytime in the afternoon, when the subjects were not lying in bed and were free to
perform normal daytime activities; the “Night” subperiod after 11 PM when the participants were
asleep according to the schedule of the hospital. The selected segments had to be composed of at least
14,000 heartbeats, with a duration of at least 4 h during daytime and of at least 5 h during night-time,
without evident nonstationarities.

The study was carried out after having obtained informed consent from the participants in
accordance with the 1975 Declaration of Helsinki and following the recommendations of the ethical
committee of the Ospedale Maggiore Policlinico (Milan, Italy).

2.2. Multifractal-Multiscale Detrended Fluctuation Analysis

We estimated the multifractal multiscale structure of the IBI, SBP, and DBP time series by the fast
DFA algorithm available in [17]. Given the beat-by-beat series xi of length L beats, we calculated its
cumulative sum, yi. We split yi into M maximally overlapped blocks of n beats (two consecutive blocks
have n-1 beats in common). We detrended each block with least-square polynomial regression and
calculated the variance of the residuals in each k-th block, σ2

n(k). The variability function Fq(n) is the
q-th moment of σ2

n [7]:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Fq(n) =

⎛⎜⎜⎜⎜⎝ 1
M

M∑
k = 1

(
σ2

n(k)
)q/2⎞⎟⎟⎟⎟⎠

1/q

for q � 0

Fq(n) = e
1

2M

M∑
k = 1

ln (σ2
n(k))

for q = 0

(1)

We evaluated Equation (1) for q between −5 and +5 and block sizes n between 6 and L/4 beats. We
evaluated the multifractal multiscale coefficients as a function of the beat-scale n, αB(q,n), calculating
the derivative of log Fq(n) vs. log n [17]. This was done for detrending polynomials of order 1 and 2
(see examples of the corresponding Fq(n) estimates in Figure 1. Previous empirical analyses suggested
that the second-order polynomial overfits block sizes shorter than 12 beats, but at the same time, it
appears to more efficiently remove long-term trends [17–19]. Therefore, we estimated a single αB(q,n)
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function combining the estimates after detrending of order 1 and 2 with a weighted average which
weights more the order one at the shorter scales as proposed in [17].

Figure 1. Multifractal variability functions Fq(n) for inter-beat interval (IBI) with different orders of
detrending polynomials: average over the group of participants. The Fq(n) functions are plotted in
blue for q > 0, in black for q = 0, and in red for q < 0; the dashed line is q = 2, second-order moment
of the traditional monofractal detrended fluctuation analysis (DFA). Upper panels: Fq(n) estimated
with 1st order (linear) detrending during (a) Day and (b) Night. Lower panels: Fq(n) with 2nd-order
(quadratic) detrending during (c) Day and (d) Night.

It should be noted that the parameter q in Equation (1) defines the moment order calculated for
the variances of the residuals. In the traditional monofractal DFA, the variability function is defined
as the root-mean-square of σ2

n, which corresponds to the second-order moment, or q = 2. If the
series is monofractal, all the moment orders q provide the same slope α. By contrast, for multifractal
series positive moment order q weight more the contribution of the fractal components with greater
amplitude, negative moment order q weight more the contribution of the fractal components with
lower amplitude.

To compare Day and Night periods over the same temporal scales, in seconds, we mapped the
scale units from number of beats, n, to time τ, in seconds, with the transformation

τ = n × μIBI (2)
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with
μIBI =

1
L

∑
L
i = 1IBIi (3)

the mean of the IBI values for all the L beats composing the whole time series, in seconds. The
obtained coefficients expressed as a function of the time scale, α(q,τ), were spline-interpolated over
τ and resampled (2500 points evenly spaced over the logarithmic τ axis from 6 s to 3600 s) to have
estimates at the same temporal scales for each recording. Realigning the DFA coefficients in this way
allows properly comparing the same time scales between conditions in which the cardiovascular
signals are sampled at different heart rates. We considered scales between 8 and 2048 s. The largest
scale (τ = 2048 s) is estimated on more than seven independent blocks of data even in the case of
the recording with the shortest duration: this assures sufficient stability of the estimate as shown
empirically in previous validations [5,20]. Scales shorter than τ = 8 s were not considered because at
negative q orders high levels of estimation bias may be present [17].

We introduced multifractal short-term and long-term coefficients to concisely describe the
multifractal multiscale structure. This was done by averaging α(q,τ) over short scales, with 8 ≤ τ ≤
16 s, and over long scales, with 16 < τ ≤ 512 s, obtaining the multifractal short-term coefficient αS(q)
and long-term coefficient αL(q).

2.3. Nonlinearity Index

For each series j we generated 100 Fourier phase-randomized series by shuffling the spectrum of
the phases with the code available in [21]. This procedure removes possible nonlinear components
in the dynamics of the original series, preserving its power spectrum and therefore the original first-
and second-order moments [22]. Then, we calculated the multifractal multiscale coefficients of each
of the 100 surrogates, αi,j(q,τ) with 1 ≤ I ≤ 100, to be compared with the coefficients of the original
series j, αO,j(q,τ). For the comparison, we calculated πj(q,τ), defined at each q and τ as the percentile
of the distribution of 100 surrogate αi,j(q,τ) coefficients in which was the original αO,j(q,τ) coefficient
(to apply a 2-tail statistics, percentiles greater than 50% were transformed into their complement to
1 as in [23]). πj(q,τ) may range between 50% and 0%: the lower its value, the more significant the
deviation of the original scale coefficient αO,j from the distribution of the 100 surrogate coefficients
αi,j. Large deviations from the surrogates distribution are suggestive of nonlinear components in the
original series. Therefore, we defined a short-term nonlinearity index at each moment order q, NLS(q),
by calculating the percentage of scales in the range 8 ≤ τ ≤ 16 s, where πj(q,τ) was ≤1%. Similarly,
we calculated the percentage of scales with πj(q,τ) ≤ 1% for 16 < τ ≤ 512 s to define the long-term
nonlinearity index NLL(q). Both NLS(q) and NLL(q) may range between 0% and 100%. Their higher
values indicate moment orders q that better detect the presence of nonlinear components.

2.4. Spectral Analysis

The IBI, SBP, and DBP beat-by-beat series were interpolated evenly at 5 Hz before spectral analysis.
Power spectra were estimated by the Welch periodogram with 80% overlapped Hann data windows
of 240 s length. The spectra were integrated over the very-low frequency (VLF, between 0.003 and
0.04 Hz), the low frequency (LF, between 0.04 and 0.15 Hz), and the high-frequency (HF, between 0.15
and 0.4 Hz) bands as indicated in the guidelines [16].

2.5. Statistical Analysis

The α(q,τ) coefficients of the N = 14 participants were compared between Day and Night at each τ

and q by the Wilcoxon signed-rank test. The multifractal short- and long-term coefficients, αS(q) and
αL(q), and nonlinearity indices, NLS(q) and NLL(q), were also compared between Day and Night at
each q by the Wilcoxon signed-rank test. IBI, SBP, and DBP levels and power spectra were compared
between Day and Night by the paired t-test, after log-transformation of the spectral indices to remove
the skewness of their distribution [24]. The threshold for statistical significance was set at 5% with a
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two-sided alternative hypothesis. All the tests were performed with “R: A Language and Environment
for Statistical Computing” software package (R Core Team, R Foundation for Statistical Computing,
Vienna, Austria, 2019).

3. Results

3.1. Day vs. Night

The data segments selected for the analysis of the Day and Night periods were composed by a
similar number of heartbeats: 20,779 (2744) beats during the Day and 20,329 (4059) beats during the
Night, as average (SD) over the group. Means and spectral powers of the cardiovascular series are
reported in Table 1. Because of the higher heart rate during the daytime, the segment duration was
shorter in the Day, i.e., 4 h 30′ (30′), than in the Night period, i.e., 5 h 42′ (36′). For the same reason, the
scale τ = 16 s that divides the αS(q) and αL(q) indices corresponds on average to 20.7 beats in the Day
and 15.5 beats in the Night period, and the αL(q) upper scale at τ = 512 s corresponds to 661.2 beats and
495.3 beats in the Day and Night periods, respectively.

Table 1. Mean levels and spectral powers of cardiovascular series.

Day Night p Value

IBI

mean (ms) 774.4 (97.3) 1033.7 (174.1) <0.01
total power (ms2) 11,217 (10,569) 11,751 (7313) 0.57
VLF power (ms2) 5885 (5763) 5905 (3599) 0.62
LF power (ms2) 1453 (1219) 2083 (1946) 0.25
HF power (ms2) 538 (576) 1219 (1036) <0.01

LF/HF powers ratio 3.56 (1.4) 2.21 (1.5) <0.01

SBP

mean (mmHg) 123.7 (12.8) 108.6 (17.5) <0.01
total power (mmHg2) 134.7 (98) 58.4 (35.4) <0.01
VLF power (mmHg2) 65.0 (49.9) 29.3 (19.4) <0.01
LF power (mmHg2) 22.8 (13.4) 9.7 (6.2) <0.01
HF power (mmHg2) 7.3 (4) 4.0 (2.3) <0.01

DBP

mean (mmHg) 70.2 (8.9) 60.2 (10.1) <0.01
total power (mmHg2) 53.5 (22.6) 30.4 (17.9) <0.01
VLF power (mmHg2) 25.8 (12.7) 15.3 (9.5) <0.01
LF power (mmHg2) 10.3 (4) 5.6 (3.5) <0.01
HF power (mmHg2) 2.8 (1.1) 1.8 (1.1) <0.01

Values as mean (SD); p value after T test on log-transformed powers.

Figure 2 shows the α(q,τ) surfaces for IBI, SBP, and DBP, separately, during Day and Night periods
(average over the group of patients). The figure suggests the presence of structural differences between
heart rate and blood pressure in their complex dynamics: during the daytime, these differences appear
particularly clear between 16 and 256 s, where IBI appears characterized by a relatively flat surface at
all q orders while SBP and DBP show a dip around τ = 32 s for positive q orders.
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Figure 2. Surfaces of multifractal multiscale DFA coefficients, α(q,τ), during Day and Night periods.
Average over 14 participants, for scales τ between 8 and 2048 s and moment orders q between −5 and
+5; IBI = inter-beat-interval; SBP = systolic blood pressure; DBP = diastolic blood pressure.

Even more obvious is the difference between daytime and night-time in each cardiovascular series.
The difference is particularly evident for the IBI surface of scale coefficients, which shows a marked
decrease of the α coefficients at scales between 128 and 256 s during the night, more pronounced at
negative q orders. Similar deflections appear to also characterize the surfaces of DFA scale coefficients
of SBP and DBP.

Figure 3 compares Day and Night cross sections of the α(q,τ) surfaces at each moment order q. As
to IBI, differences at scales shorter than 16 s regard two distinct q-τ areas. In the main area, centered at
q = −2, α is lower at night, while in the secondary narrower area, centered at q = 4, α is greater at night.
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Remarkable Day–Night differences with lower α at night also regard scales between 128 and 256 s. They
are evident at all the moment orders but extend over a larger range of scales τ for negative q values.

Figure 3. Day–Night comparison of cross sections of multifractal multiscale DFA coefficients. (a) Cross
sections of α(q,τ) of IBI for scales τ between 8 and 2048 s and moment orders q between −5 and +5:
average over the group of 14 participants in the Day subperiod; q < 0 in red, q > 0 in blue, q = 0 in black;
the dotted line is α for q = 2 (second order moment of the monofractal DFA); (b) α(q,τ) of IBI as in
panel (a) for the Night subperiod; (c) color map representing the statistical significance (p value) of the
Day vs. Night comparison of IBI scale coefficients calculated at each τ and q after the Wilcoxon signed
rank test; (d) α(q, τ) of SBP in the Day subperiod represented as in panel (a); (e) α(q, τ) of SBP in the
Night subperiod represented as in panel (a); (f) color map of the Day vs. Night statistical significance
for SBP scale coefficients; (g) α(q, τ) of DBP during Day represented as in panel (a); (h) α(q, τ) of DBP
during Night represented as in panel (a); (i) color map of the Day vs. Night statistical significance for
DBP coefficients.

Similarly to IBI, also the α(q,τ) coefficients of SBP and DBP show a significant decrease at Night
for scales between 128 and 256 s for all the q orders. Significant Day–Night differences with greater α at
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night also appear in blood pressure at scales shorter than 32 s, but, differently from IBI, the changes are
significant for positive q only.

The detailed representation of Figure 3 is summarized by the multifractal short- and long-term
coefficients in Figure 4. The IBI multifractal short-term coefficient is significantly lower at night for
−3 ≤ q ≤ 0, while the long-term coefficient is significantly lower at night for q ≤ 1. Moreover, the
multifractal short-term coefficients of blood pressure are higher at night when q ≥ 2 (Figure 4c,e), while
the long-term coefficients, as for IBI, are lower at night mainly for negative q (Figure 4d,f).

 

Figure 4. Day–Night comparison of multifractal short- and long-term coefficients. (a) Short-term
coefficients, αS(q), for IBI in Day (open circles) and Night (solid circles) periods and for −5 ≤ q ≤ +5:
median ±standard error of the median over N = 14 participants; the * indicates Day vs. Night differences
significant at p < 0.05; (b) long-term coefficients, αL(q), of IBI represented as in panel (a); (c) short-term
coefficients of SBP and (d) long-term coefficients of SBP, represented as in panel (a); (e) short-term
coefficients and (f) long-term coefficients of DBP, represented as in panel (a).

3.2. Nonlinearity

Figure 5 illustrates the degree of nonlinearity detected comparing α(q,τ) of the original and
surrogate series during the daytime. A common feature to heart rate and blood pressure is the evidence
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of nonlinear components at scales shorter than 64 s at all q but q = 2 (the moment order of the traditional
monofractal DFA).

Figure 5. Assessment of nonlinearity during daytime. Upper panels refer to IBI: (a) α(q,τ) coefficients
for the original series (average over N = 14 participants, see panel (a) for line colors); (b) α(q,τ) for the
corresponding phase-randomized surrogate series; (c) color map of the percentile of the distribution of
surrogate estimates in which is the original estimate (average over N = 14 participants). Mid panels
refer to SBP: (d) α(q,τ) for the original series; (e) α(q,τ) for the corresponding surrogate series; (f) color
map of percentiles. Lower panels refer to DBP: (g) α(q,τ) for the original series; (h) α(q,τ) for the
corresponding surrogate series; (i) color map of percentiles.

At Night nonlinear components are more evident (Figure 6) and affect longer scales, particularly
for IBI. Estimates at q = 2 appear to be linear also at night-time.
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Figure 6. Assessment of nonlinearity during night-time. Upper panels refer to IBI: (a) α(q,τ) for
the original series (average over N = 14 participants, see panel (a) for of line colors), (b) α(q,τ) for
the corresponding phase-randomized surrogate series, and (c) color map of the percentile of the
distribution of surrogate estimates in which is the original estimate (average over N = 14 participants).
Mid panels refer to SBP: (d) α(q,τ) for the original series; (e) α(q,τ) for the surrogate series; (f) color map
of percentiles. Lower panels refer to DBP: (g) α(q,τ) for the original series; (h) α(q,τ) for the surrogate
series; (i) color map of percentiles.

Figure 7 summarizes these findings showing the short-term and the long-term nonlinearity indices,
NLS(q) and NLL(q). The highest degree of nonlinearity is detected at Night by NLS(q), which is close to
100% for all the cardiovascular series between q = −2 and q = +4, with the notable exception of q = 2.
In fact, at q = 2 NLS falls to 0% for all the signals. NLS tends to be higher at night with significant
differences at some q < 0 for IBI and DBP and at q > 2 for IBI. Long-term nonlinear components are
mainly present in IBI at night. In fact, NLL(q) of IBI is greater than 50% during night-time at all q but
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q = 2. Furthermore, it is significantly greater at night for all q � 2. NLL too is close to 0% at q = 2, both
during Day and Night, for heart rate and blood pressure.

 

Figure 7. Day vs. Night comparison of short-term and long-term indices of nonlinearity. (a) Short-term
index, NLS(q), for IBI in Day (open circles) and Night (solid circles) periods and for −5 ≤ q ≤ +5: median
±standard error of the median over N = 14 participants; the * indicates Day vs. Night differences
significant at p < 0.05; (b) long-term nonlinearity index, NLL(q), of IBI; (c) short-term and (d) long-term
nonlinearity index of SBP; (e) short-term and (f) long-term nonlinearity index of DBP.

4. Discussion

This work compared patterns of blood pressure and heart rate complexity between daytime and
night-time as assessed by the multifractal multiscale DFA approach. To our knowledge, this is the
first study addressing night–day changes of multifractality in different cardiovascular signals and on
a continuum spectrum of temporal scales. Our work revealed specific scales τ and specific fractal
components (as identified by q) where the cardiovascular complexity differs between wake at daytime
and sleep at night. Furthermore, it introduced new indices of nonlinearity which highlight the areas of
the α(q,τ) surface that better reflect the nonlinear dynamics. A brief discussion of these points follows.
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4.1. Day vs. Night

Mean levels and spectral powers of heart and blood pressure (Table 1) reflect the day–night
changes reported previously [25,26], i.e., lower heart rate and blood pressure at night due to the lower
levels of physical activity and to the lying position, which are associated with a higher cardiac vagal
tone (HF power of IBI), a lower cardiac sympatho/vagal balance (LF/HF powers ratio of IBI), and a
lower vascular sympathetic tone (LF power of SBP and DBP [27,28]).

In addition to these known changes in heart rate and blood pressure mean levels and spectral
powers, we reported clear changes in the α(q,τ) fractal structure. In IBI, the more evident change is the
night decrease of coefficients around 128–256 s (Figure 4c). The decrease affects all the moment orders
but it is amplified at negative q and thus the night/day modulation of the long-term multifractal index
αL(q) is larger for q < 0 (Figure 4b). We may associate this night/day oscillation to an endogenous
circadian rhythm previously described in the heart rate by a monofractal DFA exponent (i.e., for q = 2)
estimated over scales between 20 and 400 beats [29]. This endogenous rhythm was hypothesized to
contribute to the period of the cardiac vulnerability reported in epidemiological studies. Our work
suggests that this night/day rhythm (1) is highlighted by a multifractal approach that assesses negative
moment orders and (2) is better quantified in a narrower range of scales, between 128 s and 256 s.
Therefore, our results may prove to be of clinical importance by allowing designing new tools for the
complexity analysis of heart rate that better stratify the cardiovascular risk. Interestingly, our study
also provides evidence that a night/day modulation with greater daytime values is present at the same
scales in blood pressure too, suggesting that a common physiological mechanism is at the origin of the
circadian oscillation in the heart rate and the blood pressure self-similarity coefficients.

By contrast, night–day changes at shorter scales affect heart rate and blood pressure differently.
While short-term coefficients of blood pressure are greater at night for moment orders q ≥ 2, the main
modulation of short-term scales of heart rate consists of lower values at night for −3 ≤ q ≤ 0 (Figure 4a).
Further studies controlling the effects of posture and physical activity are needed to understand the
nature of so different night/day changes between heart rate and blood pressure.

Night–day modulations of the heart rate self-similarity coefficients were also reported in a study
on 24-h Holter’s recordings performed on a large population of healthy subjects [30]. This study
applied the bi-scale model as in [3], which originally defined a short-term coefficient α1 for scales
between 4 and 16 beats and a long-term coefficient α2 for scales between 16 and 64 beats. The study
in [30] used the scale n = 11 beats to separate α1 from α2 and reported a significant decrease in α1 at
night. We did not consider scales short as in this study because at τ < 8 s the multifractal estimates
can be affected by large estimation bias for negative q orders. However, α1 and the LF/HF powers
ratio of the heart rate are correlated [13] and the reduction in the LF/HF powers ratio we reported
at night in Table 1 is coherent with the night reduction of α1 in [30]. These authors, however, also
showed a significant increase of α2 at night, which appears in contrast with the night decrease of the
long-term scale coefficients reported both in [29] and in our work. To correctly interpret the results of
the three studies, we should consider carefully the scale ranges where the coefficients are estimated. To
illustrate this point, Figure 8 plots the coefficients we calculated as the derivative of log Fq(n) vs. log n
in Equation (1), i.e., αB(q,n), for q = 2. The scale n is expressed in beats to facilitate the comparison
with previous studies [29,30]. As the estimation bias is negligible for q = 2, αB is plotted from n = 6
beats. The night/day comparison shows a significant nocturnal decrease of αB at scales < 11 beats,
in line with the α1 results in [30], and greater night-time values at scales where α2 was estimated
in [30]. These greater values correspond to the small area of statistical significance that appears in our
Figure 3 at scales τ ≤ 16 s and at orders q ≥ 2. The α coefficient calculated in [29] between 20 and 400
beats overlaps partially with α2 but covers a much wider range of longer scales, which includes the
band between 128 and 256 beats where we found a significant night decrease of αB. Therefore our
study and the studies in [29,30] provide coherent results if the correct scale ranges are considered. The
comparison of Figure 8 also highlights the importance to provide estimates of the scale coefficients as a
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continuous function of the scale n to correctly identify phenomena which may occur in nearby scales
with different characteristics.

 

Figure 8. Day–night comparison of the multiscale monofractal DFA coefficients of IBI plotted vs. the
block size n in beats. (a) αB(q,n) calculated for q = 2 (second-order moment of the monofractal DFA)
during daytime (red) and nighttime (blue): mean +/− sem over the group of N = 14 participants; the
arrows indicate the scale ranges for estimating α1 and α2 as defined by Vanderput et al. in [31] and for
estimating α as defined by Hu et al. in [30]. (b) W statistics for the day-night difference in αB(2,n); when
W is above the red horizontal line, the difference at the corresponding scale is significant at p < 5%.

4.2. Nonlinearity

The comparison between original and Fourier-shuffled surrogates allowed us defining two concise
indices of nonlinearity, NLS(q) and NLL(q), that indicate the moment orders and the scale ranges, where
α(q,τ) provides information on nonlinear dynamics. These indices are close to 0% for q = 2, supporting
previous theoretical speculations indicating that the monofractal DFA and the power spectrum provide
similar information [12,13]. However, we also found clear nonlinear components for q between −2
and +4 at the short scales, more pronounced at night, both for the heart rate and the blood pressure.
Furthermore, at night, substantial nonlinear components appear in heart rate at the longer scales. It
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should be noted that higher nonlinear components at night have been previously demonstrated by
a noise titration procedure applied to Volterra/Wiener models fitting 24-h heart rate series [30]. The
similarity of results obtained with so different approaches supports the evidence that nonlinearity
prevails at night.

The finding of important nonlinear components detected by the multifractal multiscale DFA
method may help designing future clinical procedures aimed at better assessing the cardiovascular
risk. Actually, a recent review of complexity-based methods for the analysis of heart rate variability
reported that the prediction of cardiac events by the traditional short-term coefficient of the bi-scale
monofractal DFA, α1, and by the standard spectral methods are correlated [31]. This inevitably reduces
the additional prediction power of α1 compared to the spectral method. The traditional bi-scale
monofractal model is based on the second-order moment, q = 2. By showing that DFA coefficients
evaluated for q � 2 provide information substantially different from that of the spectral powers,
particularly at night, our study suggests that the multifractal multiscale DFA approach might effectively
integrate the information of traditional spectral methods, possibly improving the clinical value of DFA.

Finally, an unexpected pattern in the Fourier-shuffled surrogate series of Figures 5 and 6 consists
in systematically higher α values for positive than for negative q orders (blue lines above red lines)
when α increases with τ and in the opposite pattern (blue lines below red lines) when α decreases
with τ. As a possible explanation of this pattern, we may hypothesize that cross-over scales appear
anticipated at shorter scales when q > 0 and delayed at larger scales when q < 0.

5. Limitations and Conclusions

Nowadays, the clinical practice replaced the continuous invasive measures with intermittent
noninvasive blood pressure measures for monitoring free-moving subjects, limiting the number of
recordings available for the present study. Thus, it was not possible to stratify our results by gender or
age, factors possibly influencing the circadian profile of the cardiovascular complexity [30]. Future
studies on cardiovascular complexity can make use of noninvasive instrumentation measuring arterial
blood pressure at the finger site continuously for 24 h even in ambulant subjects [32]. However, the
scale coefficients of SBP could be affected by the amplification of the Mayer waves when blood pressure
is measured at the digital artery [24]. Furthermore, if IBI is derived as the series of intervals between
consecutive R peaks of the electrocardiogram rather than between consecutive pulses of blood pressure,
as in this study, results at the shortest scales might differ because of the different amplitude of the
respiratory sinus arrhythmia [33].

Finally, this study represents the temporal scales in seconds of time and not in number of beats, a
relatively new methodological aspect originally proposed for comparing conditions with markedly
different heart rate levels after selective autonomic blockade [6]. We adopted the same approach here
because of the day–night differences in the mean heart rate and because we expected the differences
to involve neural/humoral mechanisms which depend on time delays in seconds and not in number
of beats (let’s think to the Mayer rhythm with a 10-s period due to the slow response of vascular
resistances; or to the dynamics of removal of noradrenaline released by the sympathetic nerve endings,
with a time constant of 1 min; or to long-term humoral fluctuations possibly responsible for the
circadian component we found at scales of about 4 min). Mapping the temporal scales from beats
n to time τ does not change the estimate of α, still based on the calculation of the derivative of log
Fq(n) vs. log n. This axis transformation is similar to mapping the “cycles/beat” in “Equivalent Hz” in
the spectral analysis of cardiovascular series [34]. However, if results obtained with scales expressed
as τ in seconds are discussed in relation to other studies based on scales defined in number of beats,
readers should be aware that discrepancies may arise because possible differences in the heart rate level
between conditions or groups may change the ranges of scales that define short-term and long-term
DFA coefficients.

In conclusion, the multifractal multiscale DFA provides a detailed description of the complexity
features of the cardiovascular series and highlights circadian modulations occurring at specific scales
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and affecting the individual fractal components differently. In perspective, by focusing on the more
informative portions of the α(q,τ) surface it could be possible to design more powerful tools for
assessing the cardiovascular risk. Furthermore, coefficients with q � 2 reflect well the nonlinear
components during night-time sleep, suggesting that they may effectively integrate the spectral
information with complexity-domain information. Therefore, the evaluation of the multifractal
multiscale surface of scale coefficients during wake and sleep may improve the risk assessment in
cardiovascular prevention, the evaluation of cardiovascular interventions as well as the monitoring of
the efficacy of rehabilitation protocols.
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9. Gierałtowski, J.; Żebrowski, J.; Baranowski, R. Multiscale multifractal analysis of heart rate variability
recordings with a large number of occurrences of arrhythmia. Phys. Rev. E 2012, 85, 021915. [CrossRef]
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Abstract: Identifying brain regions contained in brain functional networks and functions of brain
functional networks is of great significance in understanding the complexity of the human brain. The
160 regions of interest (ROIs) in the human brain determined by the Dosenbach’s template have been
divided into six functional networks with different functions. In the present paper, the complexity of
the human brain is characterized by the sample entropy (SampEn) of dynamic functional connectivity
(FC) which is obtained by analyzing the resting-state functional magnetic resonance imaging (fMRI)
data acquired from healthy participants. The 160 ROIs are clustered into six clusters by applying the
K-means clustering algorithm to the SampEn of dynamic FC as well as the static FC which is also
obtained by analyzing the resting-state fMRI data. The six clusters obtained from the SampEn of
dynamic FC and the static FC show very high overlap and consistency ratios with the six functional
networks. Furthermore, for four of six clusters, the overlap ratios corresponding to the SampEn
of dynamic FC are larger than that corresponding to the static FC, and for five of six clusters, the
consistency ratios corresponding to the SampEn of dynamic FC are larger than that corresponding
to the static FC. The results show that the combination of machine learning methods and the FC
obtained using the blood oxygenation level-dependent (BOLD) signals can identify the functional
networks of the human brain, and nonlinear dynamic characteristics of the FC are more effective than
the static characteristics of the FC in identifying brain functional networks and the complexity of the
human brain.

Keywords: sample entropy; brain functional networks; complexity; dynamic functional connectivity;
static functional connectivity; K-means clustering algorithm

1. Introduction

The human brain shows complex spatiotemporal behaviors when executing physiological
functions. Characterizing dynamics of the complex spatiotemporal behaviors is of great significance in
understanding the human brain. Since blood oxygenation level-dependent (BOLD) signals of different
brain regions can be measured by the functional magnetic resonance imaging (fMRI) technique at
high spatial and temporal resolutions, BOLD signals have been widely used to characterize dynamics
of the spatiotemporal behaviors of the human brain [1,2]. For instance, the temporal correlation
in BOLD signals of two distinct brain regions is commonly employed to describe the functional
connectivity (FC) between them [3]. A positive and strong temporal correlation corresponds to a strong
FC, and some brain regions with strong FCs among them constitute a brain functional network [4–6].
Alterations of some FCs in a brain functional network are often associated with brain disorder, such
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as schizophrenia [7], major depression [8], autism [9], Alzheimer’s Disease [10], and attention deficit
hyperactivity disorder [11]. For example, Cheng et al. evaluated the FC between different brain regions
in subjects with autism and found a key system in the middle temporal gyrus with reduced FC and a
key system in the precuneus with reduced FC [12].

In most previous research on FC, only one correlation coefficient is acquired using entire BOLD
signals of two distinct brain regions. The one correlation coefficient is called the static FC between the
two brain regions. Recently, to understand dynamics of the spatiotemporal behaviors of the human
brain more deeply, some researchers acquired a sequence of correlation coefficients by applying the
sliding-window approach to BOLD signals of two distinct brain regions [13–23]. These correlation
coefficients form a time series which is called the dynamic FC between the two brain regions. The
dynamic FC exhibits complex characteristics which are effective in describing properties of the brain
functional networks of patients with brain disorder. For instance, in one of our recent studies,
complex characteristics of dynamic FC were described by sample entropy (SampEn), and the effects of
schizophrenia on such complex characteristics were investigated. It was shown that the visual cortex
of the patients with schizophrenia exhibited significantly higher SampEn than that of the healthy
controls [24]. As introduced above, both the static FC and the SampEn of dynamic FC are effective in
describing properties of the brain functional networks of patients with brain disorder. However, the
effectivenesses of the static FC and the dynamic FC have not been compared directly.

Studies on the static FC or the dynamic FC are often carried out by first extracting BOLD signals
of different brain regions and then evaluating the static or the dynamic FC between different brain
regions for further analysis. Different brain regions are often determined by a brain template, such
as the Dosenbach’s template [25]. The Dosenbach’s template includes 160 regions of interest (ROIs)
determined by a sequence of meta-analyses of task-based fMRI studies which cover much of the human
brain [25]. Furthermore, the 160 ROIs can be separated into six functional networks including the
default, the frontal-parietal, the cingulo-opercular, the sensorimotor, the occipital, and the cerebellum
networks, which were identified by performing modularity optimization on the average FC matrix
across a large cohort of healthy subjects [25]. The six functional networks have been used in predicting
brain maturity across development [25,26], parcellating cortical or subcortical regions [27], examining
the influence of temporal properties of BOLD signals on FC [28] and so on. For instance, Zhong et al.
parcellated the hippocampus based on the FC, and showed that both the left and right hippocampus
were divided into three subregions exhibiting different FC profiles with the six functional networks [27].
However, machine learning algorithms have not been used to identify the six functional networks.

The K-means clustering algorithm is one of the unsupervised learning algorithms [29]. Since the
K-means clustering algorithm can cluster different observations into different clusters in a simple and
easy way, it has been widely used in fMRI studies [30–38]. For instance, Fan et al. used the K-means
clustering algorithm to parcellate the thalamus based on the static FC and found that the thalamus
could be divided into seven symmetric thalamic clusters [36]. Park et al. parcellated the primary and
secondary visual cortices (V1 and V2) into several subregions by applying the K-means clustering
algorithm to the static FC and found that V1 and V2 could be separated into anterior and posterior
subregions [38].

The present study intends to cluster the Dosenbach’s 160 ROIs into six clusters by applying
the K-means clustering algorithm to the static FC and the SampEn of dynamic FC, to analyze the
overlap and consistency between the six clusters and the six functional networks, and to compare the
effectivenesses of the static FC and the dynamic FC. It is shown that applying the K-means clustering
algorithm to FC is feasible to identify the six functional networks, and the SampEn of dynamic FC is
more effective than the static FC as the six clusters obtained from the SampEn of dynamic FC show
higher overlap and consistency ratios with the six functional networks.

This paper is organized as follows. The experiments and methods are presented in Section 2. The
cluster results for the static FC and the SampEn of dynamic FC and the comparisons between them are
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shown in Section 3. The conclusion and discussion are described in Section 4. Some supplementary
tables are presented in the appendix.

2. Experiments and Methods

2.1. Participants

FMRI data for this study were acquired at Olin Neuropsychiatry Research Center and have been
made publicly available http://fcon_1000.projects.nitrc.org/indi/abide. The data were acquired from
31 healthy participants (18 males and 13 females) over the age range 18–30 years. This sample was
retained after applying criteria for head motion, from a total of 35 healthy participants. Informed
consent was obtained from all participants in accordance with Olin Neuropsychiatry Research Center
Institutional Review Board oversight.

2.2. Data Acquisition and Preprocessing

BOLD signals are extracted from three-dimensional functional images collected on a Siemens 3T
MRI scanner with the following parameters: repetition time (TR), 475 ms; echo time, 30 ms; field of
view, 240 × 240 mm2; slices, 48; slice thickness, 3 mm; flip angle, 60◦. During the data collection, all
participants were instructed to rest but not fall asleep. For each participant, 947 three-dimensional
functional images were collected.

The functional images are preprocessed using SPM8 and DPABI softwares [39,40]. Firstly, the
first 4 images are discarded to reduce the negative effects of scanner’s stabilization on the analysis
results. Secondly, the images are corrected for time delay in slice acquisition and rigid-body head
motion. Thirdly, several confounding factors are regressed out from the images, including 6 head
motion parameters and the cerebrospinal, the white matter, and the global brain signals. Fourthly,
temporal band-pass filtering (0.01–0.08 Hz) of the images are performed to reduce the negative effects of
low-frequency drift and high-frequency physiological noise on the analysis results. Fifthly, the images
are spatially normalized to the Montreal Neurological Institute space and are resampled to voxels of
size 3 × 3 × 3 mm3. Sixthly, the images are smoothed with a Gaussian kernel of 8 mm full-width at
half-maximum. Finally, the BOLD signal of each voxel is extracted from the functional images.

2.3. The Dosenbach’s Template and the 6 Functional Networks

One hundred and sixty regions of interest (ROIs) are selected based on the Dosenbach’s
template [25]. The centroid of each ROI is derived from a sequence of meta-analyses of task-based
fMRI studies (Figure 1a). The radius of each ROI equals 5 mm (Figure 1a). The name and the sequential
number of each ROI can be found in Table A1 in Appendix A. The 160 ROIs can further be grouped
into 6 functional networks, including the default, the frontal-parietal, the cingulo-opercular, the
sensorimotor, the occipital, and the cerebellum networks (Figure 1a). The name and the sequential
number of each ROI in each functional network can be found in the first and second columns of
Tables A2–A7 in Appendix A.

Based on the 6 functional networks, an adjacent matrix can be generated [36,41,42]. The adjacent
matrix is labeled as

A =

⎡⎢⎣ a1,1 · · · a1,160
...

. . .
...

a160,1 · · · a160,160

⎤⎥⎦ . (1)

Each of the elements on the main diagonal of A is 1. Other elements of A are defined as follows: ai,j = 1
if the ith ROI and the jth ROI are contained in the same functional network and ai,j = 0 otherwise
(i, j = 1, 2, . . . , 160) (Figure 1b).
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Figure 1. (a) One hundred and sixty regions of interest (ROIs) are shown on a surface rendering of the
brain. ROIs in different functional networks are shown in different colors. (b) The adjacent matrix A of
160 ROIs in 6 functional networks.

2.4. The Static FC and the Dynamic FC

The BOLD signal of each ROI is extracted by averaging the BOLD signals over all voxels in this
ROI. Then both the static FC and the dynamic FC are evaluated (Figure 2).

Figure 2. The static functional connectivity (FC) matrix B and the SampEn matrix E obtained from the
BOLD signals of 160 ROIs. The matrices B and E are used to cluster the 160 ROIs into 6 clusters by the
K-means clustering algorithm.
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The static FC between each pair of ROIs is assessed by a Pearson correlation coefficient. For each
of the 31 participants, after the static FC between each pair of ROIs is evaluated, a static FC matrix of
size 160 × 160 is obtained (Figure 2), which is labeled as

B =

⎡⎢⎣ b1,1 · · · b1,160
...

. . .
...

b160,1 · · · b160,160

⎤⎥⎦ =

⎡⎢⎣ B1
...

B160

⎤⎥⎦ . (2)

The ith row Bi represents the static FC between the ith ROI and all the other ROIs (i = 1, 2, . . . , 160).
The matrix B is used to cluster the 160 ROIs into 6 clusters.

Dynamic FC is assessed by the sliding-window approach. Specifically, a tapered window is
created by convolving a rectangle window (size = 20 TRs = 9.5 s) with a Gaussian curve (standard
deviation = 3 TRs) [14,15,23]. The window is used to extract BOLD signals in a step of 1 TR, leading
to 923 time windows per subject (Figure 2). For the kth time window (k = 1, 2, . . . , 923), a Pearson
correlation coefficient is used to evaluate the FC between each pair of ROIs and thus a FC matrix of
size 160 × 160, which is labeled as

Dk =

⎡⎢⎣d1,1,k · · · d1,160,k
...

. . .
...

160,1,k · · · d160,160,k

⎤⎥⎦ , (3)

which is obtained for each subject (Figure 2). As k increases from 1 to 923, di,j,k forms a time series
(i, j = 1, 2, . . . , 160), which represents the temporal evolution of the FC between the ith and jth ROIs
and is named as the dynamic FC (Figure 2). Since previous studies showed that the window of size 20
TRs captures more transient patterns in dynamic FC [23], the window size is fixed at 20 TRs throughout
the study.

2.5. SampEn of a Dynamic FC Time Series

For each dynamic FC time series, di,j(i, j = 1, 2, . . . , 160, i �= j), the SampEn is calculated. For
convenience, time series di,j is denoted by x = (x1, x2, . . . , xN)(N = 923). SampEn of x is computed as
follows [24,43–46].

Firstly, constructing embedding vectors vi = (xi, xi+1, . . . , xi+m−1), in which m stands for the
dimension of vi(1 ≤ i ≤ N − m + 1).

Secondly, define

Cm
i =

1
N − m

N−m+1

∑
j=1,j �=i

Θ(r − ‖vi − vj‖). (4)

r stands for a tolerance value which is defined as r = ε · σx, where ε is a small parameter and σx is the
standard deviation of x. Θ(·), the Heaviside function, which is defined as

Θ(x) =

{
0, x < 0;
1, x ≥ 0.

(5)

‖ · ‖ represents the Chebyshev distance, i.e.,

‖vi − vj‖ = max(|xi − xj|, |xi+1 − xj+1|, . . . , |xi+m−1 − xj+m−1|). (6)

Similarly, define

Cm+1
i =

1
N − m − 1

N−m

∑
j=1,j �=i

Θ(r − ‖vi − vj‖). (7)
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Thirdly, in view of Equations (4) and (7), we define

Um =
1

N − m + 1

N−m+1

∑
i=1

Cm
i , (8)

and

Um+1 =
1

N − m

N−m

∑
i=1

Cm+1
i . (9)

Finally, calculate SampEn of x as

SampEn = − ln
Um+1

Um . (10)

The value of SampEn is not less than 0, and a larger value of SampEn means more complexity [47].
Similar to our previous study [24,43], m and ε are fixed at 2 and 0.2, respectively.

In addition, because di,i,k = 1(i = 1, 2, . . . , 160, k = 1, 2, . . . , 923), the SampEn of di,i equals 0
(i = 1, 2, . . . , 160). Thus, for each participant, a SampEn matrix of size 160 × 160 is obtained (Figure 2).
The SampEn matrix is labeled as

E =

⎡⎢⎣ e1,1 · · · e1,160
...

. . .
...

e160,1 · · · e160,160

⎤⎥⎦ =

⎡⎢⎣ E1
...

E160

⎤⎥⎦ . (11)

The element ei,j represents the SampEn of dynamic FC between the ith ROI and jth ROI (i, j =

1, 2, . . . , 160). ei,i equals 0 (i = 1, 2, . . . , 160). The matrix E is used to cluster the 160 ROIs into 6 clusters.

2.6. Clustering ROIs into 6 Clusters by Applying the K-Means Clustering Algorithm to the Static FC Matrix

For each of the 31 participants, there exists a static FC matrix B of size 160 × 160. The ith (1 ≤ i ≤
160) row Bi = (bi,1, bi,2, . . . , bi,160) represents the static FC between the ith ROI and all the other ROIs.

The K-means clustering algorithm is commonly used to cluster different observations into different
clusters based on the distance between these observations [29]. In the present paper, the K-means
clustering algorithm is applied to the matrix B to cluster 160 ROIs into 6 clusters. Procedures of the
algorithm are briefly described as follows.

First, select 6 rows from the matrix B and use these 6 rows as initial cluster centroids.
Secondly, calculate the squared Euclidean distance between each row and each initial cluster

centroid, and then assign each row to the cluster with the closest centroid.
Thirdly, when all rows have been assigned, calculate the average of the rows in each cluster to

obtain 6 new cluster centroids.
Finally, repeat the second and the third steps until the centroids no longer change.
The algorithm generates 6 clusters, and each cluster is composed of different rows of the matrix

B (or of different ROIs). Based on the 6 clusters, an individual adjacent matrix of size 160 × 160 is
generated [36,41,42]. The individual adjacent matrix is labeled as

F =

⎡⎢⎣ f1,1 · · · f1,160
...

. . .
...

f160,1 · · · f160,160

⎤⎥⎦ . (12)

Each of the elements on the main diagonal of F is 1, and other elements of F are defined as follows:
fi,j = 1 if the ith ROI and the jth ROI are contained in the same cluster and fi,j = 0 otherwise.
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Since the study includes 31 participants, 31 individual adjacent matrices are obtained. A group
adjacent matrix of size 160 × 160 is obtained by averaging 31 individual adjacent matrices. The group
adjacent matrix is labeled as

G =

⎡⎢⎣ g1,1 · · · g1,160
...

. . .
...

g160,1 · · · g160,160

⎤⎥⎦ . (13)

The K-means clustering algorithm is further applied to the matrix G to obtain the group cluster
result [36,41,42] and the 6 clusters of the group cluster result are compared with the 6 functional
networks shown in Figure 1a.

The detailed clustering procedure is performed by MATLAB software (MATLAB R2014b).
Considering that the K-means clustering algorithm is sensitive to the initial cluster centroids, we
repeat each clustering procedure 500 times, and the cluster result with the lowest within-cluster
distance is adopted.

2.7. Clustering ROIs into 6 Clusters by Applying the K-Means Clustering Algorithm to the SampEn Matrix

The procedures described in Section 2.6 are also applied to the SampEn matrix E, and 6 clusters
are obtained.

3. Results

3.1. Six Clusters of ROIs for the Static FC

The group adjacent matrix for the static FC is shown in Figure 3a. The horizontal and vertical
coordinates represent the sequential numbers of the ROIs. The sequential number and the name of
each ROI can be found in Table A1 in Appendix A.

Figure 3. (a) The group adjacent matrix for the static FC. (b) The reorganization of the group adjacent
matrix based on the 6 clusters obtained by applying the K-means clustering algorithm to the group
adjacent matrix. Since the ith row and the ith column of the group adjacent matrix are reorganized
simultaneously, the reorganized matrix is also symmetric. (c) The 6 clusters are shown on a surface
rendering of the brain. C1: cluster 1; C2: cluster 2; C3: cluster 3; C4: cluster 4; C5: cluster 5; C6: cluster 6.

Rows of the group adjacent matrix can be clustered into six clusters by the K-means clustering
algorithm (Figure 3b). The numbers of rows in clusters 1–6 are 26, 29, 23, 35, 30, and 17, respectively
(Table 1). The ROIs in clusters 1–6 can be found in the third and fourth columns of Tables A2–A7 in
Appendix A. Since each row of the adjacent matrix corresponds to a ROI, the six clusters can also be
shown on a surface rendering of the brain (Figure 3c), which resembles Figure 1a to a large extent.

The average of the squared Euclidean distances from all ROIs in each of the six clusters to
the centroid of cluster i(i = 1, 2, 3, 4, 5, 6) is also evaluated, as shown in Figure 4a–f. For each
centroid, among the six averaged distances, the averaged distance from the cluster i(i = 1, 2, 3, 4, 5, 6)
to the centroid of cluster i is the lowest. This is consistent with the main idea of the K-means
clustering algorithm.
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Figure 4. The average of the squared Euclidean distances from all ROIs in each of the six clusters to the
centroid of cluster i(i = 1, 2, 3, 4, 5, 6). (a) Centroid of cluster 1. (b) Centroid of cluster 2. (c) Centroid of
cluster 3. (d) Centroid of cluster 4. (e) Centroid of cluster 5. (f) Centroid of cluster 6. The error bars
represent standard deviations.

3.2. The Overlap Ratios between the Six Clusters for the Static FC and the Six Functional Networks

The overlap ratios between each cluster and each functional network is analyzed in Table 1.
The overlap ratios between cluster 1 and the default network, the frontal-parietal network, the
cingulo-opercular network, the sensorimotor network, the occipital network, as well as the cerebellum
network are 25/26 (≈96.15%), 0, 1/26 (≈3.85%), 0, 0, and 0, respectively. Obviously, the overlap ratio
between cluster 1 and the default network is the highest. Thus, cluster 1 corresponds to the default
network. Similarly, we can obtain that clusters 2–6, respectively, correspond to the frontal-parietal
network, the cingulo-opercular network, the sensorimotor network, the occipital network, and the
cerebellum network, with the overlap ratios, respectively, equaling 20/29 (≈68.97%), 21/23 (≈91.30%),
32/35 (≈91.43%), 22/30 (≈73.33%), and 14/17 (≈82.35%). These overlap ratios are high.

Table 1. The number of ROIs in the overlapping part between each functional network and each cluster
obtained from the static FC.

Cluster 1
(n = 26)

Cluster 2
(n = 29)

Cluster 3
(n = 23)

Cluster 4
(n = 35)

Cluster 5
(n = 30)

Cluster 6
(n = 17)

Default (n = 34) 25 2 0 0 6 1
Frontal-Parietal (n = 21) 0 20 1 0 0 0

Cingulo-Percular (n = 32) 1 5 21 3 0 2
Sensorimotor (n = 33) 0 0 1 32 0 0

Occipital (n = 22) 0 0 0 0 22 0
Cerebellum (n = 18) 0 2 0 0 2 14

3.3. The Consistency Ratios between the Six Clusters for the Static FC and the Functional Networks

Based on the data shown in Table 1, the consistency between the cluster results and the functional
networks can also be evaluated. The consistency ratio between cluster 1 and the default network
is 25/(25 + 9 + 1) (≈71.43%), in which 9 is the number of ROIs in the default network but not in
cluster 1, and 1 is the number of ROIs in cluster 1 but not in the default network. Similarly, we can
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obtain that the consistency ratios between cluster 2 and the frontal-parietal network, cluster 3 and the
cingulo-opercular network, cluster 4 and the sensorimotor network, cluster 5 and the occipital network,
and cluster 6 and the cerebellum network are 20/(20 + 1 + 9) (≈66.67%), 21/(21 + 11 + 2) (≈61.76%),
32/(32 + 1 + 3) (≈88.89%), 22/(22 + 0 + 8) (≈73.33%), and 14/(14 + 4 + 3) (≈66.67%), respectively.
These consistency ratios are high.

3.4. Six Clusters of ROIs for the SampEn of Dynamic FC

The group adjacent matrix for the SampEn of dynamic FC is presented in Figure 5a. The horizontal
and vertical coordinates stand for the sequential numbers of the ROIs. The sequential number and the
name of each ROI can be found in Table A1 in Appendix A.

Figure 5. (a) The group adjacent matrix for the SampEn of dynamic FC. (b) The reorganization of the
group adjacent matrix based on the six clusters obtained by applying the K-means clustering algorithm
to the group adjacent matrix. Since the ith row and the ith column of the group adjacent matrix are
reorganized simultaneously, the reorganized matrix is also symmetric. (c) The six clusters are shown
on a surface rendering of the brain. C1: cluster 1; C2: cluster 2; C3: cluster 3; C4: cluster 4; C5: cluster 5;
C6: cluster 6.

Rows of the group adjacent matrix can be divided into six clusters by the K-means clustering
algorithm (Figure 5b). The numbers of rows in clusters 1–6 are 30, 23, 27, 33, 27, and 20, respectively
(Table 2). The ROIs in clusters 1–6 can be found in the fifth and sixth columns of Tables A2–A7 in
Appendix A. The six clusters can also be shown on a surface rendering of the brain (Figure 5c), which
resembles Figures 1a and 3c to a large extent.

Furthermore, other values of K(K = 2, . . . , 12) are also tried in the K-means clustering algorithm,
and the optimal value of K is determined by the elbow criterion of the cluster validity index, which is
defined as the ratio of within-cluster distances to between-cluster distances [15,20,27]. The dependence
of the cluster validity index on K is shown in Figure 6. It is seen that two elbows appear at K = 4 and 6
due to the changes of slopes of the trend lines. Thus, the optimal values of K are 4 and 6. In order to
compare the cluster results with the six functional networks already discussed in the literature [25],
K is fixed at 6 in the present paper.

The average of the squared Euclidean distances from all ROIs in each of the six clusters to the
centroid of cluster i(i = 1, 2, 3, 4, 5, 6) is calculated, as shown in Figure 7a–f. For each centroid, among
the six averaged distances, the averaged distance from the cluster i(i = 1, 2, 3, 4, 5, 6) to the centroid of
cluster i is the lowest. This is also in line with the main idea of the K-means clustering algorithm.

3.5. The Overlap Ratios between the Six Clusters for the SampEn of Dynamic FC and the Six Functional Networks

The overlap ratio between each cluster and each functional network is analyzed in Table 2.
By evaluating the overlap ratio between each cluster and each functional network, we find that clusters
1–6, respectively, correspond to the default network, the frontal-parietal network, the cingulo-opercular
network, the sensorimotor network, the occipital network, and the cerebellum network, with the
overlap ratios, respectively, equaling 29/30 (≈96.67%), 20/23 (≈86.96%), 23/27 (≈85.19%), 30/33
(≈90.91%), 22/27 (≈81.48%), and 18/20 (≈90.00%). These overlap ratios are very high.
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Figure 6. The dependence of the cluster validity index on K. The thin solid, dotted, and bold solid lines
are trend lines of the filled circles. Since slopes of the trend lines change significantly at K = 4 and 6,
based on the elbow criterion, the optimal values of K are 4 and 6.

Figure 7. The average of the squared Euclidean distances from all ROIs in each of the six clusters to the
centroid of cluster i(i = 1, 2, 3, 4, 5, 6). (a) Centroid of cluster 1. (b) Centroid of cluster 2. (c) Centroid of
cluster 3. (d) Centroid of cluster 4. (e) Centroid of cluster 5. (f) Centroid of cluster 6. The error bars
represent standard deviations.

3.6. The Consistency Ratios between the Six Clusters for the SampEn of Dynamic FC and the Six Functional Networks

Based on the data shown in Table 2, the consistency ratios between the six clusters obtained from
the SampEn of dynamic FC and the six functional networks are evaluated. The consistency ratios
between cluster 1 and the default network, cluster 2 and the frontal-parietal network, cluster 3 and
the cingulo-opercular network, cluster 4 and the sensorimotor network, cluster 5 and the occipital
network, and cluster 6 and the cerebellum network are 29/(29 + 5 + 1) (≈82.86%), 20/(20 + 1 + 3)
(≈83.33%), 23/(23 + 9 + 4) (≈63.89%), 30/(30 + 3 + 3) (≈83.33%), 22/(22 + 0 + 5) (≈81.48%), and 18/(18
+ 0 + 2) (≈90.00%), respectively. These consistency ratios are very high.
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Table 2. The number of ROIs in the overlapping part between each functional network and each cluster
obtained from the SampEn of dynamic FC.

Cluster 1
(n = 30)

Cluster 2
(n = 23)

Cluster 3
(n = 27)

Cluster 4
(n = 33)

Cluster 5
(n = 27)

Cluster 6
(n = 20)

Default (n = 34) 29 0 0 0 5 0
Frontal-parietal (n = 21) 0 20 1 0 0 0

Cingulo-percular (n = 32) 1 3 23 3 0 2
Sensorimotor (n = 33) 0 0 3 30 0 0

Occipital (n = 22) 0 0 0 0 22 0
Cerebellum (n = 18) 0 0 0 0 0 18

3.7. The SampEn of Dynamic FC is More Effective Than the Static FC

For the two different measurements (the static FC and the SampEn of dynamic FC), the overlap
ratios between cluster 1 and the default network, cluster 2 and the frontal-parietal network, cluster 3
and the cingulo-opercular network, cluster 4 and the sensorimotor network, cluster 5 and the occipital
network, and cluster 6 and the cerebellum network are shown in Figure 8. For cluster 3, the overlap
ratio corresponding to the static FC (91.30%) is larger than that corresponding to the SampEn of
dynamic FC (85.19%). For cluster 4, the overlap ratio corresponding to the static FC (91.43%) is slightly
larger than that corresponding to the SampEn of dynamic FC (90.91%). For the other four clusters
(clusters 1, 2, 5, and 6), the overlap ratios corresponding to the SampEn of dynamic FC are larger
than that corresponding to the static FC. For clusters 1, 2, 5, and 6, the overlap ratios corresponding
to the SampEn of dynamic FC are 96.67%, 86.96%, 81.48%, and 90.00%, whereas the overlap ratios
corresponding to the static FC are 96.15%, 68.97%, 73.33%, and 82.35%.

Figure 8. The overlap ratios between cluster 1 and the default network, cluster 2 and the frontal-parietal
network, cluster 3 and the cingulo-opercular network, cluster 4 and the sensorimotor network, cluster 5
and the occipital network, and cluster 6 and the cerebellum network for the two different measurements.

For the two different measurements, the consistency ratios between cluster 1 and the default
network, cluster 2 and the frontal-parietal network, cluster 3 and the cingulo-opercular network,
cluster 4 and the sensorimotor network, cluster 5 and the occipital network, and cluster 6 and the
cerebellum network are shown in Figure 9. For cluster 4, the consistency ratio corresponding to the
static FC (88.89%) is larger than that corresponding to the SampEn of dynamic FC (83.33%). For the
other five clusters, the consistency ratios corresponding to the SampEn of dynamic FC are larger than
that corresponding to the static FC. For clusters 1, 2, 3, 5, and 6, the consistency ratios corresponding to
the SampEn of dynamic FC are 82.86%, 83.33%, 63.89%, 81.48%, and 90.00%, whereas the consistency
ratios corresponding to the static FC are 71.43%, 66.67%, 61.76%, 73.33%, and 66.67%.
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Figure 9. The consistency ratios between cluster 1 and the default network, cluster 2 and the
frontal-parietal network, cluster 3 and the cingulo-opercular network, cluster 4 and the sensorimotor
network, cluster 5 and the occipital network, and cluster 6 and the cerebellum network for the two
different measurements.

According to the results shown in Figures 8 and 9, we conclude that the SampEn of dynamic FC
is more effective than the static FC in clustering different ROIs into different functional networks. This
phenomenon can be interpreted by evaluating the similarity between the adjacent matrix generated
based on the six functional networks (Figure 1b) and the group adjacent matrix for the static FC
(Figure 3a) or for the SampEn of dynamic FC (Figure 5a). The similarity is evaluated by the squared
Euclidean distance, and a smaller distance means more similarity. The distances from the adjacent
matrix shown in Figure 1b to the group adjacent matrices shown in Figure 3a and in Figure 5a are
2409.58 and 2376.52, respectively. The latter is smaller than the former, i.e., the similarity between the
adjacent matrix shown in Figure 1b and the group adjacent matrix shown in Figure 5a is larger than
the similarity between the adjacent matrix shown in Figure 1b and the group adjacent matrix shown in
Figure 3a. This causes the SampEn of dynamic FC to be more effective than the static FC in clustering
different ROIs into different functional networks.

4. Conclusions and Discussion

Different brain regions in the human brain functionally interact with each other to construct
multiple functional networks. Identifying the function of each functional network and the brain
regions contained in each functional network is very important for understanding the human brain.
The present study tests the feasibility of using the K-means clustering algorithm to identify the
functional networks based on the FC, including the static FC and the dynamic FC. By applying the
K-means clustering algorithm to the static FC or the SampEn of dynamic FC between different ROIs
determined by the Dosenbach’s template, we show that the Dosenbach’s 160 ROIs can be divided into
six clusters which show high overlap and consistency ratios with the six functional networks identified
by applying modularity optimization on the average FC matrix across a large cohort of healthy subjects.
The results indicate that the combination of the K-means clustering algorithm and the FC can identify
the functional networks of the human brain. The K-means algorithm has been commonly used to
parcellate cortical or subcortical regions based on the static FC [30–38]. These previous studies along
with the present study extend the application of machine learning methods in brain sciences.

Furthermore, we show that, for four of six clusters, the overlap ratios corresponding to the
SampEn of dynamic FC are larger than that corresponding to the static FC, and for five of six clusters,
the consistency ratios corresponding to the SampEn of dynamic FC are larger than that corresponding
to the static FC. This indicates that nonlinear dynamic characteristics of the FC is more effective than
the static characteristics of the FC in identifying brain functional networks. In our previous studies,
by characterizing the nonlinear characteristics of dynamic FC in healthy subjects and patients with
schizophrenia, we have shown that SampEn of the amygdala-cortical FC in healthy subjects decreased
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with age increasing, and the visual cortex of the patients with schizophrenia exhibited significantly
higher SampEn than that of the healthy subjects [24,43]. In the future, nonlinear characteristics of
dynamic FC should be deeply used to characterize properties of brain functional networks and the
complexity of the human brain.
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Appendix A

Table A1. The names and the sequential numbers of 160 ROIs.

No. Name No. Name No. Name No. Name

1 vmPFC 41 pre-SMA 81 fusiform 121 inf cerebellum
2 aPFC 42 vFC 82 temporal 122 inf cerebellum
3 aPFC 43 SMA 83 temporal 123 temporal
4 mPFC 44 mid insula 84 fusiform 124 angular gyrus
5 aPFC 45 frontal 85 precuneus 125 TPJ
6 vmPFC 46 precentral gyrus 86 sup parietal 126 occipital
7 vmPFC 47 thalamus 87 precuneus 127 med cerebellum
8 aPFC 48 mid insula 88 IPL 128 lat cerebellum
9 vent aPFC 49 precentral gyrus 89 parietal 129 occipital
10 vent aPFC 50 parietal 90 post cingulate 130 med cerebellum
11 vmPFC 51 precentral gyrus 91 inf temporal 131 inf cerebellum
12 vlPFC 52 precentral gyrus 92 occipital 132 precuneus
13 vmPFC 53 precentral gyrus 93 post cingulate 133 occipital
14 ACC 54 parietal 94 precuneus 134 IPS
15 vlPFC 55 mid insula 95 temporal 135 occipital
16 dlPFC 56 mid insula 96 IPL 136 occipital
17 sup frontal 57 thalamus 97 parietal 137 occipital
18 vPFC 58 thalamus 98 lat cerebellum 138 med cerebellum
19 ACC 59 mid insula 99 post parietal 139 occipital
20 sup frontal 60 temporal 100 sup temporal 140 inf cerebellum
21 ACC 61 mid insula 101 IPL 141 occipital
22 dlPFC 62 parietal 102 angular gyrus 142 occipital
23 vPFC 63 inf temporal 103 temporal 143 med cerebellum
24 dlPFC 64 parietal 104 IPL 144 med cerebellum
25 vFC 65 parietal 105 precuneus 145 occipital
26 ant insula 66 parietal 106 occipital 146 occipital
27 dACC 67 precentral gurus 107 IPL 147 occipital
28 ant insula 68 temporal 108 post cingulate 148 occipital
29 dFC 69 parietal 109 lat cerebellum 149 occipital
30 basal ganglia 70 post insula 110 inf cerebellum 150 inf cerebellum
31 mFC 71 basal ganglia 111 post cerebellum 151 inf cerebellum
32 frontal 72 inf temporal 112 precuneus 152 post occipital
33 vFC 73 post cingulate 113 lat cerebellum 153 post occipital
34 dFC 74 parietal 114 IPS 154 post occipital
35 dFC 75 parietal 115 post cingulate 155 inf cerebellum
36 dFC 76 post insula 116 IPS 156 post occipital
37 vFC 77 parietal 117 angular gyrus 157 post occipital
38 basal ganglia 78 temporal 118 occipital 158 post occipital
39 basal ganglia 79 post parietal 119 occipital 159 post occipital
40 vFC 80 post cingulate 120 med cerebellum 160 post occipital
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Table A2. ROIs in the default network and in cluster 1 for the static FC and the SampEn of dynamic
FC. ROIs in cluster 1 but not in the default network are marked by underlines.

Default Network
(n = 34)

Cluster 1 for the Static FC
(n = 26)

Cluster 1 for the SampEn
(n = 30)

ROI 1 ROI 92 ROI 1 ROI 1
ROI 4 ROI 93 ROI 4 ROI 93 ROI 4 ROI 93
ROI 5 ROI 94 ROI 94 ROI 5 ROI 94
ROI 6 ROI 105 ROI 6 ROI 105 ROI 6 ROI 105
ROI 7 ROI 108 ROI 7 ROI 108 ROI 7 ROI 108
ROI 11 ROI 111 ROI 11 ROI 111 ROI 11 ROI 111
ROI 13 ROI 112 ROI 13 ROI 112 ROI 13 ROI 112
ROI 14 ROI 115 ROI 14 ROI 115 ROI 14 ROI 115
ROI 15 ROI 117 ROI 15 ROI 117 ROI 15 ROI 117
ROI 17 ROI 124 ROI 17 ROI 124 ROI 17 ROI 124
ROI 20 ROI 132 ROI 20 ROI 20
ROI 63 ROI 134 ROI 63 ROI 134 ROI 63 ROI 134
ROI 72 ROI 136 ROI 72 ROI 72
ROI 73 ROI 137 ROI 73 ROI 73 ROI 137
ROI 84 ROI 141 ROI 84
ROI 85 ROI 146 ROI 85 ROI 85 ROI 146
ROI 90 ROI 102 ROI 102
ROI 91 ROI 91 ROI 91

Table A3. ROIs in the frontal-parietal network and in cluster 2 for the static FC and the SampEn of
dynamic FC. ROIs in cluster 2 but not in the frontal-parietal network are marked by underlines.

Frontal-Parietal Network
(n = 21)

Cluster 2 for the Static FC
(n = 29)

Cluster 2 for the SampEn
(n = 23)

ROI 2 ROI 99 ROI 2 ROI 99 ROI 2 ROI 99
ROI 3 ROI 101 ROI 3 ROI 101 ROI 3 ROI 101
ROI 9 ROI 104 ROI 9 ROI 104 ROI 9 ROI 104
ROI 10 ROI 107 ROI 10 ROI 107 ROI 10 ROI 107
ROI 12 ROI 114 ROI 12 ROI 114 ROI 12 ROI 114
ROI 16 ROI 116 ROI 16 ROI 116 ROI 16 ROI 116
ROI 21 ROI 21 ROI 5 ROI 21 ROI 8
ROI 22 ROI 22 ROI 8 ROI 22 ROI 18
ROI 23 ROI 23 ROI 18 ROI 23 ROI 81
ROI 24 ROI 24 ROI 19 ROI 24
ROI 29 ROI 29 ROI 25 ROI 29
ROI 34 ROI 81
ROI 36 ROI 36 ROI 137 ROI 36
ROI 88 ROI 88 ROI 140 ROI 88
ROI 96 ROI 96 ROI 155 ROI 96
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Table A4. ROIs in the cingulo-percular network and in cluster 3 for the static FC and the SampEn of
dynamic FC. ROIs in cluster 3 but not in the cingulo-percular network are marked by underlines.

Cingulo-Percular Network
(n = 32)

Cluster 3 for the Static FC
(n = 23)

Cluster 3 for the SampEn
(n = 27)

ROI 8 ROI 61 ROI 61 ROI 61
ROI 18 ROI 71 ROI 71 ROI 71
ROI 19 ROI 76 ROI 19
ROI 25 ROI 78 ROI 78 ROI 25 ROI 78
ROI 26 ROI 80 ROI 26 ROI 26
ROI 27 ROI 81 ROI 27 ROI 27
ROI 28 ROI 87 ROI 28 ROI 87 ROI 28 ROI 87
ROI 30 ROI 89 ROI 30 ROI 89 ROI 30 ROI 89
ROI 31 ROI 95 ROI 31 ROI 95 ROI 31 ROI 95
ROI 33 ROI 97 ROI 33 ROI 97 ROI 33 ROI 97
ROI 38 ROI 100 ROI 38 ROI 38 ROI 100
ROI 39 ROI 102 ROI 39 ROI 39
ROI 40 ROI 103 ROI 40 ROI 103 ROI 40 ROI 103
ROI 44 ROI 125 ROI 125 ROI 125
ROI 47 ROI 47 ROI 32 ROI 32
ROI 57 ROI 57 ROI 34 ROI 57 ROI 34
ROI 58 ROI 58 ROI 58 ROI 35
ROI 59 ROI 37

Table A5. ROIs in the sensorimotor network and in cluster 4 for the static FC and the SampEn of
dynamic FC. ROIs in cluster 4 but not in the sensorimotor network are marked by underlines.

Sensorimotor Network
(n = 33)

Cluster 4 for the Static FC
(n = 35)

Cluster 4 for the SampEn
(n = 33)

ROI 32 ROI 62 ROI 62 ROI 62
ROI 35 ROI 64 ROI 35 ROI 64 ROI 64
ROI 37 ROI 65 ROI 37 ROI 65 ROI 65
ROI 41 ROI 66 ROI 41 ROI 66 ROI 41 ROI 66
ROI 42 ROI 67 ROI 42 ROI 67 ROI 42 ROI 67
ROI 43 ROI 68 ROI 43 ROI 68 ROI 43 ROI 68
ROI 45 ROI 69 ROI 45 ROI 69 ROI 45 ROI 69
ROI 46 ROI 70 ROI 46 ROI 70 ROI 46 ROI 70
ROI 48 ROI 74 ROI 48 ROI 74 ROI 48 ROI 74
ROI 49 ROI 75 ROI 49 ROI 75 ROI 49 ROI 75
ROI 50 ROI 77 ROI 50 ROI 77 ROI 50 ROI 77
ROI 51 ROI 79 ROI 51 ROI 79 ROI 51 ROI 79
ROI 52 ROI 82 ROI 52 ROI 82 ROI 52 ROI 82
ROI 53 ROI 83 ROI 53 ROI 83 ROI 53 ROI 83
ROI 54 ROI 86 ROI 54 ROI 86 ROI 54 ROI 86
ROI 55 ROI 55 ROI 44 ROI 55 ROI 44
ROI 56 ROI 56 ROI 59 ROI 56 ROI 59
ROI 60 ROI 60 ROI 76 ROI 60 ROI 76
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Table A6. ROIs in the occipital network and in cluster 5 for the static FC and the SampEn of dynamic
FC. ROIs in cluster 5 but not in the occipital network are marked by underlines.

Occipital Network
(n = 22)

Cluster 5 for the Static FC
(n = 30)

Cluster 5 for the SampEn
(n = 27)

ROI 106 ROI 153 ROI 106 ROI 153 ROI 106 ROI 153
ROI 118 ROI 154 ROI 118 ROI 154 ROI 118 ROI 154
ROI 119 ROI 156 ROI 119 ROI 156 ROI 119 ROI 156
ROI 123 ROI 157 ROI 123 ROI 157 ROI 123 ROI 157
ROI 126 ROI 158 ROI 126 ROI 158 ROI 126 ROI 158
ROI 129 ROI 159 ROI 129 ROI 159 ROI 129 ROI 159
ROI 133 ROI 160 ROI 133 ROI 160 ROI 133 ROI 160
ROI 135 ROI 135 ROI 84 ROI 135 ROI 90
ROI 139 ROI 139 ROI 90 ROI 139 ROI 92
ROI 142 ROI 142 ROI 92 ROI 142 ROI 132
ROI 145 ROI 145 ROI 132 ROI 145 ROI 136
ROI 147 ROI 147 ROI 136 ROI 147 ROI 141
ROI 148 ROI 148 ROI 138 ROI 148
ROI 149 ROI 149 ROI 141 ROI 149
ROI 152 ROI 152 ROI 143 ROI 152

Table A7. ROIs in the cerebellum network and in cluster 6 for the static FC and the SampEn of dynamic
FC. ROIs in cluster 6 but not in the cerebellum network are marked by underlines.

Cerebellum Network
(n = 18)

Cluster 6 for the Static FC
(n = 17)

Cluster 6 for the SampEn
(n = 20)

ROI 98 ROI 138 ROI 98 ROI 98 ROI 138
ROI 109 ROI 140 ROI 109 ROI 109 ROI 140
ROI 110 ROI 143 ROI 110 ROI 110 ROI 143
ROI 113 ROI 144 ROI 113 ROI 144 ROI 113 ROI 144
ROI 120 ROI 150 ROI 120 ROI 150 ROI 120 ROI 150
ROI 121 ROI 151 ROI 121 ROI 151 ROI 121 ROI 151
ROI 122 ROI 155 ROI 122 ROI 122 ROI 155
ROI 127 ROI 127 ROI 80 ROI 127 ROI 47
ROI 128 ROI 128 ROI 100 ROI 128 ROI 80
ROI 130 ROI 130 ROI 146 ROI 130
ROI 131 ROI 131 ROI 131
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Abstract: Conventional methods for analyzing functional near-infrared spectroscopy (fNIRS) signals
primarily focus on characterizing linear dynamics of the underlying metabolic processes. Nevertheless,
linear analysis may underrepresent the true physiological processes that fully characterizes the complex
and nonlinear metabolic activity sustaining brain function. Although there have been recent attempts to
characterize nonlinearities in fNIRS signals in various experimental protocols, to our knowledge there has
yet to be a study that evaluates the utility of complex characterizations of fNIRS in comparison to standard
methods, such as the mean value of hemoglobin. Thus, the aim of this study was to investigate the
entropy of hemoglobin concentration time series obtained from fNIRS signals and perform a comparitive
analysis with standard mean hemoglobin analysis of functional activation. Publicly available data from
29 subjects performing motor imagery and mental arithmetics tasks were exploited for the purpose
of this study. The experimental results show that entropy analysis on fNIRS signals may potentially
uncover meaningful activation areas that enrich and complement the set identified through a traditional
linear analysis.

Keywords: fNIRS; entropy; complexity analysis; nonlinear analysis; brain dynamics; mental arithmetics;
motor imagery

1. Introduction

Functional near-infrared spectroscopy (fNIRS) is a noninvasive technique that has found success
in analyzing brain function through the lens of metabolic processes and neurovascular coupling [1,2].
Common methods found in the literature analyze fNIRS signals with the assumption that an underlying
linear system generated their time series [3]. Though these approaches may find success in some domains,
linearity is an ideal assumption when investigating brain physiology. In fact, many physiological systems
exhibit nonlinear behavior, meaning there can be further interaction between variables in a system
beyond a superposition effect while also having dynamics that the system sub-components may not
show. Beyond nonlinearity, physiological systems may exhibit complex dynamics as a result of feedback
loops that arise from homeostasis regulation with consequent extreme sensitivity to the system state
condition [4–6].

Prior literature has shown that nonlinearities are particularly present in the brain and its related
metabolic processes. Functional magnetic resonance imaging (fMRI) and fNIRS data were demonstrated
to follow a nonlinear saturating impulse response model [7], and physiological models of cerebral blood

Entropy 2020, 22, 761; doi:10.3390/e22070761 www.mdpi.com/journal/entropy

245



Entropy 2020, 22, 761

flow dynamics include complex feedback loops between ion channels, metabolism, energy demand,
and oxygenation [8]. Furthermore, dynamics of the intrinsic parameters, such as the electrophysiological
process that drives neurovascular coupling, also exhibit nonlinear and complex behavior [9,10].

Such nonlinearities found in metabolic processes imply that standard linear models and metrics
quantifying linear dynamics defined in the time and frequency domains may potentially underrepresent
the physiological processes sustaining functional activity. To this end, entropy can be a powerful tool
to characterize a system’s regularity or complexity [11]. When applied to the topology of attractors
describing a dynamical system in phase space, entropy leads to a robust estimation of regularity of
state space evolution, also known as the Kolmogorov–Sinai metric [12]. By exploiting Takens’ theorem
and the concept of characterizing an attractor through its topological entropy, several algorithms have
been developed to find a value that converges to the Kolmogorov–Sinai entropy metric for regularity.
Such algorithms include sample entropy (SampEn) [13] and fuzzy entropy (FuzzyEn) [14], which are
able to characterize a system’s regularity at a single time scale level [15]. On the other hand, metrics,
such as distribution entropy (DistEn) [16], have been shown to provide complexity estimates of the system
under study.

While entropy analysis has been a widely investigated tool for studying electrophysiological signals,
there is a dearth of studies regarding entropy applied to metabolic processes, as observed in fNIRS signals.
Permutation entropy, i.e., entropy of a time series from an ordinal transform on the continuous data [17,18],
has been exploited by Gu et al. to investigate the complexity of fNIRS signals in children affected
by attention deficit disorder during working memory tasks [19]. Furthermore, Jin et al. investigated
permutation entropy to analyze differences in experts and novices solving science problems [20].
Studying frontal cortex fNIRS signals, SampEn was suggested as a biomarker for Alzheimer’s disease
diagnosis [21–23], and Angsuwatanakul et al. [24] investigated the effects of working memory experiments
on SampEn estimated from fNIRS series. Also, though applied as an information theoretic approach to
investigate linear effects in fNIRS rather than analyze topological entropy in phase space, differential
entropy has been investigated in Keshmeri et al. as a biomarker that preserves variational information in
the assessment of working memory [25,26].

Although there is literature for entropy applied to fNIRS signals, there has yet to be an analysis of
its regularity and complexity during standard cognitive load tests, such as motor imagery and mental
arithmetics. Besides, previous studies using entropy were not performed using a time stamped controlled
block design protocol. Thus, it is not yet clear how well entropy as an estimate works when activity is
controlled in time. Furthermore, a comparison with standard methods deserves scrutiny. To overcome
these oversights, this study aims to uncover SampEn, FuzzyEn, and DistEn estimates of hemoglobin,
deoxyhemoglobin, and total hemoglobin in mental arithmetics and motor imagery experiments in order to
perform a comparison with traditional methods in fNIRS signals analysis. Concretely, we hypothesize that
by considering nonlinear and complex characterizations of metabolic processed observed in fNIRS signals,
more information, as expressed by cortical activity correlates, can be gleaned regarding physiological and
psychophysiological phenomena than what can be considered using only linear analyses. For the purpose
of this study, we used an open access dataset provided by Shin et al. [27], whose details on methodology
and results follow below.

2. Materials and Methods

2.1. Block Design

The dataset used in this study is openly available and fully described in [27]. Briefly, twenty-nine
subjects (aged 28.5 ± 3.7, 15 females) were involved in the experiment. Left and right hand motor
imagery constituted one set of trials performed, and the other set of trials were baseline and mental
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arithmetics. There were three trials of each of the aforementioned experiments per subject. fNIRS and
electroencephalography (EEG) series were acquired simultaneously during the whole duration of the
experiment using 30 EEG channels and 36 fNIRS channels, and the sampling rate for fNIRS signals was
10 Hz. The 36 fNIRS channels were resolved from a set of 14 sources to 16 detectors matching as illustrated
in Figure 1.

The experimental protocol began with a 60 s rest, after which subjects were presented an instruction
(either a “←” or “→” for motor imagery experiments, and either a “-” or an arithmetic task in comparing
baseline vs mental arithmetic) on the screen telling them which task were to be performed. Afterwards,
the individual performed the task for 10 s, with a subsequent 15 s rest before the next task. After 20
repetitions of these instructions and tasks, a 60 s ending rest was performed. Mental arithmetic/baseline
trials were performed independently from motor imagery trials.

Figure 1. Position of the Optodes. Positions labeled with “D” refer to detectors while positions labeled
with “S” are sources. The lines demonstrate coupling between sources and detectors.

2.2. Hemoglobin Extraction from fNIRS Signals

In continuous wave fNIRS acquisitions, light radiations from two different wavelengths are used to
create a system of equations that can resolve hemoglobin content. These wavelengths are generally chosen
to be in the range of the physiological window where water and hemoglobin absorption is particularly
low (650 nm to 1350 nm). To this extent, the “modified Beer–Lambert law” provides a mathematical
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expression relating absorption measured with a detector and the concentration of a chromophore as seen
in Equation (1) [28]:

μa(λ, t) = log(
Io(λ)

I(λ, t)
) =

n

∑
i=0

ci(t)εi(λ)ρDPF + G (1)

where μa is the absorption coefficient at a given wavelength λ and time t, Io is incident light intensity, I is
the detected intensity that changes with time, c are the chromophore concentrations of interest, ρ is the
separation between a light source and detector, DPF is the correction factor for a best estimate of a light
path through a tissue, and G is the loss of light due to scattering. In a continuous wave setting, differential
concentrations Δc, related by differential absorption Δμa, are the parameters that are analyzed in the fNIRS
signals. This allows for a significant simplification of the expression above when assuming that scattering
loss is a constant in time, yielding differential concentrations that can be resolved through a simple linear
system of equations given multiple wavelengths, as seen in Equation (2):

Δμa(λ, t) = log(
Ib(λ)

I(λ, t)
) =

n

∑
i=0

Δci(t)εi(λ)ρDPF (2)

where Ib is the intensity detected at a baseline of interest.
From the modified Beer–Lambert law, the differential concentration of deoxyhemoglobin can be

retrieved by choosing two wavelengths on opposing sides of the isobestic point of the absorption spectra
of oxyhemoglobin and deoxyhemoglobin and solving a linear system of equations. In the methods of
Shin et al., 760 nm and 850 nm were used as wavelengths. In this study, an evaluation on such differential
concentrations as well as total Hb during activity will be performed.

2.3. fNIRS Data Preprocessing

Figure 2 shows an overview of the preprocessing pipeline. The signal was transformed from optical
densities into Hb and HbO using the modified Beer–Lambert law. For the modified Beer–Lambert law,
the first 60 s were considered as a baseline, corresponding to the resting state. A first Butterworth lowpass
filter with a cutoff frequency at 0.6 Hz and filter order 6 was applied to fNIRS data to highlight the
hemodynamic response. This was considered as 0.6 Hz is the upper end of cut-off frequencies used in
literature [29]. This is significant for preserving the full dynamics of hemoglobin, including the high
frequency components, which can uniquely affect the topology of the attractor in phase space and render
different estimates of entropy. In hand, we must accept the risk of physiological phenomena, such as
Mayer waves, contaminating the entropy estimates. A second band-pass filter with cutoffs 0.8 Hz and
2 Hz and filter order 6 was used to capture pulsatile dynamics of hemoglobin [30]. Afterwards, a wavelet
filtering approach was used to further reduce noise, particularly related to motion artifacts, in the oxy- and
deoxyhemoglobin signals [31]. This wavelet filtering approach works by decomposing the time series into
nine levels using a daubechies five mother wavelet, subsequently thresholding detail coefficients that have
low probability (p < 0.1) given the detail coefficients are sampled from a normal distribution. After the
wavelet filter, the time series were separated into epochs representing blocks of activity. Each channel at
each activity block was differentially referenced to the mean of the previous 5 s of said channel. The data
was then further processed to extract features such as entropy and mean values of hemoglobin.
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Figure 2. Pipeline for processing functional near-infrared spectroscopy (fNIRS) data.

2.4. Entropy Analysis

The entropy metrics SampEn, FuzzyEn, and DistEn were extracted as regularity and complexity
characterizations of fNIRS data. For each fNIRS signal (Hb, HbO, and total hemoglobin) and for the
multivariate embedding derived from a concatenation of the Hb and HbO embedding, the optimal time
delay was chosen as the first zero of the autocorrelation while the optimal embedding dimension was
found using the false nearest neighbours algorithm [32].

To create the embeddings, we started from a time series x(t) of N samples. Having determined the
time lag τ and embedding dimension m, the states Xm

t of the reconstructed attractor can be represented in
vector form as follows:

Xm
t = {x(t), x(t + τ), . . . x(t + (m − 1)τ)} (3)

When reconstructing an attractor using several variables, i.e., the concatenated attractor (Concat),
the above expression is modified in the following way:

Xm
t = {x(t), x(t + τ), . . . x(t + (m − 1)τ), y(t), y(t + τ), . . . y(t + (m − 1)τ)} (4)

From the reconstructed attractor, entropy estimates may be computed. For SampEn, the estimate can
be obtained, as follows:

SampEn = −log(
∑N−m

i=1,i �=j
1

N−m−1 number of |Xm+1
i − Xm+1

j | < R

∑N−m
i=1,i �=j

1
N−m−1 number of |Xm

i − Xm
j | < R

) (5)

where R refers to a user set deviance of states to binarize the distance metric. In this study, it is set to
0.2 ∗ σx, a setting widely used in previous studies with theoretical justifications, where σx is the standard
deviation of the considered time series [33,34].
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FuzzyEn uses a fuzzy membership function instead of the heaviside function to calculate the
correlation integral. In this study, we employed an exponential function, as follows:

φm =
1

N − m

N−m

∑
i=1

1
N − m − 1

N−m

∑
j=1,j �=i

e
(−|Xm

i −Xm
j |)K

R (6)

The value of K was set to 2. Afterwards, FuzzyEn can be derived as the ratio between the above fuzzy
function with the result of a fuzzy function of an order greater [35].

FuzzyEn = −log(
φm+1

φm ) (7)

DistEn is less dependent on parameter selection in comparison to FuzzyEn and SampEn, given that
the parameter R is no longer required. A histogram is constructed from the distance matrix, and the
Shannon entropy of the empirical probability density function is computed. To make the algorithm faster,
we extracted the upper triangle of the distance matrix, as it should be symmetrical, meaning that lower
triangle contains redundant information. Additionally, the diagonal is removed from the entropy estimate
as it should be a zero vector when considering that the self-similar distance is zero. Bin size was estimated
by using Scott’s method [36].

2.5. Statistical Analysis

A bootstrapped third moment test was performed with linear time series surrogate samples generated
by an amplitude adjusted Fourier transform of the original time series and phase scrambling in order to
test the null hypothesis that the original time series was generated from a linear system [37]. Two-hundred
surrogate series were generated in order to determine a p-value, with the third moment calculated for
τ = 1 lag as illustrated in the following equation [38].

tc3(τ) =< xk · xk+τ · xk+2τ > (8)

The percentage of significant time series for each channel and each parameter, either Hb, HbO, or total
Hb, are shown in the results. Significance is determined using an α = 0.05.

After ascertaining nonlinearity, further non-parametric tests were performed on entropy and
mean hemoglobin results when considering the non-Gaussian distribution of the metrics. Friedman
non-parametric statistical tests for paired data were performed in order to determine whether repetitions
of activities in each trial were significantly different. Afterwards, a Friedman test was applied using a
median summary statistic over trials to compare significant cortical areas of activation between the four
tasks (i.e., baseline, mental arithmetic, left hand, and right hand motor imagery). Multiple comparison
tests were then performed between pairs of tasks using Wilcoxon signed rank tests for paired data, and the
statistical significance was set to 0.05 when considering a Bonferroni correction rule over the four different
activity comparisons.

Group-wise and channel-wise multiple comparison results for each metric are displayed using both
p-value topographic maps and topographic maps displaying Δ value differences between tasks for a given
metric. Cortical regions in the topographic maps that are not covered by the optodes, as seen in Figure 1,
are inferred using a bilinear interpolation.
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3. Results

3.1. Nonlinearity Test

As illustrated in Figure 3, an analysis of the third moment for each time series in Hb, HbO, and total
hemoglobin demonstrates that the majority of time series exhibits nonlinear behavior, rejecting the null
hypothesis that a linear system generated the time series.

HbO Hb Total Hemoglobin

Figure 3. Topographic maps from channel-wise third moment tests displaying the fraction of time series
from each channel having statistical significance, where the colorbar indicates the value of the fraction.

3.2. Analysis of Repetitions within Tasks

Through the Friedman statistical test on repetitions, it can be seen by Table 1 that we were able to
accept the null hypothesis that there were no significant differences between the repetitions for either
mental arithmetic, left hand imagery, right hand imagery, or baseline when using any of the statistics of
mean, SampEn, or DistEn over any set of hemoglobin time series representation. On the other hand, we
could reject the null hypothesis for the FuzzyEn comparisons in the case of using total hemoglobin time
series and the multivariate topology reconstructed from both oxyhemoglobin and deoxyhemoglobin.

Table 1. Table of statistical power p-values from the Friedman analysis. p-values are bonferroni corrected.
* denotes that using an alpha of 0.01 we must reject the null hypothesis that there were no significant
variations between repetitions. This particularly occurs for FuzzyEn in the total and the concatenated case
for deoxyhemoglobin.

Metric Mental Arithmetic Left Hand Imagery Right Hand Imagery Baseline

HbO 0.1735 0.1147 0.0331 0.7383
Hb 0.0870 0.0841 0.1735 0.0039

Total Hb 0.0331 0.2449 0.0965 0.0501
SampEnHbO 0.0610 0.1414 0.0976 0.1375
SampEnHb 0.0891 0.2844 0.0101 0.0262

SampEnTotal 0.2013 0.2528 0.0501 0.0554
SampEnconcat 0.0408 0.1147 0.0106 0.1735
FuzzyEnHbO 0.0934 0.0023 0.0501 0.0219
FuzzyEnHb 0.0145 0.0106 0.0556 0.0408

∗FuzzyEnTotal 0.0708 0.0051 0.0243 0.0243
∗FuzzyEnconcat 0.0219 0.0078 0.1735 0.0078

DistEnHbO 0.6658 0.1735 0.1147 0.1619
DistEnHb 0.1272 0.0115 0.0709 0.2209

DistEnTotal 0.0871 0.0501 0.1411 0.0874
DistEnconcat 0.0408 0.1619 0.0118 0.0408
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Given this result, subsequent post-hoc analyses focused on mean estimates, SampEn, and DistEn
for each time series. Furthermore, when considering that the repetitions of these metrics did not show
significant differences, the median value of each estimate over repetitions was used as a summary statistics
for further inter-subject analyses.

3.3. Between-Task Statistical Analysis

Cortical areas with significant statistical differences between baseline, mental arithmetic, right hand,
and left hand motor imagery tasks according to a Friedman test analysis on mean, SampEn and DistEn
analyses can be seen in Figure 4. Estimates on the oxyhemoglobin signal showed overlapping areas of
significance between mean estimate and both entropy estimates in the occipital regions. On the other
hand, DistEn estimates on deoxyhemoglobin signal had significant changes between tasks over the
somatosensory cortex that were not exhibited in the mean estimate. For the total hemoglobin signal,
both SampEn and DistEn unraveled further information that mean estimates could not, where DistEn
exhibited significant changes in the occipital area, and SampEn exhibited changes in the parietal area.
In the concatenated topology, DistEn and SampEn exhibited different subsets of cortical activations.

Metric HbO Hb Total Hb Concat

Mean

SampEn

DistEn

Figure 4. p-value topographic maps from channel-wise Friedman tests displaying significant statistical
differences between all tasks in the experimental protocol (baseline, mental arithmetic, right hand, and left
hand motor imagery). Y (green) areas indicate where we could reject the null hypothesis that activity was
the same in all the tasks, whereas N (white) areas indicate where we could not reject the null hypothesis.

3.4. Multiple Comparison Analysis

Figure 5 shows cortical areas that were associated with significant statistical differences between
mental arithmetic activity and baseline activity for a given estimate according to Wilcoxon non-parametric
tests. When analyzing oxyhemoglobin, SampEn displayed regions in the occipital cortex that
were not highlighted by the mean estimates; DistEn did not seem to add further information.
From deoxyhemoglobin signal analysis, DistEn uncovered significant changes over the left occipital
region that were unobserved in the mean estimate analysis; SampEn did not seem to add new information.
On total hemoglobin, significant changes between tasks were found in the right occipital cortex from
DistEn, which were unobserved in mean estimates. From the concatenated signal, DistEn displayed
information in the parietal cortex that was unobserved by previous analysis. From visual inspection on
Figure 5, it seemed that mental arithmetic activity was generally associated with higher mean and a lower
irregularity and complexity levels than baseline.
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Metric HbO Hb Total Hb Concat

Mean

SampEn

DistEn

Mean

SampEn

DistEn

Figure 5. p-value topographic maps from channel-wise Wilcoxon non-parametric tests displaying significant
statistical differences between mental arithmetic activity and baseline activity. Y (green) areas indicate
statistically significant changes between tasks, whereas N indicates non-significant changes. The colormap
topoplots display estimate differences between baseline (B) and mental arithmetic (M) tasks, with red
indicating higher values for mental arithmetic than baseline and blue indicating lower values for mental
arithmetic as compared to baseline.

Further Wilcoxon tests were performed to show cortical areas that were associated with a significant
statistical difference between left hand motor imagery and baseline for a given estimate, as seen in
Figure 6. When analyzing oxyhemoglobin, both DistEn and SampEn showed significant changes between
tasks over a larger region than the mean estimate, especially in the right occipital cortex. Furthermore,
deoxyhemoglobin activity in the left temporal and sensorimotor cortices was highlighted by both entropies.
A total hemoglobin analysis confirmed that DistEn and SampEn highlight further changes that were not
seen in a mean estimate analysis. With visual inspection on Figure 6, it appeared that SampEn inversely
mapped mean estimate changes over the the frontal, motor, and parietal regions for the oxyhemoglobin
signals. For deoxyhemoglobin, higher mean estimates over the right hemisphere were associated with left
hand motor imagery activity. SampEn increased over the frontal areas during left hand motor imagery
tasks with respect to baseline with no changes over the posterior areas. Changes in total hemoglobin signal
seemed similar to oxyhemoglobin.
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Metric HbO Hb Total Hb Concat

Mean

SampEn

distEn

Mean

SampEn

distEn

Figure 6. p-value topographic maps from channel-wise Wilcoxon non-parametric tests displaying significant
statistical differences between left hand imagery activity and baseline activity. Y (green) areas indicate
statistically significant changes between tasks, whereas N indicates non-significant changes. The colormap
topoplots display estimate differences between baseline (B) and left hand imagery (L) tasks, with red
indicating higher values for left hand imagery vs baseline and blue indicating lower values for left hand
imagery vs baseline.

From Figure 7, another set of Wilcoxon non-parameteric test results can be seen, showing cortical areas
that were associated with a significant statistical difference between right hand motor imagery and baseline
for a given estimate. While mean estimates were associated with few significant changes between tasks,
SampEn and DistEn showed significant differences over several areas, especially in a oxyhemoglobin and
total hemoglobin analysis. Particularly, in a oxyhemoglobin analysis, DistEn showed significant changes
over the frontal, right, and left occipital areas, which were complemented by further changes over parietal
cortices by SampEn. For deoxyhemoglobin signal, complementary parietal activity appeared in DistEn
while SampEn changes were a subset of the mean estimates. In the case of total hemoglobin, changes over
the sensorimotor and parietal cortices were found using SampEn, while DistEn and mean estimates did
not show significant changes between tasks.

Using further visual inspection analysis on Figure 7, the trend appears to be that higher mean,
SampEn, and DistEn values over the frontal areas were more associated with right hand motor imagery
activity, whereas higher estimate values over the posterior areas were associated with baseline activity.
In the case of deoxyhemoglobin, higher mean estimates over the right hemisphere were associated with
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right hand motor imagery activity. SampEn increased over the frontal areas during right hand motor
imagery tasks with respect to baseline with no changes over the central posterior areas. Changes in total
hemoglobin signal seemed similar to oxyhemoglobin ones.

Metric HbO Hb Total Hb Concat

Mean

SampEn

distEn

Mean

SampEn

distEn

Figure 7. p-value topographic maps from channel-wise Wilcoxon non-parametric tests displaying significant
statistical differences between right hand imagery activity and baseline activity. Y (green) areas indicate
statistically significant changes between tasks, whereas N indicates non-significant changes. The colormap
topoplots display estimate differences between baseline (B) and right hand imagery (R) tasks, with red
indicating higher values for right hand imagery vs baseline and blue indicating lower values for right hand
imagery vs baseline.

Figure 8 shows cortical areas that were associated with a significant statistical difference between
right hand and left hand motor imagery for a given estimate according to Wilcoxon non-parametric
tests. Complementary left occipital activity was uncovered by DistEn for oxyhemoglobin, while a
deoxyhemoglobin analysis using SampEn uncovered unique parietal activity changes between tasks.
In the case of total hemoglobin, larger parietal changes were found in DistEn than the mean estimate,
while SampEn exhibited changes in the right temporal regions. Visual inspection analysis on Figure 8
shows a trend of left hand motor imagery activity being associated with higher mean, irregularity and
complexity levels than right hand motor imagery activity over the frontal areas, while an opposite
trend seemed to be observed over the posterior regions. Particularly, changes over the frontal cortex
in mean estimates seemed similar to SampEn differences in oxyhemoglobin, while they appeared to be
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inversely distributed in DistEn. In deoxyhemoglobin, no differences between left and right hand motor
images seemed to occur over the posterior regions in SampEn, whereas DistEn appeared to show similar
differences as mean estimates.

Metric HbO Hb Total Hb Concat

Mean

SampEn

distEn

Mean

SampEn

distEn

Figure 8. p-value topographic maps from channel-wise Wilcoxon non-parametric tests displaying significant
statistical differences between left hand imagery and right hand imagery activities. Y (green) areas indicate
statistically significant changes between tasks, whereas N indicates non-significant changes. The colormap
topoplots display estimate differences between left hand imagery (L) and right hand imagery (R) tasks,
with red indicating higher values for right hand imagery than left hand imagery and blule indicating lower
values for right hand imagery than left hand imagery.

4. Discussion

We investigated changes in fNIRS entropy during mental arithmetics and motor imagery tasks and
compared the results with fNIRS standard analysis metrics. Our aim was to test whether entropy analysis
could unravel changes in cortical areas that may not be highlighted while using traditional methods that
analyze the signal in the time domain. Particularly, we assessed statistical differences in fNIRS signal
entropy in four different tasks (baseline, mental arithmetic, right hand, and left hand motor imagery),
and compared different entropy metrics—specifically SampEn, FuzzyEn, and DistEn—together with mean
value estimates of hemoglobin, deoxyhemoglobin, and total hemoglobin.

Previous studies used entropy estimates in protocols of long time windows with unspecified timing
of events in the signal, as in the case of cognitive capacity analysis in Alzheimer’s [21–23]. Nevertheless,
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regularity and complexity analyses of fNIRS signals during standard cognitive load tests, such as motor
imagery and mental arithmetics, were not investigated to the best of our knowledge.

Through a test of nonlinearity, we were able to ascertain that the majority of the considered time series
demonstrated nonlinear behavior. Nonlinearity testing was necessary for validating whether quantifying
the extent of nonlinear behavior could be a value of interest in the analysis of functional activity. To that
extent, our analysis corroborated studies performed in the past, such as the evidence demonstrated in
Khoa et al., where they performed similar nonlinearity tests [38].

Our study showed that FuzzyEn applied to total hemoglobin and the concatenated attractor from
the open dataset demonstrated significant differences between task repetitions (see Table 1); therefore,
only SampEn and DistEn were retained for further analyses on fNIRS regularity and complexity at a
task level. In fact, this result allowed for subsequent comparison analyses between the four tasks to be
performed using a median summary statistic for entropy and the mean estimates over the repetitions
rather than considering each repetition independently.

Over the general set of results, complementary areas of functional activity were found in both
SampEn and DistEn when compared to mean estimates, as demonstrated in Figures 5–8. For example,
in the comparison between mental arithmetics and baseline activities in Figure 5, SampEn was able
to uncover particular parietal activity in oxyhemoglobin that mean estimates, using any of the three
hemoglobin concentrations (Hb, HbO, THb), were unable to resolve. Furthermore, it appears that both
entropy estimates are more sensitive to temporal cortex activity, as seen in Figures 6 and 7, when analyzing
motor imagery tasks compared to baseline.

Previous studies highlighted hemodynamic changes during mental arithmetic tasks primarily over
the bilateral intraparietal, inferior temporal, and dorsal prefontal sites [39,40]. SampEn and DistEn were
both successful in recovering those activity areas as demonstrated in Figure 5. Particularly, SampEn
applied to oxyhemoglobin showed changes over parietal structures while deoxyhemoglobin revealed
changes over frontal cortical sites. With DistEn, the concatenated series displayed changes over both
parietal, frontal, and temporal activity. However, the mean estimates were not able to uncover the
parietal cortex changes, but instead were only sensitive to frontal cortex and temporal cortex activity.
In the case of mental arithmetics, these results suggest that entropy estimates may be more sensitive
to cortical hemodynamic changes than mean estimates given the sample size available. This may be
due to the additional quantification of nonlinear and complex dynamics provided by entropy analysis.
Where linear effects subside or may not be as significant, nonlinear, and complex behavior may still persist.
This could be explained by models that demonstrate short term stimuli resulting in nonlinear behavior
in the hemodynamic response [7]. Speculatively, stimuli may become less frequent or last for shorter
durations when a subject experiences fatigue from a protocol or has become habituated.

In light of motor imagery tasks, Figure 8 demonstrates that we were able to find activity areas in the
expected sensorimotor cortex while using either entropy or mean estimate analysis. Explicitly, both DistEn
applied to deoxyhemoglobin and SampEn applied to the concatenated attractor unraveled these expected
changes. Furthermore, we observed a lateralization effect in DistEn applied to oxyhemoglobin and the
concatenated attractor, as well as SampEn applied to oxyhemoglobin. These results are in accordance with
previous findings [41]. This suggests the presence of complementary information supplied by regularity
and complexity analysis on fNIRS series. In light of these significant results, it is important to mention
that a bilinear spatial interpolation was performed on the topographic maps as mentioned in Section 2.5,
thus there could be errors in drawing the true cortical location of activity. It would be important to use a
higher density fNIRS cap in future experiments in order to better pinpoint the true cortical location of a
specific activity.

The success of entropy estimates in unraveling complementary areas was particularly surprising
when considering that the experiments studied here were tailored to leverage strong activations that arise
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from a saturating superposition effect, i.e., linear superposition. As mentioned above, it is possible that
short-term stimuli were introduced when either the subject became habituated or fatigued. Furthermore,
there may also be significant oscillatory behaviors that contribute to the observed nonlinearities observed
in the hemodynamic signal that mean value analysis can not detect. For example, changes in pulsatility in
the microvessels that arise from cardiac pulses and physical properties of the microvessels may nonlinearly
affect the oxygen extraction from the capillaries to the tissue [10].

As has been mentioned in the introduction, biological systems exhibit a vast array of feedback
and compensatory loops in order to regulate homeostatic behavior at a neurolobiological level [4–6].
This knowledge brings light to the significance of the study we have presented in leveraging the
information in phase space that this complex system projects in the fNIRS time series. However, a clear
limitation of the study is that it is purely exploratory, rather than explanatory for the neurobiological
activity that underlies the complex system the entropy estimates assess. Nonetheless, this study holds a
beacon for future research to investigate the intrinsic complex neurobiological correlates that comprise
activity in mental arithmetic and motor imagery tasks.

A natural extension of this study in the future can be to apply fNIRS regularity and complexity
analysis to block-free paradigms, such as a clock drawing test [42], or tests that stimulate more complex
dynamics related to emotional response [43–45]. Because SampEn was not applied using a multiscale
algorithm, future studies can also investigate fNIRS dynamic activity while using a multiscale entropy
analysis. Such sophisticated methodology may further highlight complex changes that may be induced by
activity on different time scales, such as cardiac pulsatility, arterial blood pressure induced mayer waves,
or other nonlinearities driving the hemodynamic response [10,46,47]. Furthermore, in future studies,
a dataset using an fNIRS system that includes short source-detector separation channels can be analyzed
to regress out artifacts due to skin-blood flow induced changes in the fNIRS signals.

5. Conclusions

A novel investigation into the analysis of entropy in metabolic processes measured by fNIRS on
controlled block design experimental protocols was presented in this study. We conclude that entropy may
uncover areas that yield neuronal correlates and that agree with traditional methods of analyzing neuronal
correlates while also providing novel complementary areas not seen in mean estimates. Furthermore,
entropy estimates seemed to exhibit greater sensitivity with sample size to activity than mean estimates in
mental arithmetics. These results shed light on not only the validity, but also the efficacy of using entropy
to investigate functional neural activations.
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Abstract: Despite considerable appeal, the growing appreciation of biosignals complexity reflects that
system complexity needs additional support. A dynamically coordinated network of neurovisceral
integration has been described that links prefrontal-subcortical inhibitory circuits to vagally-mediated
heart rate variability. Chronic stress is known to alter network interactions by impairing amygdala
functional connectivity. HRV-biofeedback training can counteract stress defects. We hypothesized the
great value of an entropy-based approach of beat-to-beat biosignals to illustrate how HRVB training
restores neurovisceral complexity, which should be reflected in signal complexity. In thirteen
moderately-stressed participants, we obtained vagal tone markers and psychological indexes
(state anxiety, cognitive workload, and Perceived Stress Scale) before and after five-weeks of
daily HRVB training, at rest and during stressful cognitive tasking. Refined Composite Multiscale
Entropy (RCMSE) was computed over short time scales as a marker of signal complexity. Heightened
vagal tone at rest and during stressful tasking illustrates training benefits in the brain-to-heart
circuitry. The entropy index reached the highest significance levels in both variance and ROC
curves analyses. Restored vagal activity at rest correlated with gain in entropy. We conclude that
HRVB training is efficient in restoring healthy neurovisceral complexity and stress defense, which is
reflected in HRV signal complexity. The very mechanisms that are involved in system complexity
remain to be elucidated, despite abundant literature existing on the role played by amygdala in
brain interconnections.

Keywords: refined composite multiscale entropy; complexity; central autonomic network; heart rate
variability; interconnectivity

1. Introduction

Although it has become increasingly evident that physiological systems are complex, in the sense
that many interdependent components interact at different hierarchical levels and simultaneously
operate at different time scales, there can be no direct quantification of complexity in living systems.
Rather, an intuitive approach with considerable appeal has been that physiological/biomedical signals
that are generated by such systems may carry information on the system complexity, its self-organization,
and potential adaptability, so pointing to signal complexity analysis is a reliable way to examine
coordinated interactions in neurophysiological networks. Prior knowledge of system organization
might allow for anticipating, to some extent, system responses through a dynamical organization as well
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as long-term (persistent) adaptations. Accordingly, in controlled conditions, a logical expected system
behavior should help in strengthening the link between system complexity if one can demonstrate that
signal complexity change concurrently [1]. Ultimately, changes in output signal complexity should
reflect interconnectivity at neurophysiological levels [2–4].

It has been known for years that the brain and the heart exhibit permanent top-down and
bottom-up interactions that are critical beyond cardiovascular health, for behavioral, cognitive, and
emotion regulations [5]. As a link between these two organs, a flexible network of neural structures
has been extensively described, which is dynamically organized in response to a variety of internal and
external stimuli. This complex circuitry is nicely embodied in the conceptual model of neurovisceral
integration [6–8], in which prefrontal-subcortical inhibitory circuits that are critically involved in
self-regulation are linked with the heart via the vagus nerve [5–11]. The overall functioning of the many
constitutive hierarchical components and their multiple interactions have been studied so far through
quantifying high-frequency (HF) modulations in heart rate variability, which is a marker of vagal tone
in the system signal output. The so-called vagally-mediated heart rate variability (HF-HRV) has shown
a critical non-invasive transdiagnostic marker of psychological states [12] because of the inhibitory
action of the prefrontal cortex (PFC), which shapes cognitive-behavioral responses [6,8,13,14].

Studies encompassing psychology, cardiovascular, and neuroimaging domains provide converging
evidence of a link between short-range (HF) HRV dynamics and the prefrontal subcortical circuits
through an intricate network [15–18]. They collectively point to the critical role of network functional
activity for cognitive and emotional self-regulation [5]. Additionally, they designate amygdala as a
critical target of stress/anxiety in this circuitry, playing a critical role in system interconnectivity. As a
clear illustration of amygdala-dependent interconnectivity, statistical maps of structural covariance in
neuroimaging confirmed that amygdala interconnections encompass wide portions of cortical and
subcortical regions, which serves as a crucial node in intricate circuits [19]. Amygdala functional
connectivity is necessary for a dynamic coordination within the central autonomic network (CAN).
Stress-induced disruption in amygdala-driven interconnectivity is clearly reflected in the HRV output
signals [18,19].

It follows from above that, reasonably enough, one might expect a causal link between amygdala
functional connectivity, a coordinated neurovisceral integration, and complexity in the healthy
unconstrained CAN.

Researchers have recently more closely associated mood and cognition to complexity markers
in HRV dynamics [20–22]. In agreement with the above assumption, the main observation is that
complexity in heartbeat dynamics grows with brain activity, but vanished with stress. Further,
multiscale entropy in HRV has been suggested as a reliable marker of coordinated neurovisceral
integration during stress-cognition interactions [23], although this is a new recent hypothesis that
should be addressed further, by manipulating e.g., stress management. While the response to stress
in humans is a healthy adaptive function in situations of acute challenge, a prolonged exposure
to stressors might cause persistent dysregulations [12], which affects the CAN, as reflected in a
systematically blunted vagal tone [24,25]. Heightened resting vagal HRV helped in demonstrating
that the functioning of the whole network can be restored, which has promoted the design of specific
interventions that are able to enhance the vagal traffic in people with corrupted cortico-subcortical
inhibition [26–28]. Among such interventions, HRV biofeedback (HRVB) training has been shown to
be an easy-to-use and reliable method that restores cortical inhibitory control [27], which is beneficial
in chronic stressed subjects [29]. The HRVB technique consists in slowing the spontaneous respiratory
rate that drives vagal activity toward the same natural frequency of the sympathetic cardiovascular
control, to around around 0.1 Hz [26], which establishes resonance among vagal and sympathetic
baroreflex control loops. Reaching so-called cardiac coherence provides an increased baroreflex gain,
which improves the vagal afferent traffic and bottom-up brain stimulations and, ultimately, restores a
degraded psychophysiological state [30,31], or improves defense against episodic stressing events,
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as shown in students during examinations [32,33]. To date, we have no idea how the signal complexity
might change with HRVB training.

The aim of the present study was to provide a novel application of a complexity-based method to
evaluate coordination in a neurophysiological network, the CAN, through complexity in its output
signal, HRV dynamics.

For that, Refined Composite Multiscale Entropy (RCMSE) in heartbeat time-series was assessed
during stress-cognition interactions in self-reported moderately stressed participants, before and
after HRVB training to trigger system adaptations. We hypothesized that improved stress defense is
associated with greater signal complexity, which could reflect better neurovisceral coordination.

2. Materials and Methods

2.1. Participants

The procedures are in agreement with the French law that allows for performing experiments on
humans and publishing the obtained results without requiring approbation and ID by an IRB or ethical
committee, because the experiments are part of the research training that has been approved by the
faculty steering committee, which has full responsibility on the training program. The experimental
group (‘Heart Rate Variability Biofeedback’: HRVB group) consisted of 13 healthy participants
(eight males and five females, aged 42.5 ± 15.1 years) performing administrative work at the faculty.
They all reported being somewhat stressed (see stress quantification below) and they have difficulty
for balancing work, family, and lifestyle. Six unstressed people (four males and two females of similar
age) served as the control group (CTRL group).

None of the participants were receiving medical treatment before enrollment. They were required
to abstain from food or drink for two hours before the HRVB training procedure, scheduled on early
morning and early evening before breakfast and lunch. The participants abstained from caffeine
ingestion on the experimental days. After five-weeks of HRVB training, three participants of the HRVB
group dropped-out of follow up. They argued for too high constraints being linked to the day-to-day
HRVB training. Thus, the final sample undergoing both assessments encompassed 10 subjects
(seven males and three females).

2.2. Experimental Protocol

The experimental protocol consisted of two 10 min sequences that were separated by a few
minutes that were dedicated to fill psychological questionnaires. The same sequences were repeated
before and after HRV biofeedback training. During each sequence, the subjects stayed quietly seated
in front of a computer, breathing at spontaneous rate, while the heartbeat time series were recorded,
as described below. The resting conditions corresponded to the first 10 min of watching a calm and
soothing documentary. During the second 10 min sequence, the participants performed cognitive tasks
in a controlled stressful environment. They had to respond to 31 questions that were displayed on a
computer screen, which needed the mental processing of logic, memorization, and calculation in a
balanced proportion. Questions were created with the E-Prime software (Psychology Software Tools
Inc., Pittsburgh, PA, USA), so that the participants answered by pushing dedicated keys on a keyboard.
The added stressors had the form of predetermined response time, visual feedbacks for false responses,
and an attentive and evaluative audience (two people standing near the participant and taking notes).
Flashing lights crowd noises, car honks, and sirens completed the set of added stressors. The number
of questions, the type of logic memorization and mental calculation questions, the negative feedback,
and the two people for evaluative audience were different before and after HRVB training to avoid
undesired consequences of habituation.
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2.3. Heart Rate Variability Biofeedback (HRVB) Training Procedure

HRVB training was assigned to the experimental group for five weeks. The participants had
to control their breathing rate at ~ 6 cycles per min without changing their natural tidal volume,
in quiet conditions for 5-min periods twice a day (morning and evening). A connected device that
was developed by URGOTECH linked by Bluetooth to a smartphone application, URGOfeel, guided
the controlled breathing rate® (URGOTECH, Paris, France). As feedback, heart rate was detected
non-invasively by infrared finger photoplethysmograph and processed to detect respiratory sinus
arrhythmia (RSA) and the presence of a unique mode (frequency) in HRV, which characterizes cardiac
coherence, thereby, suitable conditions for afferent cortical-subcortical stimulation through vagal
afferent traffic.

2.4. Psychological Tests

The participants filled out a series of questionnaires. The Spielberger’s State-Trait Anxiety
Inventory (STAI [34]) consists of 20 items that measured the subjective feelings of apprehension,
tension, nervousness, and worry. The NASA Task Load Index (NASA-TLX [35]) was developed to
assess cognitive workload. The participants were asked to evaluate six components on a scale: mental
demand, physical demand, temporal demand, performance, effort, and frustration level, as well as
the weight of each component, allowing for the calculation of a global cognitive workload index. The
Perceived Stress Scale (PSS [36]) wherein 14 items provided information on the frequency of thoughts
and feeling regarding the encountered situation.

2.5. Heart Rate Recordings and Analyses

Cardiac interbeat intervals (R-to-R peaks interval durations) were recorded while using a Polar H10
chest belt that was linked by Bluetooth to a smartphone. Polar chest belts demonstrated great accuracy
in assessing RR intervals when compared to ECG recordings [37,38]. The RR (intervals) time series
were exported to Matlab (Matlab 2016b, Matworks, Natick, MA, USA) and then analyzed for heart rate
variability (HRV) using custom-designed algorithms. Raw data were inspected for artifacts; occasional
ectopic beats (irregularity of the heart rhythm involving extra or skipped heartbeats, e.g., premature
ventricular contraction and consecutive compensatory pause) were visually identified and manually
replaced with interpolated values from adjacent RR intervals. The root mean square of the differences
between successive intervals (RMSSD) was computed in the time-domain because RMSSD is an index
of very short-term variability that dominantly reflects short-latency vagal modulations [39]. Power
Spectral Density (PSD) was obtained by using a Fourier transform after cubic spline resampling
of the RR signals (4 Hz). Prior to the computation of discrete Fourier transform (DFT, without
windowing), 4 Hz-resampled series were detrended by using a detrending method based on the
smoothness priors approach [40]. The smoothing parameter was adjusted at 500 which corresponds to
the way a time-varying FIR (finite impulse response) high pass filter with a cut-off frequency around
0.033 Hz operates.

Spectral power was computed in the low frequency band (LF-power; 0.04–0.15 Hz) and the high
frequency band (HF-HRV; 0.15–0.4 Hz), and then interpreted as pure sympathetic and dominantly vagal
activities, respectively. LF power/HF power was computed as an indicator of sympatho-vagal balance.

Complexity in the RR time series was captured by computing Refined Composite Multiscale
Entropy (RCMSE), an improved method for obtaining sample entropy [41,42] at several time scales
from coarse-grained time series [43] of moderate length [44]. The rationale of using multiscale entropy
analysis lies in the fact that complexity in neurophysiological networks provides them with the essential
capacity to operate over many timescales, which makes the rate of information staying high and quite
steady over a range of scales, in strong contrast with systems shifting towards disorder (white noise) or
strict order (mode locking) [45]. Here, the overall degree of complexity of HRV signals was calculated by
integrating the values of sample entropy that were obtained over the shortest scales, which corresponds
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to the above described vagal control of heart rate. Refined composite multiscale entropy (RCMSE)
improved the accuracy of MSE by reducing the probability of inducing undefined entropy, which is
especially useful when analyzing the short time series of cardiovascular dynamics [23], as recently
shown [44]. Detailed methods for computing MSE and RCMSE can be found, respectively, in [45]
and [44,46]. The RCMSE curve is obtained by plotting sample entropy values for each coarse-grained
time series as a function of scales. The cardiac entropy index is the area under the corresponding
RCMSE curves (areas calculated using the trapezoidal rule) Figure 1 [44,45]. The entropy indices
were computed after pre-processing time series using empirical mode decomposition (EMD) [47],
as recommended by Gow et al. [48]. EMD decomposes a signal into a sum of intrinsic mode functions
(IMFs) and a residual trend. This residual trend was subtracted to remove the drift, in order to avoid
error in entropy assessments [48].

Figure 1. Refined composite multiscale entropy (RCMSE) analysis of RR interval time series. Sample
entropy values at time scales 1 to 5 during stressful cognitive tasking are reported. The RCMSE curves
for the surrogate shuffled time series are also presented. The entropy index represents the trapezoid
approximation of the area under each curve: (left) Unchanged values in the control group; (right)
Higher entropy after heart rate variability biofeedback (HRVB) training.

2.6. Statistical Analyses

The quantitative variables were expressed as mean, standard deviation (SD), and coefficient of
variation (CV %).

The normality of each dataset was determined using the d’Agostino–Pearson normality test.
One-way analyses of variance followed by paired or unpaired t-tests with Bonferroni corrections
for multiple comparisons were applied to observe the effects of HRVB training on the psychological
and physiological indices. The effect Size with Hedge’s g was calculated. Values above 0.80 were
adopted with high magnitude (‘large’), above 0.5 with medium (‘med.’) and 0.2 with small (‘small’)
magnitude. The Pearson’s correlation coefficient was computed for analyzing the relationship between
two variables. The Receiver Operating Characteristic (ROC) curve through Sensitivity, Specificity,
Area Under Curve defined the efficacy of the HRV indices in time (RMSSD), frequency (HF-HRV,
LF-HRV; LF/HF ratio), and non-linear (entropy) domains. The respective p values were used between
the pre- and post-HRVB training set by Youden Index.

All of the statistical calculations were performed using GraphPad (Prism 8, version 8.2.1, 2019)
and XLSTAT (Addinsoft, 2019, XLSTAT statistical and data analysis solution, Long Island, NY, USA).

3. Results

3.1. Psychological Markers

Figure 2 illustrates the main adaptations that were induced by HRVB training as regards
psychological markers. The adaptations were exclusively observed during the stressful cognitive
condition, not at rest Figure 2. State anxiety and Perceived Stress were significantly lower after HRVB
training (p = 0.0026 and p = 0.0165, respectively), whereas the perceived cognitive load (NASA TLX
score) remained unchanged (p = 0.4258). This observation is not trivial, because it supports the idea
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that a lower stress/anxiety is not the consequence of less attention being paid to the cognitive task
(since the cognitive load is intact), but a pure HRVB training beneficial effect on anxiety and perceived
stress when facing our stressful controlled conditions. The absence of changes in the participants of the
control group confirmed the pure effect of training. Overall, psychological markers indicate that HRVB
training helped participants to prevent a rise in anxiety/stress while facing the stressful cognitive task.

Figure 2. Individual changes in psychological markers induced by five-weeks HRV biofeedback
training (HRVB) (filled circles) at rest (left) and during stressful cognitive tasking (right). Open circles
indicate mean and standard deviation obtained in control group and illustrate the absence of changes.

3.2. HRV-Based Autonomic Markers

The main effects of HRVB training on HRV at rest and during stressful cognitive conditions are
indicated in Table 1 and in Figure 3 where averaged values in the control group are indicated in order
to highlight the specific training effect in the experimental group, not seen in the control group Figure 3.

The RMSSD and HF-HRV values indicate a small effect size of training on vagal activity at rest
and a moderate effect during stressful cognitive tasking. The sensitivity analysis demonstrated that
the main effects of HRVB training were effective during stressful cognitive tasking Table 2.

We highlighted a link between training benefits at rest and those that were observed during
stressful cognitive tasking Figure 4; those participants with the most important gain in resting HF-HRV
(resting vagal tone) correlatively demonstrated the most important gain in HF-HRV during stressful
cognitive tasking (R2 = 0.789, F = 29.97, p = 0.0006, Figure 4).

Taken together, the above adaptations in vagal activity after training indicate that enhanced vagal
tone at rest could help in reaching higher vagal control during a stressful task.

Remarkably, autonomic adaptations to training were more consistent and clear-cut when assessed
with a complexity marker, RCMSE. First, entropy exhibited a small coefficient of variation (~20%),
which contrasts with CV in other markers (mostly >>40%, Table 1). More clearly as well, the entropy
index signed benefits of HRVB training, reaching the highest value of effect size during stressful tasking
Table 1, as well as higher statistical performances in sensitivity analysis Table 2.
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Table 1. Mean, standard deviations (SD) and coefficient of variations (CV %) of time-, frequency-,
and nonlinear markers extracted from Heart Rate Variability during rest and stressful experimental
conditions before and after 5-weeks HRVB training.

Markers
Before HRVB Post HRVB

Mean SD CV (%) Mean SD CV (%) Effect size p Value

RMSSD (ms)
rest 27.4 16.9 61.6 38.0 22.0 57.8 −0.541 small 0.007

stress 34.5 15.4 44.4 45.4 17.4 38.4 −0.662 med. 0.002

LF-HRV (ms2)
rest 824 653 79.3 1161 647 55.8 −0.418 small 0.230

stress 1268 957 75.5 1070 732 68.4 0.232 small 0.925

HF-HRV (ms2)
rest 352 465 132.2 697 736 105.6 −0.560 small 0.008

stress 472 394 83.3 925 709 76.7 −0.790 med. 0.020

LF/HF
rest 3.23 1.39 43.0 2.51 1.29 51.4 0.084 small 0.050

stress 3.08 2.24 72.8 1.60 1.21 75.6 0.732 med. 0.021

Entropy index
rest 6.86 0.29 4.23 7.00 0.32 4.57 −0.478 small 0.889

stress 7.33 0.94 12.90 8.43 0.89 10.53 −1.198 large 0.003

RMSSD: Root Mean Square of the Successive Differences; LF-HRV: Low Frequency; HF-HRV: High Frequency;
LF/HF: ratio between Low and High Frequencies; Entropy: entropy index calculated from RCMSE analysis.

Figure 3. Individual changes in RMSSD, HF-HRV, and Entropy index markers induced by five-weeks
HRV biofeedback training (HRVB) (filled circles) at rest (left) and during stressful cognitive tasking
(right). Open circles indicate mean and standard deviation obtained in control group.

Finally, a link was observed between individual gain in resting vagal power and entropy; with
those participants with greater improvement in resting vagal control reaching a higher level of entropy
during stressful cognitive tasking (R2 = 0.59, F = 11.42, p = 0.009, Figure 5).
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Table 2. Efficacy of HRV indices in time-, frequency-, and nonlinear domains in the discrimination of
HRVB training effects at rest and during stressful cognitive tasking.

Variables Sensitivity Specificity Youden Index AUC p Value

RMSSD (ms)
rest 0.589 0.567 0.156 0.648 0.255

Stress-task 0.617 0.588 0.204 0.694 0.135

LF-HRV (ms2)
rest 0.594 0.571 0.165 0.657 0.227

stress-task 0.528 0.521 0.049 0.546 0.722

HF-HRV (ms2)
rest 0.713 0.674 0.318 0.722 0.088

stress-task 0.708 0.684 0.392 0.731 0.075

LF/HF
rest 0.611 0.583 0.194 0.685 0.155

stress-task 0.774 0.785 0.560 0.824 0.013

Entropy index
rest 0.704 0.644 0.349 0.793 0.097

stress-task 0.813 0.799 0.612 0.818 0.010

RMSSD: Root Mean Square of the Successive Differences; LF-HRV: Low Frequency; HF-HRV: High Frequency;
LF/HF: ratio between Low and High Frequencies; Entropy: entropy index calculated from RCMSE analysis; AUC:
area under the ROC curve.

Figure 4. Correlation analysis between HRVB training gain (calculated as post–pre)/pre * 100) in
high-frequencies (HF)-power during stressful cognitive tasking vs. rest.

Figure 5. Correlation analysis between post-training entropy index during stressful cognitive tasking
vs. training-induced gain in HF-power (calculated as post–pre)/pre * 100).
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4. Discussions

The main aim of the present study was to show the value of a complexity-based analysis, refined
multiscale entropy (RCMSE), to identify changes in the coordinated interconnectivity of the central
autonomic network (CAN). It was hypothesized that a coherent profile in entropy changes during
stress-cognition interactions provides a meaningful approach of CAN complexity and neurovisceral
adaptability to HRVB training. The main finding in this sense was that entropy in the output signal
was heightened despite stress, thanks to HRVB training. This was accompanied with training benefits
on vagal activity, which is known to prevent disruption in amygdala functional connectivity [13,18].
We suggest that our results collectively represent a coherent basis to gain improved knowledge on
neurovisceral coordination, and by so doing illustrate the link that one can make between system
complexity and signal complexity. Here, psychological, vagal, and complexity responses to HRVB
training offer a coherent vision of neurovisceral complexity and may open new perspectives for
HRV-complexity approaches of heart-brain interactions.

To obtain a realistic interpretation of a link between system complexity and signal complexity
in our conditions, a pre-requisite is that autonomic responses and long-term adaptations match
with previous observations that consistently report on the link between vagal activity, anxiety, and
interconnectivity in the neurovisceral circuitry when the brain has to respond emotionally and
cognitively. A low resting vagal HRV and/or an excessive vagal tone withdrawal when one faces
an acute challenge has been associated with poor health and poor effectiveness in coping with
a variety of stimuli and challenges [49]. These defects in vagal autonomic activity are generally
associated with cortico-subcortical dysfunctions [50], which lead to highly susceptibility to amygdala
disconnection and a corrupted behavioral and cognitive flexibility. Prolonged exposure to stress is
one obvious candidate at the origin of such dysfunctions, being reflected in impaired heart vagal
control. In agreement, our moderately stressed participants demonstrated low vagal resting activity
and, more critically, a blunted vagal response during stressful tasking Table 1 before HRVB training;
remarkably, the vagal activity rose after daily HRVB training thanks to repeated bottom-up vagal
stimulations of the brain, especially during stressful cognitive tasking [31,51]. Previous studies
have shown that HRV biofeedback training has the capacity to enhance inhibitory control [52] and
improve overall self-regulation, autonomic stability, and psychosocial well-being [31], which can be
explained by true persistent CAN adaptations. The present work brings about additional support
for effective neurovisceral remodeling, being illustrated by measurable benefits of HRVB training
that extended beyond resting conditions, in vagally-mediated responses to stressful cognitive tasking,
which illustrates profound changes that can be mobilized under different conditions. The correlation
between gain in resting and stressful cognitive tasking gain in vagal activity highlights the extended
ability to mobilize new resources thanks to the improved CAN dynamic organization Figure 4.

The capacity to maintain high vagal activity at rest as well as during a cognitive task is critical
in stress defense [32], and it has been shown to be a pre-requisite for preserving cortico-subcortical
inhibition, thereby amygdala functional connectivity [5]. Hence, as a first and critical step for building
up a complexity-based concept of neurovisceral coordination, it should be acknowledged that our
participants demonstrated an improved vagally-mediated ability to preserve amygdala functional
activity during stressful cognitive tasking thanks to HRVB training. This was illustrated here by
better vagal (HF-HRV) activity and sympatho-vagal (LF/HF) balance concomitant with a reduction of
perceived stress and anxiety after training, which contrasts with poorer status before HRVB training
reflected in those markers.

Interestingly enough, we show a correlation between the training-induced gain in vagal activity,
which confers better psychophysiological status to a participant [12], and the entropy index that is
associated to the stressful cognitive task Figure 5. Hence, better signal entropy while stressful tasking
is not without connection with the facilitated vagal control, notwithstanding the fact that entropy
demonstrated greater sensitivity than most other autonomic markers to discriminate the training effects
Tables 1 and 2. Our interpretative hypothesis, although speculative at this stage, is that the ability of

269



Entropy 2020, 22, 317

the entropy index to consistently reflect training induced improvements in neurovisceral integration in
the presence of stress might have roots in preserved activity of the main target of anxiety, the amygdala
functional connectivity. The reason why entropy, which is a complexity marker, demonstrated that
great value might lie in the fact that amygdala activity is critical for subsystems-interconnectivity, as
shown by neuroimaging [19]. We speculate here on a possible link between neurovisceral complexity
and amygdala functional connectivity, given the multiple connections within and between large
portions of cortical (e.g., prefrontal, cingulate, and insula) and subcortical (e.g., striatum, hippocampus,
and midbrain) regions and vagal pathways, with the amygdala as a central node in this connected
network [19,53]. Giving credit to this overview of the CAN dynamic organization shows the high
potential of complexity-based approaches to decipher functional connectivity and coordination in a
neurophysiological network.

While we use RCMSE here, a large panel of complexity-based methods for analyzing interbeat
time series can be drawn. To evoke a few representative examples, sample entropy has been applied
to wavelet-based decomposition in very-low (VLF), low (LF), and high-frequencies (HF) at different
ages [54]; multiscale entropy has been applied to diurnal vs. nocturnal series at different ages and
health status [45]; the monofractal scaling exponent has been shown to change with ageing, cardiac
health, and disease [55,56]; multifractality disruption has been evidenced in heart failure [57]; and,
more recently, multifractility-multiscale analysis of both cardiac and vascular dynamics provided a
deeper understanding of sexual dymorphism in autonomic control of heart and peripheral vascular
districts [58]. In each case, the added value of obtaining complexity metrics was highlighted. The
present study is in the same vein by attempting to associate RCMSE with CAN complexity.

Using a multiscale entropy approach for that is not without limitations. Mainly, the significance
of sample entropy at given scale strongly depends on the length of the analyzed time series [45,46].
We illustrate the great adequacy of RCMSE, a complexity-based method purposely developed for
shorter series [44] to highlight system complexity by showing consistent sample entropy estimates in
the present approach from scale 1 to scale 5 Figure 1, from 500–600 data samples series.

In brief, here we suggest that a complexity-based approach of cardiac interbeat time series
during stress-cognition interactions is helpful in understanding complexity changes in an intricate
central-autonomic neurovisceral circuitry. This statement finds strong support in the combined markers
of cognitive load, state anxiety, perceived stress, vagal activity, and entropy, which collectively offered
a coherent vision of cooperative mechanisms. Although advanced knowledge on the role of amygdala
has recently been provided, an obvious limitation in the present study is the absence of any metrics
regarding amygdala functional connectivity or direct evidence of changes in brain networks complexity.
Therefore, we conclude that, although HRV biofeedback training appears to be an effective means
to preserve a healthy complexity, and that this very property is reflected in HRV entropy, the very
mechanisms that link neurovisceral coordination to signal complexity remain to be established.
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Abstract: In humans, physiological systems involved in maintaining stable conditions for health and
well-being are complex, encompassing multiple interactions within and between system components.
This complexity is mirrored in the temporal structure of the variability of output signals. Entropy has
been recognized as a good marker of systems complexity, notably when calculated from heart rate
and postural dynamics. A degraded entropy is generally associated with frailty, aging, impairments
or diseases. In contrast, high entropy has been associated with the elevated capacity to adjust to
an ever-changing environment, but the link is unknown between entropy and the capacity to cope
with cognitive tasks in a healthy young to middle-aged population. Here, we addressed classic
markers (time and frequency domains) and refined composite multiscale entropy (MSE) markers
(after pre-processing) of heart rate and postural sway time series in 34 participants during quiet
versus cognitive task conditions. Recordings lasted 10 min for heart rate and 51.2 s for upright
standing, providing time series lengths of 500–600 and 2048 samples, respectively. The main finding
was that entropy increased during cognitive tasks. This highlights the possible links between our
entropy measures and the systems complexity that probably facilitates a control remodeling and
a flexible adaptability in our healthy participants. We conclude that entropy is a reliable marker of
neurophysiological complexity and adaptability in autonomic and somatic systems.

Keywords: heart rate variability; posture; entropy; complexity; cognitive task

1. Introduction

Physiological control is critical for health and well-being in humans, as it contributes to maintaining
homeostasis and the adoption of adequate behaviors. Effective control takes place across intricate
networks spanning many neural structures and operating across many time scales. These networks
are dynamically organized to respond to internal and external stimuli. The coordinate functioning of
the many constitutive components, their multiple interactions within and between systems, and the
presence of overlapping control loops have promoted the conceptualization of nonlinear systems,
exhibiting complexity [1].

The emergent field of systems physiology exploits the idea that complexity is mirrored in the
temporal structure of a system’s output variable. By analyzing physiological time series generated by
control systems (e.g., the autonomic control of heart rate [1,2] or the somatic control of postural sway
when standing upright [3,4]), researchers have discovered a preserved richness of the information
carried by the output signals across multiple timescales. This richness in physiological signals can
be assessed based on sample entropy [5], a measure of the irregularity of a time series obtained by
calculating the probability that segments (also called vectors) of similar m samples remain similar when
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the segment length increases to m + 1. Entropy-based complexity metrics relate to the information
content of a signal by quantifying the degree of regularity or predictability over one or more scales of
time. To address this issue, Costa et al. [1,2] have proposed a multiscale entropy (MSE) method that
consists of a coarse-graining process and sample entropy computations to measure the complexity of
a time series at different temporal scales.

The true strength of this method lies in considering the sample entropy value over multiple time
scales rather than one unique scale. By considering many scales, one can evaluate how far a system
deviates both from emitting white noise (meaning a degraded network organization) and emitting
a very regular signal, which is interpreted as too strict an organization and a lack of flexibility.

In agreement with these interpretations, experimental applications have demonstrated a degraded
entropy in cardiac and postural dynamics associated with frailty, aging, impairments, or
diseases [1,3,4,6–19]. By contrast, high entropy is generally associated with an elevated capacity
to adjust to an ever-changing environment [8], and elevated values are often observed in young healthy
people [1].

During a dual-task protocol, the degradation of entropy in postural sway is exacerbated in aged
people [3,8], thus indicating a failure in the dynamic re-organization of control. A similar phenomenon
was observed in cardiovascular control when comparing nocturnal and diurnal MSEs of heart rate
dynamics [1]. During waking periods, complexity raised in young individuals but vanished in old-age
individuals, which lets the authors suppose that environmental stimuli (and the need for multi-tasking)
may exceed a system’s capacity, thus prohibiting an adequate re-organization in aged people.

One can ask whether stimuli not exceeding a system’s capacity leads to an adequate re-organization
of physiological control, and whether this is reflected in a greater signal entropy. In other words,
it is unclear to date if the capacity to cope with a cognitive task in a healthy young to middle-age
population is reflected in the entropy of a control system’s output, while a degraded entropy seems to
be the rule among old-aged individuals.

The aim of the present study is to assess the dynamic organization of control when performing
cognitive tasks using the temporal behavior of heart rate and postural dynamics according to a multiscale
entropy approach. We hypothesized that entropy would increase during the cognitive tasks, thus
highlighting a flexible adaptation of neurophysiological control in our healthy participants.

2. Materials and Methods

2.1. Population

Thirty-four volunteers (8 women, 26 men) gave their written informed consent to participate in
the present study in accordance with a local institutional review board policy and with the principles
of the Declaration of Helsinki. The mean and standard deviation values of participants’ age and
body mass indexes were 30.5 ± 14.0 years (range: 18–59) and 21.1 ± 1.9 kg/m2, respectively. Among
the women, four were using oral contraceptives, five reported being in the follicular phase of their
menstrual cycle and three were in the luteal phase. All volunteers had a university education.

None of the participants reported neurological or physiological disorders. Participants were asked
to avoid alcohol and caffeinated beverages for the 12 h preceding the experiment, but also to abstain
from heavy physical activity.

2.2. Protocol

The experimental protocol included recordings of heart rate dynamics and postural dynamics,
according to reference (Ref) and cognitive tasks (Cog). Recordings of heart rate dynamics lasted
10 min during which the participants were sitting down in a quiet environment, breathing normally
(at a spontaneous rate), and either facing a blank computer screen (Ref), or performing cognitive
tasks displayed on the screen (Cog). Recordings of postural dynamics lasted 51.2 s, during which
the participants had to stand upright on a force platform, either looking at a black cross 4 m ahead
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(Ref), or performing a cognitive task displayed on a screen 4 m ahead (Cog). This study followed
a randomized crossover design in which participants executed either cardiac or postural measurements
first, and, in each of these two blocks of measurements, either Ref or Cog was executed first.

2.3. Recordings of RR Interval Time Series

Cardiac interbeat (RR interval) time series were recorded from a bipolar electrode transmitter belt
Polar H7 (Polar, Finland) fitted to the chest of the subject and connected to an iPod (Apple, Cupertino
CA, USA) via Bluetooth. A smartphone application was used to continuously store the transmitted RR
intervals. About 500–600 successive RR intervals were recorded over 10 min, the exact length of the
RR interval time series depending on the average heart rate of each participant. For further analyses,
the RR interval time series were exported to Matlab (Matworks, Natick, MA, USA).

2.4. Recordings of Center of Pressure Time Series

Anteroposterior (AP) and mediolateral (ML) postural sway was assessed from the center of
pressure (COP) trajectory and recorded by a platform equipped with three strain gauges (Winposturo,
Medicapteurs, 40 Hz/16b, Balma, France). Participants stood barefoot with feet abducted at 15◦ from
the median line and heels separated by 4 cm. Participants’ eyes were open and their arms hung
loosely at their sides. COP trajectories were recorded at a sampling frequency of 40 Hz for 51.2 s (thus
providing 2048 data points). The AP and ML time series were exported to Matlab (Matlab R2017b,
Mathworks) for further analyses.

2.5. Cognitive Tasks

During Cog, participants performed cognitive tasks chosen to solicit frontal cortical lobes, cerebral
areas where executive functions operate [20,21].

During the entire 10-min recordings of heart rate dynamics, participants performed four tests that
followed one another in this order: the Stroop Color and Word Test (SCWT) [22], the Hayling Sentence
Completion Test (HSCT) [23], a visual version of the Paced Auditory Serial Addition Test (PASAT) [24],
and a semantic fluency task [25]. In order to ensure that participants remained silent during these tests,
they wrote their answers to the test. The durations of each task were the following: 3 min for the SCWT,
2.5 min for the HSCT, 3 min for the PASAT, and 1.5 min for the semantic fluency task. SCWT is a task
that forces inhibition of cognitive interference, which occurs when the processing of a stimulus feature
affects the simultaneous processing of another attribute of the same stimulus [22]. The HSCT taps into
response initiation and response inhibition [23]. The PASAT requires attentional functioning, working
memory, and information processing speed [24]. The semantic fluency task consisted of spontaneous
narration about a given topic (e.g., supermarkets) [25].

Due to the short duration of the recordings of postural dynamics (51.2 s), SCWT alone was
administrated. Participants answered verbally.

2.6. Analysis of RR Interval Time Series: Classic Indices

Due to technical issues, two participants (one woman and one man) were excluded from the RR
interval time series analyses. All computations were performed in Matlab using available functions
and custom-designed routines. The raw data of heart rate variability (HRV; RR interval time series)
were inspected for artifacts. Occasional ectopic beats (irregularity of the heart rhythm involving
extra or skipped heartbeats such as extrasystole and consecutive compensatory pause), were visually
identified and manually replaced with interpolated adjacent RR interval values. Classic indices were
then calculated in time and frequency domains. The mean of RR interval values was calculated.
The root mean square of successive differences (RMSSD) was obtained by calculating the first difference,
a discrete analog of the first derivative, which is a standard method for removing slow varying trends
in a signal and highlights the power of high-frequencies that are associated with parasympathetic
modulations of the heart rate [26]. In the frequency domain, discrete Fourier transform was performed
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after 4 Hz resampling using a cubic spline interpolation. The computation of signal power in fixed
bands between 0.04 and 0.15 Hz for the low frequencies (LFs) and between 0.15 and 0.4 Hz for the
high frequencies (HFs), allowed the calculation of the ratio LF/HF (an index of the sympathovagal
balance) [26].

2.7. Analysis of Center of Pressure Time Series: Classic Indices

To evaluate the main features of postural control, here we computed the 95% confidence ellipse
area, which is expected to enclose approximately 95% of the points on the COP path [19]. As well,
the average velocity along the AP and the ML axes was computed. In the frequency domain, the spectral
energy was assessed on ML and AP axes based on the power spectral density (PSD) obtained with fast
Fourier transform.

2.8. Analysis of Complexity: Entropy Indices

The refined composite multiscale entropy (RCMSE) [27] was computed from both RR interval time
series and postural time series in order to investigate signal complexity. As mentioned by Wu et al.,
the RCMSE method proposes improve the MSE method for short time series [2,27] by increasing
the accuracy of entropy estimation and reducing the probability of inducing undefined entropy [27].
Undefined entropy may result from computations of short time series where no template segments
(vectors) are matched to one another.

In brief, in the original MSE algorithm [1,2], the analyzed time series x = {x1, x2, . . . , xN} is coarse
grained using non-overlapping windows to obtain the representation of the original time series at
different time scales τ. The algorithm detects how many segments (vectors) of size m remain similar
at size m + 1 in the time series. Hence, the number of matched vector pairs indicates the level of
signal regularity. Due to a reduction of the original signal by a factor of τ, the time series at large scale
factors is composed of much fewer data points that the original one [27,28]. This is a concern for the
accuracy of entropy calculation, mainly in short time series. A first attempt to address this accuracy
concern was the development of composite multiscale entropy (CMSE) [29], whose main gain relies on
considering all possible starting points at a given scale for the coarse-grained process, then calculating
the averaged sample entropy for each scale. It was observed that CMSE, despite possessing a greater
accuracy, increases the probability of inducing undefined entropy. To address this particular concern,
Wu et al. (2014) [27] developed refined composite multiscale entropy (RCMSE), a method that uses the
number of matched vector pairs for each scale factor τ and also for all (k) τ coarse-grained time series.
Hence, it is unlikely even for short time series that the sum of matched vector pairs are zeros.

Briefly, the RCMSE algorithm consists of the following procedures (see detailed method in [27]):

1. At each scale factor of τ, the number of matched vector pairs nm+1
k,τ and nm

k,τ is calculated for
all (k) τ coarse-grained series, with m corresponding to the sequence length considered. In the
present study, m = 2.

2. The RCMSE at a scale factor of τ is provided as follows, with r corresponding to the tolerance for
matches. In the present study, r = 0.15 of the standard deviation of the initial time series x [30].

RCMSE(x, τ, m, r) = −ln

⎛⎜⎜⎜⎜⎜⎜⎝
∑τ

k=1 nm+1
k,τ∑τ

k=1 nm
k,τ

⎞⎟⎟⎟⎟⎟⎟⎠ (1)

The length of the original time series determines the largest analyzed scale [1,27,31]. In this study,
RCMSE was assessed over a range of scales from 1 to 4 for RR interval time series and over a range of
scales from 1 to 14 for postural times series, a difference that was due to different sample sizes of RR
interval (500 to 600 samples) and postural (2048 samples) times series.

The RCMSE curve is obtained by plotting entropy values for each coarse-grained time series
as a function of scales. The cardiac entropy index (EC) and postural entropy index (EP) are the area
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under the corresponding RCMSE curves (areas calculated using the trapezoidal rule) (Figure 1) [1,27].
As recommended by Gow et al. [31], entropy indices were computed after pre-processing time series
using empirical mode decomposition (EMD) [32]. EMD decomposes a signal into a sum of intrinsic
mode functions (IMFs) and a residual trend. This residual trend was subtracted to remove the drift,
which has been identified as a source of error in entropy assessments [31].

Figure 1. Cardiac entropy index (EC, left) and postural entropy index (EP, right), calculated from the
areas under the refined composite multiscale entropy (RCMSE) curves.

We tested the hypothesis that the complexity of our time series is encoded in the sequential
ordering, and that this ordering is not fortuitous. For that, we built surrogate time series by shuffling
the sequence of data points (randomly reordering). RCMSE curves are presented comparatively (see
the figure in Section 3.2).

2.9. Statistical Analyses

All statistical procedures were conducted by use of XLSTAT (Addinsoft, 2019, XLSTAT statistical
and data analysis solution, Long Island, NY, USA). Classic and entropy indices were tested for normality
(Shapiro-Wilk test). These indices were compared between Ref and Cog conditions (two-tail t-test or
Wilcoxon test). Following the American Statistical Association statement on statistical significance
and p-values, we did not base our scientific conclusions only on whether a p-value passes a specific
threshold (usually, p < 0.05). Measures of detection sensitivity theory were additionally employed to
assess sensitivity and specificity of the obtained indices, including the receiver operating characteristic
(ROC) [33]. The area under the ROC curve indicates the probability that the index will assign a higher
value to a positive instance than to a negative one [34]. Youden’s index (J = Sensitivity + Speci f icity − 1)
assesses the performance of the detector.

3. Results

Figure 2 shows typical signal outputs from the two explored neurophysiological systems obtained
for a single participant: RR interval times series under reference (Ref) and cognitive (Cog) conditions
are shown in the top panel; anteroposterior (AP) and mediolateral (ML) time series of the COP trajectory
are reported below in middle and bottom panels respectively.

Mean values of classic and entropy indices derived from the signals obtained from our participants
are reported in Table 1.
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Figure 2. Top: RR interval time series from a representative participant in reference (Ref, left) and
cognitive (Cog, right) conditions. Middle and bottom: anteroposterior (AP, middle) and mediolateral
(ML, bottom) center of pressure (COP) time series, the horizontal axes are the same for these plots.

Table 1. Classic and entropy indices calculated from RR interval time series and from anteroposterior
and mediolateral center of pressure time series, during reference and cognitive conditions.

Heart Rate Dynamics Ref Cog

RR intervals (ms) 952 ± 120 915 ± 131 **

RMSSD (ms) 58 ± 36 52 ± 30
LFs (ms2) 2243 ± 2058 1894 ± 1602
HFs (ms2) 1459 ± 1448 1150 ± 1196
LFs/HFs 2.96 ± 3.09 2.82 ± 2.62

EC 5.45 ± 0.60 5.75 ± 0.69 *

Postural Dynamics Ref Cog

95% confidence ellipse (mm2) 217.5 ± 148.5 184.7 ± 103.5
AP velocity (mm·s−1) 4.4 ± 1.1 5.1 ± 1.2 ***

AP energy (mm2) 10.29 ± 19.1 9.04 ± 5.5
AP EP 11.81 ± 3.07 14.45 ± 3.27 ***

ML velocity (mm·s−1) 4.9 ± 1.6 5.3 ± 1.5 *

ML energy (mm2) 6.42 ± 3.59 8.00 ± 5.54
ML EP 13.99 ± 2.76 14.72 ± 3.03

Values provided are mean ± standard deviation. Ref: reference condition; Cog: cognitive condition; RMSSD: root
mean square of successive differences; LFs: low frequencies; HFs: high frequencies; EC: cardiac entropy index;
AP: anteroposterior; EP: postural entropy index; ML: mediolateral. Differences between Ref and Cog are expressed
as *** p < 0.001, ** p < 0.01, * p < 0.05.

3.1. Classic Indices in Temporal and Frequency Domains

The mean RR decreased (heart rate increased) under the Cog conditions (p < 0.001, two-tail
Wilcoxon test).

None of the classic temporal (RMSSD) or frequency-derived heart rate variability (HRV) indices
(LF, HF, LF/HF) differed between Ref and Cog, meaning that power at any given frequency did not
change during Cog. Regarding posture, no difference in 95% confidence ellipse or total PSD-derived
energy was observed in the COP displacement signals, while the COP velocity differed (AP p < 0.001,
two-tail Wilcoxon test and ML p = 0.046, two-tail Wilcoxon test).
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3.2. Entropy Indices

As expected, the RCMSE curves for the shuffled (randomly ordered) time series markedly differed
from the RCMSE curves for the original time series (Figure 3). Entropy as a function of scales exhibited
a monotonic decrease in shuffled time series, which is characteristic of random (white) noise [1,3].
By contrast, heart rate and postural dynamics exhibited typical behavior of a complex system, where
the richness of carried information (as represented by entropy at a given scale) do not vanish when
observed in longer timescales.

The main entropy index values (EC and EP) are presented in Table 1. As a main finding here,
the EC index obtained during Cog was higher than the index obtained during Ref (p = 0.016, two-tail
Wilcoxon test).

As well, along the AP axis where most of the postural (dys)regulation occurs [35,36], the EP index
obtained during Cog was higher than the index obtained during Ref (p < 0.001, two-tail t-test). The ML
EP indices did not differ between Ref and Cog (Table 1).

Figure 3. Refined composite multiscale entropy (RCMSE) analysis of RR interval time series (left) and
center of pressure time series on anteroposterior axis (right) during reference (Ref) and cognitive (Cog)
conditions. The RCMSE curves were obtained by connecting the group mean values of sample entropy
for each scale. The error bars represent standard errors. The RCMSE curves for the surrogate shuffled
time series are also presented.

3.3. ROC Curves Analysis

The ROC curves are shown in Figure 4, and the corresponding areas under the curves (AUC) and
the Youden’s indexes are reported in Table 2. The greatest AUC was obtained for entropy of both
cardiac (0.67) and postural (0.72) time series, thus indicating that entropy showed a higher probability
to assign a higher value to a positive instance than to a negative one.

Figure 4. Receiver operating characteristic (ROC) curves (sensitivity vs 1-specificity) for cardiac (left)
and postural (right) indices. RMSSD: root mean square of successive differences; LF: low frequency;
HF: high frequency; EC: cardiac entropy index; AP: anteroposterior; EP: postural entropy index;
ML: mediolateral.
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Table 2. Sensitivity analysis of cardiac and postural indices.

Heart Rate Dynamics J AUC

RR intervals 0.22 0.59
RMSSD 0.13 0.54

LFs 0.19 0.54
HFs 0.13 0.54

LFs/HFs 0.16 0.52
EC 0.31 0.67

Postural Dynamics J AUC

95% confidence ellipse (mm2) 0.15 0.55
AP velocity 0.44 0.71
AP energy 0.15 0.51

AP EP 0.41 0.72
ML velocity 0.27 0.60
ML energy 0.21 0.67

ML EP 0.18 0.56

J: Youden’s index; AUC: area under the ROC curve; RMSSD: root mean square of successive differences; LFs: low
frequencies; HFs: high frequencies; EC: cardiac entropy index; AP: anteroposterior; EP: postural entropy index;
ML: mediolateral.

4. Discussion

In this study we attempted to highlight the possible links between entropy measurements in
two distinct neurophysiological networks and the systems complexity that probably facilitates the
auto-organization and flexible adaptability in our healthy participants.

The main finding was that performing cognitive tasks resulted in a heightened entropy in heart rate
and postural oscillations in young healthy people when compared to quiet conditions, as hypothesized.
This may demonstrate that eliciting brain activity induced a remodeling in involuntary control networks,
leading to a greater richness in signal information. This result is coherent with a great flexibility in
our healthy young participants, which contrasts with a decline in entropy reported in older-aged
individuals during a dual-task [3,8]. Both the elevation of entropy during cognitive tasks and the fact
that two different neurophysiological systems behave in the same way represent original findings in
the present study.

The link between central (cognitive) and peripheral regulations has been widely acknowledged.
As a topic of growing interest, heart–brain interactions rely on a complex network of interconnected
neural structures in the central autonomic network, whose functions are organized at the forebrain,
brainstem, and spinal levels [37–41]. As shown by functional imaging, cortical and subcortical brain
activities influence autonomic outflow to the periphery [42–45]. In our conditions, executive functions
and associated prefrontal regions were involved during the imposed cognitive tasks. It is likely that
the recruitment of brain regions reverberated throughout the autonomic outflow, as reflected in the
heightened complexity revealed here by the RCMSE metrics in heart rate dynamics.

The rise in cardiac entropy is a marker of complex dynamics, which has been shown to reflect
an underlying highly dimensional system with multiple interacting components associated with a high
level of functionality [46,47]. Therefore, we can suggest that the observed increase in entropy during
the cognitive tasks relies on remodeling and adaptability from the baseline, triggered by the recruitment
and the interactions between brain components. This capacity to reorganize the control network in
such a way that complexity is increased underscores a system’s reserve that is not exhausted by any
of our conditions [1]. This observation is in agreement with Costa et al. [1], who demonstrated that
cardiac entropy (MSE) rose in healthy young people when facing diurnal challenges (waking period)
that are absent during the night (sleep period). Cardiac entropy failed to increase comparatively in
older-aged subjects. Other complexity metrics of HRV dynamics, such as fractal long-range properties
in the temporal structure, provided additional evidence that cardiac complexity rises when the brain
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performs executive functions, which was reflected in clearer 1/f noise [48]. Yet, entropy metrics may
provide greater reliability for analyzing complexity from short-term HRV, because fractal properties are
mainly dictated by power versus frequency characteristics of two dominant oscillators relying on vagal
and sympathetic controls [49]. Hence, the “true fractal” component of the spectrum should be assessed
only on frequencies < 0.04 Hz, which requires long-lasting RR interval time series recordings [50].
Noticeably, RCMSE provided satisfactory results for the presence of a complex (1/f) system’s behavior
in our conditions (10 min recordings).

MSE has traditionally been computed to study the COP trajectory as an index of complexity in
the neurophysiological control of posture, and a number of recommendations have been very useful in
this domain [31]. The pre-processing of the COP signal in the present study (EMD filtering) is part of
the cautious approach that is recommended. While it is usually reported that dual-tasking provides
a decline in entropy among older-age individuals, we clearly show in this study that COP entropy rose
(rather than dropped) in our young healthy participants. This highlights an adaptive capacity when
recruiting cognitive functions and their related brain regions, which contrasts with the degraded [3,8],
but reversible [51], flexibility in older-aged dual-tasking.

It is not trivial to observe a similar behavior (the increase of entropy) in the present study both in
relation to cardiovascular and postural control among our participants as a response to the cognitive
task. These systems are markedly different; while the cardiac control relies on neurovisceral integration,
the postural sway results from the somatosensory integration of exteroceptive and proprioceptive
information. The rise in entropy therefore seems ubiquitous, and as such may reflect an adequate
dynamic organization of neurophysiological control with improved interactions both within and
between systems, whatever their neural structures.

Although the discovery of an increase in systems complexity in response to cognitive tasks is
original in the present study, previous recent experiments have demonstrated that specific interventions
may improve a degraded complexity. In humans, the capacity to restore a degraded postural
complexity in aged people has been shown following mind–body interventions [4,7,9]. As well,
walking arm-in-arm has recently been shown as an efficient way to restore walking complexity among
older-aged individuals [52]. For years, degraded complexity markers (fractal or entropy metrics) in
physiological signal outputs have been associated with impaired physiological control. The present
study participates in the recent demonstrations of a heightened complexity marker indicating improved
neurophysiological control.

5. Conclusions

By comparing quiet and cognitive task conditions, MSE-based metrics emphasize an adaptive
systems capacity and a potential remodelling of cardiac and postural control systems under temporary
states of cognitive tasks. The rise in entropy associated with cognitive functions, which contrasts
with a decline reported in old people, illustrates improved interactions across brain regions and
peripheral control loops, leading to a great richness in regulatory information. This demonstrates
that the functional reserve capacity was not reached by our young healthy participants under our
conditions. The issue of overwhelmed control systems in healthy young people confronted with
cognitive tasks remained to be explored, through varying cognitive workloads or combining them
with challenging emotions (e.g., stress), for example. It would be great to observe that whether, after
heightening entropy in young people, more strenuous cognitive loads (with or without additional
stressors) could push control systems to their adaptive limits, and whether this is reflected by a decline
in entropy. It is unknown if the two distinct neurophysiological systems will keep demonstrating
a similar behaviour when one faces such gradual challenges. With further study, even more credit
could be gained towards entropy metrics and their capacity to faithfully reflect tight adjustments in
complex physiological systems during gradual stimulations.
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6. Limitations

Despite appealing results, the present study was not without limitations. The number of
participants might have been augmented, in particular the number of females offering the opportunity
to explore sexual dimorphism, as noted elsewhere [53]. Regarding gender, it was noted that even
a methodological choice for MSE may influence physiological interpretations due to sex-related
differences in cardiovascular dynamics [30]. While we used a fixed tolerance r at all scales in this study,
an alternative method suggests adjusting the tolerance to the standard-deviation changes after coarse
graining [30]. This might improve MSE estimation of heart rate and could be tested on the present
data. It is presently unlikely that adopting an alternative (among many possible) usage of MSE could
change the main conclusions of the present study; indeed, RCMSE on shuffle time series was computed
here, clearly highlighting the distance from a random neurophysiological control and the capacity of
RCMSE to distinguish quiet and cognitive task conditions (Figure 3). Finally, we have no explanation
for the lack of change in ML entropy due to the cognitive task during postural regulation. Further
studies are needed to explore the potential role of certain instances that could dominantly aggregate
AP information, making complex AP regulations more responsive than ML.
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