
 Intelligent Sensors for Positioning, Tracking, M
onitoring, N

avigation and Sm
art Sensing in Sm

art Cities 
Tiancheng Li, Junkun Yan, Yue Cao and Javier Bajo Intelligent Sensors 

for Positioning, 
Tracking, Monitoring, 
Navigation and 
Smart Sensing 
in Smart Cities

Printed Edition of the Special Issue Published in Sensors

www.mdpi.com/journal/sensors

Tiancheng Li, Junkun Yan, Yue Cao and Javier Bajo
Edited by



Intelligent Sensors for Positioning, 
Tracking, Monitoring, Navigation and 
Smart Sensing in Smart Cities





Intelligent Sensors for Positioning, 
Tracking, Monitoring, Navigation and 
Smart Sensing in Smart Cities

Editors

Tiancheng Li

Junkun Yan

Yue Cao

Javier Bajo

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Tiancheng Li

Northwestern Polytechnical

University

China

Junkun Yan 
Xidian University 
China

Yue Cao

Wuhan University 
China

Javier Bajo

Universidad Politécnica de
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Preface to ”Intelligent Sensors for Positioning,

Tracking, Monitoring, Navigation and Smart Sensing

in Smart Cities”

We are in a new era of intelligence and data. The rapid development of advanced sensors and 
their massive deployment provide a foundation for new paradigms to combat the challenges that 
arise in significant tasks such as positioning, tracking, and smart sensing in harsh environments with 
poor a priori information. Relevant advances in artificial intelligence and machine learning are also 
rapidly adopted by industry and further fan the fire. Together with the classic least squares and 
linear fusion paradigms, these advances provide another unlimited means to utilize the pattern of 
data and probabilistic models for positioning and tracking, showing great promise as a means of 
restoring sensor capability over a range of challenging operating conditions. Consequently, research 
on advanced sensing and estimation approaches has burgeoned into two promising and intertwined 
directions. The first is intelligent systems and data-driven algorithms for information fusion, 
which have led to a variety of effective applications related to intelligent transportation, autonomous 
vehicles/robots, wearable computing, smart sensing, and the internet of things. For example, the least 
squares estimator plus a clustering algorithm based on appropriate target trajectory modeling can 
deal with the complicated problem of joint target detection and tracking in clutter with little a priori 
knowledge. The second is distributed systems and multi-agent frameworks, which are gaining 
considerable popularity due to their low power consumption and simple installation and high 
performance and strong reliability, compared with a centralized setting. To this end, arithmetic 
average fusion of multi-target densities is a notable yet simple approach, which demonstrates 
outstanding robustness and tolerance to local failures. The advent in both directions provides rich 
observation at high frequencies but low financial costs, which facilitates novel perspectives based on 
data clustering, fusion, and learning to deal with noise, false alarms, and misdetection, given little a 
priori knowledge. As such, the sensors community has a great interest in novel information fusion, 
resource optimization, and data mining methods coupled with intelligent algorithms for substantial 
performance enhancement, especially for challenging scenarios that make traditional approaches 
inappropriate.

This book is a reprint of the Special Issue “Intelligent Sensors for Positioning, Tracking, Monitoring, 
Navigation and Smart Sensing in Smart Cities” which was published in the journal Sensors. This book 
consists of 14 papers contributed by scientists and technicians and aims to provide a cutting-edge 
coverage of recent advances in sensor signal and data mining techniques, algorithms, and approaches, 
particularly applied for positioning, tracking, navigation, and smart sensing.

Tiancheng Li, Junkun Yan, Yue Cao, Javier Bajo

Editors

ix
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Abstract: With the rapid development of autonomous vehicles, the demand for reliable positioning
results is urgent. Currently, the ground vehicles heavily depend on the Global Navigation Satellite
System (GNSS) and the Inertial Navigation System (INS) providing reliable and continuous navigation
solutions. In dense urban areas, especially narrow streets with tall buildings, the GNSS signals are
possibly blocked by the surrounding tall buildings, and under this condition, the geometry distribution
of the in-view satellites is very poor, and the None-Line-Of-Sight (NLOS) and Multipath (MP) heavily
affects the positioning accuracy. Further, the INS positioning errors will quickly diverge over time
without the GNSS correction. Aiming at improving the position accuracy under signal challenging
environment, in this paper, we developed an MIMU(Micro Inertial Measurement Unit)/Odometer
integration system with vehicle state constraints (MO-C) for improving the vehicle positioning
accuracy without GNSS. MIMU/Odometer integration model and the constrained measurements are
given in detail. Several field tests were carried out for evaluating and assessing the MO-C system.
The experiments were divided into two parts, firstly, field testing with data post-processing and
real-time processing was carried out for fully assessing the performance of the MO-C system. Secondly,
the MO-C was implemented in the BeiDou Satellite Navigation System (BDS)/integrated navigation
system (INS) for evaluating the MO-C performance during the BDS signal outage. The MIMU
standalone positioning accuracy was compared with that from the MIMU/Odometer integration
(MO), MO-C and MIMU with constraints (M-C) for assessing the Odometer, and the influence of the
constraint on the positioning errors reduction. The results showed that the latitude and longitude
errors could be suppressed with Odometer assisting, and the height errors were suppressed while the
state constraints were included.

Keywords: GNSS; MIMU; odometer; state constraints

1. Introduction

Unmanned Ground Vehicles (UGV) with complete automatic operation are regarded as the
most promising technology to be available in the near future [1,2]. Precise and reliable position and
navigation information are fundamental for the autonomous driving vehicles [3]. Currently, the
Global Navigation Satellite System (GNSS) and the Inertial Navigation System (INS) are the most

Sensors 2020, 20, 2302; doi:10.3390/s20082302 www.mdpi.com/journal/sensors1
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popular solutions for providing comparatively reliable positioning information [4]. GNSS is usually
integrated with INS since they are highly complementary. The GNSS works by relying on the geometry
distribution of the in-view satellites and signal quality, however, if the satellite signals are blocked by
the surrendered buildings or obstacles, the GNSS will fail to generate precise positioning results [5].
Under this condition, the INS could provide moderate navigation solutions in a short time. However,
due to the complex noises contained in the raw measurements from the gyroscope and accelerometer,
the INS errors will accumulate quickly over time [4–6].

In the past decade, there has been a lot of literature focusing on improving the positioning accuracy
under GNSS signal-challenging environments. These methods could be divided into two categories.
The first solution is to suppress the INS noise and compensate for its positioning errors. The INS
generates navigation solutions through processing the raw accelerator and gyroscope outputs. Limited
by the manufacturing technology, there are complex noises contained in the raw measurements. Sheimy
employed the Allan Variance method to characterize and quantify the noise [7,8]. Grip proposed
an exponentially stable attitude and gyroscope bias estimation method in GNSS/INS integration [9].
Machine learning (LS-SVM, LSTM-RNN) methods were employed for modeling the errors [10–13].
Some calibration methods were also proposed to improve positioning accuracy [14–18]. Wu investigated
the self-calibration of the Inertial Measurement Unit (IMU)/odometer integrated system for land vehicle
navigation [14]. In addition, in the GNSS/INS integrated navigation system, some machine learning
methods were employed and investigated to compensate for the INS errors during the GNSS signal
outage [15–18]. These machine learning methods were well trained while the GNSS signal was normal.

The second solution is to employ more sensors in the GNSS/INS integration system and construct
a multi-sensor fusion system. Among these sensors, LiDAR, vision cameras, altitude barometers,
Chip Scale Atomic Clock (CSAC), and the odometer are the most popular sensors [19–24]. LiDAR is a
sensor collecting the point cloud of the surrounding environment. With the continuous matching of the
point cloud sequences, LiDAR can generate relative displacements and attitudes [19–25]. In aspects
of the vision sensors, with the matching of the image’s sequences, attitude changes could also be
extracted. With two well-calibrated vision cameras or depth cameras, this method could also provide
positioning information [23,24]. An altitude barometer and odometer could provide height and
odometer information, respectively. GNSS/LiDAR/HD-Map/INS integration system is a popular
solution for autonomous driving vehicle positioning and navigation [25]. In addition, with the size
and accuracy improvement, the CSAC is employed for augmenting the GNSS accuracy by providing a
more precise frequency base [21].

In general, ground vehicles are usually equipped with an odometer for measuring the traveled
distance. Therefore, it is convenient to develop a GNSS/MEMS-INS/odometer fusion system. Some
works have revealed and demonstrated its effectiveness in improving positioning accuracy [26–29].
Georgy investigated the stochastic drift model of a MEMS (Micro-Electro-Mechanical System) gyroscope
in a gyroscope/odometer/GPS integrated navigation system [26]. A mixture of particle filter and fuzzy
neural network was employed for enhancing the MEMS-IMU/odometer/GPS integration for land
vehicle applications [27,28]. An odometer and MEMS IMU were also employed for enhancing Precise
Point Positioning (PPP) under weak satellite observability environments [29]. However, these studies
were conducted while the GNSS was available, and the influence of the constraints and odometer on
the positioning errors were not presented respectively and clearly.

Scientists have explored and investigated this issue using the vehicle trajectory constraints to
reduce the INS errors while the GNSS is unavailable [30–33]. Non-Holonomic Constraints (NHC) were
employed as the measurements for suppressing the INS errors while GNSS was unavailable. While the
vehicle is driving on the road, the velocity of both the up direction and perpendicular to the direction of
vehicle traveling are almost zero [33]. The observability of the NHC was analyzed for demonstrating
its effectiveness in land vehicle navigation systems [33]. However, NHC could not suppress the
positioning errors in the forward direction. Therefore, in this paper, apart from the NHC, an odometer
was also employed to suppress the positioning errors in the forward direction. We developed an
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MEMS-IMU/odometer integration navigation system considering the vehicle state constraints (MO-C)
for ground vehicle positioning without GNSS. Both data post-processing and real-time processing
experiments were carried out for assessing the navigation solution accuracy. Comparisons between
MO-C, MO, and M-C were presented for evaluating and validating the odometer and constraints
influence on the navigation solution accuracy. The contribution and innovation of this paper are
summarized as follows:

(1) The model of the IMU/odometer with constraints is comprehensively given, detailed equations
are listed and analyzed, and the influence of the odometer and constraints on the positioning
errors were numerically compared and evaluated, which might be a reference for implementing
these algorithms for different conditions.

(2) The odometer and constraints were firstly implemented in a BeiDou Satellite Navigation
System (BDS)/MIMU loosely-integrated navigation system for evaluating its performance and
effectiveness in reducing and suppressing INS positioning errors while GNSS was unavailable,
and positioning errors were presented for assessing these methods’ feasibility in a GNSS/INS
integration framework.

(3) In the experiments, both post-processing and real-time filed tests were carried out for assessing
the odometer and NHC performance in improving the positioning accuracy, respectively, and the
NHC and odometer were employed in the BDS/MIMU integrated navigation system, which was
of great significance for improving the positioning accuracy during the BDS signal outage.

The rest of the paper is organized as follows: Section 2 introduces the model of the MO, MO-C
(state measurement equations), the integration filter, and the vehicle state detection method. Section 3
presents the results and numerical analysis of the field tests. Then, we discuss and conclude the paper,
and the limitations and the future work are detailed.

2. Model

2.1. GNSS/MIMU Loose Integration Model

The state vector of the GNSS/MIMU loose integration model contains 15 states, and the state
vector XI is defined as:

XI = [δφ, δv, δp, δε, δ∇]T (1)

where δφ = [α, β,γ] denotes the three-axis attitude errors (pitch, roll, and yaw angle errors),
δv = [δve, δvn, δvu] denotes the three-axis velocity errors (east, north, and up velocity errors) in the
ENU navigation frames, δp = [δL, δλ, δh] denotes the three-axis positioning errors (latitude, longitude,
and height errors), δε =

[
εx, εy, εz

]
denotes the bias errors of the three-axis gyroscopes in body frame,

and δ∇ =
[
∇x,∇y,∇z

]
denotes the bias errors of the three-axis accelerometers.

The state equation GNSS/MIMU loose integration can be written as:

.
XI(t) = FI(t) ·XI(t) + GI(t)WI(t) (2)

where FI(t) is the state transferring matrix; WI denotes the state model noise matrix [18–21]. Specifically,
the detailed description of the state equation is as:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δ
.
p3×1
δ

.
v3×1

δ
.
φ3×1.
ε3×1.∇3×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Fpp Fpv 03×3 03×3 03×3

Fvp Fvv Fvφ 03×3 Cn
b

03×3 03×3 Fφφ Cn
b 03×3

03×3 03×3 03×3 Fεε 03×3

03×3 03×3 03×3 03×3 F∇∇

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
δp3×1
δv3×1

δφ3×1

ε3×1

∇3×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
03×3 03×3 03×3 03×3

Cn
b 03×3 03×3 03×3

03×3 Cn
b 03×3 03×3

03×3 03×3 I3×3 03×3

03×3 03×3 03×3 I3×3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
wv

3×1
wφ3×1
wε3×1
w∇3×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
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Further, the first-order discrete form of the state equation is as:

.
XI(k + 1) = (I + FI · T) ·XI(k + 1) + GI · T ·WI(k + 1) (4)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δ
.
p3×1
δ

.
v3×1

δ
.
φ3×1.
ε3×1.∇3×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I3×3 + Fpp FpvT 03×3 03×3 03×3

FvpT I3×3 + FvvT FvφT 03×3 Cn
b T

03×3 03×3 I3×3 + FφφT Cn
b T 03×3

03×3 03×3 03×3 I3×3 + FεεT 03×3

03×3 03×3 03×3 03×3 I3×3 + F∇∇T

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
δp3×1
δv3×1

δφ3×1

ε3×1

∇3×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
03×3 03×3 03×3 03×3

Cn
b T 03×3 03×3 03×3

03×3 Cn
b T 03×3 03×3

03×3 03×3 I3×3T 03×3

03×3 03×3 03×3 I3×3T

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
wv

3×1
wφ3×1
wε3×1
w∇3×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5)

where T denotes the integration filter updating interval.
Then, the measurement model of the GNSS/MIMU integration is expressed as:

Zk+1 = Hk+1Xk+1 + μk+1 (6)

where Zk+1 denotes the measurement matrix, Hk+1 denotes the observation matrix, and μk+1 denotes
the measurement noise. In the loose integration model, the measurement vector is composed of GNSS
and MIMU position and velocity difference, and the detailed description is as:

Zk+1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
LMIMU

k+1 − LGNSS
k+1

)
· (RM + h)(

λMIMU
k+1 − λGNSS

k+1

)
· (RN + h)cos(L)

hMIMU
k+1 − hGNSS

k+1
vMIMU

e,k+1 − vGNSS
e,k+1

vMIMU
n,k+1 − vGNSS

n,k+1
vMIMU

u,k+1 − vGNSS
u,k+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)

A detailed description of the observation matrix Hk+1 is:

Zk+1 =

[
diag[RM + h(RN + h) cos(L) 1] 03×3 03×3

03×3 03×3

]
Xk+1 + μk+1 (8)

2.2. State Constraints

The definition of the vehicle body coordinates is presented in Figure 1. In the coordinates, the
origin is the center of gravity of the vehicle body, the Y axis points to the direction of the vehicle
traveling, the X axis points to the right side of the vehicle body, and the Z axis points to the up direction
of the vehicle.

According to the driving characteristics of the vehicle on the road, while the vehicle is running
normally on the road without sideslip or jump, e.g., the vehicle is driving on an expressway, the X-axis
and Z-axis speeds of the vehicle in the defined vehicle frame are approximately zero. The characteristic
is modeled as: {

Vv
x ≈ 0

Vv
z ≈ 0

(9)

In the dynamic trajectory, vehicle kinematic constraints are employed for suppressing the diverging
positioning errors under the GNSS-denied environment. Vehicle kinematic constraints are constructed
in the vehicle body coordinates. Although the Inertial Measurement Unit (IMU) is installed on the

4



Sensors 2020, 20, 2302

vehicle body, there is usually a misalignment angle between the IMU body coordinates and the vehicle
body coordinates. The misalignment angles will affect the velocity constraints listed in Equation (1).

Figure 1. Illustration of the vehicle body coordinates.

Assuming the conversion matrix between the IMU body coordinates and the vehicle body
system is Cb

v. The heading misalignment angle is αψ, the pitch misalignment angle is αθ, and the roll
misalignment angle is αγ. Converting the velocity in the IMU body system to the vehicle body system
can be modeled as:

Vb = Cb
vVv (10)

where Vv is the velocity vector in the IMU body coordinates, and Vb is the velocity vector in vehicle
body coordinates.

Specifically,

Vb =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vb

x
Vb

y
Vb

z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = Cb
v

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vv

x
Vv

y
Vv

z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
sinαψ cosαθ
cosαψ cosαθ

sinαθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦Vv
y (11)

While the vehicle is moving, the Vv
y is not zero. The Vv

y will be projected to the Vb
x and Vb

z through
the heading and pitch misalignment angle. The roll angle does not influence the Vb

x and Vb
z . The

influence of the misalignment angle on the velocity Vb
x and Vb

z can be described as

δCv
b = −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
δαθ

0
δαψ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦×Cv
b = −δα×Cv

b (12)

While employing the constraints in the GNSS/MIMU loose integration, the misalignment angle
between the MIMU body frame and the vehicle body frame should be considered and added to the
state vector. The new state vector is as:

X =
[

XI Xα
]T

(13)

where XI is the same as that in Equation (1), Xα =
[
δαθ δαψ

]T
, δαθ is the misalignment heading angle,

and the δαψ is the misalignment pitch angle.

5
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Once the IMU is fixed on the vehicle, the misalignment angles can be regarded as constant values.
Therefore, the first-order derivative of the misalignment angles is zero.{

δ
.
αθ = 0
δ

.
αψ = 0

(14)

Then, the state equation of the MIMU can be as:

.
X(t) =

⎡⎢⎢⎢⎢⎣ .
XI(t).
Xα(t)

⎤⎥⎥⎥⎥⎦ =

[
FI(t) 0

0 Fα(t)

][
XI(t)
Xα(t)

]
+

[
GI(t) 0

0 Gα(t)

][
WI(t)
Wα(t)

]
= F(t) ·X(t) + G(t) ·W(t)

(15)

where FI(t) is the state transformation matrix of the IMU’s states,Fα(t) is the state transformation
matrix of the misalignment angles, WI(t) is the IMU state noise matrix, and Wα(t) is the misalignment
angle state noise matrix.

Commonly, the MIMU and GNSS loose integration model is constructed in East–North–Up
(ENU) coordinates. Positioning and velocity information from the GNSS and INS are subtracted and
employed as the measurement information. Converting the SINS velocity from the ENU coordinates
to the vehicle body frame.

Vv = Cv
bCb

nVn (16)

where Cv
b means the velocity conversion from the vehicle body frame from the IMU body coordinates,

Cb
n is the velocity transformation matrix from the ENU navigation frame to the vehicle body coordinates,

and Vn is the velocity vector in the ENU navigation frame.
Combining Equations (11)–(16), the differential equation is

δVv = Cv
b

(
Cb

nϕ×Vn + Cb
nδV

n
)
− δα×Cv

bCb
nVn

=
(
−Cv

bCb
n(V

n)×
)
ϕ+ Cv

bCb
nδV

n +
((

Cv
bCb

nVn
)
×
)
δα

= M1
3×3ϕ+ M2

3×3δV
n + M3

3×3δα

(17)

The measurement equation is

ZV =

[
Vv

x − 0
Vv

z − 0

]
= HVX + VV (18)

where HV is the measurement matrix, and the VV is the noise matrix.

HV =

[
M1

3×3(1,×) M2
3×3(1,×) 01×11 0 M3

3×3(1, 3)
M1

3×3(3,×) M2
3×3(3,×) 01×11 M3

3×3(3, 1) 0

]
(19)

where M1
3×3(1,×) is the first row of the matrix M1

3×3, M3
3×3(1, 3) is the element in the first row and third

column, M1
3×3(3,×) is the third row of the matrix M1

3×3, and M3
3×3(3, 1) is the element in the third row

and first column.

2.3. MIMU/Odometer Measurement Model

The state vector of the MIMU/Odometer integration model is the same as Equations (13)–(15),
however, the measurement equation is different. The odometer output is listed as:

V̂
b
odo =

[
0 V̂b

odoy 0
]T

(20)
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We then convert the odometer velocity from the IMU body frame to the ENU navigation frame,
then subtracting them with the velocity from the MIMU. The equation is listed as:

ZO = Vn
I −Cn

b V̂
b
odo =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
VIE −Vn

odoE
VIN −Vn

odoN
VIU −Vn

odoU

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = HOX + VO (21)

where Vn
I is the velocity from the MIMU, and V̂

b
odo is the velocity from the odometer, HO is the

measurement matrix, and VO is the noise matrix.

HO =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
01×3 1 0 0 01×11

01×3 0 1 0 01×11

01×3 0 0 1 01×11

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (22)

2.4. MIMU/Odometer Measurement Model with Constraints

Combining Equations (8)–(14), the MIMU/odometer measurement model with constraints is as:

ZOV =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vv

x − 0
VIN −Vn

odoN
Vv

z − 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = HOVX + VOV (23)

where Vv
x is the X-axis velocity in the vehicle body coordinates, Vv

z is the Z-axis velocity in the vehicle
body coordinates, HOV is the measurement matrix, and VOV is the measurement noise matrix.

HOV =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
M1

3×3(1,×) M2
3×3(1, 1) M2

3×3(1, 2) M2
3×3(1, 3) 01×11 0 M3

3×3(1, 3)
01×3 0 1 0 01×11 0 0

M1
3×3(3,×) M2

3×3(3, 1) M2
3×3(3, 2) M2

3×3(3, 3) 01×11 M3
3×3(3, 1) 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (24)

2.5. Integration Method

The state model is listed in Equations (5)–(7), and the measurement models under different
conditions are given in Equations (10), (14), and (15). Here, a Kalman filter is employed for carrying
out the integration. The Kalman filter is as:

The Kalman filter state vector and state covariance prediction are as:

X̂−k = Φk|k−1X̂k−1 (25)

P−k = Φk|k−1Pk−1ΦT
k|k−1 + Qk−1 (26)

The updating of the gain matrix, state vector, and the covariance are as follows:

Kk = P−k HT
k (HkP−k HT

k + Rk)
−1

(27)

X̂k = X̂−k + Kk(Zk −HkX̂−k ) (28)

Pk = (I−KkHk)P−K (29)

where Φk|k−1 is the state transformation matrix; X̂−k is the predicted state vector through the state
transformation matrix and the state vector at previous epoch; P−k is the covariance matrix; Kk is the
gain matrix at the kth epoch, which decides the updating weight between the predicted state vector and
the new measurements; X̂k is the estimated state vector at the kth epoch; Pk is the covariance matrix.

Based on the above model, Figure 2 shows the structure of the integration system with constraints.
When the GNSS is available, the GNSS/MIMU integration system can provide satisfying navigation
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solutions. While GNSS is unavailable, constraints are employed in the integration system for estimating
the IMU state errors and compensating them.

Inertial 
Measurement Unit Mechanization Position, Velocity, 

Attitude

Kalman filterGNSS

Constraits
 

Figure 2. Structure of the Global Navigation Satellite System (GNSS)/Inertial Navigation System
(INS)/odometer/Non-Holonomic Constraints (NHC) integrated system.

3. Results

For fully testing and assessing the performance of the MO-C system, two different field tests were
carried out. The equipment employed in the field testing are given in Figure 3, the employed MIMU is
presented in Figure 3a, and the vehicle is shown in Figure 3b,c. In the first field test, the MIMU and
Odometer dataset was collected and post-processed through the software implemented in Matlab [34].
In the second field test, the algorithm was implemented using the hardware platform DSP+FPGA
(Digital Signal Processor, DSP; Field Programmable Gate Array, FPGA), and the results were obtained
from real-time processing of the data. The MO-C was also implemented in the BDS/MIMU integrated
navigation system for improving the effectiveness during BDS signal outage.

 
(a) Inertial Measurement Unit 

  
 (b) Equipment (c) Vehicle 

Figure 3. Field testing equipment.
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Parameters of the employed MIMU were given in Table 1. The gyroscope bias stability was 3
degrees/h, and the accelerometer bias stability was 0.1 mg. The MIMU sampling frequency was 400
Hz, and the odometer data output frequency was 20 Hz. The integration filter operation period was
one second.

Table 1. Inertial Measurement Unit (IMU) specifications.

Gyroscope
Bias stability (degree/h) ≤3 degree/h

Scale factor nonlinearity (ppm) ≤200 ppm
White noise (degree/h) 0.1 degree/h

Accelerometer

Bias stability (mg) 0.1 mg
Scale factor nonlinearity (ppm) ≤150 ppm

White noise (mg) 0.05 mg

3.1. Field Testing with Data Post-Processing

MIMU and Odometer data were collected with the equipment presented in Figure 3. Following
positioning values comparisons ( GNSS, MIMU, MIMU/odometer (MO), and MIMU/Odometer with
constraints (MO-C) are presented in Figures 4–6. Trajectories obtained from different methods were
presented in Figure 4. The MO-C and MO results were similar in this trajectory. The positioning
curves in Figure 5 are plotted as the trajectory. Velocity results comparisons are presented in Figure 6.
Positioning and velocity error analysis including the Root Mean Square Error (RMSE) and 90-s errors
without GNSS are listed in Table 2. Through a comparison of the results of the GNSS, MIMU, MO, and
MO-C, it could be seen that:

(1) Compared with the MIMU standalone, the positioning errors were suppressed with the odometer
and constraints included, the latitude and longitude curves were almost consistent with the GNSS
curves. The east and north velocity were also consistent with the GNSS results. The height and
up velocity were also converging over time.

(2) Compared with the MIMU standalone, within 90 s, the MO and MO-C latitude errors reduced
by 98.8% and 98.9%; the MO and MO-C longitude errors reduced by 95.1% and 95.5%; the MO
and MO-C height errors decreased by 81.1% and 95.9%. In aspects of the velocity errors, both
MO and MO-C east velocity errors reduced by 87.2%; the MO and MO-C north velocity errors
decreased by 96.8% and 96.9%; the MO and MO-C up velocity obtained a 63.4% and 99.2%
improvement. Among them, the up direction position and velocity errors obtained the largest
reduction compared with that of other directions.

Figure 4. The trajectory from different methods.
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(a) Latitude results comparison (b) Longitude results comparison 

(c) Height results comparison 

Figure 5. Positioning results comparison.

 
(a) East velocity results comparison (b) North velocity results comparison 

 
(c) Up velocity results comparison 

Figure 6. Velocity results comparison.
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Table 2. Positioning and velocity error comparison.

Latitude (m) Longitude (m) Height (m) East Velocity (m/s) North Velocity (m/s) Up Velocity (m/s)

MIMU
90s error 480.1 −150.6 −95.37 −1.189 7.144 −2.544

RMSE 234.56 81.31 40.36 0.715 6.121 1.365

MO
90s error −5.55 −7.30 18.06 −0.152 −0.225 0.931

RMSE 8.59 7.01 10.34 0.330 0.286 0.416

MO-C
90s error −5.28 −6.74 3.90 −0.152 −0.223 0.020

RMSE 8.54 6.93 2.08 0.304 0.286 0.101

3.2. Field Testing with Real-Time Data Processing

After the post-processing field testing, we carried out real-time data processing-based field testing
for further evaluation of the performance of the method. The algorithm was implemented using the
DSP+FPGA hardware platform with real-time processing data fusion. This sub-section is divided
into four parts. In the first part, we evaluate the MIMU with constraints; in the second part, the
MIMU/odometer integration is assessed; in the third part, the MO-C results are presented and analyzed;
in the last part, the MO-C was integrated into GNSS/MIMU integrated navigation system, and the
navigation solutions are presented and compared during a signal outage.

3.2.1. MIMU with Constraints

The field-testing trajectory was presented in Figure 7, and the positioning errors and velocity errors
were presented in Figures 8 and 9. The latitude and longitude errors of M-C gradually accumulated,
but gradually tended to be flat, the altitude errors gradually stabilized, and the errors were small;
although the three-dimensional speed errors were stable, the east and north speed errors were relatively
large, and the up speed errors were small. Without GNSS, the position and velocity errors within
90 s were as follows: latitude error was −25.85 m, longitude error was −28.80 m, altitude error was
−3.06 m, east velocity error was −0.91 m/s, north velocity error was 0.27 m/s, up velocity error was
−0.38 m/s. The results showed that the constraints were effective for suppressing the errors of the
MIMU in the dynamic trajectory. However, the M-C 90-s error values were still not ideal, which
was also affected by the heading angle. The heading angle was presented in Figure 10, and it varied
between 40◦ and 42◦. The vehicle kinematics constraints could only suppress the X-axis and Z-axis
position and velocity errors.

 
Figure 7. Field testing trajectory.
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Figure 8. Three-axis positioning errors.

Figure 9. Three-axis velocity errors.

Figure 10. Heading angle.

3.2.2. MIMU/Odometer Integration

Three-axis position errors and velocity errors were presented in Figures 11 and 12, and it could
be seen that the MO latitude and longitude errors were stable and small, the altitude errors firstly
decreased and then increased; the east and north speed errors were stable, and kept within 0.2 m/s, the
up velocity errors gradually increased, and it trended to diverge. The 90-s position and velocity errors
were as follows: latitude error was 1.74 m, longitude error was 4.73 m, altitude error was −13.35 m, east
velocity error was 0.03 m/s, north velocity error was −0.06 m/s, and the up velocity error was −0.85 m/s.
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The results showed that the MO was effective for reducing the MIMU positioning errors. It was worth
of noting that the error of up velocity increased gradually without good constraints, which was the
same as the results in Section 3.1. If we wanted to obtain high-precision three-dimensional positioning
and speed measurement under GNSS-denied environments, additional sensors or methods were
necessary to suppress the height and up-direction velocity errors.

Figure 11. Positioning errors.

Figure 12. Velocity errors.

3.2.3. MIMU/Odometer Integration with Constraints

In Figures 13 and 14, the three-dimensional position and velocity errors of MO-C were stable
and small. The height errors and the up velocity errors were significantly smaller than that of the
MC. The added kinematic constraints information performed well in suppressing the up velocity
errors and height errors. The 90-s position and velocity errors were as follows: latitude error was
1.72 m, longitude error was −1.36 m, altitude error was −4.38 m; east velocity error was 0.02 m/s,
north velocity error was −0.04 m/s, and up velocity error was −0.23 m/s. The position and velocity
errors comparison for MINS/BDS, M-C, MO, and MO-C are listed in Table 3. It could be seen that the
latitude and longitude errors were suppressed while the odometer was included in the system. With
the odometer assisting, the MO-C 90-s latitude and longitude errors decreased over 90% compared
with that of M-C. While adding the constraints to the MO, the MO-C longitude and height errors
performed with a 71.2% and 67.2% decrease, and the north and up velocity decreased by 33.3% and
72.9%. These results demonstrated the effectiveness of the odometer and constraints in position and
velocity error suppression.
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Figure 13. Positioning errors.

Figure 14. Velocity errors.

Table 3. Position and velocity error comparison.

Latitude (m) Longitude (m) Height (m) East Velocity (m/s) North Velocity (m/s) Up Velocity (m/s)

M-C
90s −25.85 −28.80 −3.06 −0.91 0.27 −0.38

RMSE 16.662 18.761 4.931 0.686 0.567 0.367

MO
90s 1.74 4.73 −13.35 0.03 −0.06 −0.85

RMSE 0.876 2.910 7.301 0.162 0.060 0.503

MO-C
90s 1.72 −1.36 −4.38 0.02 −0.04 −0.23

RMSE 1.911 2.112 5.487 0.142 0.077 0.168

3.2.4. Implementation of MC-O in MIMU/BDS during Signal Outage

In this part, we integrated into the BDS/MINS coupled navigation system for improving its
positioning accuracy during a signal outage. Figure 15 presented the field-testing trajectory in Google
maps. The BDS satellite amount of change was presented in Figure 16. The red line represented
the in-view satellite amount of GPS and BDS, which was employed as the reference. The blue line
represented the BDS satellite amount employed in the experiment. At 75 s, the antenna was removed
to simulate the signal outage. Therefore, the satellite amount was zero after 75 s.

Position and velocity errors were presented in Figures 17 and 18. During 0–75 s, the system
worked on BDS/MINS integration mode, and the position and velocity errors were within the normal
range. The system worked on GNSS/MIMU/Odometer mode during 0–75 s, the benefits could be
summarized as follows: firstly, the GNSS provided the initial position and velocity information for the
MIMU, and the GNSS velocity was helpful for the attitude estimation; secondly, the odometer could
also help the navigation solutions estimation, and in this mode, some parameters of the odometer
could be estimated from the reliable navigation solutions.
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Figure 15. Trajectory.

Figure 16. Satellites amount.

Figure 17. Position errors.

After the 75 s, the BDS antenna was removed to simulate the signal outage and to assess the
performance of the MC-O. During 75 s and 165 s, the position errors experienced a minor decrease;
however, the position errors still kept within 10 m. After 165 s, the odometer was disconnected for the
assessment of the M-C performance. The position and velocity errors obtained a dramatic decrease.
The latitude and longitude errors were over 20 m. However, the height errors still kept within 10 m,
which demonstrated the effectiveness of the up velocity constraint. After 180 s, the odometer was
re-connected to the system, and the positioning and velocity errors converged quickly to normal range.
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Figure 18. Velocity errors.

4. Discussion

Our experimental results demonstrated that the odometer and the state constraints were effective
for suppressing the positioning errors of the MIMU while GNSS was unavailable. The odometer was
effective for reducing the errors of the vehicle moving direction, and the constraints also performed
well in reducing the height errors. During the 90 s testing time, the MO-C three-dimensional position
errors could keep within five meters above IMU. However, we thought the following work was worthy
of further investigation:

(1) In the above experiments, the testing time was 90 s, and the position errors would diverge due to
the odometer errors and the heading angle errors. In the MO-C, there were no constraints for
the heading angle. Other sensors or methods, providing better heading angles, could certainly
improve the MO-C position accuracy while GNSS was unavailable for a long time.

(2) In the experiments, we removed the GNSS antenna for simulating the signal outage for assessing
the MO-C, in fact, in urban areas, although part of the GNSS satellites were blocked by the
surrounding buildings, there were still a few satellites in view. However, there were not enough
for generating precise three-dimensional navigation solutions, the remaining satellites might be
helpful in the MO-C for aiding the navigation solutions estimation.

(3) Although the NHC and odometer were effective during the GNSS signals outage, it was still
necessary for GNSS/MIMU/odometer integration system, while the GNSS was normal, some
MIMU and odometer parameters could be estimated and calibrated, which could help reduce the
positioning errors during GNSS signal outage.

5. Conclusions

In this paper, we present a comprehensive investigation of the MIMU/odometer integrated
navigation system with vehicle state constraints. The algorithm is described and listed in detail.
Abundant experiments were conducted for evaluating and comparing the performance of the MO,
M-C, and MO-C methods. We could conclude that:

(1) Odometer was effective for reducing the latitude and longitude errors, however, it has almost no
influence on height accuracy.

(2) These constraints were effective for the height error reduction, but its influence on the latitude
and longitude errors were related to the moving direction of the vehicle.

(3) With the odometer and constraints aiding, the heading angle heavily affects the accuracy of the
navigation solutions. If the heading angle could be determined precisely, the multi-sensor fusion
method could provide long-time three-dimensional navigation solutions without GNSS.
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(4) This paper firstly presented the implementation and evaluation of these methods in the BDS/MIMU
loose integration system, and the satisfying results could support the BDS for vehicles in
urban areas.

(5) The methods discussed in the paper could also be implemented in a BDS chip receiver, and MIMU
could be connected to the BDS chip-scale receiver for improving the reliability and robustness of
the navigation solutions.

Author Contributions: K.Z. wrote the first draft of this paper, X.G. conducted the field tests, C.J. proposed the
method, Y.X. and Y.L. reviewed and revised the paper, L.H. developed the software, and Y.C. guided the paper
writing and discussed the method. All authors have read and agreed to the published version of the manuscript.

Funding: The authors acknowledge the support of the National Natural Science Foundation of China (Grant
No. 61601225).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Imparato, D.; El-Mowafy, A.; Rizos, C.; Wang, J. A review of SBAS and RTK vulnerabilities in Intelligent
Transport Systems applications. In Proceedings of the IGNSS Symposium 2018, Sydney, Australia, 7–9
February 2018; pp. 1–18.

2. Chen, Y.; Tang, J.; Jiang, C.; Zhu, L.; Lehtomäki, M.; Kaartinen, H.; Kaijaluoto, R.; Wang, Y.; Hyyppä, J.;
Hyyppä, H.; et al. The accuracy comparison of three simultaneous localization and mapping (SLAM)-based
indoor mapping technologies. Sensors 2018, 18, 3228. [CrossRef] [PubMed]

3. Quack, T.M.; Reiter, M.; Abel, D. Digital map generation and localization for vehicles in urban intersections
using LiDAR and GNSS data. IFAC-PapersOnLine 2017, 50, 251–257. [CrossRef]

4. Jiang, C.; Chen, S.; Chen, Y.; Bo, Y. Research on a chip scale atomic clock driven GNSS/SINS deeply coupled
navigation system for augmented performance. IET Radar Sonar Navig. 2019, 13, 326–331. [CrossRef]

5. Fernández, A.; Wis, M.; Silva, P.F.; Colomina, I.; Pares, E.; Dovis, F.; Ali, K.; Friess, P.; Lindenberger, J.
GNSS/INS/LiDAR integration in urban environment: Algorithm description and results from ATENEA test
campaign. In Proceedings of the 2012 6th ESA Workshop on Satellite Navigation Technologies (Navitec
2012) & European Workshop on GNSS Signals and Signal, Noordwijk, The Netherland, 5–7 December 2012;
pp. 1–8. [CrossRef]

6. Jiang, C.; Chen, S.; Chen, Y.; Bo, Y.; Han, L.; Guo, J.; Feng, Z.; Zhou, H. Performance analysis of a deep simple
recurrent unit recurrent neural network (SRU-RNN) in MEMS gyroscope de-noising. Sensors 2018, 18, 4471.
[CrossRef]

7. El-Sheimy, N.; Hou, H.; Niu, X. Analysis and modeling of inertial sensors using Allan variance. IEEE Trans.
Instrum. Meas. 2007, 57, 140–149. [CrossRef]

8. Syed, Z.F.; Aggarwal, P.; Goodall, C.; Niu, X.; El-Sheimy, N. A new multi-position calibration method for
MEMS inertial navigation systems. Meas. Sci. Technol. 2007, 18, 1897–1907. [CrossRef]

9. Grip, H.F.; Fossen, T.I.; Johansen, T.A.; Saberi, A. Globally exponentially stable attitude and gyro bias
estimation with application to GNSS/INS integration. Automatica 2015, 51, 158–166. [CrossRef]

10. Jiang, C.; Chen, Y.; Chen, S.; Bo, Y.; Li, W.; Tian, W.; Guo, J. A mixed deep recurrent neural network for
MEMS gyroscope noise suppressing. Electronics 2019, 8, 181. [CrossRef]

11. Ismail, M.; Abdelkawy, E. A hybrid error modeling for MEMS IMU in integrated GPS/INS navigation system.
J. Glob. Position. Syst. 2018, 16, 6. [CrossRef]

12. Xing, H.; Hou, B.; Lin, Z.; Guo, M. Modeling and compensation of random drift of MEMS gyroscopes based
on least squares support vector machine optimized by chaotic particle swarm optimization. Sensors 2017, 17,
2335. [CrossRef]

13. Jiang, C.; Chen, S.; Chen, Y.; Zhang, B.; Feng, Z.; Zhou, H.; Bo, Y. A MEMS IMU de-noising method using
long short term memory recurrent neural networks (LSTM-RNN). Sensors 2018, 18, 3470. [CrossRef]

14. Wu, Y.; Goodall, C.; El-Sheimy, N. Self-calibration for IMU/odometer land navigation: Simulation and test
results. In Proceedings of the ION International Technical Meeting, San Diego, CA, USA, 25–27 January 2010.

17



Sensors 2020, 20, 2302

15. Nieminen, T.; Kangas, J.J.J.; Suuriniemi, S.; Kettunen, L. An enhanced multi-position calibration method
for consumer-grade inertial measurement units applied and tested. Meas. Sci. Technol. 2010, 21, 105204.
[CrossRef]

16. Qin, H.; Cong, L.; Sun, X. Accuracy improvement of GPS/MEMS-INS integrated navigation system during
GPS signal outage for land vehicle navigation. J. Syst. Eng. Electron. 2012, 23, 256–264. [CrossRef]

17. Nassar, S.; Niu, X.; El-Sheimy, N. Land-vehicle INS/GPS accurate positioning during GPS signal blockage
periods. J. Surv. Eng. 2007, 133, 134–143. [CrossRef]

18. Chen, L.; Fang, J. A hybrid prediction method for bridging GPS outages in high-precision POS application.
IEEE Trans. Instrum. Meas. 2014, 63, 1656–1665. [CrossRef]

19. Davidson, P.; Hautamäki, J.; Collin, J. Using low-cost MEMS 3D accelerometer and one gyro to assist GPS
based car navigation system. In Proceedings of the 15th Saint Petersburg International Conference on
Integrated Navigation Systems, Saint Petersburg, Russia, 26–28 May 2008.

20. Yang, L.; Li, Y.; Wu, Y.; Rizos, C. An enhanced MEMS-INS/GNSS integrated system with fault detection and
exclusion capability for land vehicle navigation in urban areas. GPS Solut. 2013, 18, 593–603. [CrossRef]

21. Jiang, C.; Chen, S.; Bo, Y.; Sun, Z.; Lu, Q. Implementation and performance evaluation of a fast relocation
method in a GPS/SINS/CSAC integrated navigation system hardware prototype. IEICE Electron. Express
2017, 14, 20170121. [CrossRef]

22. Soloviev, A.; Venable, D. Integration of GPS and vision measurements for navigation in GPS challenged
environments. In Proceedings of the IEEE/ION Position, Location and Navigation Symposium, Indian Wells,
CA, USA, 4–6 May 2010; pp. 826–833. [CrossRef]

23. Wang, J.; Garratt, M.; Lambert, A.; Wang, J.J.; Han, S.; Sinclair, D. Integration of GPS/INS/vision sensors to
navigate unmanned aerial vehicles. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2008, 37, 963–969.

24. Yun, S.; Lee, Y.J.; Sung, S. IMU/Vision/Lidar Integrated Navigation System in GNSS Denied Environments.
In Proceedings of the 2013 IEEE Aerospace Conference. Available online: citeseerx.ist.psu.edu/viewdoc/
download?doi=10.1.1.436.2328&rep=rep1&type=pdf (accessed on 16 April 2020).

25. Cai, H.; Hu, Z.; Huang, G.; Zhu, D.; Su, X. Integration of GPS, monocular vision, and high definition (HD)
map for accurate vehicle localization. Sensors 2018, 18, 3270. [CrossRef]

26. Georgy, J.; Noureldin, A.; Korenberg, M.J.; Bayoumi, M.M. Modeling the stochastic drift of a MEMS-based
gyroscope in Gyro/Odometer/GPS integrated navigation. IEEE Trans. Intell. Transp. Syst. 2010, 11, 856–872.
[CrossRef]

27. Georgy, J.; Karamat, T.; Iqbal, U.; Noureldin, A. Enhanced MEMS-IMU/odometer/GPS integration using
mixture particle filter. GPS Solut. 2010, 15, 239–252. [CrossRef]

28. Li, Z.; Wang, J.; Li, B.; Gao, J.; Tan, X. GPS/INS/Odometer integrated system using fuzzy neural network for
land vehicle navigation applications. J. Navig. 2014, 67, 967–983. [CrossRef]

29. Gao, Z.; Ge, M. Odometer and MEMS IMU enhancing PPP under weak satellite observability environments.
Adv. Space Res. 2018, 62, 2494–2508. [CrossRef]

30. Simon, D. Kalman filtering with state constraints: A survey of linear and nonlinear algorithms. IET Control.
Theory Appl. 2010, 4, 1303–1318. [CrossRef]

31. Zhou, G.; Li, K.; Kirubarajan, T.; Xu, L. State estimation with trajectory shape constraints using
pseudomeasurements. IEEE Trans. Aerosp. Electron. Syst. 2019, 55, 2395–2407. [CrossRef]

32. Zhou, G.; Li, K.; Kirubarajan, T. Constrained state estimation using noisy destination information.
Signal. Process. 2020, 166, 107226. [CrossRef]

33. Niu, X.; Li, Y.; Zhang, Q.; Cheng, Y.; Shi, C. Observability analysis of non-holonomic constraints for
land-vehicle navigation systems. J. Glob. Position. Syst. 2012, 11, 80–88. [CrossRef]

34. MathWorks. Available online: https://www.mathworks.com/products/matlab.html (accessed on
16 April 2020).

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

18



sensors

Article

Autonomous Road Roundabout Detection and
Navigation System for Smart Vehicles and Cities
Using Laser Simulator–Fuzzy Logic Algorithms and
Sensor Fusion

Mohammed A. H. Ali 1,*, Musa Mailah 2, Waheb A. Jabbar 3, Khaja Moiduddin 4, Wadea Ameen 4

and Hisham Alkhalefah 4

1 Faculty of Manufacturing Engineering, Universiti Malaysia Pahang (UMP), Pekan 26600, Malaysia
2 School of Mechanical Engineering, Faculty of Engineering, Universiti Teknologi Malaysia,

UTM Johor Bahru 81310, Malaysia; musa@fkm.utm.my
3 Faculty of Electrical and Electronic Engineering Technology, Universiti Malaysia Pahang (UMP),

Pekan 26600, Malaysia; waheb@ump.edu.my
4 Advanced Manufacturing Institute, King Saud University, Riyadh 11451, Saudi Arabia;

khussain1@ksu.edu.sa (K.M.); wqaid@ksu.edu.sa (W.A.); halkhalefah@ksu.edu.sa (H.A.)
* Correspondence: hashem@ump.edu.my; Tel.: +60-942-459-12

Received: 30 April 2020; Accepted: 24 June 2020; Published: 1 July 2020

Abstract: A real-time roundabout detection and navigation system for smart vehicles and cities using
laser simulator–fuzzy logic algorithms and sensor fusion in a road environment is presented in this
paper. A wheeled mobile robot (WMR) is supposed to navigate autonomously on the road in real-time
and reach a predefined goal while discovering and detecting the road roundabout. A complete
modeling and path planning of the road’s roundabout intersection was derived to enable the WMR
to navigate autonomously in indoor and outdoor terrains. A new algorithm, called Laser Simulator,
has been introduced to detect various entities in a road roundabout setting, which is later integrated
with fuzzy logic algorithm for making the right decision about the existence of the roundabout.
The sensor fusion process involving the use of a Wi-Fi camera, laser range finder, and odometry was
implemented to generate the robot’s path planning and localization within the road environment.
The local maps were built using the extracted data from the camera and laser range finder to estimate
the road parameters such as road width, side curbs, and roundabout center, all in two-dimensional
space. The path generation algorithm was fully derived within the local maps and tested with a
WMR platform in real-time.

Keywords: wheeled mobile robot; path panning; laser simulator; fuzzy logic; laser range finder;
Wi-Fi camera; sensor fusion; local map; odometry

1. Introduction

The navigation of autonomous vehicle in urban-building and roads is still a tricky topic in
robotics research worldwide, due to many uncertain cases that prevail while navigating on roads.
The autonomous vehicle is currently not just used as a transportation medium but can be also utilized
for performing some road services like road marks painting, grass cutting, and side-road cleaning [1–3].

A complete navigation algorithm that can consider and deal with all the conditions encountered
in the road environment has yet to be thoroughly constructed and developed [4]. One such case is
navigation and path determination in the open space area, e.g., in a roundabout and T, Y, and cross
junctions. Three main challenges are likely to be encountered during navigation in such areas: firstly,
the capability to detect the printed marks during weather changes; secondly is the ability to discover
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and analyze the traffic light signals; and finally, to detect various intersections or junctions using the
natural landmarks like borders and edges in such areas, when the printed road marks are missed.

The open space road areas include branched/unbranched roads [5,6] and road junctions/
intersections [7–13]. It has been remarked that a limited number of studies have addressed the
autonomous navigation of mobile robot in open-space areas of the roads such as cross, roundabout, T,
and Y intersections. Another situation for open space area on the roads can be seen when there is a
sudden change of the road width along the span of roads [13].

Several works for navigation on the road intersections (e.g., T and Y branches and cross areas)
and road following, have been reported [7–18] through building a suitable local map of terrains using
sensors fusion technique. In fact, a handful of the above-mentioned reported works have dealt with a
roundabout environment where the surroundings and rules of the road are significantly different from
other kinds of junctions or intersections. The roundabout intersection typically consists of a circular
area in the middle and several inlet/outlet branches on the sides, which enables the vehicles to rotate
around until finding the suitable exit branch without a need for traffic light signals, such as in the cross
junction, where the vehicle selects accordingly its exit branch based on appropriate traffic light signals.

2. Related Works

The open space areas such as T, Y, cross, and roundabouts intersections are considered as the main
challenge during autonomous vehicle navigation on the roads, due to sudden changes of the road’s
direction, losses of sensors’ signals, and difficulty to make the right decision in such environments.
Other open space area challenges can be found during autonomous navigation and right maneuver
searching in underwater vehicles [19–21].

This paper focuses on the road roundabout environments navigation, since it needs a further
development and consideration as stated in Section 1; however, the other types of junctions such as
T/Y and cross intersections have been already studied well in the literature [7–18].

Most of the current methods used for roundabout navigation and detection depend on the offline
information coming from GPS and maps to recognize the roundabout and find the proper exit of
roundabout. Jorge et al. [22] have developed an algorithm to recognize the roundabout setting and find
the proper maneuvers using so-called open street map and GPS, which help to find the appropriate
direction of vehicle to be undertaken by the driver either in left, right, and straight manners. In fact,
this is a manual and offline navigation system that utilizes a yaw-rate profile to determine the exit of
roundabout. A 3D simulation of CyberCar to detect a roundabout setting from well-known digital
maps is developed by Rastelli et al. [23]. In this simulator, once the car arrives at the entrance of
the roundabout setting, it generates a circular path in the map with a radius slightly larger than the
roundabout radius.

A steering system to maintain the vehicle on a circular path during navigation in roundabout
using a fusion of fuzzy-logic controller with distance curve gain and angular-error strategies has been
proposed by Katrakazas et al. [24] and Rastelli et al. [25]. In addition, a control system using inertial
measurement unit (IMU) and GPS is used for roundabout trajectory tracking. In fact, the features of a
roundabout are completely known, such as center, entrance, and exit of the roundabout from GPS and
the maps data; however, the path generation is determined from inlet to outlet of roundabout using
Bezier curves strategy.

A guidance system that allows the vehicle to travel along an optimum traffic lane in a roundabout
setting and passes the information to the driver has been developed by Okusa et al. [26]. In this system,
the maps and GPS are used to localize the car in the roundabout setting; however, the traffic signals
and vehicle turning in roundabouts are determined using a group of sensor data that can be generally
classified into two subgroups, namely; traveling distance and direction sensors.

Laura et al. [27] has presented a machine learning algorithm-based predictive model to estimate
the vehicle speed and steering angles in a roundabout intersection. In fact, this model depends on
Open-Streets-Maps and recorded video to identify the roundabout geometry and dimensions, which is
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unsafe for driving in such a dangerous area and is subject to errors; thus there is a need for online
estimation of roundabout parameters.

A sensor fusion model has been used to predict 3D dimensions of surrounding environments
during autonomous driving on roundabouts using LIDAR point’s cloud and camera [28]. It builds a
3D objects map by integrating the data of the images with LIDAR using 3D bounding boxes. This work
is just focused on the roundabout environment detection; however, it does not show how to generate
the path within the roundabout environment. A 2D image has been combined with 3D point cloud to
recognize the road’s traffic signs for the purpose of autonomous transportation systems [29]. It uses
the bag of visual phrases and Gaussian Bernoulli deep Boltzmann algorithm to extract the features of
the traffic signs of the road environment, which is useful for detection of traffic signs; however, it is not
able to generate the path within the road environments.

Tesla and Google autonomous cars have used a sensor fusion technique for building a 3D map of a
vehicle’s surrounding environments and finding the cars located at the back or side of the autonomous
vehicle [30]. It uses velodyne laser range finder (LRF) for construction of an online map, camera for
estimating the obstacles, car on the side or back of the autonomous car, and GPS with Google maps to
localize the vehicle within the road environments from the start to goal positions. Such autonomous
vehicles depend mainly on GPS and Google maps to recognize the roundabout geometry, which might
cause damage to pedestrians and road infrastructure when there is a recent change on the roundabout
that has not been yet registered on the Google maps or there are signal losses in GPS sensor.

Owing to the accuracy and safety issues such as incapability to identify a roundabout in a specific
location using GPS, GPS signal losses, and issues in recognizing the unexpected changes of the road
roundabout terrain, it may result in particular damage and unwarranted harm to the road infrastructure
and pedestrians. Hence, there is a necessity to utilize onboard sensors such as camera, odometry, and
LRF for online detection, path determination, and decision making during navigation of roundabout
environments. It is deemed to be amongst the pioneering researches that advocates the implantation
of real-time navigation in a road roundabout environment using cameras, odometry, and LRF sensors.
This paper presents an onboard navigation system in a roundabout using a novel algorithm, called
Laser Simulator (LS), which is integrated with a fuzzy logic (FL) algorithm and sensor fusion for
autonomous navigation in roundabout environments. The combination between LS and FL algorithms
was introduced to make the right decision on the existence of the roundabout, with the sensor fusion
implemented to determine the appropriate robot path in a roundabout environment.

In this work, the robot is navigating autonomously in the road following and later moves effectively
in a circular path of a standard roundabout. It finds the path starting from the predefined initial position
until it reaches the predefined goal using the LS–FL algorithms and sensor fusion. This approach
was implemented for recognizing the roundabout within the local map with sensor fusion involving
the LRF and odometry measurements to determine the robot path. The predefined initial and goal
positions were determined using a DGPS system and the robot uses such information to detect the
direction of the roundabout exit. Because the robot is navigating in a relatively small area (within
10–500 m diameter), it is not useful to use GPS, and instead, the robot could be informed about the
roundabout exit direction and goal position even prior to its activation. The goal position can be
determined in terms of the distance the robot should travel after passing the roundabout, e.g., robot to
proceed to the east direction of the roundabout (270◦) for about 20 m distance to a goal position.

In this work, two tasks were performed to enable the mobile robot to pass autonomously through
the roundabout:

1. Autonomous road roundabout detection
2. Autonomous road roundabout navigation

The details of each task are described in the subsequent sections.
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3. Autonomous Road Roundabout Detection

It is not an easy task to decide if the circular/elliptical object located ahead of the robot during
navigation is indeed a road roundabout or otherwise. Thus, a decision making procedure is needed to
distinguish clearly the roundabout and other similar circular/elliptical shaped objects, such as obstacles,
vehicles, etc. It is worthwhile to note that the Google maps and GPS are also currently and typically
used in conjunction with many navigation systems to identify a roundabout location [23]. However,
these methods have some major limitations on the accuracy and safety issues previously mentioned
that may contribute to adverse effects and undesired consequences to road users, pedestrians and
road curbs. Thus, the proposed study is regarded as an attempt to implement an online detection and
navigation system in a roundabout setting using LRF, camera, and odometry sensors.

Three roundabout conditions were considered to detect the presence of a roundabout ahead of
the robot during autonomous navigation on the road, as shown in Figure 1, assuming a right hand
drive convention:

1. The right curb of the road is suddenly faded
2. The left curb of the road is slightly faded
3. There is a circular/elliptical curve located in front of the robot

All these conditions should occur simultaneously.

 

Figure 1. Conditions of the roundabout used for roundabout detection: (1) right curb is faded, (2) left
curb is slightly faded, and (3) circular path is detected.

Prior to encountering the above conditions, a local map has to be created for the road environment
using a camera and an image processing algorithm as follows:

3.1. Developing of a Local Map for the Road Environment

This was first done by performing video streaming. It was captured by a camera with suitable
resolution, and then the captured image was processed using MATLAB software involving suitable
image acquisition and processing toolboxes to perform an online image capturing and processing
procedure. The image processing algorithm has been used to extract the road environment features
and build the local map using laser simulator algorithm as shown in Figure 2.

The brightness of the image sequences was adjusted, since the setting of the camera aperture
is not automatic. The following operations were applied selectively for edge detection and noise
filtering: 2D Gaussian filters (fspecial), multidimensional images (imfilter), canny edge algorithm,
morphological structuring element (strel), dilating image (imdilate), 2D order-statistic filtering (ordfil2),
removing small objects from binary image (bwareaopen), and filling image regions and holes (imfill).
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The results of the image processing algorithm and local mapping of the road environment will be
shown in Section 3.2.

After building the local map of the road, the subsequent image post processing procedure was
implemented to check whether the object located in front of the robot is a roundabout or otherwise
as follows.

Figure 2. Basics of the Laser Simulator (LS) principle.

3.2. Laser Simulator-Based Roundabout Detection

A new algorithm for observing the road curbs and roundabout in the developed local maps using
the so-called LS algorithm integrated with FL algorithm has been introduced in this section. It is
actually emulating the laser beams by sending a series of points as horizontal or vertical lines in the
local map that has been prepared in the previous step as shown in Figure 2, to detect either the faded
road curbs or the location of a roundabout center. This will be followed by the application of fuzzy
logic algorithm to make the right decision in regard to roundabout detection.

3.2.1. Right and Left Side Detection

The subsequent algorithm has been used to detect the road curbs in the camera’s local map:

Generation of Points’ Center Reference in the Image

Because the robot with its camera was assumed to be placed between the road sides as depicted in
Figures 3–5, the position of the camera has been located in the middle of the image’s frame sequence,
exactly in bottom horizontal area of each image’s frame. This is the 1st point’s reference center c(x,y).
It is followed by next points’ reference centers which are produced by series points as horizontal line
as in Equation (1):

y = xc + i (1)

where i is an incremental value located between 1 and the image’s height (image’s resolution in pixels
in y-direction). The horizontal lines lengths are chosen between the subsequent limits as expressed in
Equation (2):

yright = yc + Rp; yleft = yc − Lp (2)

where yright is the limit of the lines on the right side. yleft is the lines’ limit on the left-side. Rp is the
pixels’ number starting from the center to the curb of right side. Lp is pixels’ number starting from the
center to the curb of left side. The reference center points are then described as in Equation (3):

xcnew = xc − i; ycnew = yleft + (Rp + Lp)/2 (3)
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(a) (b) 

  
(c) (d) 

Figure 3. Input/output fuzzy membership functions: (a) input: right curb, (b) input: left curb, (c) input:
elliptical curve, and (d) output: conditions.

  
(a) (b) 

 

(c) (d) 

Figure 4. Image sequences processing where no roundabout can be detected using LS: (a) original image
gray scale, (b) image after applying curbs detection, (c) image after removing the noise, and (d) image
after applying the LS (continuous line in the middle).
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(a) (b) 

 
(c) (d) 

Figure 5. Image sequences processing where roundabout is detected using Laser Simulator: (a) original
image in gray scale, (b) image after applying curbs and roundabout detection, (c) image after removing
the noise, and (d) image after applying the LS (discontinuous line in the middle).

Detecting of the Curbs in the Right and Left Sides

To detect the road curbs, a series of points as inclined lines with slight changes of angles were
produced in the image’s frame in the video, initiating from the points centers xcnew and ycnew that have
been calculated in Equation (3) and shown in Figure 2. The equations that are used to determine these
lines can be written as follows:

With the left curb of the points’ centers xcnew and ycnew, these lines were generated by:

xL = xcnew − f ; yL = ycnew − (xcnew − xL) tan(δ) (4)

And they are generated for the right curb of the points’ centers xcnew and ycnew by:

xr = xcnew + kr; yr = ycnew − (xr − xcnew) tan(δ) (5)

where f = 1:Lp. kr = 1:Rp. Lp and Rp are the pixels’ number which are existed between the points’
centers xcnew and ycnew and right or left side, in respectively. δ is the slope of inclined lines to the
ground. The number of pixels (P) for Equation (4) can be expressed as:

PL =

LP∑
j=1

Pj (6)

The number of pixels (P) for Equation (5) can be expressed as:

Pr =

LP∑
k=1

Pk (7)

Because the dimension between the road sides as in actual case is almost equal; the pixels in each
two successive inclined lines are compared with each other as follows:

Al = pli − pli−1Ar = pli − pli−1 (8)

25



Sensors 2020, 20, 3694

If Al and Ar override the threshold as calculated in Equation (9), it indicates that such new line is
not belonged to the road side or curb:

Al < Al1 + dAr < Ar1 + d (9)

where Ar1 and Al1 are the 1st tangent line’s pixels in Equations (4) and (5). d is a value measure as a
ratio of image resolution. Here in this work, this ratio was considered as 10% in both x and y directions.

3.2.2. Roundabout Center Detection:

The road roundabout presents in a camera’s local map as an ellipse. If the curbs of road could
not be determined in the former step, the roundabout detection algorithm will start to be executed.
From the reference center point, the algorithm generates multi-tangent lines on the right curb with an
angle ranging between 0 until 90 till they intersect with edges. The intersection points between these
tangent lines and roundabout center that is represented as an ellipse were calculated. If the intersected
points can verify the equation of ellipse as illustrated in Equation (10), it indicates that the center of
roundabout center has been detected.

(x− x0)
2

a2 +
(y− y0)

2

b2 = 1 (10)

One can choose four points from intersection points, the first two points could be used to calculate
the constants a and b in Equation (11) and the rest two points for the verification if the shape is an
ellipse, which must be achieved based on the following conditions:

comp =
x2

a2 +
y2

b2 − 1 < ad (11)

where comp = 0, ad represents the allowed deviation from zero (in the program, ad = 10).

3.3. Fuzzy Logic-Based Decision Making

Once the three features of the roundabout are determined using the LS (faded right and left
curbs and roundabout center detection), the fuzzy logic algorithm is applied subsequently to make
the right decision on the roundabout detection. Three fuzzy sets are used as input sets, namely;
right_curb, left_curb, and elliptical curve with one as output set called conditions. The input sets
have been fuzzified into the linguistic variables as follows: right-curb = {faded (less or equal to d as in
Equation (9), not_faded (bigger than d as in Equation (9))}, left-curb = {not faded (less or equal to d as in
Equation (9), faded (bigger than d as in Equation (9))}, and elliptical curve = {not detected (comp > ad as
in Equation (11)), detected (comp < ad as in Equation (11))}. The output fuzzy set has been fuzzified into
the following linguistic variables: conditions = {roundabout (all condition have been verified), check
again (only one condition hasn’t been verified, no roundabout (two conditions out of three haven’t
been verified)}. The membership functions of the input and output sets are illustrated in Figure 3.

Four rules have been used in fuzzy logic to identify the existence of the roundabout as follows:

IF (the right curb is faded) and (elliptical curve is detected) and (left curb is faded) THEN (there is a
roundabout in front.)
IF (the right curb is faded) and (elliptical curve is detected) and (left curb is not faded) THEN (check
again in the next laser simulator lines)
IF (the right curb is not faded) and (elliptical curve is detected) and (left curb is faded) THEN (check
again in the next laser simulator lines).
IF (the right curb is not faded) and (elliptical curve is not detected) and (left curb is faded) THEN (this
is not a roundabout).

26



Sensors 2020, 20, 3694

The results of the LS with rules decision are shown in Figures 4d, 5d, 6, 7, 8 and 9c. The continuous
lines in the middle of the LS images as shown in Figure 4d denote that the roundabout has not occurred
yet; however, the discontinuous line in Figure 5d indicates the detection of roundabout.

 
(a) 

       (b)                 (c) 

Figure 6. Image sequence with applying LS for roundabout determination at 100 m from the roundabout:
(a) original image, (b) processing image, and (c) implementation of LS (continuous dotted line at
the middle).

 
(a) 

 
         (b)             (c) 

Figure 7. Image sequence with applying LS for roundabout determination at 50 m from the roundabout:
(a) original image, (b) processing image, and (c) implementation of LS (continuous dotted line at
the middle).
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(a) 

(b) (c) 

Figure 8. Image sequence with applying LS for roundabout determination at 10 m from the roundabout:
(a) original image, (b) processing image, and (c) implementation of LS (continuous dotted line at
the middle).

 
(a) 

 
        (b)                  (c) 

Figure 9. Image sequence with applying LS for roundabout determination at close distance to the
roundabout: (a) original image, (b) processing image, and (c) implementation of (continuous dotted
line at the middle).
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The LS algorithm for the roundabout detection has been applied to the real roundabout as shown
in Figures 6–9. It was observed that the algorithm can effectively detect the existence of the roundabout
from the sequences of the images as shown in Figures 6–9.

As previously mentioned, the continuous lines in the middle of the image after applying the LS
algorithm as shown in the results of Figures 6, 7 and 8c denote that the roundabout has yet to exist;
however, the discontinuous line in Figure 9c indicates the early detection of the roundabout.

4. Sensor Fusion for Path Planning and Roundabout Navigation

A wheeled mobile robot (WMR) platform, equipped with LRF, camera, and odometry sensors,
has been developed in the laboratory as shown in Figure 10 to accomplish the autonomous navigation
in the roundabout intersection.

Figure 10. Developed wheeled mobile robot (WMR) platform in this research: (1) LRF, (2) Wi-Fi camera,
(3) interface free controller cards, (4) DC-motors driver card, (5) castor wheel, (6) battery, (7) differential
drive wheels, (8) rotary encoder, and (9) aluminum profiles and plates.

A sensor fusion technique involving the use of LRF, camera, and odometry has been used to
determine the robot path starting from a specific entrance to an appropriate exit of the roundabout.
As mentioned in Section 2–A–1, the camera’s image processing algorithm has been used to extract
some features of the road curbs and roundabout, e.g., the road roundabout center and borders. Other
features will be extracted using the LRF and odometry sensors.

4.1. Sensor Fusion Modeling

In this section, the road features extracted by the LRF and odometry sensor will be explained in
detail, as follows:

4.1.1. Odometry-Based Measurements

Two encoders were utilized to determine the robot position. They have been linked to the two
differential wheels through the encoder’s pins in dual brush card motor. The complete rotation of this
rotary encoder is around 500 pulses/rotation; thus the linear displacement can be computed as follows:

C =
2π rPcur

P f r
(12)

where Pfr and Pcur are the pulses of the complete and current rotation, respectively.

4.1.2. LRF-Based Measurements

The LRF measurements were used for building a 2D local map as shown in Figure 11.
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(a) (b) (c) 

Figure 11. Principle of LRF measurement and calculation: (a) one scan measurement (mm), (b) road
with curbs in 3D (mm), and (c) LS path generation (mm).

Two parameters can be extracted from the LRF measurements as follows:
The road fluctuations (height of objects with respect to the laser device) can be expressed as:

rfn = rn cosθ (13)

The road width (side distance measurement with respect to the laser device) is presented as:

rwn = rn sinθ (14)

where rn is the length of the LRF signal for n-th LRF measurement, θ (−120◦, 0, 120◦) is the angle of the
laser beam deviation from extreme right at 120◦ to extreme left at −120◦.

If rf 0 is the road fluctuation at θ = 0◦, which is used as a reference point, rfi is the other fluctuation
measurements located on the left and right side of this point are being compared, and d is the threshold
of the curb detection, which was set to 10 cm in this work, then:

rfi − rf 0 ≥ ± d (15)

This implies that if the deviation between the reference point and other measured values exceeds
the predefined threshold value, then this point is considered as the road curb or obstacles as in
Figure 11b. This operation is repeated with all measurements as in Equation (15).

4.2. Road Roundabout Navigation

The sensor fusion data were used to enable the robot to navigate autonomously in the roundabout
setting starting from the entrance to the exit sections of the roundabout. The algorithm used for driving
the robot on the path approaching the entrance or after the exit areas of the roundabout is called road
following, whereas the road roundabout center algorithm was used to navigate about the center of the
roundabout. This is described as follows:

4.2.1. Navigation in the Road Following

The sensor fusion including camera, LRF and encoders were used effectively to determine the
collision-free path in the road following areas. The camera was used to recognize the roundabout area
when it exists by LS algorithm as expressed in Section 3.2. The LRF was used for finding the curbs of
roads and determine the location of the robot within its environment. The measurement of encoder
was utilized to estimate the location of robot during navigation in the given environment.

The path determination of the robot using LRF and odometry is discussed as follows:
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If the robot’s start position is (x1, y1) as depicted in Figure 12, the LS algorithm will determine the
planned pose x2 as a center of the LRF measurements within the two curbs of the road as presented in
Equation (15). y2 is computed from the measurement of encoder as shown in Equation (18).

Figure 12. Robot path planning calculation for road following section.

In Figure 12, hl1 and hl2 are the distances between the current position and road curbs in x.
The differential wheels of WMR should be moved by an angular velocity as shown in Equation (16):

·
ϕ =

Vr −Vl
b

·
ϕb = Vr −Vl (16)

where Vl and Vr are the velocities of the wheels in the left and right sides, respectively, and b is the
dimension between the right and left wheels in the differential drive mechanism. The left side of
Equation (16) can be written as in Equation (17):

·
ϕb = b

ϕmax −ϕ0

T
=

bϕmax

T
=

LD
T

(17)

where LD is the displacement required to be shifted by WMR to reach the required position starting
from the current measurement of LRF as illustrated in Figure 12. T is the periodic time of the acuring
the measurement, ϕ0 is current position heading angle (set at the beginning as 0), and ϕmax is the
heading angle’s new location.

The planned position (x2, y2) can be calculated as follows:

x2 = x1 + |hl2 + hl1|Ray2 = y1 + ΔT. V where V =
Vr + Vl

2
(18)

where x1 and y1 indicate the current position of the robot, and Ra indicates the place where WMR is
planning to drive. If Ra is setup to 0.5, that means the robot will drive in the mid-distance between the
road curbs.

ϕmax in Equation (17) can be further calculated as:

ϕ = tan−1(
x2

y2
) (19)

The rotational distance LD can then be calculated as follows:

LD = (x2 − x1)
sin(α)

sin(π+ϕ2 )
where α =

π
2
−ϕ (20)
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4.2.2. Navigation in Road Roundabout Center

When the LS integrated with FL algorithm indicates that the roundabout is located in the camera’s
local map, the camera will be shut-off and the algorithm for approaching the roundabout entrance
starts to operate. The algorithm for the roundabout entrance is operating based on a mixed information
coming from the last camera local map calculation and the last measurements from the LRF.

In Figure 13, s-ang is the slip angle of the robot, r–ang is the rotation angle, and n-ang is navigation
angle. All these angles can be calculated using Equation (21) from the camera local map, since the
coordinates of (x1, y1), (x2, y2), and (x3, y3) are known from the LS algorithm.

s_ang = arctan x2−x1
y1−y2

n_ang = arctan x3−x1
y1−y3

r_ang = π
2 − s_ang

(21)

Figure 13. Entrance parameters and path determination of roundabout.

The robot position, x can be computed based on the angles that have been calculated from the
camera local map and the last LRF measurements in the road following:

x_actual tan(s_ang) = (hl11 − x_actual) tan(n_ang) (22)

where hl11 is the left measurements of the robot in the road following part as defined in Figure 13.
The x and y of the planned position for the robot can be then calculated as follows:

x_actual = hl11
tan(n_ang)

tan(s_ang)+tan(n_ang)

Y = ΔT. V where V = Vr+VL
2

(23)

The angles of the roundabout entrance were calculated from the camera local map as shown in
Figure 13; however, the dimensions were calculated from the last measurements of the LRF. The entrance
parameters are illustrated in Figure 13.
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The robot angular velocities to reach the planned path can be calculated as:

Vl −Vr =
·
ϕb = b

ϕmax −ϕ0

tmax − t0
=

bϕmax

T
=

V sin(r_ang)
sin ( s_ang + n_ang)

(24)

The planned path of the mobile robot must be in the direction of r_actual, which can be calculated as:

r_actual =
x_actual

cos(s_ang)
(25)

If the robot can move by an angle r_ang and reach the r_actual, this means that the robot has
reached and passed the roundabout entrance.

The calculation of the exit parameters is almost similar to that of the entrance counterpart. It is in
fact exactly an inverse calculation of the entrance if the roundabout is assumed to be standard.

In the roundabout center as shown in Figure 14, a combination between the LRF and encoders
were used for rotating the robot in the correct path. Because the robot will move in a circular path, two
coordinate systems can be used for describing the robot path; one is moving with the robot while the
other is fixed as shown in Figure 14. The rotation will be clockwise and thus, the transformation matrix
may be presented as: [

Xlas− f ix
Ylas− f ix

]
=

[
cos(rd− rd0) sin(rd− rd0)

sin(rd− rd0) cos(rd− rd0)

]
×
[

Xlas−rot
Ylas−rot

]
(26)

where Xlas-fix, Ylas-fix is the fixed coordinate system and Xlas-rot, Ylas-rot is the robot coordinate system.
rd − rd0 is the total angle that robot should rotate in the roundabout.

 

Figure 14. Roundabout center parameters and path determination.

The first measurement of LRF at the right side of robot after passing the entrance area (hlcomp)
was used as a reference for the robot when rotating around the roundabout, and the other LRF
measurements were continuously compared to the reference to determine the (xlas-rot, ylas-rot) position
of the robot as expressed in Equation (27):

Xlas−rot = hl22 − hlcomp

Ylas−rot = ΔT. V where V = Vr+VL
2

(27)
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where hl22 is the current measurement of the LRF at the right side of the robot. The rotation angle ϕ
can be calculated as follows:

ϕ = arctan (
Xlas−rot
Ylas−rot

) (28)

The rotation distance of robot L can be calculated as:

L = Xlas−rot
sin(α)

sin(π+ϕ2 )
(29)

where:
α =

π
2
−ϕ

The angular velocity can be calculated as follows:

Vl −Vr =
·
ϕb = b

ϕmax −ϕ0

tmax − t0
=

bϕmax

T
=

L
T

=

Xlaser
sin(α)

sin( π+ϕ2 )

T
(30)

The exit of the roundabout center, where the robot stops to rotate around the roundabout,
was calculated based on the encoder’s measurements. Assume that the robot moves in a circular path
as shown in Figure 15. The outer and inner circumferences of this roundabout that was likened to
a disk were calculated based on the positions of the right and left side’s encoders of the robot that
constitutes the width (b) of the WMR.

Figure 15. Robot rotation about the roundabout center to find the exit.

The following equations were used to calculate the angle of rotation rd in rad as presented in
Equation (31):

r2 = r1 + b

encod_right = rd r1

encod_le f t = rdr2

encod_le f t
rd =

encod_right
rd + b

rd =
encod_le f t −encod_right

b

(31)

Four rd conditions can be considered:

1. rd > π/2: robot will exit the roundabout at the first left turn.
2. rd > π: robot will exit the roundabout at the second left turn and in the straight direction.
3. rd > 3π/2: robot will exit the roundabout at the third left turn.
4. rd > 2π: robot will exit the roundabout at the fourth left turn.
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5. Results and Discussion

Several robot’s path scenarios have been performed in real road environments in both road
following and roundabout cases as depicted in Figures 16–22, to show the capability of the suggested
algorithms for road roundabout detection and navigation. Another set of experiments have been
implemented in indoor and outdoor environments to test the performance of the suggested algorithm
in terms of the lighting and weather conditions changings as shown in Figures 23–26.

(a) (b) (c) 

Figure 16. Autonomous detection and navigation of the proposed system in the road following with
5 m as width and 500 m as length: (a) original image, (b) image processing, and (c) generation of the
path within the road following environment.

 
 

 

(a) (b) (c) 

Figure 17. Autonomous detection and navigation of the proposed system in the road following
(with 5 m as width and 500 m as length) with partial car on the side: (a) original image, (b) image
processing, and (c) generation of the path within the road following environment.

  

(a) (b) (c) 

Figure 18. Autonomous detection and navigation of the proposed system in the road following
(with 5 m as width and 500 m as length) a car partially presented on the side/in front: (a) original image,
(b) image processing, and (c) generation of the path within the road following environment.
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(a) (b) (c) 

Figure 19. Autonomous detection and navigation of the proposed system in the road following
(with 5 m as width and 500 m as length) with a car on the side/in front: (a) original image, (b) image
processing, and (c) generation of the path within the road following environment.

(a) (b)   (c) 

Figure 20. Autonomous detection and navigation of the proposed system in the road roundabout
(with 5 m as diameter): (a) original image, (b) image processing, and (c) generation of the path within
the road roundabout environment.

 
 

 

(a) (b) (c) 

Figure 21. Autonomous detection and navigation of the proposed system in the road roundabout
(with 5 m as diameter) with a car partially presented on the side/in front: (a) original image, (b) image
processing, and (c) generation of the path within the road roundabout environment.
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(a) (b) (c) 

Figure 22. Autonomous detection and navigation of the proposed system in the road roundabout
(with 5 m as diameter) with a car on the side/in front: (a) original image, (b) image processing,
and (c) generation of the path within the road following environment.

 
 

(a) (b) (c) 

Figure 23. Camera sequence images: (a) original image when the WMR starts moving, (b) camera’s local
map when the WMR starts to move, and (c) camera’s local map when the WMR detects the roundabout.

  
 

(a) (b) (c) 

Figure 24. Outdoor camera sequences images: (a) original image when the WMR starts moving,
(b) camera’s local map when the WMR starts to move, and (c) camera’s local map when the WMR
detects the roundabout.
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(a) 

(b) 

Figure 25. Robot path during navigation in a roundabout with 360◦ rotation. Note that blue ‘*’ denotes
the path, and black ‘O’ signifies the road environment. (a) Local mapping of the indoor environment
acquired by sensors fusion. (b) Local mapping of the outdoor environment acquired by sensors fusion.

(a) (b) 

Figure 26. Cont.
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(c) 

Figure 26. Robot path during navigation in a roundabout with 270◦ rotation. Note that blue ‘*’
denotes the path, and black ‘O’ signifies the road environment for: (a) 270◦ rotation, (b) 180◦ rotation,
and (c) 90◦ rotation.

In the discussion part, the results of the experiments that have been conducted in the real roads,
indoor and outdoor setups are discussed based on the following aspects:

1. Accuracy of navigation system: It can be defined as the variation between the actual and typical
paths during navigation in the road from start to goal position. For this purpose, the generated
path (black dotted line as in Figures 16–22) is compared with the typical path (red dotted line as
in Figures 16–22). The typical path in this work is considered as the path located in the middle of
the road.

2. Efficiency (Reliability) of navigation system: It can be defined as the capability of the proposed
algorithm to detect the road boundaries and borders among other surrounding environments of
robot during autonomous navigation on the roads, in the presence of noise.

3. Cost of navigation system: One can differentiate between two kinds of costs, namely; fixed and
operational costs. The fixed cost is the total cost of the hardware that has been used to perform
the suggested algorithm, which is too low, in comparison with Tesla and Google autonomous
vehicles. The total cost of robotic system in this project as shown in Figure 10 is around 5K USD;
however, the cost of current autonomous vehicles such as Tesla or Google are in the range of
50–500K USD. The operational costs are varied during autonomous navigation on the roads based
on the road conditions where the fuel consumption and electrical current profiles are changed
during road navigation.

5.1. Road Following

The above-mentioned equations in Sections 3.2 and 4.2 were applied to detect the road roundabout
and find the path of mobile robots in the real road following. The path was planned to be in the
middle of the LRF measurements and the robot is able to track the middle of the roads as shown in
Figures 16–19. Because of the accuracy of the LRF equal to 1 cm and the resolution (1 scan/100 ms),
the robot path has a small deviation in the path as shown in Figures 16–19.

Several scenarios for autonomous navigation of the proposed algorithms in road following
(with 5 m as width and 500 m as length) has been reported:
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1. The autonomous vehicle is moving lonely on the road
2. The autonomous vehicle navigation system recognizes partially other vehicles on the side/in front

of autonomous vehicle, as shown in Figure 17.
3. The autonomous vehicle navigation system recognizes complete vehicles on the side/in front of

the autonomous vehicle, as shown in Figures 18 and 19.

The accuracy of the suggested autonomous robotic system is high, in the range of 1–3 cm, when it
drives lonely on the road, as shown in Figure 16; however, it is in the range of 2–5 cm if there are
obstacles on the sides or the edges cannot be detected, as shown in Figures 17–19, which can be
increased to 3–10 cm if there are problems in the camera and LRF, such as deblurring, processing delay,
or losses in LRF signals. The efficiency of the autonomous vehicle is good as it is able to detect well the
path along the movement, no matter whether there are obstacles or not; with noting that the distance
between the generated dotted-path is not constant due to losses of sensors measurements and long
processing time. The maximum distance between two generated dotted-path is small, around 15 cm in
real road, which does not present a bad impact to the robot’s efficiency. Thus, the efficiency is in the
range of 90–95% as shown in Figures 16–19. The operational cost increases when there are obstacles
beside or in front of the autonomous vehicle as the path becomes a zigzag in this case; however, it is ok
when the autonomous vehicle is moving alone.

Based on Figures 16–19, the average accuracy, efficiency, and operational cost of autonomous
vehicles in road following are listed in Table 1.

Table 1. An average accuracy, efficiency, and operational cost for road following with 5 m as width and
500 m as length.

Condition/Property
Clear

Road Curbs
Presence

of Obstacle
Camera and

LRF Problems
Missed

Road Curbs

Accuracy 1–3 cm 2–5 cm 3–10 cm 2–5 cm

Efficiency 95% 90% 90% 90%

Operational Cost decreased increased increased Increased

5.2. Roundabout Intersection

The above-mentioned equations in Sections 3.2 and 4.2 were applied to detect the road roundabout
and find the path of mobile robots in the real road following. The path was planned to be in the middle
of the LRF measurements and the robot is able to track the middle of the roads as shown in Figure 10.
Because the accuracy and resolution of the LRF is equal to 1 cm and 1 scan/100 ms, respectively, the
robot path has a small deviation in the path as shown in Figures 20–22.

Similar to road following scenarios, the accuracy of the autonomous system when it is approaching
the roundabout (5 m as diameter) is high, in the range of 2–3 cm, especially when it drives alone on the
road as shown in Figure 20; however, it is in the range of 2–4 cm if there are obstacles on the sides, and
the roundabout starts to be recognized or the edges cannot be detected as shown in Figures 21 and 22.
The accuracy is located in the range of 3–8 cm if there are problems in the camera and LRF, such as
deblurring, processing delay, or losses in LRF signals. The efficiency of the autonomous vehicle is
also good, and it is in the range of 90–95%, as shown in Figures 20–22. The operational cost increases
when the robot starts to recognize the roundabout or the obstacles are presented on side/in front of the
autonomous vehicle.

According to Figures 20–22, the average of the accuracy, efficiency, and operational cost for the
autonomous vehicle when it is passing through a roundabout are listed in Table 2.
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Table 2. An average of the accuracy, efficiency, and operational cost of the autonomous vehicle when it
is passing through a roundabout (with 5 m as diameter).

Condition/Property
Clear

Road Curbs
Approaching

to Roundabout
Presence

of Obstacle
Missed

Road Curbs
Camera and

LRF Problem

Accuracy 2–3 cm 2–4 cm 2–4 cm 2–4 cm 3–8 cm

Efficiency 95% 90% 90% 90% 90%

Operational Cost decreased increased increased Increased increased

To test the reliability of detection and navigation of the roundabout algorithm in the indoor and
outdoor applications, another set of experiments have been conducted as shown in Figures 23–26.

Figures 23–25 show the sensors fusion based autonomous roundabout navigation from start to
goal position with rotation angle equal to 360◦. Figures 23 and 24 show the local map built from
the camera sequence frames, where only the borders and intersections of the road remained in the
images. The camera’s local map was determined for each image in the sequences of the video frames
as shown in Figure 23b,c and Figure 24b,c using the LS integrated with FL algorithm, which were
applied to recognize the presence of roundabouts. Figures 23c and 24c show the last image in which
the roundabout is detected.

By applying the algorithms described in Sections 3.2 and 4.2, the robot path for both indoor/outdoor
roundabout environments can be determined as shown in Figure 25, where the series of blue points
(*) is the path and a series of black points (O) denotes the road environment, where the entrance and
exit curbs of the roundabout are located at the bottom-left and bottom-right of the figure, respectively.
The roundabout center is located somewhere in the middle. The robot path looks smoother in the
indoor environment as shown in Figure 25a; however, there are a cleared drifts in the outdoor one as
shown in Figure 25b.

Similarly, the algorithms described in Sections 3.2 and 4.2 were applied to find the robot path in a
roundabout with 270◦, 180◦, and 90◦ rotation as shown in Figure 26.

Because the Laser Range Finder is moving together with WMR platform and was simultaneously
utilized to recognize (with measurements) the static road’s curbs, it was observed that there is a slight
shift on the right side at the exit as depicted in Figures 25 and 26. This is because the WMR platform
exits from the roundabout outlet in an asymmetric manner just like when it first enters the inlet of
roundabout. In addition, this drift could be related to the low accuracy of the LRF, which is about 3%
of the measured distance; thus, if the measured distance is bigger than 1000 mm, the error should be in
the region of 30 mm. The last reason is that the velocity of WMR is not completely controlled in these
trials. In general, the main concern of this work is to present the robot trajectory rather than to show
accurately the road intersections and curbs within the environment. It has been noticed that there
is a noisy signal in sensor fusion measurements when they have been used to measure the distance
between WMR and road curbs as depicted in Figures 25 and 26. In fact, those noises are not chosen as
the robot trajectory since they are located far from the truth path as shown in Figure 20b. The typical
path of the root is highlighted as red color in Figures 25 and 26.

5.3. Comparison with Other Related Works

The proposed Laser Simulator–Fuzzy Logic algorithm was compared with the work presented
in Perez et al. [25] to navigate WMR on the roundabout environment. As has been discussed in
Section 1, the roundabout navigation algorithm in Perez et al. [25] depends mainly on the maps and
GPS signals to identify the road roundabout and find its dimension, which is almost similar to Tesla’s
and Google’s cars navigation system on roundabouts [30]. Once the vehicle arrives at the entrance
of the roundabout, the algorithm will generate a Bezier curve to navigate off-line the vehicle in the
roundabout from the inlet until outlet of roundabout. The main disadvantage of the Bezier navigation
approach is its dependencies on the off-line measurements that are coming from GPS and maps to find

41



Sensors 2020, 20, 3694

the dimensions of the roundabout setting, which may cause the vehicle to crash with the border of the
roundabout, a scenario as shown in Figure 27. Other problems of such navigation system are coming
from nonupdating of the maps’ data, losing of GPS measurements in some areas, and nonregistered
road roundabouts in the Google maps that could occur by making the offline path navigation in
roundabout setting potentially dangerous.

Figure 27. A comparison between Bezier roundabout navigation approach presented in Perez et al. [25]
(red *) and the proposed roundabout navigation algorithm in this paper (blue *).

The proposed Laser Simulator–Fuzzy Logic approach in this paper could resolve such issues
by utilizing an online roundabout navigation scheme. The comparison between Bezier roundabout
navigation approach that has been presented in Perez et al. [25] and the proposed roundabout navigation
algorithm in this paper, is depicted in Figure 27, where the Bezier algorithm crashes with roundabout
border at the entrance of the roundabout.

6. Conclusions

The online path planning of the mobile robot has been fully derived in the road following and
roundabout environments using LS integrated with an FL algorithm and sensor fusion technique.
The proposed algorithm was used for roundabout detection through a camera’s local map environments;
while the sensor fusion was used for simultaneous planning of the robot path and building an accurate
local map. The roundabout intersection was modeled, and the free-path collision was generated within
its environment from the starting position located at a specific entrance to an appropriate exit of the
roundabout. Results show the capability of the robot to effectively navigate in the road following
and roundabout settings with multiple scenarios. Future work is to apply the signal stochastic and
probabilistic methods like Kalman filter to eliminate the noise and improve the robot path. In addition,
a low level control should also be applied to improve robot tracking.
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Abstract: A rigorous mathematical description of the signal reflected from a moving object for radar
monitoring tasks using linear frequency modulated continuous wave (LFMCW) microwave radars
is proposed. The mathematical model is based on the quasi-relativistic vector transformation of
coordinates and Lorentz time. The spatio-temporal structure of the echo signal was obtained taking
into account the transverse component of the radar target speed, which made it possible to expand
the boundaries of the range of measuring the range and speed of vehicles using LFMCW radars.
An algorithm for the simultaneous estimation of the range, radial and transverse components of
the velocity vector of an object from the observation data of the time series during one frame of
the probing signal is proposed. For an automobile 77 GHz microwave LFMCW radar, a computer
experiment was carried out to measure the range and velocity vector of a radar target using the
developed mathematical model of the echo signal and an algorithm for estimating the motion
parameters. The boundaries of the range for measuring the range and speed of the target are
determined. The results of the performed computer experiment are in good agreement with the
results of theoretical analysis.

Keywords: automotive LFMCW radar; radial velocity; lateral velocity; Doppler-frequency estimation;
waveform; signal model

1. Introduction

In modern automobiles, microwave active locating systems are key elements of the widely
adopted high-performance intelligent technologies [1,2]. The use of car microwave radars as part of
the Advanced Driver Assistance System (ADAS) ensures the most comfortable and safe movement of
the vehicle, and their use as part of the automatic control system provides a completely autonomous
(unmanned) mode of vehicle movement.

The ever-increasing requirements for the advanced ADAS systems of the “intelligent” car pose
challenges for the solution of which fundamentally different approaches are required. This includes
the use of more sophisticated quasi-real-time signal processing algorithms, alternative modulation of
sounding radar signals and the development of efficient microwave radar hardware [3–6].

Nowadays, it is generally accepted that for remote radio monitoring of the location and movement
of surrounding objects in real time, i.e., simultaneously assessing the speed, range and bearing of targets
in automotive applications, it is most effective to use microwave radars with linear frequency modulation
(LFMCW) [1–6]. In active radar, the target speed is determined by the Doppler frequency shift, and
the range is determined by the time delay of the radio signal propagation in the environment [7–9].
For automotive LFMCW radars, two main algorithms can be distinguished for simultaneous estimation
of target speed and range. The first algorithm is based on a one-dimensional (1D) Fourier transform
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of the echo signal after it is converted to an intermediate frequency (IF) signal in the quadrature
channels of the radar receiver [10,11]. The advantage of this algorithm is the relative simplicity of the
technical implementation, the narrow operating frequency band of the radio frequency path and, as
a consequence, the low sampling rate of the analog-to-digital converter. A significant disadvantage
of the method is the appearance of false radar targets (false alarms) [12]. One of the ways to combat
false targets is the use of a segmented structure of a sounding radio signal with variable modulation
parameters: chirp duration, frequency deviation and initial generation frequency [13–17]. The creation
of a segmented structure of the sounding radio signal can significantly reduce the likelihood of false
targets. Phantom targets are eliminated in the process of monitoring the radar situation using tools
of intelligent data analysis technologies (Data Mining), such as fuzzy logic, neural networks and
Kalman filtering [18,19]. Solving the problem of false radar targets inevitably leads to an increase in
the duration of observation and data analysis, which limits the application area of LFMCW radars that
use the one-dimensional (1D) Fourier transform algorithm.

The second method of simultaneous estimation of target speed and range is based on the use of
two-dimensional (2D) Fourier transform [20–22]. It is easy to show that the dynamic range of measured
velocities and distances using this method is proportional to the sampling rate fs of the analog IF signal:

fs = 8 f0
Rmax

δR
VR max

c
= 4 fD max

Rmax

δR
, (1)

where Rmax and δR—maximum range and range resolution respectively, c—speed of light, VR

max—maximum radial component of target velocity, fD max—Doppler frequency shift, that corresponds
to maximum velocity VR max, and f 0—the initial frequency of the radiated chirp radio signal.

With typical parameter values for vehicle motion control tasks Rmax/δR = 300, f 0 = 80 GHz and
VR max = 300 km/h, the frequency fs reaches a value of more than 50 MHz, which presents certain
difficulties for the technical implementation of LFMCW radars. To separate the “fast” and “slow” time
scales in the received radio signal, which is necessary for an unambiguous estimate of the velocity, the
condition for limiting the chirp duration Tc in a sequence of N chirps of one frame of the sounding
signal must be met [23]:

Tc ≤ 1
2 fD max

, (2)

N ≥ 2[log2 (
VR max
δVR

)]. (3)

Relation Equation (3) defines the lower bound on the duration of a frame to achieve a given speed
resolution δVR, square brackets mean rounding up to the nearest integer.

In References [23], a model of the sounding signal and methods for estimating the radial velocity
are proposed for the case when Equation (2) is not satisfied. The recommended displacement of the
initial frequency of neighboring chirps with subsequent analysis of the phase or frequency relationships
of two sequences of chirps with different parameters makes it possible to determine the Doppler
frequency shift of the target in the Nyquist zones above the first. However, a rigorous mathematical
analysis and self-noise accounting of the radar receiving system, carried out in Reference [24], showed
that the resulting estimate of the radial velocity can be ineffective and unstable.

In recent years, leading manufacturers of microwave transceivers for LFMCW radars have
been supplying equipment to enable future ADAS (advanced driver-assisted system) safety features,
which are highly integrated, high-performance and cost-effective packaged SoC (system on chip)
solutions [25]. The sampling rate fs of analog-to-digital converters of automobile radars reaches 40 MHz
and increasing it to 100–150 MHz is not a difficult technical problem. Thus, the functionality of modern
microwave transceivers in a wide range of changes in the range and speed of the object is not limited to
meeting the requirements of Equations (2) and (3). In this case, an adequate mathematical description
of the reflected radio signal, free from the limitations and assumptions adopted in the “classical”
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mathematical model, plays a key role in the development of algorithms for estimating the range and
speed of the target.

As a rule, the signal reflected from the target and arriving at the input of the radar receiving
module is written in the form:

u(t, R) = s(t− τ(t)), (4)

where the time delay τ(t) of propagation of a radio signal in an environment with a speed c is determined
from the solution of the nonlinear equation [26,27]:

τ(t) = 2R(t− τ(t))/c, (5)

whose approximate solution for c<<V has the form:

τ(t) = 2 ‖ R + Vt ‖/c ≈ 2(R + VRt)/c . (6)

Here, R is the radius vector that determines the position of the target at the initial time t = 0. When
deriving Equation (5), the three-dimensional Galilean transformation of space-time for the inertial
system is used. There are known special cases [28] of solving active location problems, when the
results of calculating the Doppler frequency shift using the Lorentz space-time transformation [29,30]
coincide with similar results following from the Galilean transformation. However, in this paper, in the
generalized mathematical model of the echo signal, we use the three-dimensional vector form of the
equations of the Lorentz transformations, as a more “physical” and adequate mathematical description
of the propagation of a space-time sounding radio signal.

The use of linear approximation Equation (6) to calculate the norm of the vector ||R + Vt|| at a
high-speed VR and a small distance R to the target leads to a significant error in estimating the values
VR and R for any algorithm for processing the input radio signal. The linear approximation Equation (6)
does not take into account the transverse (lateral) movement of the target with a speed VTR. At the
same time, the VTR velocity component is very important for determining the direction and overall
speed of a radar target, and in the approximation Equation (6), can be determined only from the results
of sequential processing of several frames [31] of the input radio signal. In References [32–34], to
determine the transverse velocity component based on the analysis of data obtained over the time
interval of one frame (frame) of a radio signal, parallel processing of echo radio signals reflected from
several reflex zones of a radio monitoring object is proposed. This method makes rather stringent
technical requirements for the characteristics of LFMCW radars, in particular, the angle resolution and
the computational performance of the data processor.

In Reference [34], an algorithm for estimating the transverse velocity component based on the
results of processing one frame (frame) of a radio signal is considered. However, estimates of the VTR
value were obtained under the assumption of “strictly” lateral movement of the radar target relative to
the LFMCW radar, which limits the usage of the proposed algorithm in practical applications.

When solving problems of radar monitoring of vehicles, as a rule, an approximate calculation of
the time delay is used τ(t):

τ2(t) ≈ τ2
0 = 4R2/c2, (7)

which is another important factor limiting the permissible range of speed and range measurements.
In References [35–39], a refined mathematical model of the reflected radio signal u(t,R) is proposed
in which the delay is considered as a function of the slow time scale τ(kTc). In the development of
algorithms for estimating the speed and range of a target, in this case, methods of focusing, contrast
optimization and discrete polynomial transformation of the signal phase are used [40]. In the mentioned
works [35–39], the transverse component of the VTR velocity is not taken into account.

The purpose of this study was to develop a software simulator that implements a signal that is
identical to the real echo signal of the LFMCW radar for a single-point reflective radar target. The goal
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was also to develop an algorithm for estimating the range and velocity vector of a vehicle, including its
transverse component, and to conduct a comparative computational experiment.

The structure of the paper is as follows. Section 2 of the paper is devoted to consideration of
a generalized mathematical model of the reflected signal from a moving object based on the vector
Lorentz transformation of coordinates and time. In Section 3, the spatio-temporal (ST) structure of
the LFMCW radar echo signal, taking into account the transverse component of the radar target
velocity vector, and considering the mathematical model of the signal at the I-Q output of the receiver’s
quadrature channels, is described. In Section 4, the derivation of the relationships for the simultaneous
assessment of the distance and the velocity vector of an object, and also analyses of the permissible
working range of measurement of motion parameters, are presented. In Section 5, the results of a
computational experiment for estimating the parameters R, VR and VTR are analyzed. Finally, the
concluding remarks and future research directions are presented in Section 6.

2. Universal Mathematical Model of the Space-Time Echo Signal at an Active Radiolocation of a
Moving Target

As mentioned above, the Doppler effect plays a decisive role in assessing the range and speed
of targets in automotive LFMCW radars. The mathematical description of the Doppler effect in a
wide range of velocities and distances to the target has its own distinctive features that must be taken
into account when assessing motion parameters using automotive LFMCW radars. In this section, a
mathematical model of the space-time echo-signal with active radar of a moving target, taking into
account the Doppler effect and in the absence of restrictions on the magnitude of the speed and range of
a single target, is discussed. This makes it possible to use this model to implement a software simulator
of the reflected signal when carrying out a computational experiment and testing the performance of
algorithms for estimating the parameters of an object’s motion.

It is assumed that the radar antenna is matched in polarization with the radio signal, which is
vector electromagnetic radiation. In this case, the polarization effects can be disregarded and the
electromagnetic radiation is described by a scalar complex-valued function u(t,R) of two variables—time,
t, and radius-vector, R, specifying the position of the observation point in space relative to an arbitrary
point on the antenna aperture, Σ. We consider the case of one-point reflection of electromagnetic
radiation, i.e., a radar target as a reflector has a dimension of 0.

We will assume that on the time interval T, equal to the signal observation time during one frame,
the target M moves uniformly and rectilinearly at a speed, V , relative to the receiving-transmitting
aperture, Σ, of the automobile LFMCW radar antenna. Consider two inertial reference systems [41]
(Figure 1): the first fixed system (R,t) is associated with the antenna aperture with the origin of
coordinates O at the reference fixed point Σ, and the second is the movable system (R′,t′), “tightly”
associated with the target M (the origin is at point O′). For the initial reference time, we will take the
moment of the beginning of observation of the emission of the sounding signal. The origin O′ of the
moving system of coordinates is chosen so that when t = 0, it coincided with the beginning of the fixed
coordinate system O.

Let the probing signal be emitted from the reference point O and its form is determined by the
complex-valued function s0(t). Then, in the coordinate system associated with the aperture Σ, the
spatio-temporal structure of the sounding signal at an arbitrary point R outside the near-field zone of
the antenna has the form:

u0(t, R) =
C0U(t, R)

‖ R ‖
.
s0

(
t− ‖ R ‖

c

)
, (8)

where c—speed of light (group signal velocity in the medium), U(t,R)—signal amplitude, the value of
which is determined by the radiation power, antenna gain and its radiation pattern over the field [42,43],
and C0—constant. In general, U(t,R) is a function of time and radius vector R. In modern automotive
LFMCW radars, a phased array antenna with a flat aperture and the ability to electronically control the
directional pattern is used as an emitting structure [42,43].
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Figure 1. Coordinate system in the task of active location of a moving target.

The calculation of the echo signal at the antenna aperture includes two stages of the space-time
transformation of the sounding radio signal Equation (8).

• With the help of Lorentz transformations [29,30], which put together coordinates and time in
inertial systems (R,t) and (R′,t′), we pass to a moving frame of reference associated with the target.
Determine the field strength u0(R′,t′) at time t′ at an arbitrary point R′. We take into account that
in the frame of reference (R′,t′), the location of the target M, regardless of time, is determined as
R′ = R1, where R1 is the position of the target in the system (R,t) at the time td = 2||R2||/c—the time
of arrival of the reflected signal at point O (Figure 1). Field-induced current at a target location in
a moving coordinate system where the target is stationary:

it(t′) = C1u0(R′, t′) exp [ jφ(t′)],

where C1—constant, and φ(t)—phase shift between field and current. This current generates a
secondary radiation field determined by the formula:

.
u(t′, R′) =

C2(t′, R′)
‖ R′ −R1 ‖ it

(
t′ − ‖ R′ −R1 ‖

c

)
, (9)

where C2(t, R′)—in the general case, the function of time and radius vector R′ and the form of which is
determined by the scattering indicatrix of the radar target [44,45].

• To determine the space-time structure of the field at the aperture Σ of the antenna, the reverse
transition to the stationary frame of reference (R,t) is carried out using the Lorentz transformation.
It is convenient to operate with the vector R2, which determines the position of the target at
the moment of the onset of re-emission, i.e., at time t = td/2. From Figure 1, it follows that R1

= R2 + Vtd = R2 + VR2/2, and on the antenna aperture, the coordinates of an arbitrary point R
are characterized by the radius vector ρ and, therefore, R = ρ for the region Σ (Figure 2). It is
advisable to set the vector r2 = ρ − R2 as a vector connecting the target with an arbitrary point ρ
of the antenna aperture at time t = td/2 (see ). It is efficient to decompose the target velocity vector
V into two orthogonal components VR and VTR, one of which, VR, is collinear to the radius vector
R2, the other, VTR, is the transverse velocity component (see Figure 2). Also, the decomposition
of the velocity vector V into two orthogonal components is possible with respect to the base
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radius vector r2. In this case, we obtain the components Vr and VTr, respectively (see Figure 2). In
Figure 2, ψ is the angle between the orthogonal components of the velocity VR and VTR, and the
angles θ and ϕ characterize the angular position of the target M in a spherical coordinate system
centered at point O and the reference plane Σ.

At a speed of the observed objects up to 350 km/h (upper segment of sports cars), the maximum
value of the Vmax speed module is |Vmax| < 2·350 = 700 km/h. The maximum duration of one frame of
the sounding radio signal usually does not exceed 40 ms. In this case, for 77 GHz Automotive Radar
Applications, as the calculations show, the relativistic factor in the Lorentz transformations can be
ignored and “truncated” equations can be used:

R′ = r + V[(β− 1)R·r/V2 −βt] ≈ R−Vt; R ≈ R′ + Vt′; (10)

t′ ≈ t− V·R/c2; t ≈ t′ + V·R′/c2, (11)

V = ||V ||; β = (1−V2/c2)−1/2. The dot between the vectors hereinafter means the scalar product of
the vectors.

Σ

Σ

r2 

Vr

 

O 

Σ 

V

R2 

VTr

VR VTR

ψ 

θ 

ϕ 

M t

Figure 2. Radial and transverse components of the target velocity vector.

Calculation of the space-time structure of the echo radio signal u(t,r2) at the antenna aperture Σ in
accordance with the above technique leads to the following expression:

u(t, r2, R2, V) =
.

URvs0(t− τ(t, r2, R2, V)), (12)

where the time delay τ(t,r2,R2,V) is equal to:

τ(t, r2, R2, V) =
V·r2

c2 −
1
c
‖ r2 −V

(
t− R2

c

)
‖ −1

c
‖
{
R2 + V

[
t− R2

c
− 1

c
‖ r2 −V

(
t− R2

c

)
‖
]}
‖, (13)

where R2 and r2 are modules (norms) of the corresponding radius vectors. In Equation (13) for
τ(t,r2,R2,V), the time is counted from the moment the sounding signal begins to be emitted.

Relations Equations (12) and (13) describe a universal mathematical model of the space-time
structure of the signal with active location of moving targets using microwave radars. The versatility
of the model implies an arbitrary functional time dependence of the sounding signal s0(t), the range of
speeds 0<V < 4 km/s and distances R, covering the limiting parameters of the movement of existing and
future land vehicles. The complex amplitude URv is proportional to the product U(t,R)C2(R′)exp[jφ(t)],
i.e., is a complex-valued function of the variables t, R and R′. Typically, the form of this function
is determined experimentally or by semi-empirical methods. However, for automotive LFMCW
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radars, further analysis of the mathematical model of the signal reflected from the target space-time
structure of the signal is carried out in the approximation URv = const(t,R,R′). The validity of such an
approximation follows from the short duration of an individual chirp of the Tc signal.

The results obtained refine the results of Reference [41]. The obtained relations Equations (12) and
(13) make it possible to implement a software simulator of the reflected signal during a computational
experiment. On the basis of the considered universal mathematical model, we will develop a more
accurate description of the spatio-temporal structure of the LFMCW radar echo signal, taking into
account the transverse component of the radar target velocity vector, and which can be effectively used
to implement signal processing algorithms.

3. Mathematical Model of Echo Radio-Signal Conversion in the LFMCW Radar Receiver

In this section, the developed general universal mathematical model of the spatio-temporal echo
of a signal with active radar in the quasi-relativistic approximation for an arbitrary waveform is used
to construct a mathematical model of the reflected radio signal for the case of LFMCW automotive
radars. Consideration is carried out in the approximation of a distant location, when the value of the
parameter equal to the ratio of the distance the target moves during processing within one frame to the
distance to the target is less than one.

As noted above, modern automotive radar hardware makes it possible to generate and receive
a continuous radio signal s0(t) in the form of a periodic sequence of segments with linear frequency
modulation of the signal in Figure 3, with given operating parameters N, fs and Tc, the values of
which satisfy constraints Equations (1)–(3). The requirement for the radar range resolution δR imposes
additional conditions on the frequency deviation Δf and the rate of change of the chirp frequency
α = Δf /Tc:

Δ f ≥ c/2δR; and αTc ≥ c/2δR. (14)

A mathematical description in the time domain of the sounding radio signal STr(t), shown in
Figure 3, has the following form:

STr(t) = UTr cos
{

2π f0
(
t−
[ t
Tc

]
Tc

)
+ πα

(
t−
[ t
Tc

]
Tc

)2
+φTr

}
rect

⎛⎜⎜⎜⎜⎜⎜⎝ t−
[

t
Tc

]
Tc − τm

T0
− 1

2

⎞⎟⎟⎟⎟⎟⎟⎠, (15)

where the square brackets operator [∗] means rounding a number down to the nearest integer,
rect(x)—rectangular function [46], φTr—the initial phase of the chirp, τm—start of work of the ADC
of the receiver within one chirp, and T0—the working interval of data collection, during which the
analog IF signal is converted into a digital code in the radar receiver. In Figure 3, the radio signal of the
receiver is highlighted in blue, and the working area of the sounding radio signal is in red. For the
received radio signal SRv(t) in the time domain, we can write:

SRv(t) = STr[t− τ(t, r2, R2, V)], (16)

where the time delay τ(t,r2,R2,V) in the general case is determined by the relation Equation (13).
In Equation (16) and below, for brevity, the dependence of the signal is on variables r2, R2, V .
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Figure 3. Radio signal of the transceiver. Blue—receiver radio signal, red—the working area of the
sounding radio signal.

Further conversion of the frequency-modulated radio signal in the receiving path of the radar
occurs in accordance with the coherent quadrature demodulation algorithm, in which the microwave
signal is converted to the zero-frequency region using mixers in the I and Q quadrature channels. In
this case, the signal at the output of the SMIX(t) mixers in the general case can be represented by a
complex-valued function:

.
SMIX(t) = UM exp {arg [

.
STr(t)] − arg [

.
SRv(t)]} =

.
UM exp {arg [

.
STr(t)] − arg [

.
STr(t− τ(t, r2, R2, V))]}. (17)

For further analysis, it is convenient to represent the current time t as the sum of the local time tL
(fast scale) and discrete time kTc (slow scale):

t = t(tL, k) = tL + τm + [t/Tc]Tc = tL + τm + kTc,

∀ {tL ∈ R : 0 ≤ tL ≤ Tc} × {k ∈ Z : 0 ≤ k ≤ N − 1}. (18)

In the particular case of a sounding radio signal with linear frequency modulation Equation (15),
the signal from the output of the mixer Equation (17), taking into account Equation (18), will have the
following form:

.
SMIX(tL, k) =

.
UM exp

(
j
{

2π f0(tL, k) + 2πατ(tL, k)
[
tL + τm − τ(tL, k)

2

]
+φTr −φRv

})
rect
(

tL

T0

)
. (19)

Relations Equations (13) and (15)–(19) describe a universal mathematical model for transforming
the spatio-temporal structure of the signal during active location of moving targets in microwave
radars using a continuous sounding radio signal Equation (15) with linear frequency modulation.
The range of permissible target speeds and ranges for this echo radio-signal model makes it applicable
for analyzing the operation and prototyping of LFMCW radars that locate existing and future ground
vehicles. However, the complex, nonlinear nature of the universal mathematical model of the echo
radio signal makes it ineffective in the development of promising quasi-real-time systems for estimating
the parameters of the movement of vehicles in the current state of development of software and
hardware. Let us consider an approximate mathematical model of an echo radio signal, which makes
it possible to significantly simplify the algorithms for processing and analyzing the input data of
the radar.

Modes of operation of automotive LFMCW radars are subdivided into near and far location of the
workspace. For near location (e.g., when the vehicle is parking), a short range and target speed are
typical. For far radiolocation, the distance to the target ranges from several meters to several hundred
meters, and the target speed ranges from fractions of a meter per second to 200 m/s. The further

52



Sensors 2020, 20, 5860

developed mathematical model of the spatio-temporal structure of the signal can be effectively used
for the mode of long-range location of the working space with an automobile LFMCW radar. We take
into account that the results of radar imaging should be promptly visualized on a user monitor, and
the signal processing time should not exceed 20–40 m/s. In the FMCW long-range radar mode, the
distance the target moves during processing usually does not exceed the distance to the target, and the
Maclaurin power series expansion can be used for the vector norm ||R − Vt|| [46]:

‖ R−Vt ‖=
√

R2 − 2V·Rt + (Vt)2 = R

√
1− 2V·Rt

R2 +
(Vt)2

R2

= R
∞∑

n=0

(−1)n(2n)!
(1−2n)(n!)2(4n)

(
(Vt)2

R2 − 2V·Rt
R2

)n
≈ R−VRt +

V2
TRt2

2R

(
1 + VRt

R +
V2

Rt2

R2 + O
(

V3t3

R3

))
,

(20)

where VR—norm of velocity vector projection onto radius vector R, (VR = V ·R). Similarly, we can
use Vr—the projection of the velocity on the radius vector r, as well as the corresponding orthogonal
components VTR and VTr (see Figure 2).

The domain of convergence of a power series Equation (20):∣∣∣∣∣∣ (Vt)2

R2 − 2V·Rt
R2

∣∣∣∣∣∣ =
∣∣∣∣∣∣V2t2

R2 −
2VRt

R

∣∣∣∣∣∣ ≤ 1, (21)

which must be taken into account when assessing the range and speed measurement limits of a radar
target in this approximation. In microwave LFMCW radars of the millimeter wavelength range, the
dimensions of the antenna aperture are significantly less than the minimum specified distance to the
target. In this case, for the vector velocity, V, projections norms with high accuracy VTR = VTr and
VR = Vr.

Power series expansion Equation (20) of the norm of the vector ||R − Vt|| accurate to the third
order of smallness relative to Vt/R allows to find an approximate expression for calculating the time
delay τ(t,r2,R2,V). From the general relation Equation (13), we obtain:

τ(t, r2, R2, V) ≈ τs(tL, k)
= τR − 1

c 2VR(tL + τm + kTc) − ρ
c cosθ

+
V2

TR
cR2

[tL + τm + kTc]
2
[
1− VR(tL+τm+kTc)

R2
+

V2
R(tL+τm+kTc)

2

R2
2

]
+ 2VR

c τR = τR − 1
c 2VR(tL + τm + kTc) − ρ

c cosθ+ Δτs(tL, k)

(22)

where θ—the angle of inclination of the radio wave front to the antenna aperture (see Figure 2), and τR
= 2R2/c—propagation delay of the sounding radio signal, determined by the doubled distance to the
target at the time of its re-emission.

The first three terms in Equation (22) are the propagation delay of the sounding radio signal,
considered in the traditional approach to the theoretical analysis of the characteristics of the automotive
LFMCW radar. The dependence of the third term in Equation (22) on the ρ coordinate of the receiving
element at the antenna aperture makes it possible to determine the direction to the radiation source—the
target bearing when using a phased antenna array in the radar. The additional term Δτs(tL,k) makes a
significant contribution to the propagation delay of the sounding radio signal as the transverse velocity
component increases and the distance to the target decreases.

A mathematical model of the complex-valued signal at the I-Q output of the quadrature channels
of the LFMCW radar receiver, which takes into account the transverse component of the target velocity
and, accordingly, retains its rigor in a wide range of changes in the speed and range to the observed
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target, is obtained by substituting the found value of the delay τs(tL,k) Equation (22) into Equation (19),
which determines the mixer signal in the general case:

.
SMIX(tL, k) = UM exp

{
2π j
[
ατR + 2VR

c f0 +
2VR

c αkTc

+
V2

TR
cR2

kTc
(
1 + VRkTc

R2

)
(2 f0 + αkTc)

]
tL

+2π jkTc

[
2VR

c f0 − τR
2VR

c α+ τm
2VR

c α+
V2

TR
cR2

kTc
(
1 + VRkTc

R2

)
f0
]

+Δφ

}
rect
( tL

T0

)
,

(23)

here, Δφ—component of the phase of the mixer signal, in the first approximation independent of the
time t in the observation interval T:

Δφ = φTr −φRv + 2π[ f0τR + α(τR − 2τm)τm].

For the physical interpretation of the results obtained, it is advisable to introduce the phase
Φ(tL,kTc) of the complex-valued signal of the SMIX(tL,k) and rewrite Equation (23) in the following form:

.
SMIX(tL, k) = UM exp [ jΦ(tL, kTc)] rect

( tL
T0

)
= UM exp

{
j[ΦB(tL, kTc) + ΦV(kTc)] + Δφ

}
rect
( tL

T0

)
= UM exp {2π j[ fB(kTc)tL +

∫ kTc

0 fV(kTc)d(kTc)] + Δφ}rect
( tL

T0

)
,

(24)

where fB(kTc)—instantaneous frequency of the complex-valued signal SMIX(tL,k), in the technical
literature called the beat frequency:

fB(kTc) =
∂[ΦB(tL,kTc)/2π]

∂tL

= ατR + 2VR
c f0 +

2VR
c αkTc +

V2
TR

cR2
kTc
(
1 + VRkTc

R2

)
(2 f0 + αkTc)

= ατR + 2VR
c f0 + Δ fB(kTc).

(25)

In Figure 3, fB value is shown as the current difference between the frequencies of the sounding
and echo radio signals within the duration of each k chirp of the radio signal. The one-dimensional
Fourier transform makes it easy to calculate the beat frequency fB(kTc) as a function of k. The term
ΔfB(kTc) in Equation (23), which is additional in comparison with the classical method of analysis, is
the result of using a more rigorous mathematical model of radio signal transformation in the radar
receiver. A non-trivial conclusion is the nonlinear dependence of the beat frequency on the chirp
number k, which must be taken into account when evaluating the parameters R and V at a large value
of the transverse velocity and short distances to the target.

The Doppler frequency shift fV(kTc) in Equation (23) is described by the formula:

fV(kTc) =
∂[ΦV(kTc)/2π]
∂(kTc)

= 2VR
c f0 − τR

2VR
c α+ τm

2VR
c α+

2V2
TR

cR2
kTc
(
1 + 3VRkTc

2R2

)
f0

= − 2VR
c f0 + Δ fV(kTc),

(26)

where the term ΔfV(kTc) refines the proposed mathematical model of radio signal conversion.
The dependence of the Doppler frequency shift fV(kTc) on the slow time scale kTc makes the traditional
method of estimating the target velocity based on the 2D Fourier transform ineffective. The signal of
the mixer SMIX(tL,k) as a function of time kTc with a strict mathematical description belongs to the class
of frequency-modulated signals and, therefore, is not narrowband and the definition of the parameter
V is not unambiguous. The spectrum width increases at a high transverse speed and small target
ranges, which leads to an error in determining the parameters R and V.

54



Sensors 2020, 20, 5860

The obtained relations Equations (23)–(25), which determine the temporal structure of the received
signal by the LFMCW radar, make it possible to develop an algorithm for estimating the motion
parameters VR, VTR and R2.

4. Estimation of the Range and Velocity Vector of a Radar Target: Working Range of
Parameters’ Measurement

In this section, based on the analysis of the mathematical model of the complex-valued signal at
the output of the I-Q quadrature channels of the LFMCW radar receiver, an algorithm is proposed for
estimating such motion parameters as the radial and transverse components of the velocity, as well as
the distance to the radar target. In addition, the boundaries of the range of variation of the variables
VR, VTR and R2 are calculated, where the proposed algorithm remains operational.

Let us write the phaseΦ(tL,kTc) of the complex-valued signal of the mixer SMIX(tL,k) Equation (23)
as a third-degree polynomial in the variable kTc:

Φ(tL, kTc) = 2π[ fB(kTc)tL + a0 + a1kTc + a2(kTc)
2 + a3(kTc)

3], (27)

the coefficients of the polynomial (a0, a1, a2, a3) are determined from the relation (23):

a0 ≡ Δφ; a1 =
2VR

c
f0

(
1− ατR

f0
+

ατm

f0

)
; a2 =

V2
TR

cR2
f0; a3 =

V2
TR

cR2

VR

R2
f0. (28)

In accordance with the developed mathematical model for converting the input signal in the radar
receiver, the algorithm for estimating the range and speed of a radar target includes the following stages:

(1) Using the Fourier transform, the beat frequency fB(k) and the phaseΦ(fB,k) of the complex-valued
spectral components of the signal of the receiver quadrature channels are calculated at each k-th
local time interval ∀ {tL ∈R: 0 ≤ tL ≤ Tc} in a sequence of N chirps of the radio signal. The spectral
component corresponds to the target in the radar monitoring area.

(2) The obtained time series of phase samples Φ(fB,k) of the selected spectral component (target)
is approximated by a polynomial of the third degree in the variable kTc. As a result of the
approximation procedure, we obtain estimates for the coefficients (a0, a1, a2, a3) of the polynomial.

(3) On the basis of the obtained estimates of the coefficients (a0, a1, a2, a3) together with the estimate
of the beat frequency fB(k), the estimates of the motion parameters—the velocity vector and the
distance to the target—are calculated.

The solution of the system of joint Equations (23), (25) and (27) leads to the following formulas for
estimating the parameters of the movement of a radar target R and V:

Target distance estimation:

R̂2(k) =
c

2α
·

f̂B(k) − â1
2π

(
1 + αkTc

f0

)(
1− ατm

f0

)
− â2

2π

(
2 + αkTc

f0

)
kTc

1 + â1
2π

(
1 + αkTc

f0

)
1
f0

, (29)

hereinafter, the diacritical mark of the cap (circumflex) above the corresponding parameter means the
estimate of this parameter obtained as a result of data processing according to the above algorithm.

Estimation of the radial component of the target’s velocity:

V̂R(k) =
c

2 f0
· â1

2π
(
1− 2αR̂2(k)

c f0
+ ατm

f0

) ; (30)
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Estimation of the transverse component of the target speed:

V̂TR(k) =

√
â2

2π
·cR̂2(k)

f0
. (31)

If the estimates of the coefficients {a0, a1, a2, a3} of the polynomial and the beat frequency
fB(k) coincide with the true values of the parameters, the estimates of the target range and velocity
components will also be equal to their true values. In this case, the estimates do not depend on the
chirp number k. If the error of estimates {a0, a1, a2, a3} and fB(k) is not zero, then the algorithm for
estimating the range and speed of the radar target should include the stage of calculating the sample
mean of the corresponding estimates of the motion parameters.

Expansion of the range of measured motion parameters through the use of the developed algorithm
for estimating the range and speed, in comparison with estimates based on traditional algorithms,
determines the practical significance of the results obtained. Let us analyze the working range of
motion parameters’ measurement. The mathematical model of radio signal transformation, which takes
into account, among other things, the transverse component of the velocity, is based on the necessary
condition for the vector of measured parameters θ = {VR, VTR, R2} belonging to the three-dimensional
space Θ(3):

Θ(3) = Θ
(3)
1 ∩ Θ

(3)
2 ; (32)

Θ
(3)
1 = Θ

(3)
11 ∪ Θ

(3)
12

=
{
θ : Δ fB(NTc)Tc ≥ 1, θ ∈ R3

}
∪
{
θ :
∫ NTc

0 Δ fV(NTc)d(NTc) ≥ 1, θ ∈ R3
}
;

(33)

Θ
(3)
2 =

{
θ : ΦV [(k + 1)Tc] −ΦV(kTc) ≤ π, ∀ k ∈ [0, N], θ ∈ R

3
}
, (34)

here, the signs ∪ and ∩ denote the union and intersection of two sets, respectively.
In relation Equation (33), the belonging of the point θ to the region Θ(3)

11 is determined by
the noticeable influence of the correction ΔfB(kTc) on the beat frequency of the radio signal fB(kTc),
calculated on the local time interval [0 ≤ tL ≤ Tc]. The belonging of point θ to the second region Θ(3)

12

is determined by the noticeable influence of the correction ΔfV(kTc) on the interval of the slow time
scale [0 ≤ kTc ≤ NTc].

For correct use of the method of two-dimensional Fourier transform [19–21] and an unambiguous
estimate of the velocity vector of a radar target, it is necessary that the phase changeΦV(kTc), calculated
on the local time interval [0 ≤ tL ≤ Tc], does not exceed the value π. This requirement determines that
the point θ belongs to the three-dimensional subspace Θ(3)

2 of the measured parameters {VR, VTR, R2}
in the relation Equation (34).

When constructing a mathematical model of radio signal transformation Equations (23)−(26),
it is necessary to fulfill a number of conditions, such as the convergence of the Maclaurin power
series expansion Equation (20) and the unambiguity of the parameter estimates Equations (1)−(3).
The requirements for LFMCW radar design to the radar resolution in range δR and speed δV, maximum
and minimum measured range Rmax, Rmin and speed Vmax, Vmin make the task of determining the
boundaries of the region Θ(3) a multiparameter problem.

Relations Equations (20) and (32)−(34) lead to the following system of inequalities as necessary
conditions determining the boundaries of the domain Θ(3):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2VRNTc
R2

+
V2

TRN2T2
2

R2
2
≤ 1;

V2
TRN2T2

2
cR2

·VRNTc
R2

f0 < 1 (more strictly 0.3);
V2

TRN2T2
2

cR2
f0 ≥ 1;

VR +
V2

TR
R2

NTc < Vmax.

(35)
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The first two inequalities in Equation (35) follow from the conditions for the convergence of the
Maclaurin power series Equation (20) and the truncation of terms higher than the second order of
smallness in the expansion of the norm of the vector ||R − Vt||. The third Equation (35) defines the
lower bound for VTR_min:

VTR_min =
1

NTc

√
cR2

f0
, (36)

where the contribution of the transverse velocity component to the estimation of the parameters of the
movement of the radar target must be taken into account in order to achieve the specified parameters
of the resolution δVδR in range and speed.

In Figure 4 in the VTR-VR plane, the curves of the contour of the section by the plane of constant
fixed range R of the three-dimensional space Θ(3) are presented, where the efficiency of the developed
algorithm for estimating the parameters of the target movement is preserved. Points belonging to Θ(3)

lie between the boundary VTR_min and the curve of the section contour, with a given value of the range
R, which is determined by Equation (36).

For example, in Figure 4, 2D-sections of the region Θ(3) are selected for the parameter values
R = 3 m, V1TR_min = 15.6 km/h иR = 50 m, V2TR_min = 63.8 km/h. We must note that points in space
Θ(3) are the set of values of the measured parameters {VR, VTR, R2}, the variance and bias of the
estimate of which, based on the traditional 2D-FFT (Fast Fourier Transform) algorithm, can have a
significant value.

The analysis of the graphs shown in Figure 4 shows that the operability area of the algorithm for
estimating the motion parameters depends not only on the norm of the general velocity vector ||V ||, but
also on the ratio of the components of the velocity vector, that is, on the angle ψ of the angle between
the velocity vector V and the radius-vector R2 (see Figure 2). For example, with ψ = 45◦ and VTR = VR
= 200 km/h (total speed V = 283 km/h), the lower limit of the range when estimating VTR with a given
speed resolution δV = 1 km/h is 45 m. In this case, all three conditions Equation (35) are satisfied (the
second with a more stringent requirement, 0.3).

The estimates of the range and velocity vector of a radar target proposed in this section, as well as the
calculation of the operating range for measuring the parameters VR, VTR and R2, require experimental
verification of the results obtained. The next section discusses the results of a computational experiment
using the software simulator developed in the first section of the paper.
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Figure 4. The limits of efficiency of the algorithm for estimating the parameters of the target movement.
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5. Computational Experiment Results and Discussion

To check the obtained results of theoretical analysis, we carried out a computational experiment
simulating the operation of the LFMCW radar in the mode of estimating the movement parameters
VR, VTR иR2 of a vehicle. Provided that the intrinsic noise and instability of the parameters of the radar
receiving system, as well as the multiple reflections of the probing signal and in the approximation of a
single-point reflective target, are neglected, the software simulator implements a signal that is identical
to the real echo signal at the output of the quadrature channels of the LFMCW radar receiver. It can be
used to test the effectiveness of the developed algorithm for estimating the range and velocity vector of
the vehicle. In this sense, carrying out computer modeling using this signal simulator can be called a
computational experiment. The parameters VR, VTR and R2 were estimated in accordance with the
algorithm developed above Equations (29)–(31).

The tasks of the computational experiment were as follows:

• For the developed algorithm, in the operating range of variation of VR, VTR and R2, the
determination of the parameter estimation error at different values of the angle ψ between
the radial VR and transverse VTR components of the velocity.

• Comparison of the error in estimating the range and speed obtained using the developed algorithm
and the traditional method based on two-dimensional FFT.

• Determination of the limits of the working range for measuring the parameters VR, VTR and R2

as a result of a computational experiment and comparison of the obtained data with theoretical
calculations of the fourth section.

• Carrying out a computational experiment for the physical interpretation of the results.

During the computational experiment, the following initial values of the parameters were used:

(1) The maximum sampling rate of an analog signal is about 55 MHz,
(2) Upper limit of range measurement—Rmax = 400 m,
(3) Range resolution—δR = 1.6 m,
(4) Upper limit of speed measurement—Vmax = ±300 km/h,
(5) Speed resolution—δV = 1 km/h,
(6) Frame rate—40 Hz,
(7) The number of counts at the working section of the chirp—512,
(8) The number of chirps in one frame—N = 2048.

We tested radar targets with a given dynamic range of changes in the values of motion
parameters—radial and transverse speeds, as well as range. The ratio between the radial and
transverse components of the velocity was regulated by changing the angle ψ between the vector of
the full velocity V (see Figure 2) and the radius vector R2. In this case, the norm of the full-velocity
vector ||V || was fixed. In the computational experiment, the following motion modes were considered:
ψ = 0◦—strictly radial motion (moving away or approaching the target collinear to the radius vector
R2), ψ = 90◦—strictly azimuthal (circular) movement, and ψ = 45◦—motion in which the radial and
transverse components of the velocity are equal. The results of the computational experiment for
different angles, ψ, are shown in Figures 5 and 6.
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Figure 5. Estimation of motion parameters (a) VR, (b) VTR and R2: estimation 1 is the result of applying
the developed algorithm, and estimation 2 is the application of the traditional 2D-FFT algorithm.
Velocity vector angle ψ = 45◦.
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Figure 6. Estimation of motion parameters VR, VTR and R2: (a) velocity vector angle ψ = 90◦, (b) ψ = 0◦.

Consider the caseψ= 45◦, when the radial and transverse velocity components are equal. Figure 5a,
on the coordinate plane VR, R2 (radial speed-range) shows the results of the estimation (Estimation
2) of the radial speed and range to the target calculated using the traditional two-dimensional FFT
method for the case ψ = 45◦. Also given are estimates (Estimation 1) of the same parameter received via
the developed algorithm. In the traditional method for estimating the parameters VR and R2, the terms
ΔfB(kTc) and ΔfV(kTc) in relations Equation (25) and Equation (26) are assumed to be equal to zero,
which leads to an increase in the error in estimating the motion parameters with decreasing range.

It can be seen from Figure 5a that, in accordance with the results of theoretical analysis at short
ranges (R2 = 3 m) and high target speeds (VR = 200 km/h), the estimate “Estimation 2” of the parameters
VR and R2 has a large relative error in comparison with the estimate “Estimation 1”. The error of the
traditional measurement method reaches 25% and 40% to estimate the speed and range, respectively.
The error of the measurement method Estimation 1 of the coordinates of a point (VR, R2) does not
exceed the value of δR × δV in the range-radial velocity measurement area [R2 × VR] = [3 m, 220 m] ×
[0 km/h, 220 km/h]. At the same time, at long range, both methods give the same estimate of the radial
speed VR, which coincides with the true speed of the radar target. This is clearly seen on the right side
of Figure 5a, where all three points of the VR value become indistinguishable.

In Figure 5b on the coordinate plane VTR, R2 (transverse speed-range) shows the results of
Estimation 1 of the transverse component of the speed and range to the target calculated using the
developed method for the case ψ = 45◦. The error in determining the speed increases with decreasing
range and increasing full speed, which is due to the approach of the coordinates of the point (VTR, R2)
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to the boundary of the region Θ(3) Equation (35). A computational experiment shows that already at
R2 ≥ 15 m, the error of the method for measuring the coordinates of a point (VTR, R2) does not exceed
the value of δR × δV in the entire working range of the VTR and R2 parameters.

Figure 6 show the results of estimating the parameters of the target movement, calculated using
the developed method for the case of strictly azimuthal (circular) movement ψ = 90◦ and strictly
radial movement ψ = 0◦, respectively. The analysis of the results of the computational experiment
and the corresponding results of the theoretical analysis show that the relative error of the method for
measuring the transverse velocity component VTR is greater than the error in measuring the radial
component VR, but does not exceed 2% for the case ψ = 0◦ and 8% for the case ψ = 45◦ for R2 = 3 m
(see Figures 5b and 6a).

When assessing the motion parameters using the traditional method of two-dimensional FFT in
the mode of strictly azimuthal (circular) target movement ψ = 90◦, when the radial velocity component
is absent, there is a large error in determining the value of VR at a short range and high object speed.
Consider the physical interpretation of this result. This phenomenon is due to the temporal structure of
the signal, which is a frequency-modulated signal. The Fourier spectrum of such a signal according to
Equation (26) for R2 = 3 m and VTR = 290 km/h is shown in Figure 7. The maximum spectral component
is at a frequency of 21.6 kHz, which corresponds to a radial speed of 153 km/h with a true value of
VR = 0 km/h. At the same time, the estimate of the radial velocity, calculated using the developed
algorithm, gives the value VR = 1.0 km/h and VTR = 287 km/h, which indicates the effectiveness of
the algorithm.

An analysis of the results of estimating the range to a radar target with strictly radial movement
ψ = 0◦ shows that the greatest error of the traditional FFT Estimation 2 method for measuring R2 is
obtained at small ranges and high speeds of the observed object. So, with R2 = 3 m and VR = 290 km/h,
Estimation 2 gives a value of 4.5 m, while Estimation 1 gives a value of 2.9 m, which is close to the
true value.

Note that the computational experiment was carried out without the effect of noise on the radio
signal. Therefore, the calculated results and the corresponding conclusions are correct for a large
signal-to-noise ratio. In general, the results of numerical experiments agree well with the corresponding
results of the theoretical analysis.
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Figure 7. FFT conversion of radio echo signal in the slow time domain.

6. Conclusions

A rigorous mathematical, physically consistent model of the spatio-temporal structure of the echo
signal of a radar operating in the active radar mode can be obtained using a quasi-relativistic vector
transformation of Lorentz coordinates and time. This model is used to develop a software simulator
of an echo-radio signal of a radar, which realizes the verification of the effectiveness of methods for
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assessing the parameters of vehicle movement by observation during one frame of a sample of an
echo-radio signal of microwave LFMCW radars. The proposed model of the spatio-temporal structure
of the echo signal of the LFMCW radar makes it possible to develop an algorithm for the simultaneous
estimation of the velocity vector and the distance to the observed target, which remains operational in
a wide range of changes in the parameters of the movement of vehicles. For the first time, an estimate
of the radial and transverse components of the target velocity vector can be obtained by observing
a number of data (sample) during one frame of the LFMCW radar sounding signal. For a 77 GHz
microwave LFMCW radar with a sampling rate of about 55 MHz and a frame duration of 25 ms (frame
rate 40 Hz), the range and speed measurement span with negligible noise level is from 3 to 400 m and
from 1 to 290 km/h, respectively. The error of the proposed method for measuring the radial component
of the speed and range of a radar target does not exceed the specified values of the resolution δV
and δR in the entire specified working area of the range-radial velocity measurement. The error of
the traditional method for measuring VR and R2 based on the two-dimensional Fourier transform is
greater than the error of the proposed method. The relative error of the method for measuring the
transverse velocity component VTR increases with decreasing range and increasing target speed, but
does not exceed 2% for the case ψ = 0◦ and 8% for the case ψ = 45◦ with R2 = 3 m. The results of the
computational experiment based on the developed rigorous mathematical model of the developed
software simulator using the rigorous mathematical model of the LFMCW radar echo confirmed the
corresponding theoretical analysis results. Thus, the previously set goal can be considered achieved.

For further work to validate the integrity of approaches to analyzing the performance of the
developed algorithm by methods of computational or practical experiment, it is planned to develop an
FMCW radar based on RF CMOS automotive transceiver TI AWR1243 and capture card DCA1000EVM
(manufactured by Texas Instruments [47]) and make comparative test measurements.

Theoretically, for our further research, it is planned to tune the developed algorithm for estimating
the parameters of movement in the presence of multiple radar targets and various kinds of radio
interference. The mode of operation of the LFMCW radar in conditions of multiple radar targets
and various kinds of radio interference is important in the practical use of the algorithm in modern
systems of active driver assistance (ADAS—Advanced Driver Assistance System) to ensure the most
comfortable and safe movement of the vehicle, including in the fully autonomous mode (unmanned)
vehicle driving mode.
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Abstract: Nowadays, the intelligent transportation concept has become one of the most important
research fields. All of us depend on mobility, even when we talk about people, provide services,
or move goods. Researchers have tried to create and test different transportation models that can
optimize traffic flow through road networks and, implicitly, reduce travel times. To validate these new
models, the necessity of having a calibration process defined has emerged. Calibration is mandatory
in the modeling process because it ensures the achievement of a model closer to the real system.
The purpose of this paper is to propose a new multidisciplinary approach combining microscopic
traffic modeling theory with intelligent control systems concepts like fuzzy inference in the traffic
model calibration. The chosen Takagi–Sugeno fuzzy inference system proves its adaptive capacity
for real-time systems. This concept will be applied to the specific microscopic car-following model
parameters in combination with a Kalman filter. The results will demonstrate how the microscopic
traffic model parameters can adapt based on real data to prove the model validity.

Keywords: fuzzy inference; calibration; car-following; Takagi–Sugeno; Kalman filter; microscopic
traffic model; continuous-time model

1. Introduction

Traffic modeling is one of the research domains receiving a higher interest from scientists.
Traffic congestion [1] affects everyone and introduces a dependence on this issue even if we consider
the movement of people or the delivery of products or services. In this context, a concept has appeared
regarding smart mobility that tries to use ITS (intelligent transportation systems)-specific algorithms to
optimize road traffic flow.

In the traffic modeling process, there are several subsystems that contribute to the determination
of a closer-to-reality road traffic model. For each new model proposal, a validation system ensures
the comparison of those model simulation results and real traffic data. The calibration process will
minimize the differences between simulation and real data. This calibration is responsible for the
improvement in simulation parameters by ensuring a better fitting of them compared to real data.

The current paper aims to deliver a new calibration method for road traffic parameters at the
microscopic level. This method consists of a Kalman filter integrated with a Takagi–Sugeno FIS
(fuzzy inference system) for the car-following model in continuous-time. The Takagi–Sugeno FIS
using the Kalman-filtered values as input for the car-following model consists of our calibration
system proposal.

Sensors 2020, 20, 5539; doi:10.3390/s20195539 www.mdpi.com/journal/sensors65
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This paper starts with an overview of actual relevant research about road transportation
improvements and fuzzy logic applications.

The third section of this paper presents a description of the car-following model, considered
the most known microscopic road traffic model. After highlighting some general features of the
calibration process, the paper introduces the application of a continuous-time Kalman filter for the
online calibration of the car-following model.

Section 4 describes the FIS using the Kalman-filtered values as inputs for the relative velocity
between FV (follower vehicle) and LV (leader vehicle) and simulates the inter-vehicle spacing estimation
error relative to the measurement error. This FIS aims to provide the specific offset for inter-vehicle
spacing until the system is calibrated.

The last three sections consist of a case study presentation, results analysis, discussions and
conclusions related to our research.

2. Literature Overview

Recent trends in improvements in urban road traffic provide a direction of research to common
platforms creation for the intelligent management of sensor networks, having as the main objective the
assurance of appropriate real-time decisions in different environmental conditions [2]. To improve the
sensor data collection and transmission, new technologies can be used such as 5G and VLC (visible-light
communication) [3]. The energy consumption is one of the major current problems in road monitoring
systems, and smart solutions for energy savings are welcomed [4].

Currently, ITS development involves the usage of Bluetooth sensors in the TMS (traffic monitoring
systems). This approach applied in several cities can enhance their chance to become smart cities
and, implicitly, to improve the citizens’ quality of life [5]. This sensing technology proved its utility
in travel times estimation and traffic signal control. An interesting approach in this regard uses a
modifiedmax-pressure algorithm based on travel times collection from Bluetooth sensors. The results
from an experiment consisting of a real implementation of this approach in a signalized intersection
from Jerusalem demonstrated its validity and brought many advantages. The benefits of this technology
compared to video-based systems arose from the easier installation and maintenance processes and
the availability of measurements of turning ratios [6]. On the same direction of Bluetooth technology
usage, researchers propose in [7] a real-time road traffic monitoring system based on the purchased
data from private companies. To improve the quality of these data, an augmentation framework
that uses Bayesian inference is proposed and uses the ability of Bluetooth sensing technology to
present the bimodal traffic flow pattern that ensures compliance with the speed limits. In this regard,
an experiment on a principal arterial corridor in Orlando, USA achieved good results.

During the past few years, fuzzy logic has been finding a fast-growing number of applications
in different fields [8]. The road traffic forecasting represents an interesting direction in ITS research.
The usage of atmospheric and air pollution data for this reason in approaches based on recurrent neural
networks [9] shows the high level of intelligent systems implications in solving road traffic problems.
Another possible solution of traffic flow performance forecasting is to use fuzzy neural networks [10].
This approach of forecasting methods expects a wide mixture of factors like information from drivers
that have an important impact on traffic concentration and capacity of the urban road network.

The installation of the sensors appointed for traffic data collection is crucial for traffic lights
management and traffic jam detection, and can bring improved travel times for the vehicles crossing
the road network [11]. To achieve this goal of short travel times, a solution is to set the green and red
intervals by using a fuzzy controller designed to dynamically update the maximum values associated
with the green intervals [12]. Another approach is to use an adaptive traffic light system based on the
fuzzy Q-learning control method using the intelligent agents concept [13].

A major problem related to the traffic flow is the determination and the control of the dynamic
distance between two vehicles. A good approach in this regard is to use the fuzzy interpolation for
distance-gap computation, considering that planning for collision has a pre-set constant time [14].
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The use of automate driving can minimize this risk of collision, through a method that can determine
an adaptive velocity for the vehicles participating in the traffic process.

The driver behavior consists of one of the most challenging things in transportation modeling and
represents the main source of uncertainty. Video surveillance systems prove their efficiency in road
traffic patterns identification and behaviors classification. In this regard, the usage of a combination
between the PAM (Pachinko allocation model) with the SVM (support vector machine) achieved better
performances than the LDA (latent Dirichlet allocation) approach [15]. An innovative proposal shows
that traffic patterns can be retrieved from social media applications that enable user geo-location data
sharing. From this perspective, individual activities durations can be retrieved and correlated with the
geo-location data to reconstruct the user mobility trajectories [16].

Besides the microscopic traffic models, there are two more types of models like macroscopic
and mesoscopic. Macroscopic traffic models focus on the complete road flow, involving vehicle
distributions and traffic density, and mesoscopic models consider the vehicles as vehicle groups in
the modeling process. Regarding the calibration of the microscopic parameters, some researchers
consider that this can be avoided by adopting the macroscopic modeling approach. In this case,
the existence of an MFD (macroscopic fundamental diagram) can easily estimate the space-mean flows
and trip completion rates. The experiment used fixed detectors and floating vehicles as sensors for data
collection [17]. Nevertheless, a disadvantage of this macroscopic evaluation is a lack of inter-vehicle
behavior evaluation that can provide individual driving patterns.

3. Microscopic Traffic Models Calibration

Microscopic traffic models [18] give more attention to the details of traffic flow and are vital for
traffic analysis, especially in the presence of ITS. Initial model calibration is necessary to identify the
parameter values. It requires the activities of all participants in traffic in order to have feedback of the
traffic with parameters like vehicle position, accelerations/decelerations, and vehicle speed. Moreover,
the interaction between the vehicles involved in the movement process needs special attention [19].

3.1. Car-Following Model—General Description

Car-following is a microscopic traffic model that analyzes how two vehicles interact during
movement. One of these vehicles is the LV and the other is the FV. The second one shall adapt
its movement parameters based on the vehicle ahead behavior [20]. Further, starting from MIMO
(multiple-input multiple-output) systems theory, the paper presents the state-space representation of
this road traffic model in continuous-time.

The inputs of the state-space system for the linear continuous model of the car-following are
the vehicles’ accelerations/decelerations u1 and u2, and the standard safety distance between the
vehicles S. The state of this system is represented by the vehicles’ velocities noted as x1 and x3, and the
running distances of the vehicles, x2 and x4. Based on these, the system output y consisting of the
dynamic safety distance between FV and LV will be computed and will be further used to adapt the
FV parameters to ensure compliance with the established standard safety distance.

The linear continuous car-following model previously presented can be characterized using the
following system equations, as it was stated in [21–23]:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
.
x1
.
x2
.
x3
.
x4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

x2

x3

x4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0
0 0
0 1
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
[

u1

u2

]

y =
[

0 −1 0 1
]
·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1

x2

x3

x4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + S

(1)
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The standard safety distance S computation considers the vehicle average length L:

S = L ·
(
1 +

x3

16.10

)
(2)

To obtain the classic structure of MIMO state-space representation, some notations according to
(3) shall be defined:

x1 = x3 − x1,
x2 = x4 − x2 = s
y = x2

, (3)

where s is the dynamic distance between LV and FV.
Rewriting (1) by using the notations from (3), the MIMO state-space representation of the linear

continuous car-following model looks like:⎧⎪⎪⎨⎪⎪⎩
.
x(t) = A · x(t) + B · u(t)
y(t) = C · x(t) + S

(4)

The vectors and matrices extended forms are: x =

[
x1

x2

]
, u =

[
u1

u2

]
, A =

[
0 0
1 0

]
,

B =

[ −1 1
0 0

]
, and C =

[
0 0
0 1

]
. Moreover, the system eigenvalues equal zero, the concatenated

matrix
[

A B
]

is controllable, and the matrix
[

A C
]

is observable.

3.2. Calibration Process

The calibration process finds many issues in the case of microscopic traffic modeling. One of
the common problems is the measurement of traffic characteristics like velocity, travel times, and the
distance between vehicles because of the influence introduced by each vehicle behavior or travel
conditions [19]. The calibration data shall consider this uncertainty in driver decisions and need to
adapt to it.

Figure 1 illustrates a description of road traffic systems at the microscopic level. The following
three main components ensure the existence of a model closer to reality: microscopic traffic data,
modeled microscopic traffic system, and model validation.

The first component is responsible for collecting traffic data from the real world. The second
component simulates the real system behavior and uses the estimated values for road traffic parameters
as inputs to calculate the simulation output data. A comparison between the simulated data and the
real microscopic traffic data consists of a validation step. The output of this component is a decision
based on the similarity between the real and simulated model and consists of the calibration component
input. The calibration step shall establish the offset values to be applied to the model inputs to reduce
the difference compared to the real data. Calibration is performed until these offset values become
equal to zero.
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Figure 1. Microscopic traffic system.

3.3. Kalman Filter for Online Calibration

Online calibration is specific for systems that are using real-time data in order to adapt the model,
by changing the simulated parameters to be close to the real system. This category of calibration
includes the Kalman filter method [24–26].

Kalman filters are popular in the calibration of state-space models characterizing a system in
discrete-time, but also applies to continuous-time systems [27], as in our case. For the microscopic road
traffic, this method proved its efficiency even if the traffic conditions were nonstationary or stationary.
This approach permits a real-time continuous update of studied parameters by updating them through
the specific offsets. Further, the application of this method will be presented for car-following model
calibration [26].

The state equations for the calibration system of the car-following model according to the Kalman
filtering concept are shown in (5), where γi(t), i = {1, 3, s} are the parameters that need calibration.⎧⎪⎪⎪⎨⎪⎪⎪⎩

.
x1(t) = x1(t) + γ1(t).
x3(t) = x3(t) + γ3(t).
s(t) = s(t) + (x1(t) − x3(t))·T + γs(t)

(5)

Considering that ζi(t), i = {1, 3, s} are the measurement errors for the real traffic parameters,
the output equations of the calibration system are computed by using relation (6).⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

xobs
1 (t) = x1(t) + ζ1(t)

xobs
3 (t) = x3(t) + ζ3(t)

sobs(t) = s(t) + ζs(t)
(6)

Based on previous assumptions, the Kalman filter state-space representation can be obtained
as follows: { .

x(t) = Ak · x(t) + Bk · u(t) + Dk · γ(t)
y(t) = Ck · x(t) + ζ(t)

(7)

where the matrices specific for the continuous Kalman filter have the following values:

Ak =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
T −T 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, Bk = [0], Ck =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, and Dk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦.
The continuous-time Kalman filter estimates the values according to (8):

x̂(t) = x̂pr(t) + Kk ·
(
y(t) − Ck · x̂pr(t)

)
(8)
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where x̂pr(t) is a prediction obtained based on the previous knowledge using the following relation:

.
x̂pr(t) = Akt−1 · x̂pr(t) + Bkt−1 · x̂pr(t) (9)

where Akt−1 and Akt−1 represent the values of Ak and Bk at time t− 1, respectively.
The gain matrix Kk incorporates the compromise to adjust the estimated parameters by using real

measured data but, at the same time, to avoid the propagation of measurement errors:

Kk = Pprk
· CT

k ·
[
Ck· Pprk

· CT
k + Rk

]−1
(10)

The matrix Pprk
is the covariance matrix that contains the estimation error and will be updated at

each step by applying the following relation:

Pprk+1
= Ak· PFk · AT

k + Dk · Qk · DT
k (11)

where Pprk+1
represents the value of Pprk

at time t + 1, and PFk is defined as:

PFk = [I −Kk · Ck ] · Pprk
(12)

The Kalman filter covariance matrix of errors Rk has the definition from (13).

Rk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
σx1(t), x1(t) 0 σx1(t), s(t)

0 σx3(t), x3(t) σx3(t), s(t)

σs(t), x1(t) σs(t), x3(t) σs(t), s(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

with the propagation of variances and covariances expressed as:

σxns =
∑
i, j

∂xn

∂xi
· ∂s
∂xj
· σxij (14)

for the functions of interests defined as: xn = (x1, x2, · · · , xi, · · ·) and s =
(
x1, x2, · · · , xj, · · ·

)
, with the

explanation that σxns is the covariance of xn and s, and the term σxij represents the covariance of xi

and xj.

4. Fuzzy Calibration of Microscopic Traffic Models

The FIS usually solves problems related to the nonlinearity of systems or in the cases of systems
that have time delays, but is also suitable for continuous-time systems [28].

Microscopic traffic modeling is a complex problem because of the uncertainty in drivers’ decisions
for lane changes or for the acceleration/deceleration behavior. The driver behavior influences all
corresponding dynamic traffic parameters, introducing, in some cases, a swap in role between LV and
FV. These reasons make the microscopic traffic modeling problem suitable for implementation with
FIS, especially for the calibration process where all mentioned uncertainties need filtering in order to
establish the best offset values. The application of these values ensures the dynamical adaptation of
the modeled system to the received real traffic conditions.

In the following, we will show the particularities of the FIS, especially on the use of Takagi–Sugeno.
A new calibration method will be issued based on this theoretical background in combination with
the Kalman filtering concept previously presented. Compared to the simple use of Kalman filters,
this hybrid approach tries to cover the learning of patterns in an offset setting.
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4.1. Takagi–Sugeno FIS

Probably the most known model to implement an FIS is to use the Takagi–Sugeno approach [29–33].
Similar to other fuzzy methods, this model description uses the fuzzy specific IF-THEN rules.
These input–output associations of the nonlinear modeled system characterize the dynamics of each
fuzzy rule by creating a linear system model.

A general Takagi–Sugeno FIS for continuous-time models can be described by the following fuzzy
rules [29,30]:

IF z1(t) is Fi1 AND · · · AND zp(t) is Fip THEN
{ .

x(t) = (Ai + ΔAi) · x(t) + (Bi + ΔBi) · u(t)
y(t) = (Ci + ΔCi) · x(t) (15)

where the notations have the following meaning:

• zj(t), j =
{
1, 2, · · · , p

}
are the premise variables;

• Fij(t), i = {1, 2, · · · , r}, and j =
{
1, 2, · · · , p

}
represent the fuzzy sets;

• r is the number of defined fuzzy rules;
• x(t) ∈ Rn is the state vector;
• u(t) ∈ Rm is the input vector;
• Ai ∈ Rn×n is the state matrix;
• Bi ∈ Rn×m is the input matrix;
• Ci ∈ Rq×n is the output matrix where q is the number of output parameters;
• ΔAi, ΔBi, and ΔCi are the matrices that incorporate the uncertainties.

The previous assumptions lead to the inferred model expression:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
x(t) =

r∑
i=1

hi(z(t)) · ((Ai + ΔAi) · x(t) + (Bi + ΔBi) · u(t))

y(t) =

r∑
i=1

hi(z(t)) · (Ci + ΔCi) · x(t)
(16)

where hi(z(t)) is the normalized grade of membership for each rule and is compliant with (17).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
r∑

i=1

hi(z(t)) = 1

0 < hi(z(t)) < 1

(17)

These equations represent the fundamentals for the implementation of an optimized calibration
method for the special case of car-following models.

4.2. Car-Following Online Calibration based on Hybrid Takagi–Sugeno FIS Combined with Kalman Filtering

Figure 2 shows our proposal for the calibration system internal structure. Moreover, its relations
with the other external subsystems are also represented. As part of the modeled microscopic traffic
system, the calibration model has the feature of providing the necessary data to adapt the internal
model parameters based on the evaluation received as input from the system responsible with the
model validation. Together with the validation result, two sets of parameters consisting of simulation
values and microscopic traffic real data will be sent to the calibration subsystem.
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Figure 2. Proposed approach for microscopic traffic model calibration.

The first internal subsystem of a calibration subsystem is intended for identifying the differences
between real and simulation data. These will be forwarded to the Kalman filter. The filtered values will
be forwarded to the final decision step regarding the offset values consisting of a Takagi–Sugeno FIS.
This last subsystem embeds the fuzzy specific components. The fuzzification ensures that the identified
differences between the real and simulation parameters are converted to a fuzzy variable. Further,
after the fuzzy rules have been defined, the output fuzzy variables will consider them in establishing
the connections with the input fuzzy variables through an inference step. Defuzzification will convert
the fuzzy variables to the corresponding types of analyzed parameters. These values consisting of
offsets that shall be applied to the simulation parameters will also be saved by a subsystem that will
build a knowledge base for the parameters offset.

After the model parameters have been updated with the offsets provided by the calibration
subsystem, the process will be resumed until the offsets tend to zero. As the values of the simulation
are closer to the real ones, the chances of the model to be validated increase. When the offsets are equal
to zero, the model is considered as validated.

The inter-vehicle spacing offset for the next run of the simulation can be considered the same as
the new estimated simulation error. From this point of view, the calibration module will be responsible
for estimating the values that can reduce the difference between simulation values and the values
retrieved from real traffic measurements. The new estimation error shall be computed as it is presented
below and will be further applied directly by the subsystem that estimates the model parameters based
on retrieved real traffic data, depending on corresponding conditioned parameters:{

Δs(t) = Δs0(t) + ζs(t) − γs(t), γs(t) � ζs(t)
Δs(t) = Δs0(t) + γs(t) = Δs0(t) + ζs(t), γs(t) = ζs(t)

(18)

where Δs0(t) is considered an initial offset that can be defined based on FV and LV behavior for velocity
evolution, as can be seen in (19). This correction step shall be applied to ensure that it maintains the
standard safety distance s between LV and FV:

Δs0(t) =
{

0, x1(t) ≥ x3(t)
S, x1(t) < x3(t)

(19)

The model calibration will be done for the linguistic variables defined in Table 1. The inputs
and outputs are defined in a manner that simplifies the fuzzy rules writing process. More than that,
the output is defined for each possible situation that can describe the car-following model behavior
from the LV and velocity evolution perspectives. Additional information that is taken into account
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is related to the measurement and simulation errors of dynamic safety distance between LV and FV
(the inter-vehicle spacing). The output consisting of the necessary offsets that shall be applied to the
simulation values for LV and FV vehicles will be defined by equations that use the Kalman filter-specific
data. These offsets Δs will be computed according to (18).

Table 1. Linguistic variables for Takagi–Sugeno fuzzy inference system (FIS) based on Kalman-
filtered values.

Parameter Role Variable Name Variable Definition

Input 1 LV velocity relative to FV velocity
(REL_SPEED)

LOW x1(t) < x3(t)
EQUAL x1(t)= x3(t)
HIGH x1(t) > x3(t)

Input 2 Simulated inter-vehicle spacing estimation
error relative to measurement error (REL_ERR)

LOW γs(t) < ζs(t)
EQUAL γs(t) = ζs(t)
HIGH γs(t) > ζs(t)

Output Inter-vehicle spacing offset Δs (OFFSET)
REDUCE

Equation (18)MAINTAIN
INCREASE

Considering the introduced linguistic variables and the possible offset values defined by (18),
the fuzzy rules are according to (20).

IF REL_SPEED = LOW AND REL_ERR = LOW THEN OFFSET = INCREASE
IF REL_SPEED = LOW AND REL_ERR = EQUAL THEN OFFSET = MAINTAIN
IF REL_SPEED = LOW AND REL_ERR = HIGH THEN OFFSET = REDUCE
IF REL_SPEED = EQUAL AND REL_ERR = LOW THEN OFFSET = INCREASE
IF REL_SPEED = EQUAL AND REL_ERR = EQUAL THEN OFFSET = MAINTAIN
IF REL_SPEED = EQUAL AND REL_ERR = HIGH THEN OFFSET = REDUCE
IF REL_SPEED = HIGH AND REL_ERR = LOW THEN OFFSET = INCREASE
IF REL_SPEED = HIGH AND REL_ERR = EQUAL THEN OFFSET = MAINTAIN
IF REL_SPEED = HIGH AND REL_ERR = HIGH THEN OFFSET = REDUCE

(20)

The fuzzy matrix Fk that considers the fuzzy rules and (19) is shown in (21).

Fk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
S + ζs(t) − γs(t) S + γs(t) S + ζs(t) − γs(t)

ζs(t) − γs(t) γs(t) ζs(t) − γs(t)
ζs(t) − γs(t) γs(t) ζs(t) − γs(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (21)

5. Simulation and Results

This section describes the model implementation using Simulink from MATLAB R2020a. A case
study for a real crossroad from Timis, oara (Romania) will validate the proposed approach for
car-following model calibration.

5.1. Simulation Model

Figure 3 shows the Simulink (MATLAB R2020a) implementation model. The implementation
is a simplified car-following model that studies the impact of velocities in the FV strategy to adapt
its running distance based on the FV moving behavior. In this case, the acceleration was not taken
into account.
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The computation of the standard safety distance S is done continuously considering Equation (2).
This value is needed to ensure collision avoidance in the case of the increase in FV velocity. For this
computation, an average vehicle length L = 4.50 m was used. The output of the modeled system also
considers S in the dynamic safety distance profile.

The inputs of the model and also the internal states can be affected by noise in the case of model
implementation. To simulate this behavior, a Band-Limited White Noise Simulink block was added to
the simulation for the velocities and inter-vehicle spacing to see their impact on the running distances
for the LV and FV, and the dynamic safety distance y. The applied noise consists of normally distributed
random numbers with the following characteristics that are the default values for the mentioned
Simulink block:

• noise power: 0.10;
• sample time: 0.10;
• seed: 23341.

An adaptive system based on Kalman filtering and Takagi–Sugeno FIS will ensure the removal
of the introduced noises by the simulated model. The Fuzzy Controller Simulink block uses the
Kalman-filtered values as input for the relative speed between the FV and LV and also the simulated
inter-vehicle spacing estimation error relative to the measurement error. The implementation details of
the Takagi–Sugeno FIS are available in the second part of the current section.

Scope Simulink blocks were added in some points of interest for the following reasons:

• to monitor the input values;
• to obtain the running distances profile for the real behavior of the LV and FV;
• to capture the influences in the simulated running distances introduced by the simulated system;
• to correlate the calculated offset values for inter-vehicle spacing with the calibration process evolution;
• to create an overview of the calibration process impact on the system output.

5.1.1. Input Data

To prove the proposed model validity, the simulation uses, as input data, the data provided
by Timis, oara City Hall-General Directorate of Roads, Bridges, Parking and Utility Networks-Traffic
Monitoring Office, Timis, oara, Romania. Figure 4 shows, marked in red, the chosen piece of road between
two crossroads: Liviu Rebreanu-Calea S, agului and Liviu Rebreanu-Gheorghe Ranetti. These crossroads
have a high daily traffic flow and consists of a good input for our study. The data were collected by
using inductive loop sensors that were placed on the studied road network to monitor the vehicle
numbers and the velocities.

 
Figure 4. Real mapping of the studied piece of road (Source: Open Street Map view).
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5.1.2. Takagi–Sugeno Model Implementation Details

The implementation Takagi–Sugeno FIS using the Kalman-filtered values as inputs, according to
the assumptions from the previous section, uses Fuzzy Logic Toolbox from MATLAB R2020a. Figure 5
shows the implemented calibration step as it looks in the chosen simulation tool.

 
Figure 5. Takagi–Sugeno FIS calibration model implementation using Kalman-filtered values as input.

The established fuzzy rules presented in (20) were implemented for the car-following model
calibration using the rule editor for Takagi–Sugeno FIS provided by the simulation tool, as it can be
seen in Figure 6.

 
Figure 6. Fuzzy rules implementation using rule editor.

A manner to analyze the simulation results specific to MATLAB R2020a is the usage of rule viewer.
Each input of the calibration system and the output are shown in Figure 7. The output values of the
car-following calibration system will be modified interactively based on chosen inputs. Membership
functions were defined based on historical traffic data evolution.

 

Figure 7. Rule viewer for Takagi–Sugeno FIS car-following calibration system.
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Another option to analyze the results of fuzzy rules evaluation is through the surface viewer.
Figure 8 illustrates the system performance for the relationship between the linguistic variables used
as inputs or as output for the modeled microscopic traffic calibration system.

 

Figure 8. Surface viewer for Takagi–Sugeno FIS car-following calibration system.

5.2. Simulation Results

Figure 9 shows the input data for the proposed traffic calibration method. The evolution in time
of the LV and FV velocities for the chosen piece of road between two intersections can be observed.

Figure 9. Input data—velocities for leader vehicle (LV) (x1) and follower vehicle (FV) (x3).

Based on the input values, the ideal evolution was computed for the LV and FV running distances.
Figure 10 shows this result after the application of the car-following approach for the real traffic data.

 
Figure 10. Running distances for LV (x2) and FV (x4)—ideal evolution.

77



Sensors 2020, 20, 5539

The result of the proposed hybrid approach for calibration of the car-following model in
continuous-time is available in Figure 11. The modeled running distance of the FV that is affected by
noise succeeds at reproducing the real behavior of the FV.

 
Figure 11. Running distances for LV (x2) and FV (x4)—calibration result for FV (x4).

A better way to see the utility of the proposed approach is to analyze the calculated offset values.
Figure 12 illustrates the evolution of the calculated offset values for the inter-vehicle spacing applied to
the FV. Before the system joins the calibrated state, both positive and negative offset values are applied.
After approximately t = 18 s, the system succeeded at learning different patterns of velocities and
simulated inter-vehicle spacing error patterns and could reproduce the real behavior. After that time,
the system was calibrated and could reproduce the real behavior.

Figure 12. Inter-vehicle spacing offset applied to FV (x4).

The calibration result can also be observed by analyzing the dynamic safety distance that includes
the standard safety distance. Figure 13 depicts the overview of the calibration result for the system
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output. The safety level is ensured by the direct application of safety length on the output, and safety
is guaranteed by the car-following model even in cases of vehicles with different car lengths.

Figure 13. Dynamic safety distance—calibration overview.

6. Discussions

To show the motivation of using the hybrid proposal of Kalman filtering with Takagi–Sugeno
FIS instead of a solution based on Kalman filtering only, a simulation is needed for this comparison.
Figure 14 depicts the implementation using Simulink (MATLAB R2020a) for the mentioned reason.
The simulation aims to analyze the behavior of FV for both cases of calibration methods. In addition
to the simulation blocks from Figure 3, an extension introduces the computation of the FV running
distance based on the Kalman filtering-only approach. In this case, the model uses only the filtered
values to control the FV movement strategy. A big disadvantage, in this case, is the neglect of the FV
relative velocity that can result in wrong offset values that will negatively influence the movement
strategy. The calibration system shall ensure the capability for time-varying offset values application.
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The simulation results for this comparison (Figure 15) illustrate that both approaches succeeded in
filtering the noises and provided a similar-to-real-case trajectory evolution. The Kalman filtering-only
approach cannot reproduce the real behavior through its neglect of inter-vehicle interaction from a
relative velocity perspective. The hybrid approach takes advantage of this interaction between FV
and LV and succeeds at identifying the time-varying appropriate offset value that reproduces the real
behavior. This advantage can be visually observed from trajectory evolution where, after t = 18 s,
the system is calibrated using the hybrid approach. In the same time, the Kalman filter-only approach
introduces a uniform increase in computation error that leads to a scaled running distance compared to
real traffic conditions. From a computational complexity perspective, both approaches fit to real-time
processing. The Takagi–Sugeno FIS does not introduce computational delays that can lead to a major
increase in the real-time data processing timings.

Figure 15. Running distance for FV (x4—comparison of calibration result for the Kalman filtering-only
approach and the hybrid Kalman filtering and Takagi–Sugeno FIS approach.

Another problem to address is the variety of vehicles with different lengths on the road network.
The various vehicle lengths do not have a direct influence on the proposed method. The method intends
to provide a calibration strategy based on the relative velocity and internal computed inter-vehicle
spacings (s according to Equation (3)). The safety road assurance is done by a final step of adding
a standard safety distance that depends on the LV length. The extension of this model for a chain
of moving vehicles is already included even if we talk about pairs of vehicles where LV and FV are
continuously changing. The data are retrieved from inductive loops sensors placed on the road network.
The first vehicle that passes over the inductive loop is the LV and the second one is the FV. If we talk
about a chain of vehicles that are moving on the road network, the FV from the first pair becomes the
LV for the third vehicle and this behavior continues until the end of the chain of moving vehicles.

7. Conclusions

The purpose of this research was to propose a new approach of traffic models calibration at the
microscopic modeling level. Our proposal consists of a combined solution that uses Kalman filtering
and Takagi–Sugeno FIS for the online calibration of the car-following model.

A review of relevant works on ITS and fuzzy systems was needed to show the current trends in
these research fields. Moreover, this created the necessary path to the introduction of our proposal.

A general presentation of the microscopic traffic modeling and calibration process, with special
attention to the particular case of the car-following model, precedes our proposal. From an FIS
perspective, our approach started with an introduction of the Takagi–Sugeno FIS followed with a
mapping of the issues related to car-following models.
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The proposed method was validated by the simulation results obtained from the Simulink
(MATLAB R2020a) implementation of the continuous-time car-following model together with the
system responsible for the calibration process. The input data of this study consisted of real road
traffic data from Timis, oara, Romania. Takagi–Sugeno FIS proved again its utility in adaptive systems
through the optimization of the parameter offset-establishing process.

A comparison between a Kalman filtering-only approach and hybrid Kalman filtering with the
Takagi–Sugeno FIS was conducted in Simulink (MATLAB R2020a). The comparison results show that
the hybrid approach could provide a closer model to the real model. The big advantage of the hybrid
approach was that it can provide the time-varying offset based on real-time road traffic parameters.
Moreover, this proposal implies the specific interaction between FV and LV in the offset computation
according to the microscopic traffic modeling theory.

Further works can extend this approach at the mesoscopic traffic modeling level where the
conditions for velocities evaluation can be assigned to vehicle groups instead of individual vehicles.
A big challenge in that direction will be the safety distance assurance inside a group of vehicles because
mesoscopic modeling does not offer enough granularity compared to microscopic traffic models.
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Abstract: A cooperative dynamic range-only simultaneous localization and mapping (CDRO-SLAM)
algorithm based on the sum of Gaussian (SoG) filter was recently introduced. The main characteristics
of the CDRO-SLAM are (i) the integration of inter-node ranges as well as usual direct robot-node
ranges to improve the convergence rate and localization accuracy and (ii) the tracking of any moving
nodes under dynamic environments by resetting and updating the SoG variables. In this paper,
an efficient implementation of the CDRO-SLAM (eCDRO-SLAM) is proposed to mitigate the high
computational burden of the CDRO-SLAM due to the inter-node measurements. Furthermore,
a thorough computational analysis is presented, which reveals that the computational efficiency of
the eCDRO-SLAM is significantly improved over the CDRO-SLAM. The performance of the proposed
eCDRO-SLAM is compared with those of several conventional RO-SLAM algorithms and the results
show that the proposed efficient algorithm has a faster convergence rate and a similar map estimation
error regardless of the map size. Accordingly, the proposed eCDRO-SLAM can be utilized in various
RO-SLAM applications.

Keywords: simultaneous localization and mapping (SLAM); range-only SLAM; sum of Gaussian
(SoG) filter; cooperative approach

1. Introduction

Simultaneous localization and mapping (SLAM), that is, localizing a robot while building a map
of unknown environments at the same time, has been a popular topic. It has been developed in several
forms, e.g., visual SLAM [1,2], bearing-only SLAM [3], range-only SLAM (RO-SLAM) [4–9], and their
combinations [10,11], etc.

Compared with other types of SLAMs, the RO-SLAM, which uses range sensors only, has some
distinguishing features. First, the range measurements are highly ambiguous. The potential location
of a node can be anywhere on a ring shape, as shown in Figure 1a. Such ambiguity progressively
disappears with the additional range measurements at different locations of a robot, as illustrated
in Figure 1b,c. Second, the map itself simply shows the locations of nodes. Therefore, the data
association issue, which is one of the main difficulties in other types of SLAMs, does not need to be
considered. Due to this simplicity, the RO-SLAM has been applied in a wide range of applications
such as submarine autonomous vehicles, search and rescue, etc., [6,12].

Sensors 2020, 20, 3306; doi:10.3390/s20113306 www.mdpi.com/journal/sensors85
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(a) (b) (c)
Figure 1. Explanation of the conventional RO-SLAM algorithms. Red triangles and green crosses
indicate robots and neighbor nodes, respectively. Black and magenta dotted lines are the movement
of the robot and range measurements, respectively. Blue ellipse is a possible location of nodes.
The conventional RO-SLAM algorithms involve (a) the initial localization when receiving the first
measurement, (b) movement of a robot to disambiguate the x-axis, and (c) movement to disambiguate
the y-axis.

The Extended Kalman filter (EKF) has been widely employed as a standard solution to
the RO-SLAM problem, along with some beacon initialization methods, e.g., trilateration [4],
the probability grid [5], the particle filter [7], and the sum of Gaussian (SoG) filter [5,6]. The trilateration
method (or multilateration) is simple, but its performance can be seriously damaged by measurement
noise. The probability grid can perform better than the trilateration, but its performance depends on
the size and resolution of the grid. The particle filter can represent an arbitrary probability density
function (pdf) with a number of particles, such as a non-Gaussian ring shape for the beacon location
in the RO-SLAM; however, it has a high computational burden due to the large number of particles.
Compared with the particle filter approach, the SoG filter [5,6] can give a similar estimation accuracy
in a more computationally efficient way, because it can efficiently cover almost the same area of beacon
locations with a small number of Gaussian distributions. In this paper, the multilateration and SoG
approaches are utilized to determine the initial position to give a fast and accurate localization result.

To improve the estimation accuracy, several RO-SLAM algorithms employ a cooperative approach,
in which there are not only direct measurements between a robot and its neighboring nodes, but also,
other inter-node measurements are integrated for localization [8,9]. In Ref. [8], the inter-node
measurements were simply incorporated into the standard EKF based framework, and the efficiency
and scalability of the large scale sensor network were further improved by using the sparse extended
information filter (SEIF) based cooperative algorithm [9,13]. Recently, the SoG filter based cooperative
approach, called the cooperative dynamic RO-SLAM (CDRO-SLAM) [14], was introduced by using the
advantages of the SoG filter, such as the high estimation accuracy, as mentioned above. In addition, the
CDRO-SLAM can cope with moving nodes by appropriately manipulating the SoG filter, unlike other
RO-SLAM algorithms which assume that nodes are fixed.

In this paper, the efficient implementation of the CDRO-SLAM (eCDRO-SLAM) is proposed
by introducing several efficient implementation techniques to mitigate the high computational
burden of the CDRO-SLAM due to the inter-node measurements. Furthermore, its detailed
computational complexity analysis is also given, and the results show that the computational
efficiency of the eCDRO-SLAM is significantly improved over the CDRO-SLAM, which is shown in
the experiment results.

The main properties of the proposed eCDRO-SLAM can be summarized, where the first two
properties are obtained by inheriting from the advantages of the CDRO-SLAM:

• Accurate and fast localization results are achieved by incorporating the cooperative approach
and the SoG filter.

• Sensor nodes can be applied to dynamic environments where installed nodes are not fixed
or moving such as unstable and unstructured disaster sites, moving landmarks, interactive
information with human and non-fixed objects to analyze human activity, etc.
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• To mitigate the high computational cost induced by the inter-node measurements, several efficient
techniques are introduced, which greatly reduces the required computational complexity of the
proposed eCDRO-SLAM.

This paper is organized as follows: Section 2 derives the CDRO-SLAM, including a cooperative
scheme using inter-node measurements and a tracking scheme of non-fixed nodes. In Section 3,
an efficient implementation of the CDRO-SLAM (eCDRO-SLAM) is presented to mitigate the
computational burden due to the cooperative scheme. Section 4 verifies the performance of the
eCDRO-SLAM with several experimental results, and Section 5 gives the concluding remarks.

2. Cooperative Dynamic RO-SLAM

2.1. Overview

This section summarizes our previous work on the CDRO-SLAM [14], aimed at developing a
cooperative RO-SLAM under dynamic environments. The CDRO-SLAM algorithm is composed of
two stages: (i) the initialization stage estimates the initial locations of a robot and map by using
inter-node measurements, which improves and accelerates the map estimation and (ii) the movement
stage further refines the map generated in the initialization stage or tracks nodes in motion.

In more detail, the initialization stage is described in Algorithm 1. (i) Once the initial positions
of nodes are guessed with the help of iterative multilateration, it is refined by employing the sum of
Gaussian (SoG) filter approach. (ii) The SoG variables are first generated to find the candidate locations
of neighbors, and (iii) the SoG variables are updated by exploiting the inter-node measurements to
quickly reduce the number of candidates. (iv) The weighted SoG variables are merged into a single
Gaussian distribution to estimate the new positions of the nodes. (v) Furthermore, a method to transfer
the weight of the SoG variables is applied to resolve the inherent non-convexity in the anchor-free
localization. (vi) The above procedures are repeated until the positions of all nodes converge.

In the movement stage, a robot and/or some nodes can be moved. Firstly, if a robot moves,
its motion is updated using raw odometry data. Then, after receiving a new distance from the neighbor
node, the locations of the corresponding neighbor node and the robot are further refined by using
the EKF procedure, like in the usual RO-SLAM algorithms (see [15] for details). Secondly, for the
case where some nodes move, their movement can be tracked by properly manipulating the SoG
filter, which is illustrated in Algorithm 2 and Figure 2. (i) If j denotes an index of a moving node, the
movement of the jth node is first detected by one of motion detection techniques (e.g., the norm of
the accelerometer). (ii) When getting a newly modified distance due to the motion of the jth node,
the corresponding SoG variables are reset (see Figure 2a). After that, the new position of the jth node
is estimated by (iii) updating and (iv) merging the SoG variables (see Figure 2b). Finally, the SoG
variables from the jth node to its neighbor nodes are also recalculated by (v) resetting and (vi) updating
them to reflect the newly estimated position of the jth node (see Figure 2c).

Differences between the conventional SoG based RO-SLAM algorithms and the proposed
CDRO-SLAM are discussed in terms of the weight update scheme and computational complexity.
Figures 1 and 3 show the weight update processes of both approaches, respectively. For both algorithms,
the weight update starts when the first measurement between a robot and one of its neighbor nodes
is received, and then the potential location is assumed to be anywhere within a ring shape whose
radius is equal to the measurement (see Figures 1a and 3a). For conventional algorithms, the ambiguity
progressively disappears by moving a robot along with x and y axes, i.e., a non-collinear motion (see
Figure 1b,c). On the other hand, the proposed algorithm updates the weight by using inter-node
measurements without moving a robot. The ambiguity is gradually removed as more measurements
from the non-collinear adjacent nodes arrive (see Figure 3b,c).

The computational cost of the CDRO-SLAM is increased due to the inclusion of the SoG variables
for inter-node measurements. To reduce this computational burden, several efficient implementation
techniques such as the weight symmetry of the SoG distributions are introduced later in Section 3.
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Algorithm 1: Initialization stage of the CDRO-SLAM.
(M for the number of nodes, and i, j, m for the indices of nodes)

1 (i) Iterative multilateration
2 for i ← 0 to M − 1 do

3 Initialize the location of ith node by using (1)–(4).
4 end

5 (ii) Generating SoG
6 for i, j ← 0 to M − 1, (j �= i) do

7 Generate the mean mk
ij, covariance Ck

ij, and weight wk
ij by using (5)–(7).

8 end

9 (iii) Updating SoG
10 Update the mean mk

ij and covariance Ck
ij using EKF.

11 /* Algorithms 3 and 4 */
12 for i, j, m ← 0 to M − 1, (j �= i, m �= i, m �= j) do

13 Compute and normalize the likelihood lk
ij,m.

14 Update and normalize the weight wk
ij.

15 end

16 (iv) Merging SoG
17 for i ← 0 to M − 1 do

18 Compute the new location of the ith node with (8)–(9).
19 end

20 (v) Transferring weight
21 for i, j ← 0 to M − 1, (j �= i) do

22 Transfer the weight wk
ij by using (11).

23 end

24 (vi) Determining convergence
25 for i ← 0 to M − 1 do

26 Determine the convergence of the ith node.
27 end

(a) (b) (c)
Figure 2. Description of the updated procedures for tracking moving nodes. (a) Reset the SoG variables
from the neighbor node to the moving node, (b) update and merge the SoG variables, and (c) reset
the SoG variables from the moving node to its neighbor nodes and update the corresponding weights.
The red squares and green crosses represent the moving nodes and neighbor nodes, respectively.
The black dotted line represents the movement of a node.

88



Sensors 2020, 20, 3306

Algorithm 2: Moving stage of the cooperative dynamic range-only simultaneous
localization and mapping (CDRO-SLAM).
(M represents the number of nodes, and i, j, m represent the indices of nodes)

1 (i) Detecting movement
2 Detect whether the jth node is moving or not.

3 (ii) Resetting SoG (Figure 2a)
4 Reset the mean mk

ij, covariance Ck
ij, and weight wk

ij using Equations (5)–(7).

5 (iii) Updating the SoG (Figure 2b)
6 Update the mean mk

ij and covariance Ck
ij using EKF.

7 /* Algorithms 3 and 4 */
8 for i, m ← 0 to M − 1, (i �= j, m �= i, m �= j) do

9 Compute and normalize the likelihood lk
ij,m.

10 Update and normalize the weight wk
ij.

11 end

12 (iv) Merging the SoG (Figure 2b)
13 Estimate the new location of the jth node.

14 (v) Resetting the SoG (Figure 2c)
15 for i ← 0 to M − 1, (i �= j) do

16 Reset the mean mk
ji, covariance Ck

ji, and weight wk
ji using Equations (5)–(7).

17 end

18 (vi) Updating the weight (Figure 2c)
19 for i, m ← 0 to M − 1, (i �= j, m �= i, m �= j) do

20 Compute and normalize the likelihood lk
ji,m.

21 Update and normalize the weight wk
ji.

22 end

(a) (b) (c)
Figure 3. Explanation of the weight update scheme in the CDRO-SLAM. Red triangles and green
crosses indicate robots and neighbor nodes, respectively. Black and magenta dotted lines are the
movement of the robot and range measurements, respectively. Blue ellipse is a possible location of
nodes. The CDRO-SLAM involves (a) the initialization of the SoG variables when receiving the first
measurement, (b) determining the SoG distribution after updating the weight with the first inter-node
measurement, and (c) the second inter-node measurement.
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2.2. Initialization Stage

2.2.1. Iterative Multilateration

The initial estimation is done by employing the modified iterative multilateration method so that
errors are not propagated in each iteration. As stated in [16], the first three nodes are supposed to be
placed at the origin, on the positive x-axis, and in the upper half plane, respectively, as follows:

p0(n) = (x0(n), y0(n)) = (0, 0) (1)

p1(n) = (x1(n), y1(n)) = (d01, 0) (2)

p2(n) = (x2(n), y2(n))

=

(
d2

01 + d2
02 − d2

12
2x1(n)

,
√

d2
02 − x2

2(n)

)
. (3)

In Equations (1)–(3), pi(n) is defined as the position of the ith node at iteration n, and dij is
the distance measurement between the ith and jth nodes. The next node is localized by exploiting
the positions of the first two nodes as in p2(n), resulting in the following two candidates due to
its ambiguity:

pm(n) = (xm(n), ym(n))

=

(
d2

01 + d2
0m − d2

1m
2x1(n)

,±
√

d2
0m − x2

m(n)

)
. (4)

The sign of ym(n) can be chosen as the one whose estimated distance from pm(n) to p2(n) is
closer to the measurement d2m. Note that pm(n) is affected by the position error of p1(n), as shown in
Equation (4). The above procedures (i.e., Equations (1)–(4)) are used in Algorithm 1.

2.2.2. Generating SoG

After guessing the initial positions of a robot and map, SoG variables are generated as shown in
Figure 4. Note that in the conventional SoG based RO-SLAM methods, only the SoG variables between
robot and its neighbor nodes are generated, while in the proposed CDRO-SLAM, those between any
pair of two nodes are generated. For two different nodes (let us say the ith and jth nodes, i �= j),
the mean mk

ij, covariance Ck
ij, and weight wk

ij are generated as described in [5,6]:

mk
ij =

[
xi(n) + dij cos ( 2πk

N )

yi(n) + dij sin ( 2πk
N )

]
, (5)

Ck
ij =

[
vr vt

] [σ2
r 0

0 σ2
t

] [
vT

r
vT

t

]
, (6)

wk
ij =

1
N

, (7)

where k = 0, 1, . . . , N − 1, is an index of SoG, and N is number of SoG, respectively. Note that the
procedures of generating the SoG variables (i.e., Equations (5)–(7)) is utilized in Algorithms 1 and 2.
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Figure 4. Generation of SoG variables. The dotted magentaline represents the measurement. vr and vt

are, respectively, the radial and tangential unit vectors, and σr and σt denote, respectively, the radial
and tangential standard deviations.

2.2.3. Updating SoG

The update scheme of SoG variables consists of two parts. When collecting the current
measurement dij, the corresponding mean mk

ij and covariance Ck
ij are first updated using the standard

EKF procedure (see [15]). After that, the weights wk
ij between all inter-nodes are updated by using the

inter-node measurements to remove the ambiguity.
A detailed update procedure for the weight wk

ij is summarized in Algorithm 3. In order to update

wk
ij between the ith and jth nodes, the likelihood lk

ij,m is first computed with respect to the mth nodes
connected with the jth node (in lines 2–5 of Algorithm 3), where m is an index of the neighbor nodes.
After the normalization of lk

ij,m in lines 6–8, the weight wk
ij is updated in lines 9–11 and normalized

in lines 12–14. The above procedures are performed for all possible mth neighbor nodes, i.e., m �= i,
m �= j. As more measurements dmj are used, the updated weight wk

ij becomes a larger value if dk
ij,m is

close to dmj; otherwise, it will converge rapidly to zero.

Algorithm 3: Weight update procedure.

1 for m ← 0 to M − 1, m �= i, m �= j do

2 for k ← 0 to N − 1 do

3 dk
ij,m =

∥∥∥mk
ij − pm(n)

∥∥∥
4 lk

ij,m = 1√
2πσ2

exp
(
− (dk

ij,m−dmj)
2

2σ2

)
5 end

6 for k ← 0 to N − 1 do

7 lk
ij,m =

lk
ij

∑k lk
ij

8 end

9 for k ← 0 to N − 1 do

10 wk
ij = wk

ij × lk
ij,m

11 end

12 for k ← 0 to N − 1 do

13 wk
ij =

wk
ij

∑k wk
ij

14 end

15 end
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2.2.4. Merging SoG

After updating the SoG variables, the weighted SoG is merged into a single Gaussian distribution
to estimate the new locations of nodes. A closed-form solution [17,18] for the merged SoG is employed
for the new location pi(n + 1) and its covariance Ci(n + 1), as follows:

pi(n + 1) =
1

∑j,k

(
wk

ji

) ∑
j,k

(
wk

jim
k
ji

)
, (8)

Ci(n + 1) =
1

∑j,k

(
wk

ji

) ∑
j,k

wk
ji(C

k
ji + C̄

k
ji), (9)

C̄
k
ji =

(
mk

ji − pi(n + 1)
) (

mk
ji − pi(n + 1)

)T
. (10)

2.2.5. Transferring Weight

Due to the inherent non-convex nature of anchor-free localization, a local solution can be obtained
after merging SoG variables. To prevent falling into a local solution due to a small weight being
ignored, a weight transfer method is introduced here by distributing weights around the maximum
weight. If kmax indicates an index of the maximum weight from the SoG distribution, the weight can
be heuristically distributed as a Gaussian distribution at the center of kmax. More specifically, with the
mean distance between two indices kmax and k, defined by dkmax−k = ‖mkmax

ij − mk
ij‖, the weight is

distributed as follows:

wk
ij =

1√
2πσ2

exp

(
−d2

kmax−k

2σ2

)
, (11)

where σ is experimentally determined (e.g., 0.5). Finally, the weight wk
ij is normalized to ensure that its

sum is 1.
The effectiveness of the proposed weight transfer technique was verified with a simulation,

as shown in Figure 5. In the simulation, five nodes were deployed, where four nodes were placed in a
rectangular shape and a robot was moved inside the rectangular shape. The noise variance was set
to 0.3–0.8. The RMSE performance was obtained by ensemble averaging over 20 independent trials.
As shown in Figure 5, the RMSE performance improved by about 50% with the proposed weight
transfer method because it gives a chance to avoid a local minimum.

Figure 5. The root-mean-square error (RMSE) performance of map estimation with and without the
weight transfer technique.
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2.2.6. Convergence

The convergence of each node is determined by using p̃i(n), the time-average of pi(n), as follows:

p̃i(n + 1) = αp̃i(n) + (1 − α)pi(n). (12)

If ‖p̃i(n + 1)− p̃i(n)‖ < ε, then the corresponding node is considered to be converged. Here, ε is
a small positive constant threshold. If not converged, the procedure from Section 2.2.3 to Section 2.2.4
is repeated when a new measurement is available.

2.3. Moving Stage

As mentioned in Section 2.1, the movement of any node can be tracked in the moving stage.
Unlike the conventional RO-SLAM algorithms, the proposed CDRO-SLAM can deal with the
movement of the neighbor nodes as well as the robot’s movement. In particular, the tracking procedure
during the movement of neighbor nodes was derived in Algorithm 2 by adopting a detection and
tracking moving object (DATMO) strategy [19] into a SoG approach. As shown in Algorithm 2,
the same procedures as in the initialization stage are recombined; thus, the detailed procedure for the
moving stage is not given here. Before concluding this section, it should be noted from Algorithm 2
that the indices of SoG variables in (ii) and (iii) of Algorithm 2 are symmetric counterparts of those
in (v) and (vi) (see Figure 2b,c), which will be utilized when developing an efficient implementation,
as described in the following section.

3. Efficient Implementation

Due to the extra SoG variables between the inter-nodes, the CDRO-SLAM [14] has a greater
computational cost compared with the conventional SoG based RO-SLAM algorithms which use
only the direct measurements between a robot and its neighbor nodes. To mitigate this incurred
computational burden, several efficient implementation techniques are proposed here.

Efficient implementation can be applied to the corresponding computation parts shown in
Algorithms 1–3. Especially, the weight update procedure that causes the main computational burden
is summarized in Algorithm 3 for the original one and Algorithm 4 for the efficient implementation to
show the computational efficiency.

Algorithm 4: Efficient weight update procedure.

1 for m ← 0 to M − 1, m �= i, m �= j do

2 for k ← 0 to N − 1 do

3 dk
ij,m =

∥∥∥mk
ij − pm(n)

∥∥∥
4 lk

ij,m = 1√
2πσ2

exp
(
− (dk

ij,m−dmj)
2

2σ2

)
5 wk

ij = wk
ij × lk

ij,m

6 end

7 end

8 for k ← 0 to N − 1 do

9 wk
ij =

wk
ij

∑k wk
ij

10 end

11 for k ← 0 to N − 1 do

12 r = mod(k + N/2, N)

13 wr
ji = wk

ij

14 end
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3.1. Reduced Normalization

When computing the likelihood lk
ij,m, its normalization can be omitted without damaging the

performance. Similarly, the normalization of the weight wk
ij can be carried out only once after the end

of for-loop m.

3.2. Symmetric SoG Distribution

Obviously, a higher weight represents a higher probability of the existence of a node. Let us
consider two weights wk

ij and wk
ji for i �= j. As shown in Figure 6a, the high weight area for each node

is symmetrical, i.e., a high wk
ij occurs in the direction of a negative y-axis for the wk

ij distribution, and a

high wk
ji occurs in the direction of the positive y-axis for the wk

ji distribution.

In Figure 6b, the calculated distribution of two weights wk
ij and wk

ji is described when N = 32

without considering symmetry. If the symmetry property is used, once wk
ij is computed (the highest

probability occurred in k = 25), its counterpart wk
ji can be simply copied from wk

ij by using the modulo
operation (shown in lines 11–14 of Algorithm 4), which gives k = 9 for the highest probability and is
equal to the index with the calculated distribution of wk

ji in Figure 6b.
Furthermore, the symmetry property can be applied in the movement stage. As discussed in the

previous section, the SoG distributions of (iii) and (vi) in Algorithm 2 are symmetrical counterparts of
each other. Therefore, the weight wk

ji of (vi) of Algorithm 2 is simply symmetrically copied from the

weight wk
ij that was previously computed in (iii) of Algorithm 2.

(a)

(b)
Figure 6. Weight symmetry between wk

ij and wk
ji. The green crosses represent the estimated positions

of the ith and jth nodes. (a) The SoG variables are distributed in the xy plane, and the weight is shown
on the z-axis. (b) The weights wk

ij and wk
ji are depicted against the SoG index k.
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3.3. Removal of Low Probability

As investigated in several SoG based RO-SLAM algorithms, the merging procedure can be
efficiently realized by dropping small Gaussian weights in Equations (8)–(9). The threshold value can
be set as small enough, e.g., 0.00001/N [20], where N is the number of SoG.

3.4. Efficiency Analysis

In order to show the efficiency, two versions of the proposed algorithm are considered: one is the
original CDRO-SLAM and the other is its efficient implementation version (eCDRO-SLAM) with the
aforementioned efficient techniques. The computational efficiency of CDRO-SLAM and eCDRO-SLAM
is also compared with that of several conventional RO-SLAM algorithms, i.e., the efficient probabilistic
RO-SLAM (EPRO-SLAM) [6] and the RBPF-based RO-SLAM (RBPF-RO-SLAM) algorithm [7].

The required computational complexity for updating the weight is considered in terms of the
computing likelihood number lk

ij,m, which is cost-dominant and is summarized in Table 1. Here, M, Q,
and N are the numbers of nodes, particles, and SoG, respectively. Note that RBPF-RO-SLAM requires
a higher computational cost than EPRO-SLAM, since Q = β · dij is usually determined to be much
larger than N, e.g., Q ≥ 1000 and N = 32, where β = [400, 2000] [7].

Table 1. Computational complexity of updating the weight.

Algorithms Likelihood

EPRO-SLAM [6] N
RBPF-RO-SLAM [7] Q

CDRO-SLAM N(M − 2)
eCDRO-SLAM N(M − 2)/2

For CDRO-SLAM, Algorithm 3 requires N(M − 2) computations, and for eCDRO-SLAM,
Algorithm 4 needs N(M − 2)/2 computations, on average. The computation of Algorithm 4 is
reduced by half compared with Algorithm 3.

It is not easy to compare non-cooperative and cooperative algorithms at the same level because
their approaches to estimating the location are totally different, i.e., the cooperative algorithms use
many inter-node measurements for the map estimation, but the non-cooperative algorithms use
robot movement to measure independent and direct ranges between the robot and its neighbors.
As illustrated in Figure 1a–c, the EPRO-SLAM requires several direct measurements at the non-collinear
locations to remove the ambiguity in the location of nodes, which results in αN computations in total,
where α is the number of required direct measurements at the non-collinear locations. On the other
hand, the proposed CDRO-SLAM can yield an accurate location even with one iteration, as described
in Figure 3a–c. In this case, the computational burden ratio of the proposed eCDRO-SLAM over
EPRO-SLAM is (M−2)/2

α at each iteration. When α is minimal (i.e., α = 3 as shown in Figure 1),
the computational complexity ratio can be approximately M

6 . In the case of (at least) α ≈ M, to achieve
a similar ambiguity level to the proposed eCDRO-SLAM, the ratio can be approximately 1

2 .
Furthermore, when updating all nodes, the total computational burden of the proposed

eCDRO-SLAM is NM(M − 1)(M − 2)/2, since there are M(M − 1) SoG variables between inter-nodes;
thus, the total computational burden ratio is about NM(M−1)(M−2)/2

NMα ≈ M/2 for α ≈ M, i.e., the total
computational burden increases linearly as the number of nodes, M, increases.

4. Experiments

As shown in Figure 7, two sets of experiments were conducted with the same number of nodes
(M = 9) but different sizes (3.6 m × 4.8 m for Experiment 1 and 6.6 m × 8.4 m for Experiment 2).
In the experiments, the motion of the robot was arbitrary controlled remotely by a person, and it was
represented by using the measured odometry in Figure 7. Also, TurtleBot3 Burger and Pozyx [21]
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were used in the experiments for the ultra-wide-band (UWB) measurements . For the acquisition
of measurements, all the inter-node measurements were initially collected while a robot remained
still, and then the direct measurements were collected while the robot moved, in order to clearly
show the difference of weight update scheme between the conventional RO-SLAM and the proposed
eCDRO-SLAM. The performance of the eCDRO-SLAM with the inter-node measurements was verified
with real experimental data, and it was compared with EPRO-SLAM [6] and RBPF RO-SLAM [7],
which use direct measurements only. Note that the proposed eCDRO-SLAM was considered only
because it gave almost same performance when compared with the CDRO-SLAM, except the
computational efficiency. The computational complexity comparison of the eCDRO-SLAM and
CDRO-SLAM will be given in Section 4.3. The map estimation and the tracking performance of
moving nodes were also investigated.

(a) (b)
Figure 7. Deployment of nodes and odometry for (a) Experiment 1 and (b) Experiment 2.

4.1. Map Estimation Performance

The map estimation performance for the two experiments is illustrated in Figure 8, and the
following results can be observed:

• The conventional algorithms exhibited a slower convergence rate and higher initial map
estimation error than the proposed eCDRO-SLAM, since their convergence depends on both the
movement of the robot and the rate of measurements. On the other hand, the convergence of
the proposed eCDRO-SLAM depends only on the rate of measurements and is accelerated by
employing the inter-node measurements, as discussed before.

• As shown in Figure 8, the proposed eCDRO-SLAM estimates the map even without the movement
of a robot; on the other hand, the conventional algorithms can only estimate the map when a
robot moves.

• During the refinement of Experiment 1, all algorithms achieved a similar RMSE of about 0.2 m.
On the other hand, for Experiment 2, the RBPF-RO-SLAM algorithm (0.56 m) yielded a higher
RMSE than the EPRO-SLAM algorithm (0.72 m), as expected. Furthermore, the proposed
eCDRO-SLAM algorithm (0.21 m) obtained a better performance than the non-cooperative
RBPF-RO-SLAM algorithm. The difference between the two experiments comes from the
odometry error. The performance of the RBPF-RO-SLAM (also the EPRO-SLAM) suffered from
not only the measurement error but also the odometry error, especially in the large area; on the
other hand, the proposed eCDRO-SLAM was affected only by the measurement error, which led
to a similar map estimation result for both experiments, regardless of the difference in size.
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(a)

(b)
Figure 8. Map estimation performance obtained by the proposed eCDRO-SLAM and the conventional
RO-SLAM algorithms [6,7] for (a) Experiment 1 and (b) Experiment 2.

4.2. Node Tracking Performance

The node tracking performance of the proposed eCDRO-SLAM was verified with Experiment 1.
Each node moves continually in a square shape one-by-one. The tracking performance was measured
after the initialization stage, and its result is illustrated in Figure 9. The average localization error
was about 0.3688 m in the movement stage, somewhat larger than that of the initial stage; however,
a reasonable tracking performance was achieved using the range sensor only. The tracking performance
of the proposed eCDRO-SLAM can be further improved if a node moves in a stop-and-go way or if
some sensors such as the inertial measurement unit (IMU) are fused. On the other hand, the most
conventional RO-SLAM algorithms (including EPRO-SLAM [6] and RBPF-RO-SLAM [7]) cannot be
applied to dynamic environments where nodes can have motion.
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Figure 9. Node tracking performance of the eCDRO-SLAM for Experiment 1.

4.3. Computational Complexity

In Table 2, the computational complexity of the proposed algorithm and the conventional
algorithms is summarized in terms of the average CPU time per sample for updating the weight
wk

ij and for executing the complete algorithm. The CPU time was measured through implementation
in a MATLAB simulation with an Intel Core i7 processor of 3.3 GHz and 8 GB memory.

Table 2. Required CPU time for Experiment 1.

Algorithms
CPU Time (ms)
Weight Total

EPRO-SLAM [6] 0.032 1.70
RBPF-RO-SLAM [7] 0.415 13.3

CDRO-SLAM 0.170 22.7
eCDRO-SLAM 0.101 9.20

The required CPU time for computing the weight shown in Table 2 has a similar tendency to that
of the efficiency analysis shown in Section 3.4. When considering the total CPU time, it is assumed
that all algorithms spend most of the CPU time in updating the weight and merging SoG variables (or
particles) to simplify the analysis. From the total CPU time results, we can see the following:

• The total computational burden ratio of the proposed eCDRO-SLAM over the CDRO-SLAM
(9.20/22.7 ≈ 0.405) is smaller than the expected ratio of the weight (0.101/0.170 ≈ 0.594),
since the eCDRO-SLAM is efficiently implemented for both updating and merging SoG processes.
As indicated in Section 3.4, the efficiency of the eCDRO-SLAM is about half that of the
CDRO-SLAM.

• The eCDRO-SLAM requires 9.20 − 0.101 × (9 × 8) = 1.93 ms to merge SoG variables between
all inter-nodes, and the EPRO-SLAM needs 1.70 − 0.032 = 1.67 ms to merge only one SoG
distribution. This efficiency of the eCDRO-SLAM is obtained due to the fast convergence of the
weight and because small enough weights are dropped in the merging process. Furthermore,
the eCDRO-SLAM is computationally efficient in terms of achieving a similar ambiguity level,
since the EPRO-SLAM may require M = 9 iterations (see Section 3.4) and, in this case, it needs
1.7 ms × 9 = 15.3 ms in total.
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• Despite the cooperative approach, the proposed eCDRO-SLAM was executed using a smaller
total CPU time than the non-cooperative RBPF-RO-SLAM. Note that the RBPF-RO-SLAM spends
most of the CPU time for transforming particles into a Gaussian filter.

5. Conclusions

In this paper, an efficient cooperative dynamic RO-SLAM (eCDRO-SLAM) based on the sum
of Gaussian (SoG) filter integrating all inter-node measurements for the localization was proposed.
A new framework to update the SoG variables using the inter-node measurements leads to faster map
estimation with less error than conventional RO-SLAM algorithms using the direct measurements only.
Also, several efficient implementation techniques such as the weight symmetry of the SoG distributions
were introduced to alleviate the additional computational burden induced when calculating the SoG
variables between inter-nodes.

Furthermore, the proposed eCDRO-SLAM was designed to track the movement of some nodes
by resetting and updating the SoG variables. With the dynamic property and computational efficiency,
its application can be extended to various dynamic environments that are full of movable objects such
as unstable disaster sites, unstructured fields, or temporal deployment of robots/devices.

As a future work, a sensor fusion approach integrating the IMU, odometry, and range sensor will
be considered to improve the localization and node tracking performance. Furthermore, we will apply
the proposed algorithm to various RO-SLAM applications such as robot-assisted search and rescue
application and ambient intelligence environments.
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Abstract: In contrast to accurate GPS-based localization, approaches to localize within LoRaWAN
networks offer the advantages of being low power and low cost. This targets a very different set
of use cases and applications on the market where accuracy is not the main considered metric.
The localization is performed by the Time Difference of Arrival (TDoA) method and provides discrete
position estimates on a map. An accurate “tracking-on-demand” mode for retrieving lost and stolen
assets is important. To enable this mode, we propose deploying an e-compass in the mobile LoRa
node, which frequently communicates directional information via the payload of the LoRaWAN
uplink messages. Fusing this additional information with raw TDoA estimates in a map matching
algorithm enables us to estimate the node location with a much increased accuracy. It is shown
that this sensor fusion technique outperforms raw TDoA at the cost of only embedding a low-cost
e-compass. For driving, cycling, and walking trajectories, we obtained minimal improvements of 65,
76, and 82% on the median errors which were reduced from 206 to 68 m, 197 to 47 m, and 175 to 31 m,
respectively. The energy impact of adding an e-compass is limited: energy consumption increases by
only 10% compared to traditional LoRa localization, resulting in a solution that is still 14 times more
energy-efficient than a GPS-over-LoRa solution.

Keywords: LoRa; localization; positioning; LoRaWAN; TDoA; tracking; map matching; compass;
sensor fusion

1. Introduction

The Internet of Things (IoT) allows connecting objects to the internet with the use of wireless
sensors. Typical use cases are monitoring temperature, humidity, and soil moisture for smart farming
applications [1,2], condition monitoring of air cargo [3], or monitoring vital signs of cows in rural
areas [4]. Other examples are a bus positioning system [5,6] and asset tracking for logistics [7]. In nearly
all cases, the sensor device transmits this information wirelessly to a gateway or access point which
has a back-haul to the internet. In this manner, the data can be further processed and visualized.
This paper considers the use case of asset tracking.

IoT devices are often powered by batteries, which will sooner or later need replacement,
for example, nodes installed in equipment, pallets, or bikes. For economic reasons, a long-range
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wireless link is also required in order to have a large coverage area with the least amount of access
points or gateways. The advent of Low-Power Wide Area Networks (LPWAN) and their deployment
in many countries [8] brings benefits at the level of scalability (thousands of sensors per gateway),
coverage range (more than 15 km), and power consumption (battery lifetimes up to more than 5 years).
The only constraint is the fact that uplink should (in general) be infrequent and limited in the number
of payload (information) bytes. Some examples of LPWAN standards are NB-IoT [9], SigFox [10],
and LoRaWAN [11].

Many outdoor asset tracking implementations are using a Global Navigation Satellite System
(GNSS) receiver to send GPS coordinates over LPWAN. In [5,6], these implementations are used
to track city buses. In [3,12], similar GPS-based approaches are used to track air cargo and bikes.
Another approach to perform localization is using the network itself to locate sensor nodes without
GPS embedded in the node. The basic principle is that when a node send uplink data to the network,
the incoming packets’ meta-data such as Time of Arrival (ToA) and Received Signal Strength (RSS)
is recorded on the different gateways. The meta-data and gateway locations are then forwarded
to a so-called geo-location solver to estimate the location with a suitable algorithm. The output of
the solver is then a (Latitude, Longitude) coordinate [13]. The provided location estimates are not
as accurate as for GPS (order of a few meters), but an important advantage is that network-based
localization (geo-locating) consumes less power on the mobile node compared to integrating a GPS
receiver in the node. Another clear advantage of using LPWAN for localization is that only one
technology is used for communication and localization, enabling the manufacturing of low cost and
compact sensor nodes. Some use cases of geo-locating using LPWAN include tracking of valuable
assets during transportation such as railway cars, truck trailers, and containers [7]. The main downside
of geo-locating is the relatively low localization accuracy which might not be beneficial for some use
cases. Therefore, this paper will focus on improving this performance metric.

In [14], the authors introduced the principle of using a compass on top of LoRaWAN raw location
data and tested it for a single route. The goal of this paper is to realize and thoroughly analyze the
LoRaWAN Geo-Tracking by the use of map matching and compass sensor fusion. A significant number
of test routes is examined for different modes of transportation in different networks, not only in
Belgium but also in the Netherlands. Furthermore, the difference between real-time localization and
offline a posteriori localization is compared. The main idea is that we take into account the road
infrastructure, maximum speed of the node, and (communicated) compass heading. Assuming the
tracked item stays on the road network, heading info (e.g., item heading west) can be exploited to
exclude other candidate trajectories (e.g., trajectory heading north). The basic setup for this is shown
in Figure 1. The novelties of this paper are as follows.

(i) A compass sensor fusion implementation for accurate LoRaWAN localization.
(ii) Improved map matching technique to outperform current available LoRa geo-location

possibilities, which works for all LoRa sensor nodes.
(iii) All algorithms are tested with experimental data obtained in different environments and using

different modes of transportation (walking, cycling, and driving). The reproducibility of the
results is also investigated.

The remainder of the paper is structured as follows. Section 2 presents an overview of related
work on LoRa geo-localization methods and improvements proposed in literature. In Section 3,
we describe the trajectories and the data collection method, the algorithm implementations, and the
different investigated scenarios. Section 4 presents and discusses the results that are obtained using
our techniques and compares the energy consumption of our geo-localization solution with GPS-based
solutions. Finally, Section 5 summarizes the paper’s findings and provides recommendations for
future work.
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Figure 1. Measurement environment where a LoRaWAN node is attached to a bicycle. The node
transmits the e-compass directional data to the network and the Time of Arrival is recorded on
all gateways.

2. Related Work

The most accessible and available way to localize sensor nodes in a LoRaWAN network is by
using the RSS metadata that is received by the gateways after an uplink. Such approaches have been
studied in our previous works in [15,16]. In [15], the RSS received from up to three gateways was
converted to a location using different algorithms, yielding a median accuracy between 1250 m and
2500 m. In case of frequent uplinks and when the mode of transportation is known, map matching
further reduced the median error to 700 m. In [16], a mean accuracy around 400 m was obtained with
an RSS fingerprinting method based on the collection of a large training database. Similar accuracies
(around 350 m) were reported in [17] using other fingerprinting methods.

Current LoRaWAN gateways can accurately determine the Time of Arrival (ToA) of an incoming
packet sent by a sensor node. Based on the observed time stamps and the known gateway locations,
a Time-Difference-of-Arrival (TDoA) algorithm can estimate the location more accurately than
RSS-based methods. Previous research [13,15,18] reported a median accuracy around 200 m when
using this method in combination with a maximum likelihood (ML) algorithm. Similar accuracies of
around 100 m were reported in [19] for the case of a privately deployed network with static nodes.
Improving localization accuracy of static nodes is also investigated in [20], where multiple messages
are merged to provide a more accurate estimate. The simulations in [20] showed that it was possible to
achieve an average error of less than 100 m using this method. In [21], an improved TDoA algorithm is
proposed and compared with a Least Squares (LS) approach. Ninety-five percent percentile values
improved from 2200 m to 840 m in a simulated environment. Another approach, correcting the received
timestamps of a mobile node by the use of machine learning in combination with stationary reference
nodes, reported an accuracy around 61 m [22]. However, it is unclear how many reference nodes are
needed, making it potentially unsuitable for large deployments from an economic point-of-view.

This paper will report results from experiments in real public LoRaWAN networks, without using
GPS or any other additional infrastructure. Furthermore, it will consider non-stationary nodes and
will compare the proposed method with available state-of-the-art TDoA algorithms.
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3. Materials and Methods

3.1. Data Collection and Trajectories

The device for which we estimate its location and trajectory is a LoRaWAN sensor node (MCS
iTalks 1608). This device is provisioned on either the Proximus (Belgium) or KPN (Netherlands)
LoRa network. The device is configured to have the highest possible uplink frequency possible:
every 5 s a 5-byte packet is transmitted on spreading factor (SF) 7. The airtime for this packet is 50 ms:
this transmission configuration complies with the ETSI regulations of a 1 percent duty cycle [23].
The transmitted packets are received by the numerous gateways deployed in the outdoor area around
the node, after which they are forwarded to the network server. The following data are available:

• A payload (5 bytes) from the device, containing the 5 compass values (also called heading or
bearing) recorded during the last 5 s. Due to the unavailability of such a node, the compass values
are emulated on a (Samsung Galaxy A20E) smartphone application (OSMTracker for Android),
which was carried with the device.

• RSS value received at each gateway with its ID.
• Signal-to-Noise Ratio (SNR) of the received packet at each gateway with its ID.
• Timestamp of the received packet (nanosecond resolution) at each gateway denoted with its ID .

Furthermore, the network topology of all gateways is known for both Proximus and KPN
networks (latitude/longitude coordinates for each gateway ID). The recorded data allow processing
the data and converting them into the most likely locations and/or trajectory using a suitable algorithm.
In order to estimate the localization accuracy, the ground truth (and time) was logged with a GPS
application on the smartphone (OSMTracker for Android).

The LoRa device and the smartphone were carried in the front pocket of a jacket along 7 trajectories
and using different transportation modes. The ground truth trajectories are shown in Figure 2 as a
black trace. Each transportation mode (walking, cycling, and driving) was tested twice in a different
area. For the second walking trajectory, we traveled the exact same trajectory (noted by “Walking 2A”
and “Walking 2B”). Repeating the measurements in the same and/or different areas allows us to check
the reproducibility of our results. The characteristics of the trajectories such as duration, velocity and
distance are shown in Table 1. Nearly all measurements were performed in Ghent (Belgium) and made
use of the Proximus network. The measurements for driving trajectory 1 is the only exception which
was done in Eindhoven (Netherlands) and made use of the KPN network.

Table 1. Characteristics for the 7 mobile trajectories.

Trajectory Duration Distance Avg. Velocity

Walking 1 40 min 3.1 km 4.6 km/h
Walking 2A 20 min 1.8 km 5.2 km/h
Walking 2B 19 min 1.8 km 5.4 km/h
Cycling 1 34 min 10.6 km 19 km/h
Cycling 2 21 min 6.5 km 19 km/h
Driving 1 18 min 16.2 km 55 km/h
Driving 2 19 min 8.5 km 26 km/h
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Figure 2. Trajectories with different mobility: left (walking), middle (cycling), and right (driving).
The black trace denotes the ground truth. Localization by raw TDoA is shown as coloured dots.
Gateways are shown as black triangles. The colored trace is the final result of combining TDoA and
absolute compass heading in the map matching algorithm (Scenario OC-Abs. Heading).

3.2. Algorithm

The algorithms described hereafter were implemented in Python. Algorithm 1 shows the
pseudocode of the map matching method with compass sensor fusion. The variables and different
steps are discussed in the text below. The algorithm is initialized based on the first TDoA measurement
(TM0) for which the TDoA solver can calculate a location (L0), i.e., if three gateways receive a packet.
Next, a predefined number of other locations (MP) are selected around this location and their
probability is initialized to one, e.g., the 1000 closest grid points to the current position. This ensures
that the algorithm can recover from initially noisy data, e.g., 1000 grid points on a grid with a size of
10 m results in covered surfaces of around 50 hectares (the exact area depends on the density of the
road network). This initialization phase forms the starting point of all possible paths that are kept in
the memory of the location tracking algorithm (paths).
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Algorithm 1: Map matching with compass data.
Input: compass data + TDoA measurements (TMS)
Result: map matched trajectory (MMT)
MoT ← mode of transportation (known in advance);
TM0 ← first TDoA measurements;
L0 ← location based on TM0;
tprev ← first timestamp;
MP ← 1000;
// maximum number of paths in memory
LR ← real time location
paths ← list with MP grid points closest to L0 initialized with probability 1;
// iterate over all TDoA measurements
for TM ∈ TMS do

t ← current timestamp;
Δt ← t − tprev;
tmp ← empty list;
for path ∈ paths do

P ← current probability of path;
E ← current endpoint of path (parent);
RGP ← reachable grid points along roads with MoT within time span Δt starting from
E;

CD ← compass data between tprev and t;
// update new path probabilities
for CP ∈ RGP do

// CP: candidate position
RS ← road segments between E and CP;
// compass probability
Pcomp ← probability of RS given CD;
// tdoa probability
Ptdoa ← probability of CP given TM;
pathnew ← path + RS + CP;
Pnew ← P · Ptdoa · Pcomp;
add (pathnew, Pnew) to tmp

end

end

paths ← retain MP paths from tmp based on highest probability;
LR ← endpoint of most likely path from tmp tprev ← t;

end

MMT ← reconstruct trajectory along path with highest probability in paths

Then, for the subsequent TDoA measurements (TM), all reachable grid positions (RGP)
starting from the path’s current endpoint (E) are determined for all paths in memory, by using the
surrounding road network; the elapsed time since last location update (Δt); the known mode of
transportation (MoT); and OpenStreetMap metadata, i.e., maximum speed, road type, and one-way
information. These reachable grid positions are the candidate positions for the next location update.
Transitions between grid points are constrained by the road infrastructure. Each candidate position
(CP) retains a link to its parent (i.e., the previous endpoint E), a list with visited road segments RS,
and a probability that represents this new branch along the road network. This new path (branch)
and updated probability are added to the temporary list (tmp) as a tuple (pathnew, Pnew). The updated

106



Sensors 2020, 20, 5815

probability is the product of the previous probability P with a TDoA and compass contribution
(Ptdoa and Pcomp).

Ptdoa is based on the probability of the TDoA measurements given CP, the gateway locations,
and the standard deviation of LoRa TDoA measurements, e.g., 383 m in our experimental validation.
Pcomp is based on the probability of the compass data between tprev and t given the bearing of the
visited road segments RS and is calculated with a standard deviation of 60◦.

The MP paths with the highest probability are retained and serve as input for the next iteration.
After all TDoA measurements are processed, the entire trajectory of the path with highest probability
in memory is reconstructed. The trajectory is only estimated after all measurements are processed but
it is also possible to provide real time location output by retaining the endpoint of the most likely path
from tmp in each iteration.

3.3. Scenarios

Different scenarios are evaluated, all of which are applicable for different use cases.
First, we distinguish between Real-Time (R) Tracking and Offline Tracing (O). In the case of Real-Time
Tracking, the localization result is made available immediately after the packet was received. For the
case of offline tracing, it is assumed one only requires the fully estimated trajectory at a later instance
(this can provide a more accurate trajectory estimation thanks to more data being used). Second, we also
differentiate between a device which does not contain a compass (A, for agnostic) and a device that
does contain a compass sensor (C). To emulate a device without compass, we ignore the recorded
compass data in our algorithms. We denote the agnostic or compass-enabled device by the letters “A”
and “C”, respectively. It is therefore possible to combine these considerations into 4 scenarios:

• RA: Real-Time Agnostic: Tracking is needed in real-time and no compass is available in the device
• RC: Real-Time Compass-enabled: Tracking is needed in real-time and compass data are available.
• OA: Offline Agnostic: Offline Tracing at a later instance is needed, the device has no compass

data available.
• OC: Offline Compass: Offline Tracing at a later instance is needed with a compass-enabled device.

For each of the 4 scenarios we consider at least 2 methods/algorithms to perform the respective
localization and evaluate them for the different trajectories. For the cases that use compass data,
there are 2 possibilities. In the first implementation, it is assumed that the compass produces absolute
headings. For example, 0 degrees means the asset moves towards the North. This implementation can
be used for cases for which it is known how the compass was installed relative to the tracked device,
e.g., for tracking bicycles. The second implementation does not rely on this assumption and uses only
relative headings, e.g, a transition from a 90 to a 180 degree bearing or from a 30 to a 120 degree bearing
means a turn (of 90 degrees) to the right. For example, this method can be used for tracking parcels in
transit, where we do not know the absolute orientation of the installed compass node relative to the
direction of movement of the tracker. Table 2 gives an overview of all the methods used in this paper.

Table 2. Overview of the different methods used to obtain the real-time estimated locations and/or
reconstructed trajectory.

Scenario Method Output Map Matched Compass Used Description

RA
Semtech Real-Time location no no TDoA solver from Semtech [24]

Semtech mm Real-Time location yes no solver, next ’snap to road’ [13]
TDoA mm Real-Time location yes no algorithm 1 with Pcomp=1 and output LR

OA
Semtech mm Reconstructed Trajectory yes no solver, next estimate trajectory [13]

TDoA mm Reconstructed Trajectory yes no algorithm 1 with Pcomp=1 and output MMT

RC
Rel. Heading Real-Time location yes yes-Relative algorithm 1 with output LR
Abs. Heading Real-Time location yes yes-Absolute algorithm 1 with output LR

OC
Rel. Heading Reconstructed Trajectory yes yes-Relative algorithm 1 with output MMT
Abs. Heading Reconstructed Trajectory yes yes-Absolute algorithm 1 with output MMT
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An illustrative example showing the difference between the use of relative and absolute compass
headings is shown is Figure 3. The performance of all our implementation methods for the various
scenarios is compared to a state-of-the-art commercial solver from Semtech [24], which takes the raw
timestamps and gateway locations as inputs.

Figure 3. Left figure: compass is misaligned (parcel tracking use case) and heading goes from 45◦ to
135◦. We only know that the relative heading is therefore +90◦, e.g., a turn to the right. Right figure:
compass is aligned (bicycle tracking use case) and heading goes from 0◦ to 90◦. We now know the
tracker went from South–North to East–West on the road map.

4. Results

4.1. Localization Accuracy

Figure 4a–d shows the accuracy CDF of the various scenarios, methods, and trajectories.
The median (p50) and 90th percentile (p90) accuracy metrics are obtained from each CDF and are
summarized in Table 3. The tracking results from method RA/Semtech for the walking, cycling,
and driving mobility cases are displayed as dots on the different respective maps in Figure 2.
The estimated trajectory of the OC/abs heading scenario is also shown as a colored trace on the
maps. Throughout this paper each estimated result (localization on the map, accuracy CDF) is
denoted by a different color according to the mobility scenario being evaluated: red corresponds with
walking, while green and blue are assigned to cycling and driving. From the maps we can clearly
see the improvement made: while the dots give a very rough estimate about the location in real-time,
our tracing result nearly overlaps with the ground truth.

Relative improvements (in percentages) when comparing a method to the RA/Semtech traditional
localization solver (no compass, no map matching) are shown in Table 4. This table shows that all
our methods result in improvements ranging from 1 to 92 percent when compared to the Semtech
localization solver. Large improvements are possible, especially when the mobility is low. According to
all four CDFs the walking (red lines) did better then the cycling (green lines), which in turn did better
than the driving (blue lines) mobility case. This is due to the fact fewer candidate positions are selected
for slower modes of transportation (MoT). Regardless of the method used, a minimum improvement
of 45 percent is possible for the walking/slow moving case. Therefore, our first recommendation is
to let the user supply a mobility motion indicator to each asset to be tracked in case the asset is very
likely to be constrained on the road infrastructure (e.g., a bicycle).
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(a) (b)

(c) (d)

Figure 4. CDFs of the different scenarios evaluated for the walking 1, cycling 1, and driving 1 trajectories.
(a) Real-time Agnostic (RA) scenario: tracking in real-time and no compass is available in the device.
(b) Offline Agnostic (OA) scenario: offline tracing at a later instance, the device has no compass.
(c) Real-time Compass (RC) scenario: tracking is needed in real-time and a compass is available.
(d) Offline Compass (OC) scenario: offline tracing with a compass enabled device.

Table 3. Summary of the obtained p50/p90 accuracies (in meters) for the various scenarios, methods,
and trajectories.

Scenario Method
Transportation Mode

WALK 1 WALK 2A WALK 2B CYCLE 1 CYCLE 2 DRIVE 1 DRIVE 2

RA
Semtech 175/413 187/494 226/501 175/433 197/704 242/1165 206/599

Semtech mm 75/203 102/169 101/209 142/328 159/469 208/574 177/436
TDoA mm 60/122 69/147 58/120 100/226 141/290 181/384 157/421

OA
TDoA_mm 52/89 39/63 68/120 87/222 147/417 140/268 126/291

Semtech_mm 52/146 48/89 30/175 124/288 169/569 239/881 160/460

RC
Rel. Heading 52/107 45/149 49/149 99/230 149/319 164/397 154/421
Abs. Heading 30/84 21/137 20/75 60/184 94/280 121/262 148/367

OC
Rel. Heading 52/104 22/42 41/137 86/241 156/412 109/264 118/359
Abs. Heading 31/69 17/35 19/47 29/193 47/289 84/262 68/227
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When considering the cases for a device without compass (scenarios RA and OA), we see from
Table 4 that the best approach is to work with the raw timestamps instead of processed locations for
the map matching algorithm: TDoA mm performance is always better than Semtech mm. This is our
second recommendation and its impact is also visible in Figure 4a,b.

Table 4. Percentual reduction in median positioning error for the various scenarios, methods,
and trajectories.

Scenario Method
Transportation Mode

WALK 1 WALK 2A WALK 2B CYCLE 1 CYCLE 2 DRIVE 1 DRIVE 2 AVERAGE

RA
Semtech Reference Reference Reference Reference Reference Reference Reference Reference

Semtech mm 57 45 55 19 19 14 14 32
TDoA mm 66 63 74 43 28 25 24 46

OA
TDoA_mm 70 79 70 50 25 42 39 54

Semtech_mm 70 74 87 29 14 1 22 42

RC
Rel. Heading 70 76 78 43 24 32 25 50
Abs. Heading 83 89 91 66 52 50 28 66

OC
Rel. Heading 70 88 82 51 21 55 43 59
Abs. Heading 82 91 92 83 76 65 67 79

Table 3 shows that offline tracing (scenarios OA and OC) gives better localization results than their
tracking counterparts (scenarios RA and RC). This is due to the fact that when the route is reconstructed
all historic data from the start till the end of the measurement are used. Our third recommendation is
therefore to implement a feature for which the tracing history can be viewed along with its current
most likely localization result.

Relative comparisons for the cases with a compass versus no compass are further shown in
Table 5. This table shows that using sensor fusion with a compass improves the localization results:
Depending on the mobility a real time median accuracy improvement of up to 70% was possible when
the sensor was aligned (which provides an absolute heading = 0 degrees for a moving asset heading
South–North). For the reconstructed tracing result, this improvement was up to 72% in the aligned
case. When the sensor was not aligned (relative heading) the improvement was up to 35% in the
real-time tracking case to 44% for the reconstructed tracing case. The final recommendation is therefore
to embed a compass in the LoRa sensor node and align it with the movement direction (if possible)

Table 5. Relative improvement percentage when comparing the scenarios with compass to the absence
of such compass.

Scenario Method
Transportation Mode

WALK 1 WALK 2A WALK 2B CYCLE 1 CYCLE 2 DRIVE 1 DRIVE 2

RC vs RA
Rel. Heading 13 35 16 1 −6 9 2
Abs. Heading 50 70 66 40 33 33 6

OC vs OA
Rel. Heading 0 44 40 1 −6 22 6
Abs. Heading 40 56 72 67 68 40 46

4.2. Discussion

Table 4 shows that regardless of the method used, improvements (between 1% and 92%) are
obtained for all seven trajectories. This clearly demonstrates that our methods increase accuracy of the
raw output of the Semtech localization solver (“Semtech”), which here serves as reference method.
Map matching these raw outputs (“Semtech mm”) always produces better results, with improvements
between 14% and 57%. Working with the raw timestamps (TDoA mm) instead of already processed
locations in our map matching algorithm gives additional improvements. In Table 4, we note all
percentages of TDoA mm are better than Semtech mm regardless if the scenario is offline tracing (OC)
or real-time tracking (RA). When adding relative compass data to our TDoA mm algorithm, further
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improvement of accuracy is shown in Table 5 for nearly all (6/7) trajectories with only 1 exception for
the second cycling trajectory (the degradation was only 6 %). When the compass is indicating 0 degrees
for a movement from South to North and does not “rotate”, while the tracker (and asset) are in transit
(absolute compass) additional improvement is always guaranteed (Table 5) for all trajectories. Table 3
shows that our algorithm provides a median accuracy lower then 85 m while the Semtech solver
median accuracy is always higher than 175 m. The same reasoning can be done for 90th percentile
error which is always larger than 400 m, while our algorithm guarantees less then 290 m for this metric
on all trajectories. The observations are summarized in Table 6.

Table 6. General observations.

Test Case True For

All methods better than Semtech 7/7 trajects
Semtech mm better than Semtech 7/7 trajects

TDoA mm better than Semtech mm
(RA and OA) 6/7 trajects

Adding relative compass improves results
(RC vs RA and OC vs OA) 6/7 trajects

Adding absolute compass improves results
(RC vs RA and OC vs OA) 7/7 trajects

p50 Semtech >175 m and p50 OC-Abs <85 m 7/7 trajects
p90 Semtech >400 m and p90 OC-Abs <290 m 7/7 trajects

When repeating the measurement along the exact same trajectory on a different day (“Walking
2A” and “Walking 2B”), we observe two different raw Semtech localization results (orange vs. red dots
in Figure 2). After application of our OC/Abs algorithm, the same trajectory is estimated which in turn
overlaps the ground truth trace. This clearly demonstrates the reproducibility of the obtained results.

The above analysis shows that the map matching algorithm delivers a first accuracy improvement
over the raw data, as it is able to restrict to paths that are physically possible, given the road
network topology and speed limits (with margin). Adding compass data further reduces localization
errors. Absolute heading data gives information on the estimated travel direction, possibly excluding
other candidate paths that remained after map matching. If absolute heading data is not available,
relative heading data is still able to detect direction changes. When mapping these direction changes
(e.g., a turn right of 60 degrees) to the road network, it is clear that certain trajectories will be more
likely than others. Results confirm that the algorithm intelligently makes use of recorded location
and heading data, by investigating to what extent these input data match with the different possible
trajectories along the road network. It can be expected that results will be better for sparse road
networks, as fewer alternatives are available. On the other hand, for grid street plans like in New York,
the algorithm might have more trouble distinguishing between two parallel streets, as such grid plan
contains only two street directions and allows only 90 degree turns.

4.3. Energy Consumption

In this section we briefly compare two common tracking implementations in terms of energy
consumption. First, we calculate the energy consumption when a node sends its GPS coordinates
using a GNSS receiver over LoRaWAN (GPS-over-LoRa). In the second implementation, we consider
the proposed LoRaWAN tracking with compass. For both implementations, we consider a tracking
update interval of 5 s and we quantify the energy consumption in mAh. For a node equipped with a
GNSS module, the minimum on-time for a location fix is about 1 s [25]. During this acquisition period
the receiver typically consumes 30 mA [25]. Therefore, the consumed acquisition energy per location
update is

EGPS =
1

3600
∗ 30 = 0.0083 mAh (1)

111



Sensors 2020, 20, 5815

Transmission of 5 bytes on SF7 over LoRaWAN takes 0.05 s airtime while consuming 40 mA of
current in a typical transceiver [26]. Therefore, the consumed energy per location update is

ELoRa =
0.05
3600

∗ 40 = 0.00056 mAh (2)

The energy consumption for continuous sampling with a (low-power) typical magnetometer
sensor [27] is very low and and can be estimated as

Emagneto =
5

3600
∗ 0.040 = 0.000056 mAh (3)

The energy reduction factor R for our proposed LoRa+compass solution versus a GPS over LoRa
implementation is approximately given by

R =
EGPS−over−LoRa
ELoRa+compass

=
EGPS + ELoRa

ELoRa + Emagneto
= 14 (4)

Our approach is thus 14 times more energy efficient than a GPS-over-LoRa solution.
Furthermore the price of integrating a magnetometer (e.g., LIS3MDL) is lower when compared
to integrating a GNSS receiver (e.g., CAM-M8Q): 0.8€ compared to 13€ (for an order quantity of
500 samples). Although a GPS-based solution will still deliver superior accuracies, the lower cost
and energy consumption will make our solution preferable for use cases where positioning accuracy
requirements are not so strict (e.g., tracking of truck trailers). Although we only compared two
tracking implementations, there are some other solutions such as Wi-Fi scanning and transmitting
MAC addresses and signal strength levels of access points in the area over LPWAN, followed by a
calculation in a dedicated server (e.g., Skyhook). The accuracy and energy consumption are in between
the two earlier investigated approaches. A disadvantage of this method is maintaining an accurate
and up to date database with respect to the locations of the access points. For more information on this
implementation we refer to the work in [28].

5. Conclusions

In this paper, we proposed methods to track and trace assets building on a combination of
LoRaWAN technology and a compass sensor. When comparing with a standard TDoA solver (Semtech),
we obtained an improvement between 14% and 79% depending on the mobility scenario (walking,
cycling, and driving) and whether the result should be immediately available (Real-Time-Tracking)
or known at a later instance (Offline-Tracing). These improvements were possible thanks to the
map matching algorithm proposed in this paper. Combined with a compass in the sensor node,
the bearing information is transmitted periodically to give prevalence to specific paths for which the
bearing matches the heading of the road segment. Using this sensor fusion approach, an additional
improvement between 1% and 72% was obtained compared to TDoA map matching. The improvement
depends on the mobility of the node/asset, usage of the compass node (fixed or rotatable) and whether
the result should again be immediately available (Real-Time-Tracking) or known at a later instance
(Offline-Tracing). Our best result was obtained for a walking scenario with a fixed (0 degrees means
towards “North”) compass for which we obtained a median accuracy of 17 m (an improvement of 91%
versus Semtech). All results were obtained from experiments and the reproducibility was verified.
Although our results are not as accurate as GPS, we clearly demonstrated that our implemented
geo-tracking is 15 times more energy efficient and far less expensive to implement. Further research
directions are using the same techniques for LoRaWAN networks which only have RSS values available
and future networks which have also Angle of Arrival (AOA) capabilities. Other future work is to
expand our implementations to other LPWAN technologies such as SigFox and Narrow-band IoT.
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Abbreviations

The following abbreviations are used in this manuscript.

GPS Global Positioning System
LoRaWAN Long-Range Wide Area Network
TDoA Time Difference of Arrival
LoRa Long Range
IoT Internet of Things
LPWAN Low-Power Wide Area Network
NB-IoT Narrowband Internet of Things
GNSS Global Navigation Satellite System
RSS Received Signal Strength
ToA Time of Arrival
ML Maximum Likelihood
SF Spreading Factor
SNR Signal-to-Noise Ratio
CDF Cumulative Distribution Function
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Abstract: In this paper, a novel multi-sensor clustering algorithm, based on the density peaks
clustering (DPC) algorithm, is proposed to address the multi-sensor data fusion (MSDF) problem.
The MSDF problem is raised in the multi-sensor target detection (MSTD) context and corresponds
to clustering observations of multiple sensors, without prior information on clutter. During the
clustering process, the data points from the same sensor cannot be grouped into the same cluster,
which is called the cannot link (CL) constraint; the size of each cluster should be within a certain
range; and overlapping clusters (if any) must be divided into multiple clusters to satisfy the CL
constraint. The simulation results confirm the validity and reliability of the proposed algorithm.

Keywords: clustering; data fusion; target detection

1. Introduction

As a powerful tool, clustering analysis is usually used in machine learning [1], image analysis [2],
information retrieval [3] and data mining [4] to eliminate noise data-points and find hidden groups or
patterns in a dataset. Due to the diversity/variability of the dataset to be processed, many clustering
algorithms, such as density-based clustering [5,6], hierarchical clustering [7], and k-means clustering [8],
have been developed to solve specific problems. It can be seen that, although there are many clustering
algorithms, none of them can be applied in all cases.

Clustering is often taken as an unsupervised learning technique in many pre-processing processes,
as no information is provided. Nevertheless, for many of the problems, including the MSDF clustering
problem, to be solved in this paper, an amount of prior information can be obtained through
additional data features [9,10], which can be employed to obtain better clustering results, namely,
semi-supervised clustering.

Constraining the dataset during the clustering process to obtain specific clustering results is a hot
issue in clustering research. In constrained clustering, “must-link” constraints (ML) and “cannot-link”
constraints (CL) are two basic rules. An ML constraint is used to specify that the two instances
should be associated with the same cluster, whereas a CL constraint is used to specify that the two
instances should assigned to different clusters, allowing users to specify constraint rules to obtain
the desired clustering results. Typical constrained clustering algorithms include the constrained
k-means [11], pairwise constrained k-means [12], complete link [13], constrained hierarchical clustering
algorithms [14].

In clustering research, the number of clusters and cluster center initialization have a great impact
on the clustering convergence speed and clustering result. The research on the number of clusters
mainly focuses on running the clustering algorithm multiple times, with different values of k, and the
estimated k is chosen based on a specific criterion, such as the Bayesian information criterion [15],
rate distortion theory [16], Akaike information criterion [17], etc. The research on cluster center
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initialization mainly focuses on how to maximize the distance of the initial cluster center through
statistical information, such as the k-means++ [18].

In this paper, we address the problem of MSDF, which is involved in multi-sensor multi-target
tracking [19], using the density peaks clustering (DPC) algorithm [5]. The DPC algorithm was published
in the journal, Science, in 2014. The core idea of DPC is that cluster centers are characterized by a higher
density and a relatively longer distance. The outstanding performance of DPC has attracted many
scholars’ attention, and many variants based on DPC have been proposed to address various clustering
problems, such as BDDPC [20], and DPC-KNN [21]. In this paper, the original DPC algorithm is shown
to be able to handle the type of dataset that contains observations of targets that obey a zero-Gaussian
distribution well. Therefore, we use the original DPC algorithm to solve the MSDF problem. The
purpose of clustering is to divide the observations of targets into multiple clusters; overlapping clusters
(if any) must be divided into multiple sub-clusters to satisfy the CL constraint; the data points in each
cluster correspond to the observations of targets; and the cluster center is the estimated target position.

In the past, the MSDF problem was solved using a model-based method [22,23], but in recent years,
many scholars have begun to solve the MSDF problem using a clustering-based method. Tiancheng Li
has produced a lot of groundbreaking work [24–27] on this issue. He not only solves the MSDF problem
using density-based clustering, but also uses multi-sensor clustering to improve the performance of a
model-based filter [28]. Tianxian Zhang uses the clustering method to solve the MSTD problem with a
distributed radar network [29]. This paper made several improvements on the basis of Li’s work: (1)
A more accurate and robust clustering algorithm, based on DPC, is proposed; and (2) the proposed
algorithm can accurately filter out clutter, and the performance of the algorithm does not vary with the
change of the detection probability of the sensors, which has great advantages, given the low detection
probability of sensors.

The rest of the paper is organized as follows. The problem model is discussed in Section 2.
Section 3 presents details of the proposed clustering method. Section 4 discusses the experimental
simulation results, which are summarized in Section 5.

2. Multi-Sensor Data Fusion

2.1. Multi-Sensor Data Fusion

The MSDF problem involves estimating the state of the unknown number and unknown motion
mode targets in the presence of noise data, which has a wide application space in the remote sensing
image fusion, oceanography and military fields. The general MSDF problem can be modeled by the
following assumptions:

Assumption 1. Each target evolves and generates observations/measurements independently from the others.

Assumption 2. The observations of targets obey a zero-Gaussian distribution. Both the noise and observations
constitute the measurement dataset of each sensor.

Assumption 3. One target can generate no more than one measurement in each scan.

Assumption 4. The distribution density of the clutter is significantly lower than the density of the observations
of targets.

The goal of the MSDF is to distinguish the observations of each target from those of others using a
clustering method, as shown in Figure 1.
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Figure 1. Multi-sensor i.i.d data points.

2.2. Problem Formulation

The above MSDF problem can be formulated as a CL-constrained clustering problem. Considering
a dataset Z, which consists of observations from multiple sensors, zi is included in dataset Z.

zi ∈ P, i = 1, · · · , N (1)

where parameters N and P are the number of data points and the parameter space, respectively. In this
paper, we define zi as a point in a two-dimensional Cartesian coordinate system.

The dataset Z can be written in the form of a union of multi-sensor observations. We define the
sth sensor as Ss =

{
zs

1, zs
2, · · · , zs

ms

}
, where ms is the number of data-points, and all the data-points in Z

can be written as:

Z := {S1, S2, · · · , Sn} =
{
z1

1, z1
2, · · · , z1

m1
, z2

1, z2
2, · · · , z2

m2
, · · · , zn

1, zn
2, · · · , zn

mn

}
(2)

where n is the number of sensors. The MSDF problem requires that the dataset Z be divided into k
clusters, namely, C1, C2, · · · , Ck, and the CL constraint requires that:

c � (zs
i , zs

j),∀i, j ∈ {1, 2, · · · , ms}, s ∈ {1, 2, · · · , n} (3)

where c � (zs
i , zs

j) means zs
i , zs

j cannot be within the same cluster.
We define the set of noisy data points in dataset Z as C0 and the observations of targets as CT. The

dataset Z can be defined as:

Z = C0 ∪C1 ∪C2 ∪ . . .∪Ck = C0 ∪CT, k ∈ T (4)

At the same time, each cluster cannot have any intersection with the rest of the subsets.

Ci ∩Cj = Φ,∀i, j ∈ {1, 2, · · · k, 0} (5)

As mentioned above, the MSDF clustering problem can be described as: A dataset Z is divided
into k clusters, the size of each cluster must satisfy the CL constraint (3), and each cluster cannot have
any intersection with the others (5).
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2.3. CL Constraint and the Size of Clusters

The CL constraint (3) limits the size of each cluster, which must be smaller or equal to the number
of sensors n.

|Ci| � n,∀i ∈ {1, 2, · · · k} (6)

where |Ci|means the number of data points in cluster Ci, �means smaller than or equal to. Denoting
the detection probability of the sensor s on target i as ps

D(i) ≤ 1, to simplify the calculation, we simplify
ps

D(i) as a constant pD, then the size of a cluster can be calculated as:

E[|Ci|] =
ni∑

s=1

pD ≤ ni (7)

Given pD and the number of sensors n, E[|Ci|] can be considered as a constant:

E[|Ci|] = r (8)

The number of sub-clusters (targets) in each cluster Ci is:

ki ≈
[ |Ci|

r

]
(9)

3. Multi-Sensor Data Clustering Algorithm

3.1. Density Peaks Clustering Algorithm

In this paper, we use the DPC to calculate the local density. For each data point, we compute
two quantities: its local density ρi and distance δi from points of higher density. Both these quantities
depend only on the distances dij between data points [5]. The local density ρi is defined as:

ρi =
∑

j

χ(dij − dc) (10)

where dij means the distances between data points. χ(x) = 1 if x < 0 and χ(x)= 0; otherwise, dc is a
cutoff distance. ρi is equal to the number of data points within the cutoff distance to point i. The larger
the ρi, the higher density of data point i, and the more likely are the observations of targets.

δi is measured by computing the minimum distance between point i and the other points with a
higher density:

δi = min
j:ρ j>ρi

(dij) (11)

The original DPC algorithm defines the data points of ρi ≥ 0.8× r and δi > 2dc as cluster centers.
Figure 2 shows the clustering results of the DPC algorithm of 50 i.i.d sensors. Clusters of different
colors represent observations of different targets. The red “+” represents the true position of the
targets, and the red “o” represents the clustering results. It can be seen, from Figure 2, that for
non-overlapping clusters, the real position and estimated position of the targets are very close; for
overlapping clusters, the clustering result has a large deviation from the target real position, and the
target number is incorrect. In subsequent calculations, we need to re-cluster the overlapping clusters
to obtain correct estimates.
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Figure 2. Clustering results of the density peak clustering algorithm for data from 50 i.i.d sensors.

From Figure 2, we can draw a conclusion: the cutoff distance in the clusters of ki ≥ 2 (overlapping
clusters) is larger than that in the clusters of ki = 1 (non-overlapping clusters). We define the cutoff
distance in the non-overlapping clusters as dc, and the cutoff distance in overlapping clusters is
d′c = mdc,m ∈ [1.1, 1.5]. Assuming the cluster center of Ci is data point i, i ∈ {1, 2, · · · , k}, the number of
data points closer than i is equal to the size of the cluster Ci, that is, ρi ≈

∣∣∣Ci
∣∣∣. The data points of cluster

Ci can be defined as:
Ci =

∑
j∈{i|dij<dc}

zj (12)

The number of targets in cluster Ci can be defined as:

ki ≈
[ρi

r

]
(13)

The difference between Equations (9) and (13) is that Equation (13) can determine whether cluster
Ci is an overlapping cluster using the ρi of cluster center i. The calculation of ki is also an important
step in the subsequent re-clustering process.

3.2. Target Observations Set and Target Number

The multi-source n-points algorithm searches for the number of data points within the cutoff
distance of data point i to determine whether the union of point i and the data points within the cutoff
distance is a cluster formed by observations of targets. The position of the data point i and detection
probability pD have a greater impact on the effect of the multi-source n-points algorithm. How to
quickly and efficiently filter out noise and obtain the target observations is the key to designing MSDF
clustering algorithms. Using the DPC algorithm, we find that data point i in CT has a prior rule: ρi
must be larger than a threshold. The data points in CT can be defined as:

CT =
∑

j∈{i|ρi≥l×n}
zj (14)

where l = 0.4 is a reference and can be chosen roughly between 0.3~0.45, ρi ≥ l × n means that the
number of data points closer in data points i must be larger than or equal to l× n, and the data point i
in ρi ≥ l× n is considered to be the target observations.
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Based on the same dataset shown in Figure 2, the data points in CT are circled with a red “o” in
Figure 3. As shown in Figure 3, the observations of targets (color data points) are almost circled with a
red “o”, and only few data points are not circled. Considering the impact that noisy data points may
have in clusters of CT, Equation (14) is still very reliable.

Figure 3. Data points of ρi ≥ l× n.

The CL constraint requires that CT be divided into multiple clusters of roughly the same size, and
the number of clusters/targets in dataset Z is:∑

ki =
[ |CT |

r

]
(15)

The number of targets in cluster Ci can be calculated using the ρi of the cluster center i through
Equation (9), while the total number of targets in dataset Z can be calculated through Equation (15).

Given the number of clusters (targets)
∑

ki and dataset CT, the preferred choice is to use the
k-means algorithm for clustering, as this saves the computing resources of δi; however, the k-means
algorithm has difficulty handle cases where the local density differs greatly between clusters. During
the experiment, we found that if the size of the clusters is roughly equal (no overlapping clusters), the
k-means algorithm can obtain correct clustering results. Conversely, if there is at least one overlapping
cluster contained in the dataset, the clustering result obtained by the k-means algorithm does not
satisfy the CL constraint. In order to correctly cluster CT using the k-means algorithm, we must first
determine whether there are overlapping clusters in dataset Z.

The key to determining whether there are overlapping clusters in dataset Z is to compare max(ρ)
and 1.1 × r. If max(ρ) < 1.1 × r, there are no overlapping clusters in dataset Z, and the number of
targets in each cluster is 1, that is, ki = 1, i ∈ {1, 2, · · · , k}; otherwise, at least one overlapping cluster is
contained in dataset Z. The reason for why we choose 1.1× r, instead of the number of sensors n, is
that the noisy data points may otherwise fall into cluster Ci.{

max(ρ) < 1.1× r, ki = 1, i ∈ {1, 2, · · · , k}
max(ρ) ≥ 1.1× r, ki ≥ 2, i ∈ {1, 2, · · · , k} (16)

3.3. Proposed Clustering Method

The original DPC algorithm needs to calculate ρi and δi to find the cluster centers, which involves
a computational burden that is too great in the case of no overlapping clusters in dataset Z, in this case,
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we can obtain the correct clustering results using the k-means clustering algorithm to cluster dataset
CT (a total of

∑
ki targets), and dataset CT can be obtained by a threshold rule.

While the DPC algorithm cannot correctly cluster overlapping clusters, and we have a fast and
more efficient solution for the non-overlapping clusters. For the above reasons, we divide the dataset Z
into two cases for processing: (1) Non-overlapping clusters in dataset Z (Algorithm 1); and (2) at least
one overlapping cluster in dataset Z (Algorithm 2). The main difference between Algorithm 1 and
Algorithm 2 is that Algorithm 2 requires an additional calculation of parameter δi and re-clustering of
the cluster centers of overlapping clusters.

The proposed clustering Algorithm 1 includes 3 steps: (1) Calculate the ρi for each data point and
determine whether there is an overlapping cluster in dataset Z according to (16); (2) filter out clutter
and obtain dataset CT and

∑
ki for k-means clustering; and (3) revisit each cluster to make sure each

cluster satisfies the CL constraint.

Algorithm 1 Clustering without any overlapping cluster in dataset Z

Input: dataset Z. Output: cluster Ci and its cluster center zi, i ∈ {1, 2, · · · , k}.
1.1: Calculate ρi according to (10) and determine whether there is any overlapping cluster in dataset Z
according to (16). If there is no overlapping cluster, go to step 1.2; otherwise, see Algorithm 2.
1.2: Calculate CT and

∑
ki according to (14) and (15), then cluster CT using the k-means algorithm.

1.3: Revisit each cluster Ci to make sure that the CL constraint was satisfied, then calculate the cluster center zi
of each cluster.

Algorithm 2 Clustering with at least one overlapping cluster in dataset Z

Input: dataset Z. Output: cluster Ci and its cluster center zi, i ∈ {1, 2, · · · , k}.
2.1: Calculate δi according to (11), and we can obtain estimated cluster centers

�
z i, i ∈ {1, 2, · · · , k} using the

DPC algorithm.
2.2: According to (16), for cluster centers

�
z i that are max(ρi) < 1.1× r, the cluster center is

�
z i; for cluster

centers
�
z i that are max(ρi) ≥ 1.1× r, calculate Ci and ki according to (12) and (13), then cluster Ci with the

k-means algorithm (ki clusters).
2.3: Repeat step 2.2, until all the overlapping clusters are all divided into sub-clusters.
2.4: Revisit each cluster Ci to make sure that the CL constraint was satisfied, then calculate the cluster center zi
of each cluster.

Remark 1. The cutoff distance is the key to the proposed and the existing MSDF clustering algorithm. The
C4F [24] algorithm selects two times the standard deviation of the observation noise as the cutoff distance, the
multi-source n-points [26] calculates the cutoff distance using an online learning algorithm, and the proposed
algorithm selects 2% of the sorted distances matrix dij (from small to large) as the cutoff distance. The multi-source
n-points algorithm and the algorithm proposed in this paper can deal with unknown observation noise associated
with the proposed clustering problem, whereas C4F can only deal with the case of known observation noise.

Remark 2. An indispensable step in the existing multi-sensor data fusion clustering algorithm is to calculate
the point-to-point distance, which is also the most time-consuming part of the algorithm. The runtime
complexity/storage space requirements of the proposed algorithm and the multi-source n-points algorithm are
O(N2)/(N2 −N)/2, O(N log N)/O(N), respectively. Compared with the multi-source n-points algorithm, it
can be seen that the proposed algorithm runs more slowly and requires more storage space.

Remark 3. For the multi-source n-points algorithm, the selection of sensor s is very critical. If one target in
sensor s is lost, this target will not be detected during the subsequent clustering process, while the proposed
algorithm can well deal with the case of some targets avoiding detection. This is the advantage of the proposed
algorithm, which is more obvious when the sensor detection probability is lower.
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4. Simulation Results

In this section, we compare the proposed algorithm with the k-means algorithm [8], multi-source
n-points algorithm [26], and typical DBSCAN [6] algorithm to obtain the performance of the
various algorithms.

4.1. Given Cutoff Distance

The k-means clustering needs one parameter k (the number of clusters), and the DBSCAN
algorithm needs two parameters ε (neighborhood radius) and m (minimum number of points). Both the
multi-source n-points algorithm and the proposed algorithm need one parameter: the cutoff distance
dc. All the parameters used in the four algorithms are provided in Table 1. The number of sensors is
set to n = {20, 50}, and the experimental results of n = {20, 50} are given in Figures 4 and 5, respectively.

Table 1. Parameters used in the four algorithms.

Algorithms k-Means DBSCAN
Multi-Source

n-Points
Proposed Method

Parameters k = 4 ε = 8/m = 6 dc = 8 dc = 8

Figure 4. Outcomes of different clustering methods for data from 20 i.i.d sensors.

In each Monte Carlo simulation, the color of the circles is assigned randomly, and circles of the
same color represent the same cluster. The clustering results show that both the proposed method
and the multi-source n-points algorithm can solve the MSDF clustering problem, but the proposed
method algorithm has a smaller variance. The k-means algorithm is unable to deal with clutter, and
the clustering result is incorrect. The DBSCAN algorithm can detect observations of targets, but the
overlapping cluster clustering result is incorrect.

Table 2 shows the average computing time of different algorithms for the 100 Monte Carlo
simulations shown in Figures 4 and 5. It shows that the proposed method is slower than the other
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three algorithms. To speed up the multi-sensor data fusion clustering algorithm, a target motion model
can be employed to determine the potential cluster centroid.

Figure 5. Outcomes of different clustering methods for data from 50 i.i.d.

Table 2. Computing time of different clustering methods (s).

Algorithms k-Means DBSCAN m = 6
Multi-Source

n-Points
Proposed Method

Figure 4 0.0059 0.0021 0.0051 0.0078
Figure 5 0.0087 0.0145 0.0198 0.0346

4.2. Unknown Cutoff Distance

Based on the same dataset as that given in Figure 2, we assume the cutoff distance dc is unknown
and must be calculated from dataset using an algorithm, such as the DPC algorithm. The cutoff
distances of the multi-source n-points and the proposed method are shown in Table 3. The clustering
results of the proposed algorithm are given in Figure 6. Compared with the clustering results shown in
Figures 4 and 5, the clustering results shown in Figure 6 are also good. This demonstrates that the
cutoff distance calculation used in the DPC algorithm is effective.

Table 3. Cutoff distance of different clustering methods (m).

Algorithms Multi-Source n-Points Proposed Method

20 sensors 6.7815 8.0932
50 sensors 5.9779 9.1440
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Figure 6. Clustering results with {20, 50} sensors (different color “O”) and the. Cluster centers, estimated
using proposed method (black “O”) and multi-source n-points (red “+”).

4.3. Clustering-Based Model

In this simulation, we compare our algorithm with the C4F and multi-source n-points algorithm
for multiple target trajectories, provided in the excellent sample MATLAB code in [26]. Information on,
for example, clutter and the target dynamic model, are unknown, and the only information that can
be used is contained in the observations dataset (the data points in the two-dimensional Cartesian
coordinate system) of multiple sensors. The surveillance area is [−100,100] × [−100,100] (m), and the
start/end time and the initial position (green “�”) of each target are recorded near the target trajectory,
as shown in Figure 7. The average clutter rate per scan is 10, and the observation noise obeys a
zero-mean Gaussian distribution, with a variance of 4.

Figure 7. Trajectories of the targets with a fully unknown movement.

To test the clustering accuracy, we use the optimal sub-pattern assignment (OSPA) metric [29] to
compare the proposed algorithm with the C4F and multi-source n-points algorithms. We set the cutoff
parameter c = 100 and the ordered parameter p = 2.
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First, we use 20 sensors. The clustering results of different algorithms for t = 16 are given in
Figure 8. The average clustering target numbers and the average OSPA versus time over 100 Monte
Carlo trails of different algorithms are given in Figure 9. The average OSPA of the proposed method is
3.7979, which is better than that of the C4F (5.9163) and the multi-source n-points (12.24).

Figure 8. Clustering results of 20 sensors and different clusters (differently colored “o” and “�”), true
target positions (red “�”), cluster centers of MS n-points (red “+”), C4F (blue “o”) and proposed method
(black “o”).

 
Figure 9. Mean estimated number of targets and mean OSPA of different algorithms over 20 MC trials.

Figure 10 shows the clustering results of different algorithms with 100 sensors for t = 16. The
average clustering target number and the average OSPA comparison of different algorithms over 100
Monte Carlo trails are given in Figure 11. The average OSPA of the proposed method is 1.6717, which
is better than that of the C4F (5.5241) and multi-source n-points (7.8788) algorithms. Compared with
Figure 8, the clustering accuracy of the two algorithms increases with the increase of the sensor number.
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Figure 10. Clustering results of 100 sensors and different clusters (differently colored “o” and “�”),
true target positions (red “�”), cluster centers of MS n-points (red “+”), C4F (blue “o”), and proposed
method (black “o”).

 
Figure 11. Mean estimated number of targets and mean OSPA of different algorithms over 100 MC trials.

Figure 12 gives the average time-consuming and average OSPA comparison of different algorithms
versus different numbers of sensors over 100 Monte Carlo trials. It can be seen that the proposed
method outperforms the C4F and multi-source n-points algorithm in the average OSPA. The clustering
accuracy with 20 sensors using the proposed algorithm exceeds the clustering result with 100 sensors
using the C4F and the multi-source n-points algorithms. As for the computing speed, the proposed
method is slower than the C4F and multi-source n-points algorithms.
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Figure 12. Mean OSPA and computing time of 100 steps × 100 MC runs, with different numbers
of sensors.

5. Conclusions

We propose a robust multi-sensor clustering algorithm to solve the MSDF problem. The MSDF
problem corresponds to the clustering dataset of the observations (containing a large amount of noise)
of multiple sensors, forming k clusters, and each cluster must satisfy the CL constraint. Unlike other
model-based multi-sensor data fusion algorithms, no prior information, like the noise and motion
model of a target, is needed in the proposed algorithm. Compared with the existing multi-sensor
data fusion clustering algorithm, the proposed algorithm is more robust, and the lower the detection
probability of the sensors, the better the performance of the proposed algorithm.
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Abstract: The existence of clutter, unknown measurement sources, unknown number of targets,
and undetected probability are problems for multi-extended target tracking, to address these
problems; this paper proposes a gamma-Gaussian-inverse Wishart (GGIW) implementation of a
marginal distribution Poisson multi-Bernoulli mixture (MD-PMBM) filter. Unlike existing multiple
extended target tracking filters, the GGIW-MD-PMBM filter computes the marginal distribution
(MD) and the existence probability of each target, which can shorten the computing time while
maintaining good tracking results. The simulation results confirm the validity and reliability of the
GGIW-MD-PMBM filter.

Keywords: extended target tracking; gamma-Gaussian-inverse Wishart; Poisson multi-Bernoulli mixture

1. Introduction

Multiple target tracking (MTT) involves estimating the state of an unknown number of targets
in the presence of clutter [1–3]. The traditional MTT algorithm assumes each target is a point as one
target generates at most one measurement in the sensor at each time step [3]. However, the rapid
development of the modern high-resolution sensors makes the “point assumption” impractical because
with such sensors, one target generates at least one measurement per time scan. The MTT problem with
such sensors becomes an extended MTT problem [4,5]. Compared with the point target, the extended
target can not only provide accurate target movement information, but also the target’ shape and size
information, making it useful in the fields of robot recognition and positioning, moving crowd tracking,
and tracking of close cars or large ships using the high-resolution sensors or automotive radars. Due to
its wide application, the research on extended target tracking has received considerable attention from
many scholars, making it a growing research hotspot.

As one of the most used extended target measurement models, The Poisson Point Process (PPP) model
assumes a Poisson distributed random number of measurements are spatially distributed around the target
at each time step [4,5]. To efficiently and correctly represent the spatially distributed measurements, many
shape models have been developed, such as the random matrix model (RMM) [6–15], random hypersurface
model (RHM) [16–21] and Gaussian process model (GPM) [22]. RMM assumes that the shape of the
measurements can be approximated by an ellipse, and the measurements surrounding the centroid of the
target obey a Gaussian distribution. RHM uses a more general star-convex shape to approximate the target
contour. The GPM automatically learns the shape of the target through a Gaussian process and can give an
analytic expression of its contour for an arbitrary shape target. Among the above three measurement models,
the RMM has the smallest amount of calculation and is easy to implement, and can meet the requirements
of many practical situations, so we use the RMM method in this paper.

Both in the point target-tracking filters and the extended target-tracking filters, the number of
targets and the number of measurements are unknown and time-varying; thus, how to represent the

Sensors 2020, 20, 5387; doi:10.3390/s20185387 www.mdpi.com/journal/sensors131
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targets and the measurements is a challenge. The random finite sets (RFS) theory [23], which represents
the targets and the measurements as a finite variable set, is a suitable choice. To solve the point
MTT problem, in the early stage, many RFS-based filters have been proposed, such as the Probability
Hypothesis Density (PHD) filter [24–26], the Cardinalized Probability Hypothesis Density (CPHD)
filter [27–30] and a series of multi-Bernoulli (MB) filters [31–34]. In recent years, scholars have
proposed many RFS-based filters to solve the extended MTT problem, such as PHD for extended
target tracking (ETT-PHD) [9,35–37], ETT-CPHD [38–40], gamma-Gaussian-inverse Wishart-Poisson
multi-Bernoulli mixture (GGIW-PMBM) [40,41], GGIW implementation of the Labelled Multi-Bernoulli
(GGIW-LMB) [42,43], and so on [22,44].

In the above-listed RFS-based filters, many kinds of conjugate priors are widely used, to give a
closed-form solution of the posterior density. The prior conjugate refers to a time series of random
finite set that satisfies the conjugate prior property; if the prediction is a Gaussian (Multi-Bernoulli)
distribution, the update is also a Gaussian (Multi-Bernoulli) distribution. Using the conjugate prior,
given enough parameters, the posterior distribution can be approximated arbitrarily.

In recent years, developing conjugate prior-based MTT filters has been a significant trend; the two
kinds of most used conjugate priors in various MTT filters are the PMBM conjugate prior and the
δ-Generalized Labelled Multi-Bernoulli (δ-GLMB) conjugate prior. In the δ-GLMB conjugate prior,
the state of each target is added with a unique label, which is helpful to find each target’s trajectory.
The PMBM prior conjugate divides the target set into two disjoint subsets, targets that have been
detected and targets that have not yet been detected, and then processes the two subsets separately.
This strategy can greatly reduce the target missed detection rate and improve tracking accuracy.
In reference [40], it has been shown that the point target tracking filter based on PMBM conjugate prior
outperforms the filter based on the GLMB conjugate prior in terms of tracking accuracy and computing
time; thus, in this paper we used the PMBM conjugate prior.

In this paper, to solve the extended MTT problem and combine the PPP model and PMBM
conjugate prior, we propose a GGIW implementation of a marginal distribution Poisson multi-Bernoulli
mixture (MD-PMBM) filter on the basis of the GGIW-PMBM filter. The main difference between
the GGIW-MD-PMBM filter and the GGIW-PMBM filter is that in the prediction step and the
update step, instead of recursively propagating the joint state distribution of targets (GGIW-PMBM),
the GGIW-MD-PMBM filter recursively propagates the marginal distribution and the existence
probability of each target; such a strategy can effectively reduce the calculation cost while maintaining
good tracking results.

The rest of the paper is organized as follows. Several model assumptions, such as the Bayesian
model, PPP model, MBM model, motion model, measurement model, and PMBM conjugate prior,
are discussed in Section 2. Section 3 presents the prediction step and the update step of the
GGIW-MD-PMBM filter. Section 4 gives the four extended target filters’ experimental simulation
results, which are summarized in Section 5.

2. Background

In this section, we outline various model assumptions, such as the Bayesian model [45–47],
PPP model, Multi-Bernoulli (MB) process model, motion and measurement model, and PMBM conjugate
prior model, which were used in the prediction and update steps of the GGIW-MD-PMBM filter.

2.1. Bayesian Model

We define the state of the i-th extended target at time step k as ξ(i)k , and the state of the target set at
time step k can be written as

Xk =
{
ξ
(i)
k

}Nξ,k
i = 1

, (1)
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where Nξ,k =
∣∣∣Xk
∣∣∣ is the number of the target, which is unknown and time-varying. The measurements

(the union of target generated measurements and clutter) obtained from the sensor at time k are

Zk =
{
zj

k

}Nz,k

j = 1
(2)

where Nz,k =
∣∣∣Zk
∣∣∣ is the number of measurements. Let Zk denote the union of measurements set from

time step 1 to k, that is, Zk = Z1 ∪Z2 ∪ · · · ∪Zk.
In many point target-tracking filters and extended target-tracking filters, the main purpose of

using the Bayesian model is to recursively propagate the multi-target density distribution. In a Bayesian
model, the multi-target set density, multi-target transition density, and the multi-target measurement
likelihood are represented by fk|k(Xk

∣∣∣Zk) , fk|k−1(Xk
∣∣∣Xk−1) , and fk|k(Zk

∣∣∣Xk) , respectively. Using the
Chapman–Kolmogorov equation, the multi-target set density can be defined as

fk|k−1(Xk

∣∣∣∣∣Zk−1) =

∫
fk|k−1(Xk | Xk−1) fk−1|k−1

(
Xk−1 | Zk−1

)
δXk−1, (3)

and the Bayes update as

fk|k
(
Xk | Zk

)
=

fk|k(Zk | Xk) fk|k−1

(
Xk | Zk−1

)∫
fk|k(Zk | Xk) fk|k−1(Xk | Zk−1)δXk

, (4)

2.2. PPP Model and Multi-Bernoulli (MB) Process Model

The PPP model, proposed by Gilholm et al. [4] and Granstrom et al. [5], is widely used in point
target tracking filters and extended target tracking filters. In a PPP model, each target generates a
Poisson distributed number of measurements, and each measurement is independent and identically
distributed (i.i.d.). The Poisson rate μ and the spatial distribution f (·) determine the PPP intensity.

We define the spatial distribution of the target state ξ(i)k as f (ξ(i)k ). The Poisson density distribution
of Xk is

f (Xk) = e−μ
∏
ξ
(i)
k ∈Xk

μ f (ξ(i)k ). (5)

The existence of a single target can be modeled by a Bernoulli RFS [14,31–34,40–42]. The cardinality
of a Bernoulli RFS X(i)

k can either be 1 (with probability r(i)k ) or empty (with probability 1− r(i)k ), and the

Bernoulli density distribution of X(i)
k can be defined as

f (X(i)
k ) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1− r(i)k , X(i)

k = φ

r(i)k f (ξ(i)k ), X(i)
k =

{
ξ
(i)
k

}
0,

∣∣∣∣X(i)
k

∣∣∣∣≥ 2

. (6)

An MB RFS Xk is the union of a limited number of independent Bernoulli RFS X(i)
k , Xk =

Nξ,k∪
i = 1

X(i)
k .

The MB density distribution of Xk is

f (Xk) = (

Nξ,k∐
i = 1

(1− r(i)k ))
∑

1≤i1�···�in≤Nξ,k

r(i1)k f (ξ(i1)k )

1− r(i1)k

· · · r
(in)
k f (ξ(in)k )

1− r(in)k

. (7)

In this paper, we divide the targets into the undetected target set and the detected target set.
The PPP represents the distribution of undetected target measurements, and the MB mixture (MBM)
represents the distribution of detected target measurements.
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2.3. The Motion Model and Measurement Model

To simplify the calculation, at each time step, we assume each target evolves independently from
the other targets, and the measurements generated by each target are independent of each other and
independent of those generated by other targets.

We assume each birth target can be described by a PPP model, and its intensity is Db(xk). All the
existing targets either survive with a probability PD(xk) or die with a probability 1− PD(xk) from time
step k to time step k + 1. Each extended target state consists of three variables, the measurement rate γk,

kinematic state xk, and extent state Ek, that is, ξ(i)k =
{
γ
(i)
k , x(i)k , E(i)

k

}
. Given γk, xk and Ek, the Markov

motion model can be defined as
γk+1 = γk, (8)

xk+1 = f (xk) + wk, (9)

Ek+1 = M(xk)EkM(xk)
T, (10)

where wk is Gaussian process noise with zero mean and covariance Q, f (·) and M(·) are the
transformation matrix of kinematic state and extent state, respectively.

The clutter measurements at time step k can be modeled as a PPP model with measurement
rate λ and spatial Poisson distribution c(z) . The clutter PPP density function is k(z) = λ c(z) .
The measurements generated by each target at time step k are a Poisson distribution with a measurement
rate γk. The measurement model is

zk = Hkxk + υk, (11)

where Hk is the known observation model function, and υk is the Gaussian observation noise with zero
mean and covariance Ek.

Assuming the measurements generated by a single target follow a Gaussian distribution, that is

p(zk
∣∣∣xk, υk) = N(zk; Hkxk, Ek). (12)

The distribution of each target state can be expressed as

p(γk, xk, Ek
∣∣∣Zk) = p(γk

∣∣∣Zk)p(xk, Ek
∣∣∣Zk)p(Ek

∣∣∣Zk)

= G(γk;αk|k, βk|k)N(xk; mk|k, Pk|k ⊗ Ek)IWd(Ek; vk|k, Vk|k)
= GGIW(ξk; ζk|k)

(13)

where G(γk;αk|k, βk|k) is the Gamma distribution, αk|k > 0 and βk|k > 0 are its shape parameter and
inverse scale parameter; N(xk; mk|k, Pk|k ⊗Ek) is the Gaussian distribution, mk|k and Pk|k ⊗Ek are its mean
and covariance; IWd(Ek; vk|k, Vk|k) is the inverse Wishart distribution, vk|k and Vk|k are its degrees of
freedom and shape matrix. Note that ζk|k =

{
αk|k, βk|k, mk|k, Pk|k, vk|k, Vk|k

}
is a shorthand for the set of

GGIW density parameters. The detailed implementation of GGIW prediction and update is given
in [21,23–26].

2.4. PMBM Conjugate Prior

Existing studies [40–42] show that developing PMBM conjugate priors-based filters is a significant
trend, due to their excellent tracking performance. In a PMBM model, the extended target set Xk at
time k is divided into two disjoint sets, undetected targets Xu

k and detected targets Xd
k , then the PPP

model is used to describe the distribution of undetected targets Xu
k , and the MBM model to describe

the distribution of targets Xd
k that have been detected at least once.

Xu
k , Xd

k : Xk = Xu
k ∪Xd

k , Xu
k ∩Xd

k = ∅. (14)
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The PMBM set density can be defined as

fk|k(Xk|Zk) =
∑

Xu
k �Xd

k = Xk

f u
k|k(X

u
k |Zk)

∑
j∈J
ω

d, j
k|k f d, j

k|k (X
d
k |Zk), (15)

f u
k|k(X

u
k |Zk) = e

−μu
k|k
∏
ξ∈Xu

k

μu
k|k f u

k|k(ξ), (16)

f d, j
k|k (X

d
k |Zk) =

∑
�

i∈I j
Xi

k = Xd
k

∏
i∈I j

f d, j,i
k|k (Xi

k), (17)

where f d, j,i
k|k (·) is the Bernoulli set density. The MBM has |J| components, and J is the index set

(or MBM component) of the MB in the MBM. I j is the Bernoulli index set of the j-th MB, that is,
the j-th component has

∣∣∣I j
∣∣∣ Bernoulli components. ωd, j is the probability of the j-th MB component.

The conjugacy property determines the intensities of the birth PPP and the initial undetected PPP,
which are expressed by both GGIW mixture density.

Given the PMBM conjugate prior assumption, the extended target tracking is equivalent to
recursively propagate the PMBM density parameters in the prediction step and the update step,
which is shown in Section 3.

3. The GGIW-MD-PMBM Filter

In this section, the GGIW-MD-PMBM filter is presented. Instead of recursively propagating
the joint state distribution of targets (GGIW-PMBM filter), the proposed GGIW-MD-PMBM filter
recursively propagates the marginal distributions and the existence probabilities of each extended
target. The GGIW-MD-PMBM filter can be modeled by the following assumptions:

(1) Clutter is uniformly distributed in the surveillance area with a given Poisson rate λ and is
independent of targets’ distribution;

(2) Each extended target generates at least one measurement per time scan and evolves
independently of the other targets;

(3) The birth PPP intensity is a GGIW mixture with a given Poisson rate μb, weight ωb, and various
density parameters ςbof GGIW;

Db
k+1 = μb

k+1

Nb
k+1∑

j = 1

ω
(b, j)
k+1 GGIW(ξk+1; ς(b, j)

k+1 ). (18)

(4) The initial undetected PPP intensity is also a GGIW mixture with a known Poisson rate μu
0,

weight ωu
0, and various density parameters ςu

0 of GGIW.

Du
0 = μu

0

Nu
0∑

j = 1

ω
(u, j)
0 GGIW(ξ0; ς(u, j)

0 ). (19)

(5) The initial PMBM parameter is empty.

μu
0|0 = 0 and J0|0 = 0. (20)

We assume the birth PPP and the initial undetected targets are all GGIW mixture intensities;
according to the PMBM conjugate property, each target density in the PMBM filter is also a GGIW density.
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3.1. Prediction

3.1.1. Detected Targets

According to the Chapman–Kolmogorov prediction (3) and the posterior PMBM density (15–16),
the predicted distribution f d, j

k|k−1(ξk), j = 1, · · · , Jd,k|k−1 and the existence probability rd, j
k|k−1 of each

detected target at time step k are

f d, j
k|k−1(ξk) = GGIW(ξk; ζd, j

k|k−1), j = 1, · · · , Jd,k|k−1, (21)

rd, j
k|k−1 = pSrd, j

k−1|k−1 , j = 1, · · · , Jd,k|k−1, (22)

where pS is the survival probability, and ζd, j
k|k−1 are the predicted parameters. The weights and number

of predicted MBM components are ω j
d,k|k−1 = ω

j
d,k−1|k−1

andJd,k|k−1 = Jd,k−1|k−1 , respectively.

3.1.2. Undetected Targets

To avoid missed detection, we regard previously undetected targets and current birth targets as
the undetected target set, that is, the undetected targets at time step k include the undetected targets at
time step k− 1 and the birth targets at time step k (this paper does not consider the spawning targets).
The predicted PPP for each undetected target at time step k is as follows:

f ub, j
k (ξk) = GGIW(ξk; ζub, j

k ), j = 1, · · · , Nub
k

, (23)

f uu, j
k|k−1 (ξk) = GGIW(ξk; ζuu, j

k|k−1), j = 1, · · · , Nuu
k|k−1

. (24)

The existence probability is ωub, j
k or ωuu, j

k|k−1 .

ω
ub, j
k , j = 1, · · · , Nub

k
, (25)

ω
uu, j
k|k−1 = ω

uu, j
k−1|k−1pS, j = 1, · · · , Nuu

k|k−1
, (26)

where Nub
k

is the number of birth targets at time step k, and Nuu
k|k−1

is the number of undetected targets at

time step k− 1. ζu, j
k|k−1 are the parameters (ζub, j

k or ζuu, j
k|k−1 ) of undetected targets at time step k. The predicted

PPP for the undetected targets has a Poisson rate

μu
k|k−1

= μub
k
+ Puu

S μ
uu
k−1|k−1

, (27)

where

Puu
S =

Nuu
k−1|k−1∑
j = 1

ω
uu, j
k−1|k−1pS. (28)

The existence probability of undetected targets ωub, j
k and ωuu, j

k|k−1 can be normalized, as

ω
ub, j
k =

μub
k

μu
k|k−1
ω

ub, j
k , ωuu, j

k|k−1 =
μuu

k−1|k−1
μu

k|k−1
ω

uu, j
k|k−1 , and

Nub
k∑

j = 1
ω

ub, j
k +

Nuu
k∑

j = 1
ω

uu, j
k|k−1 = 1. For simplicity, the existence

probability of each undetected target at time k can be represented as ωu, j
k|k−1 , which includes ωub, j

k and

ω
uu, j
k|k−1 .

Through the above analysis, in the prediction step, all extended target distributions and existence
probabilities can be described as

f j
k|k−1(ξk) , j = 1, · · · , Nk|k−1, (29)
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ω
j
k|k−1 , j = 1, · · · , Nk|k−1, (30)

where Nk|k−1 = Jd,k|k−1 + Nuu
k|k−1

+ Nub
k

. f j
k|k−1(ξk) = f d, j

k|k−1(ξk) and ω j
k|k−1 = rd, j

k|k−1

for 1 ≤ j ≤ Jd,k|k−1, f
j−Jd,k|k−1

k|k−1 (ξk) = f uu, j
k|k−1 (ξk) and ω

j−Jd,k|k−1
k|k−1 = ω

uu, j
k|k−1 for Jd,k|k−1 < j ≤ Jd,k|k−1 + Nuu

k|k−1
,

f
j−Jd,k|k−1−Nuu

k
k|k−1 (ξk) = f ub, j

k|k−1(ξk) and ω
j−Jd,k|k−1−Nuu

k
k|k−1 = ω

ub, j
k for j > Jd,k|k−1 + Nuu

k|k−1
.

3.2. Update

If each target predicted density is a PMBM at time k, according to the conjugate prior property,
the updated density is also a PMBM. The updated MBM is given by the formulas (31) and (32),
which contain the MB components predicted by each target in the previous processing step and their
related data associations.

f i
k|k(ξ

(i)
k |Zk) =

∑
Y⊆Z

∑
P∠Y

∑
CC∩I j�∅

ωi,P
k|k f d, j

k|k (ξ
(i)
k |Zk), j = 1, · · · , Jd,k|k−1 + Nu

k|k−1
, (31)

ωi,P
k|k =

ω
j
k|k−1 LPLw∑

Y⊆Z

∑
P∠Y

∑
CC∩I j�∅

ωi,P
k|kLPLw

, j = 1, · · · , Jd,k|k−1 + Nu
k|k−1

. (32)

Here, the predicted likelihood LP of partition and the predicted likelihood Lw of each MB are as follows:

LP =
∏

CC ∩ I j = ∅

|CC| > 1

lC
∏

CC ∩ I j = ∅

|CC| = 1

(κCC + lC), (33)

Lw =
∏

j

LC. (34)

In formulas (33) and (34), for each MB component in each partition cell, the data association can
be divided into the following three types:

(1) The measurement set Z can be divided into the union of two disjoint sets, Z = Y∪ (Z\Y), where
Y corresponds to the clutter and the previously undetected targets’ measurements, and Z\Ycorresponds
to the previously detected targets’ measurements.

(2) For set Y, form a partition of P of non-empty cells C; each cell contains clutter or
target-generated measurements.

(3) For set Z\Y, the union of a set of index subsets
{
I j
}

can be used to represent the measurements
related to the j-th MB component of the detected targets.

In the update step, the Bernoulli parameters of each detected target and the PPP parameters of
each undetected target are determined, as given below.

3.2.1. Detected Targets

In this paper, there are two types of detected targets at time k: The targets detected for the first time
in the measurement set Y, and the previously detected targets are detected again in the measurement
set Z\Y. The first detected targets are processed by the PPP model, and the second detected target is
estimated with the existing MB. According to Equations (9) and (10), the spatial distribution f d, j

k|k (ξk)

and existence probability rd, j
k|k of each GGIW component of the detected target at time k are updated

as follows:
f d, j
k|k (ξ

( j)
k ) =

∑
�

i∈I j
ξi

k = Xd
k

∏
iC∩I j

f d, j,i
k|k (ξ

( j)
k ), j = 1, · · · , Jd,k|k−1, (35)
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rd, j
k|k =

ω
j
k|k−1

∏
CC∩I j

r j,C

∑
j∈J
ω

j
k|k−1

∏
iC∩I j

r j,C
, j = 1, · · · , Jd,k|k−1. (36)

For each partition cell, its predicted likelihood LC is related to the predicted likelihood of each
GGIW component in the spatial density, such as

LC =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

κCC + lC, i f C∩ I j = ∅ ,
∣∣∣CC
∣∣∣ = 1

lC, i f C∩ I j = ∅ ,
∣∣∣CC
∣∣∣> 1

1− rd, j
k|k−1pD + rd, j

k|k−1 pD(
β

d, j,C
k|k−1

β
d, j,C
k|k−1+1

)

α
d, j,C
k|k−1

, i f C∩ I j � ∅ , CC = ∅

rd, j
k|k−1Lu, j,C

k , i f C∩ I j � ∅ , CC � ∅

(37)

The predicted likelihood LC is determined by C∩ I j and the measurement cell CC, as follows:
(1) When C∩ I j = ∅ ,

∣∣∣CC
∣∣∣ = 1 , the predicted likelihood LC is an approximation of the predicted

likelihood of the cell composed of the undetected target-generated measurements and the clutter
measurements in the first detection process. Since this cell contains the clutter and undetected targets’
measurements, LC is related to κCC and lC, where κCC is the predicted likelihood of clutter, and lC is the
predicted likelihood of undetected target-generated measurements.

(2) When C∩ I j = ∅ ,
∣∣∣CC
∣∣∣> 1 , it means the targets detected for the first time are divided into

multiple cells. If there are undetected targets, they must be contained in the above cells, thus LC is only
related to lC.

(3) When C ∩ I j � ∅ , CC = ∅, it means LC is the predicted likelihood when the j-th MB
component of the previously detected target is an empty set.

(4) When C∩ I j � ∅ , CC � ∅, the predicted likelihood LC is the approximation when the j-th MB
component of the previously detected target is not empty. The calculation Lu, j,C

k is presented in [39],
Table 2.

The predicted likelihood lC of undetected targets can be defined as

lC = μu
k|k−1

Nu
k|k−1∑

j = 1

ω
u, j
k|k−1Lu, j,C

k . (38)

According to the different values of C∩ I j and CC, the likelihood probability rj,C can be defined as

rj,C =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lC
κCC+lC

, i f C∩ I j = ∅ ,
∣∣∣CC
∣∣∣ = 1

1, i f C∩ I j = ∅ ,
∣∣∣CC
∣∣∣> 1

rd, j
k|k−1 qd, j,C

D

1−rd, j
k|k−1+rd, j

k|k−1 qj,C
D

, i f C∩ I j � ∅ , CC = ∅

1, i f C∩ I j � ∅ , CC � ∅

. (39)

The effective probability of the missed detection can be defined as

qd, j,C
D = 1− pD + pD(

β
d, j,C
k|k−1

β
d, j,C
k|k−1 + 1

)

α
d, j,C
k|k−1

. (40)
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The spatial distribution f d, j,i
k|k (ξk) of each measurement cell at time step k is as follows:

f d, j,C
k|k (ξk) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ω
u, j
k|k−1 Lu, j,C

k
Nu

k|k−1∑
j = 1

ω
u, j
k|k−1 Lu, j,C

k

GGIW(ξk; ζd, j,C
k|k ), i f CC ∩ I j = ∅

1−pD

qd, j,C
D

GGIW(ξk; ζd, j,C
k|k−1 ) +

pD(
β

d, j,C
k|k−1

β
d, j,C
k|k−1

+1
)

α
d, j,C
k|k−1

qd, j,C
D

G(γk;αu, j,C
k|k−1 , βu, j,C

k|k−1 + 1)

×N(xk; mu, j,C
k|k−1 , Pu, j,C

k|k−1 )IWd(Xk; vu, j,C
k|k−1 , Vu, j,C

k|k−1 ), i f C∩ I j � ∅, CC = ∅

GGIW(ξk; ζd, j,C
k|k ), i f C∩ I j � ∅, CC � ∅

. (41)

The second equation in (41) uses a gamma-mixture reduction to reduce its bi-modal GGIW
distribution to a uni-modal GGIW distribution [44]. Detailed calculations of parameter ζd, j,C

k|k and

prediction likelihood Lu, j,C
k in the GGIW update are provided in [41].

3.2.2. Undetected Targets

The detection probability pD is always less than 1, and the Poisson parameter γk may be zero;
these two cases may cause missed detection of targets. Therefore, we need to consider the above two
situations, and the updated spatial density is

f u, j
k|k (ξk) =

(1−pD)ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

GGIW(ξk; ζu, j
k|k−1) +

pD(
β

u, j
k|k−1

β
u, j
k|k−1

+1
)

α
u, j
k|k−1

ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

G(γk;αu, j
k|k−1 , βu, j

k|k−1 + 1),

×N(xk; mu, j
k|k−1 , Pu, j

k|k−1)IWd(Xk; vu, j
k|k−1 , Vu, j

k|k−1), j = 1, · · · , Nu
k|k−1

(42)

where qu, j
D is the effective probability of the undetected target, and μu

k|k is the PPP Poisson rate of the
undetected targets,

qu, j
D = 1− pD + pD(

β
u, j
k|k−1

β
u, j
k|k−1 + 1

)

α
u, j
k|k−1

, (43)

μu
k|k = μu

k|k−1

Nu
k|k−1∑

j = 1

qu, j
D , (44)

The existence probability is

ω
u, j
k|k =

(1− pD)ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

+

pD(
β

u, j
k|k−1

β
u, j
k|k−1+1

)

α
u, j
k|k−1

ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

, j = 1, · · · , Nu
k|k−1

. (45)

Note: Most of the mathematical details of formulas (42) and (45) are given in the Appendix A.
The Gaussian and inverse Wishart parameters in formula (42) are the same in both cases, but the
gamma parameters are different. Therefore, formula (42) can be reduced by gamma mixing [44] to a
single-peak GGIW distribution and the number of GGIW components remains unchanged.

The main contribution of the GGIW-MD-PMBM proposed in this paper is to recursively propagate
the marginal distribution and existence probability of each target through formulas (21), (22), (29), (34),
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(35), (42), and (45), which is different from the GGIW-PMBM in [40] that it recursively propagates the
joint target state distribution and existence probability.

3.3. Complexity Reduction and Data Association

In the tracking process, as the number of targets increases, the number of unknown data
associations, the number of components in the MBM, and the number of parameters in the PMBM
greatly increase, which brings the problem of “combination explosion”. It is necessary to approximate
the target density through reduction methods. Possible reduction methods include gating, clustering,
pruning, merging, and recycling. In this paper, we focused on developing the approximate method
to recursively propagate the marginal distribution of targets in the prediction and update steps.
The complexity reduction and the data association process used in this paper follow the same methods
used in [40], Section V; hence the complexity reduction and the data association are briefly discussed.

4. Simulation

In this simulation, we compared the proposed GGIW-MD-PMBM filter with the GGIW-PMBM,
GGIW-LMB, and GGIW-PHD filters for multi-target trajectories in the four classic scenarios, which
are provided in the excellent sample MATLAB code [40–43]. Each extended target can be defined as
xk = [pk, vk]

T ∈ R4, where pk ∈ R2 is each target’s position and vk ∈ R2 is the velocity. The motion
model’s parameters used in Formulas (8)–(10) are

f (xk) =

[
I2 TsI2

0 I2

]
xk, Q = Gσ2

aI2GT, G =

⎡⎢⎢⎢⎢⎣ T2
s

2 I2

TsI2

⎤⎥⎥⎥⎥⎦, Hk = [I2 02], (46)

where σa is the acceleration standard deviation and Ts = 1s is the sampling time.
To evaluate the four algorithms’ performance, we used the computing time and the generalized

optimal sub-pattern assignment (GOSPA) metric [47], the cutoff parameter c = 10, and the ordered
parameter p = 1, among which, for the distance measurement, we use the Gaussian Wasserstein
Distance metric [48]. We divided the GOSPA metric into three categories: localization error, false
detection error, and miss detection error. For GGIW-LMB filter and GGIW-PHD filter, we extracted
the target states by taking the mean vector of all Bernoullis whose existence probability is larger than
0.5. For the GGIW-PMBM filter and GGIW-MD-PMBM filter, target state extraction was performed
similarly, but only from the MB component with the highest weight.

In the four scenarios, the target detection probabilitypD, target survival probability pS, the clutter
Poisson rate λ, and the measurement Poisson rate γ used in different scenarios are given in Table 1.
In the first scenario, there are 100 time steps, and 27 highly time-varying targets are randomly generated
in four positions; this scenario aims to compare the four algorithms’ tracking performances with a
high clutter density and high target number scenario. In the second scenario, there are 100 time steps,
and two targets are born well separated, move close to each other, and then split; this scenario aims
to compare the four algorithms’ tracking performance when highly close to each other. In the third
scenario, there are 10 time steps, and five targets are born closely at the same time; this scenario aims
to compare the four algorithms’ tracking performances of handling dense birth. In the fourth scenario,
there are 300 time steps, and two targets first get close and then they maneuver closely before splitting;
this scenario aims to compare the four algorithms’ tracking performance of seriously handling the data
association problem. The target trajectories of different scenarios are given in Figure 1.
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Table 1. The parameters used in the four scenarios.

Scenario pD pS λ γ

Scenario 1 0.90 0.99 60 {7,8,9}
Scenario 2 0.98 0.99 10 {10,20}
Scenario 3 0.90 0.99 20 10
Scenario 4 0.98 0.99 10 {10,20}

 

(a) (b) (c) (d) 
Figure 1. True target trajectories of four scenarios. (a) Twenty-seven targets, (b) separate/close/split,
(c) dense birth, (d) nonlinear maneuver.

Figure 2 gives the average GOSPA error of the four algorithms over 100 Monte Carlo (MC) trials.
Table 2 shows the estimation errors and cycling time of the four algorithms in the four scenarios.
From the simulation results in Figure 2 and Table 2, we can see that the proposed GGIW-MD-PMBM
obtains the general minimum average GOSPA error, which outperforms the other three algorithms;
GGIW-PMBM is the second, and GGIW-PHD obtains the highest average GOSPA error. As for the time
consumption of each MC run, the GGIW-PHD has the lowest computational cost, GGIW-LMB is the
second, and GGIW-MD-PMBM is the third. Compared with other results of normalized location error,
the number of missed targets, and the number of false detection, the proposed GGIW-MD-PMBM
algorithm is generally better than the other three algorithms. In the third scenario, the GGIW-PMBM
filter outperformed the GGIW-MD-PMBM filter in terms of the location error and the number of false
detections; this is because the targets in this scenario are intensively generated at the same location and
at the same time. Compared with the joint state distribution (GGIW-PMBM), the marginal distribution
(GGIW-MD-PMBM) has a larger deviation, but as time increases, the targets gradually move away,
and the average GOSPA error of the GGIW-MD-PMBM filter is still lower than the GGIW-PMBM
filter. The tracking performance of each algorithm in the fourth scenario is worse than in the other
three scenarios; this is because the data association in the fourth scenario is worse than in the other
three scenarios.

(a) (b) (c) (d) 
Figure 2. Comparison of the simulation results of the four algorithms of GOSPA. (a) Twenty-seven
targets, (b) separate/close/split, (c) dense birth, (d) nonlinear maneuver.
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Table 2. Simulation results: the sum of estimation errors and cycling time; GO-GOSPA; LE-normalized
location error; NM-number of missed targets; NF-number of false detection; CT-cycling time.

Scenarios GGIW-PMBM GGIW-LMB GGIW-PHD GGIW-MD-PMBM

Scenario 1

GO 732.8 1246.7 2873.2 729
LE 56.5 76.6 60.7 56.3

NM 61.3 481.0 2311.6 60.7
NF 141.4 96.2 108.5 137
CT 62.5 8.0 4.2 46.2

Scenario 2

GO 550.7 1818.2 4699.5 550.5
LE 268.0 133.9 562.3 265.1

NM 5.6 1479.5 997.5 5.0
NF 16.9 193.8 3083.2 10.8
CT 18.6 7.0 0.3 11.4

Scenario 3

GO 59.2 134.8 280.4 58.3
LE 9.3 11.5 23.1 9.5

NM 11.2 73.8 174.7 10.6
NF 2.1 12.1 31.8 2.5
CT 1.2 0.4 0.1 1.1

Scenario 4

GO 2835.6 6266.3 6257.8 2236.7
LE 1011.2 869.3 176.8 1002.8

NM 253.6 3770.6 5601.2 139.4
NF 175.0 1445.2 470.8 106.2
CT 49.7 6.5 2.2 40.6

5. Conclusions

In this paper, we propose an efficient filter to solve the extended target tracking problem.
Unlike the existing GGIW-PMBM filter that recursively propagates the joint state distribution of
targets, the proposed GGIW-MD-PMBM filter recursively propagates the marginal distributions and
the existence probabilities of each extended target. Comparing the other three extended target filters in
four classic scenarios, the experimental results show that the proposed filter in this paper improves
tracking accuracy and reduces computing time.
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Appendix A

Let pe
k,D be the effective probability of target detection [35] (the set of target detections is nonempty

with probability 1− e−γ( j)), then the updated PPP intensity corresponding to previously existing targets
that are not detected is

Du
k|k(ξk)=

Nu
k|k−1∑

j = 1

(1− pe
k,D)ω

u, j
k|k GGIW(ξk; ζu, j

k|k−1)

=

Nu
k|k−1∑

j = 1

p( j)(γk)N(xk; mu, j
k|k−1 , Pu, j

k|k−1)IWd(Xk; vu, j
k|k−1 , Vu, j

k|k−1)

(A1)
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where p( j)(γk) is

p( j)(γk) = (1− pD)ω
u, j
k|k−1G(γk;αu, j

k|k−1 , βu, j
k|k−1) + pD(

β
u, j
k|k−1

β
u, j
k|k−1 + 1

)

α
u, j
k|k−1

ω
u, j
k|k−1 G(γk;αu, j

k|k−1 , βu, j
k|k−1 + 1). (A2)

At this time, all existence probabilities of the undetected targets can be normalized, and the
existence probability and spatial density of each target can be as follows:

ω
u, j
k|k =

(1− pD)ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

+

pD(
β

u, j
k|k−1

β
u, j
k|k−1+1

)

α
u, j
k|k−1

ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

, j = 1, · · · , Nu
k|k−1

(A3)

f u, j
k|k (ξk) = f u, j

1,k|k(ξk) + f u, j
2,k|k(ξk), j = 1, · · · , Nu

k|k−1
(A4)

where f u, j
1,k|k(ξk) represents the spatial density in the case of a missed detection caused by pD < 1, and

f u, j
2,k|k(ξk) represents the spatial density in the case of a missed detection caused by γk = 0.

f u, j
1,k|k(ξk) =

(1− pD)ω
u, j
k|k−1

Nu
k|k−1∑

j = 1
qu, j

D ω
u, j
k|k−1

GGIW(ξk; ζu, j
k|k−1) (A5)

f u, j
2,k|k(ξk) =

pD(
β

u, j
k|k−1

β
u, j
k|k−1+1

)

α
u, j
k|k−1

ω
u, j
k|k−1
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qu, j
D ω

u, j
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k|k−1 + 1)N(xk; mu, j
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Abstract: Power efficiency is becoming a critical aspect of IoT devices. In this paper, we present
a compact object-detection coprocessor with multiple cores for multi-scale/type classification.
This coprocessor is capable to process scalable block size for multi-shape detection-window and can be
compatible with the frame-image sizes up to 2048× 2048 for multi-scale classification. A memory-reuse
strategy that requires only one dual-port SRAM for storing the feature-vector of one-row blocks is
developed to save memory usage. Eventually, a prototype platform is implemented on the Intel DE4
development board with the Stratix IV device. The power consumption of each core in FPGA is only
80.98 mW.

Keywords: power efficiency; object-detection coprocessor; histogram of oriented gradient; support
vector machine; block-level once sliding detection window; multi-shape detection-window

1. Introduction

Real-time processing ability is required by multiple tasks such as auto-drive, Internet of Things
(IoT) systems, security systems, and so on. Even though the CPU (Central Processing Unit) and GPU
(Graphics Processing Unit)-based solutions are flexible and can be easily used on multiple devices
for different tasks, its low processing speed and high-power consumption make it inefficient for edge
computation devices. Typically, the edge devices using low-power processors find it hard to handle
complex tasks or have to compromise on precision and speed. Meanwhile, hardware-friendly VLSI
(Very Large-Scale Integration) becomes attractive for satisfying the speed and power need of edge
devices. Even the VLSI has an undesirable design complexity and flexibility loss. The high performance
and low power consumption of VLSI implementation are suitable to the edge device which needs to
handle real-time tasks.

1.1. Related Work

Vehicle detection is extremely important for driverless cars or advanced driver assistance systems
(ADAS). With the development of Convolutional Neuron Networks (CNN), many researchers are
working on using CNN for object detection (e.g., YOLO [1], RFCN [2], VGG [3]), but only a small
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subset of papers discuss the running time in any detail. For example, the design in [4,5] have a
considerable accuracy in detection tasks but incur high computation costs to execute their CNN models.
Furthermore, these papers only claim the frame rate they achieve but do not give a full picture of the
speed-power-accuracy trade-off [6]. Though the speed performance of CNN on the GPU platform
has improved a lot, the high memory usage and computation complexity still make it inapplicable for
time-critical and low-power-consumption devices.

Nakahara et al. [7] proposed a YOLO-based object detection architecture on FPGA. To make the
complex CNN network more hardware friendly, they chose to use a light weighted YOLOv2 and
further simplified it to binary weight. According to their paper, for an input image size of 224 × 224,
the detection frame rate is 40 fps. Though their FPGA (Field Programmable Gate Array) implementation
shows a great higher efficiency compared with ARM CPU and Pascal GPU, the detection speed is still
slow and the memory is high when considering the small input resolution.

Feature descriptors like Histogram of Orientated Gradient (HOG), Local Binary Pattern (LBP),
and Haar-like features are also proved to be efficient for vehicle detection [8,9]. As a consequence,
those algorithms require much lower computational resources compared to CNN applications.

For object detection, a multi-scale detector always requires much more memory [10,11]. Usually,
as the size of detection windows is fixed, to detect objects in different scales, a raw image needs to be
buffered into different sizes and this process enhances the usage of storage (e.g., Static Random-Access
Memory (SRAM)).

A sliding window is a common approach for object detection [12]. Classifiers will determine the
similarity between the feature vector of the window and samples. A detection window is divided into
some local regions (blocks and cells) to calculate feature vectors, while the window is shifting on the
image, many cells and blocks are overlapped. One possible solution to avoid overlapping processing
is to calculate each cell and use the results to construct the feature vector of blocks and construct a
detection window. Meanwhile, feature-vector normalization among a block usually requires dividers.
Traditional digital division methods cannot meet the speed requirement. A common way for the fast
division is to create a look-up table to store the reciprocal of divisors and convert the division into a
multiplication and table-lookup problem.

The hardware implementation of the HOG plus SVM (support vector machine) has been discussed
to improve the speed-power performance [13]. Peng [14] studied the HOG feature extractor circuit for
real-time detection and discussed how the sliding window size and cell size can affect the performance.
To increase the robustness, the histograms of cells are combined and then normalized in L2 form to
construct a descriptor of a block.

1.2. Contribution

In this paper, we propose a multi-core object detection coprocessor for multi-scale/type classification
considering the speed-power-accuracy tradeoff within the HOG and SVM framework as shown in
Figure 1. The contribution of this paper can be summarized into three aspects as follows:

Firstly, differing from our previous work [15], a scalable size of a block is implemented in this work,
which enables the flexibility to detect objects in different shapes and scales. For instance, a vertical
rectangle detection window (DW) is often used in pedestrian detection but a horizontal rectangle DW
is suitable for vehicle detection.

Then, a sliding detection window mechanism with a scalable block size enables parallel partial
SVM classifications of all DWs that contain the being-processed block. This can avoid repeated
computations of the overlapped blocks in different DWs and large memory for buffering DWs.
Compared to the previous FPGA-implemented HOG-SVM classifiers [15–18] with only a dedicated
scale, we provide multi-scale detection for vehicle detection in this work.

Finally, an approximation divider with the multiplication of the reciprocal using Taylor expansion
solves the critical path of the normalization circuitry so that it can synchronize to the working frequency
of the image sensor for low dynamic power consumption. In contrast to the general implementation
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of a divider, not only less hardware-resource usage but also the max working frequency of this
approximation divider can be significantly improved from 28.66 MHz to 162.81 MHz with 0.682%
accuracy loss.

Figure 1. The overview of the proposed multi-core object detection coprocessor for multi-scale/type
classification with the HOG and SVM framework.

1.3. Structure

The remaining of the paper is organized as follows. Section 2 introduces the framework with
the HOG feature and SVM classifier. Section 3 presents the VLSI-oriented algorithm for the proposed
framework. The experimental results are discussed in Section 3. Finally, we conclude the paper in
Section 4.

2. VLSI-Oriented Hardware Algorithm for Feature Extraction

2.1. Block-Level Feature Extraction and Normalization Circuitry

The HOG feature extraction starts with dividing the input image into non-overlapping
subcomponents, the so-called cells with the size of wcell and hcell. The gradients are calculated
for each pixel within each cell. The gradient orientation of all pixels in a cell is mapped to B bins for
each cell. The histogram normalized in a block with C×C cells to increase robustness to the variations,
e.g., texture and illumination, results in a final (B×C)-dimensional feature.

Suppose that the size of the detection window is wDW and hDW, since the blocks are overlapped
by a cell, each DW has m× n blocks where m = (wDW/wcell − 1) in horizontal and n = (hDW/hcell − 1)
in the vertical. The final dimensionality of the feature vector (FV) of a DW is

(
B×C2

)
×m× n.

A linear SVM classifier in conjunction with the HOG feature is a popular solution for object detection
except for deep neural networks [4]. The SVM classifier for a DW with a

(
B×C2

)
×m× n-dimensional

FV is trained off-line by training samples with the same size as a DW, i.e., wDW × hDW, so that the SVM
weight has the same dimensionality as a DW, i.e.,

(
B×C2

)
×m× n.

It can be observed that the dimensionality keeps the same when the size of cells, i.e., wcell and hcell
increases or decreases in the same ratio to the size of the DW, i.e., wDW and hDW. One main factor
differencing from the previous works [15–18] is that the size of the DW in this work can be scaled. This is
the reason that, rather than pyramid images, the designed HOG feature extraction module can produce
different sizes of DWs with the same dimensionality and thus achieve the multi-scaled detection.
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For each block, a normalization step is applied to adjust the descriptors of cells in the block during
the construction of the block’s local FV. Supposing that each block has 2 × 2 cells in Figure 2, block 1 (B1)
and block 2 (B2) have two overlapped cells. It is observed that these two overlapped cells are reused
two times in B1 and B2. Furthermore, the presence of, e.g., cell (2, 2) in four blocks (B1, B2, B4, and B5)
leads to 4-fold reuse of this cell. Eventually, as shown in Figure 2, a cell-reuse map (CRM) within
an image shows that corner cells, edge cells, and inter cells overlap one time, two times, and four
times respectively.

 

Figure 2. Illustration of the Cell-Reuse map based on the 128 × 64 DW and 2 × 2 cell blocks within
an image.

Additionally, according to the CRM, the 2-D address of the cell in the image can derive the
blocks which contain it and the locations (top-left, top-right, bottom-left, and bottom-right as shown in
Figure 2) in the blocks. Then, the extracted cell-descriptor is added to the block descriptor memory
for the block-level normalization. Since the blocks are overlapped by one cell, there are w/wcell − 1
blocks. Once the Cell (1, 1) has been extracted, the accumulation of Block 0 is then completed. At the
same moment, the Cell (0, 0) stored in the cell line-buffer is read out for the normalization of Block 0.
Accordingly, besides the first cell line, Cell (1, 0) and Cell (1, 1) must be stored in the cell line buffer.
In the normalization module, the memory usage including the intermediate block memory and the
cell line buffer is w/wcell ×WLblock× Bin + (w/wcell + 2) ×WLcell× Bin bits. Here, WLblock is the word
length of the intermediate value of the cell accumulation for block normalization so that WLblock is
equal to WLcell + 2.

In Figure 3, the HOG feature extraction unit has been implemented in our previous works [19]
with the raster scan manner of the image sensor. It extracts the feature vectors of the cells from the
image and the extracted cell vectors are then transferred into both the intermediate block memory and
the cell line buffer. The cell position points to the location of the intermediate block memory to store the
sum of the cells in their block. Once the sum of the cell vectors within a block is calculated, the feature
vectors of the cells stored in the cell line buffer then divide this sum for normalization. Subsequentially,
the normalized block feature is passed to the next module for partial SVM classification.
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Figure 3. Block-level normalization. Cell position in a block and image is given by CRM.

The critical path in the block normalization module is the divider. In this work, we consider the
division as the multiplication of the dividend and the reciprocal of the divisor as Equation (1) where
the reciprocal uses Taylor expansion. First, the divisor X is normalized into [1, 2) as illustrated in
Equation (2). Then we apply the first two series of Taylor expansion to estimate x as in Equations (3–5).

Y
X = Y × 1

X (1)

X = x× 2 j x ∈ [1, 2) (2)

f (x) = 1
x ≈ fi(xi0) + f ′i (xi0 − x) (3)

fi(xi0) =
1

xi0
f ′i (xi0) =

1
xi0

2 (4)

To minimize the look-up-table of the fi(xi0) and f ′i (xi0), domain [1, 2) is divided into n parts and
we use the middle point xi0 of each part to represent the value of the part in Equation (6). To make up
for the loss of accuracy, Newton iteration [20] is used to increase the accuracy in a very efficient way.
Finally, the division value can be given by Equation (7).

xi0 = 1 + i× 2−n − 2−n−1 (5)

f2(x) ≈ f (x) × (2− x× f (x)) (6)

Y
X = Y × f2(x) × 2− j (7)

As shown in Figure 4, the normalization unit is to map the dividend into a number within [1, 2)
after a bit-shifting. In particular, the look-up-table, in which the number within [1, 2) is divided into n
parts, determines the accuracy precision of the result. Of course, this is a tradeoff of the result accuracy
and the hardware resource.
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Figure 4. Optimized divider. The dividend is normalized into (1, 2) and a lookup table is then used to
estimate the Taylor expansion of the reciprocal of dividend.

2.2. Scalable-Block-Size Based Sliding-Detection-Window (SBSSDW) Mechanism

Compared to our previous works in [19], in this work, the block-level normalization requires a
larger memory but brings a smaller index look-up table and a lesser memory address calculation in the
partial classification stage. For instance, a 128 × 64-pixel DW contains 420 cells but only 105 blocks so
that the index and address number assignment of the overlapped DWs can be reduced to four times
less than the cell-based method.

In particular, this work develops a scalable block size for multi-shape objects instead of the
fixed cell/block size. For detecting objects in the input image, usually, the object will be detected
by a sliding window with the overlapping of a block. Instead of the repeated computation of the
overlapped cells and a large memory for buffering the window and the entire image, we develop a
scalable-block-size-based sliding-detection-window (SBSSDW) mechanism in this work. For every pixel
(m, n) and 0 ≤ m < w, 0 ≤ n < h, it should be included in a block (i, j), where m/wblock = i, n/hblock = j.
Consequently, we can model the index of the first window which contains the block (i, j) as shown in
(10) to construct the window vectors. Here, each DW with the index (iDW) is a 1-dimensional vector to
represent the number of DWs overlapping by a block, i.e., (w−wDW/wblock + 1)× (h− hDW/hblock + 1).
For example, a VGA image has 832 DWs while each DW has 128× 64 pixels and each block contain
2 × 2 cells with 8 × 8 pixels. Hence, the index starts from 0 to 831.

iFW =

∣∣∣∣∣ j− hDW

hblock

∣∣∣∣∣× (w−wDW

wblock
+ 1
)
+

∣∣∣∣∣i− wDW

wblock

∣∣∣∣∣ (8)

(
0 ≤ i ≤ w−wDW

wblock
, 0 ≤ j ≤ h−hDW

hblock

)
(9)
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Furthermore, the number of DWs that contains the block (i, j) can be calculated to decide the
numbers of replications of this block, i.e., Nhor × Nver where Nhor in horizontal and Nver in vertical by
Equations (10) and (11) respectively.

Nhor =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i + 1, 0 ≤ i < wDW

wblockwDW
wblock

, wDW
wblock

≤ i < w
wblock

− wDW
wblockwDW

wblock
− i, w

wblock
− wDW

wblock
< i ≥ w

wblock

(10)

Nver =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
j + 1, 0 ≤ j < hDW

hblock
hDW
hblock

, hDW
hblock

≤ j < h
hblock
− hDW

hblock
hDW
hblock
− j, h

hblock
− hDW

hblock
< j ≥ h

hblock

(11)

As Figure 2 shows, a block can be used in different DWs. After the block-level normalization,
the FV of each block is used to construct the partial FV of the overlapped DWs.

In the case of Block 3 in Figure 2, its index (iFW =0) of the first window and the number of DWs
( Nver × Nhor = 2 × 2 = 1) containing Block (1, 1) can be calculated at the same moment based on
the coordinate. The classification of the DWs is partially computed and the intermediate results are
buffered in memory. This can significantly reduce memory usage and certainly reduce the delay in the
classification of DWs. Once the FV of the last block of a DW0 is extracted, the classification for DW0
with a linear support vector machine (SVM) [8] can be completed with a short delay.

The linear SVM approach aims to construct a classifier which can be mathematically represented
like y(

→
v ) = sgn[f(

→
v ,
→
w)]. Here,

→
v and

→
w represent the FV of DWs and weight vector, f(

→
v ,
→
w) is the

kernel function and sgn(·) is the sign function. The FVs of DWs were mapped into two classes, positive
and negative by the classifier y(

→
v ) and then the cost function would be used to evaluate the cost

between the label of the
→
v and y(

→
v ).

The SVM prediction part uses the parameters from the off-line trained model to classify the class
of a DW. The weight vector

→
w and the bias b are the two essential components from the trained linear

SVM model, which is initially stored in the dual-port memory (DPM) in advance. Then the FV of
a DW multiply-accumulated the weight vector and finally adds the bias b to predict the positive or
negative class.

In the hardware architecture (Figure 5) for SBSSDW, the pixel coordinates are converted to
the position of the processed cells and blocks in a frame for calculating the corresponding index of
the first window, Nhor and Nver. In the beginning, the index of the first window is set to iFW and
the index then increases after handling the components of block-level FVs from iFW to iFW + Nhor
horizontally. When the processing reached the end of a row, the index is reassigned to iFW + x × n
where n = (w−wDW)/Wblock representing the maximum overlapped sliding window in the horizontal
direction of a frame and x is the row number of the DW. Finally, the classification of a block ends until
the index reaches iFW + Nhor + (Nver − 1) × n.

For a block, its corresponding components of FVs of a DW are readout. Meanwhile, the classification
intermediate values of the DW stored in the SRAM are firstly read out to continually compute the SVM
classification. The classification will be completed if this block is the final pitch of the DW. The above
operation is then repeated until all DWs contain this block. As a consequence, the block should be
stored in a FIFO.

It can be observed that the classification processing starts at the last pixel-row of a frame and
need to be completed in w× hblock clocks. The feature-extraction and block-level normalization unit are
synchronized with the working frequency of the image sensor. Whereas, a buffer for block FVs, i.e.,
FIFO, has to be used to store the unprocessed data. Hence, this causes a tradeoff between the buffer size
and the power dissipation. The buffer size can be significantly reduced when the SVM classification
module adopts a higher working clock frequency but with high power dissipation. On the other hand,
the working frequency can synchronize to the HOG feature and normalization module when the
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classification DWs for a block under processing is parallelized. In the case of the maximum parallelism
with hDW/hblock ×wDW/wblock, although the FIFO does not need to be set, the memory of the weight
for SVM requires hDW/hblock ×wDW/wblock ports. As a consequence, parallelism defines the complexity
of the hardware resource in the SVM module.

Figure 5. Hardware architecture of SBSSDW, the pixel index, Nhor and Nver is calculated by this module.

2.3. Multi-Scale Detection with Multi-Core Implementation

Usually, an image pyramid is generated for each frame for supporting multi-scale detection.
In the case of a single core, besides the large buffer for scaled images, a high working frequency must
be applied to process these additional scales.

In this work, a multi-core architecture can avoid the frame buffer memory and a high working
frequency. Each core detects objects with a scaled DW by adjusting the width and height of the
cell in the HOG feature extraction module as described in Section 3.1 and Figure 2. For each core,
the key parameters vary because of the different sizes of sliding windows. In other words, each core
will construct their map of reuse times of each cell, the index of each cell, and the feature vectors.
The number of cores is equivalent to the number of scaled images to detect objects in different sizes
while each core has the same on the hardware structure.

3. Experiment Results and Discussion

3.1. Hardware Implementation and Performance Analysis

To estimate the performance, we deployed this work on the Intel DE4 development board (Stratix
IV GX EP4SGX230 [21]) with an STC-MC83PCL [22] camera-input XGA signal (1024 × 768 @ 60 Hz),
as shown in Figure 6. In this work, the image size is constrained by two factors: w the width of the line
buffer in the Sobel filter module and DPcellmem, the depth of the memory for storing the intermediate
FVs of cells in a row in Figure 2, i.e., DPcellmem = w/wcell. As illustrated in Figure 5, synchronized with
the pixel-based HOG feature extraction, the pixel coordinates are also converted to the position of
the processed cell in the image frame for the simultaneous calculation of the corresponding index of
the first window iFW , Nhor and Nver. The weight of the offline trained SVM classifier is initialized in
the DPM.
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Figure 6. FPGA-based prototype system deployed on the Intel DE4 development board (Stratix IV GX
EP4SGX230).

3.2. Discussion and Comparison

We define the width of the line buffer w= 2048 and the depth of the cell FV memory DPcellmem = 256.
Table 1 list the resources, working frequency, and power dissipation for different modules. Most of the
intense computing process is the normalization and SVM module. To avoid data overflow between
modules and large FIFO due to different processing speeds, the working frequency of the SVM module
must be two times faster than the Sobel filter, HOG feature, and the normalization module. The working
frequency of Sobel, HOG, and normalization can be synchronized with the pixel clock, which is 65 MHz
for XGA. The max working frequency of the Sobel filter and the HOG feature can easily satisfy this
speed requirement. In particular, the maximum working frequency of the Quartus LPM divider IP
core, e.g., the 18-bit divider with 28.66 MHz, is hard to meet the speed for real-time processing. In this
work, we thus improve the critical path caused by the divider in the normalization module using
Taylor expansion. The accuracy loss of the divider is only 0.682% and while this is small enough, it has
a limited effect on the SVM prediction. Meanwhile, the max working frequency of the normalization
module has been improved to 162.81 MHz.

The power consumption of each module and the whole design estimations are shown in Table 1
where it is estimated using Quartus Power Estimator 18.1 with their max working frequency. In the
case of the same working frequency, the powers of the Sobel Filter, HOG Feature, and normalization
parts increase gradually because of the increased resource usage of each module. This can explain why
the SVM part consumes the highest power, i.e., its highest clock frequency and most resource usage.
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Table 1. Hardware resources of each module *.

Sobel Filter
HOG

Feature
Normalization SVM Total

Combinational ALUTs 442 549 4678 3017 8686

Dedicated Logic Registers 616 587 1694 5319 8216

Block Memory Bits 18,432 49,152 39,616 174,080 281,280

Max Working Frequency 356.63 MHz 323.31 MHz 162.81 MHz 136.43 MHz

Actual Working Frequency 65 MHz 65 MHz 65 MHz 130 MHz

Power Consumption 2.84 mW 3.51 mW 9.47 mW 65.17 mW 80.98 mW

* All the resources are measured by Quartus Premium 18.1.

By using the SBSSDW, only a small part of the intermediate FVs need to be stored for SVM
prediction and finally, we reduced the total SRAM usage to 281 Kbit, in which 73.7 Kbit is used to store
the weight for SVM classification. Consider that the max working frequency of SVM, 136.43 MHz,
and the detection speed is 60 fps for an XGA (1024 × 768 pixels) video input or 30 fps for a 2K
(2048 × 2048) video. Compared with other related work as shown in Table 2, our work uses significantly
less memory than [16]. Additionally, the hardware resource with the throughput of 60 fps XGA video
of this work is only one-tenth that of [17] with a throughput of 60 fps VGA.

Table 2. Resource comparison.

[16] [17] [18] [15] This Study

Combinational ALUTs 85,837 87,306 6551 7652 8686

Dedicated Logic Registers 406,978 77,726 4375 4503 8216

Block Memory Bits (Mbit) 2.55 2.97 NA 0.13 0.28

Max Working Frequency (MHz) 135 108.19 50 * NA 130

Frame rate (fps) 68.18 60 25 60 60

Resolution 640 × 480 640 × 480 640 × 480 1920 × 1080 1024 × 768

FPGA platform Virtex-6 Cyclone IV Stratix IV

* NA means this value is not listed in the reference paper.

We are using the KITTI object detection suite [23] as our database, which contains 7481 training
images and 7518 test images, comprising a total of 39,595 labeled objects (including cars, pedestrians, and
cyclists). As we focused on detecting cars, we picked out 6996 samples from all the 33,259 labeled cars
as our positive training samples and randomly extracted 40,000 carless samples from the large picture
as our negative training samples. Classification results are simulated by the software implementation
and the results are illustrated in Figure 7. To quantify the performance of our implementation, we plot
the precision-recall curve (Figure 7) with the measurement criteria discussed in [23], which is the
formal evaluation mechanism of the KITTI dataset and the average precision of our result is 52.07%,
where the error rate indicates that the detected bounding boxes are correct only if they overlap by at
least 50% with a ground truth bounding box. This average precision ranks at 316th in the car precision
list of KITTI except for the speed performance due to the hardware implementation.
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Figure 7. The precision-recall curve of our vehicle detection classifier. For a required recall, if our
result can reach the recall, the corresponding precision can be calculated according to the measurement
criteria in [23].

This result implies that it is difficult to detect vehicles in a relatively complex environment because
of the inherent property of the HOG feature, which is sensitive to the complex edge characteristic
information. As shown in Figure 8, the classifier not only detects the real vehicles but also treats some
buildings and backgrounds as the vehicle. The complex environment means that the scenario with
edge information of buildings and background appear as vehicle-like outlines. Further work needs to
be conducted to detect vehicles in a complex environment with complex feature combinations.

 

Figure 8. Detection example in the scenario with complex edge information of buildings and
background-appearing vehicle-like outlines.

Since the size of the DW is scalable, in this work, we compare the classification result of both the
64 × 128 (1:2) and the 128 × 64 (2:1) detection windows. Normally, the SVM classifier is trained by a 1:2
scaled window for pedestrian detection, but in our design, we found that the shape of the detection
window can significantly influence the result of classification since the orientation of cars is different
compared with pedestrians. Finally, we chose to use a 2:1 scaled window with different sizes to detect
car objects.
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4. Conclusions

This paper presents a hardware-friendly architecture on FPGA that implements a cell-based
Histogram of Oriented Gradient (HOG) feature extraction circuitry, a block-level normalization unit,
and a partial Support Vector Machine (SVM) classifier module within a scalable-block-size-based
sliding-detection-window (SBSSDW) mechanism. Within the SBSSDW method, the feature vector of
each detection window (DW) can be constructed according to the location of the block in a window
without a large buffer. Additionally, the proposed architecture is capable of the scalable size of the DW
from 32 × 32 up to 2048 × 2048 pixels. The experimental results show that the coprocessor attains an
average precision of 52.07% with the power dissipation of 80.98 mW. The accuracy performance implies
that the complex edge characteristic information significantly affects the HOG feature. Thus, a feature
combination is to be conducted to detect objects in a complex environment in our further work.
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Abstract: Internet of Things (IoT) devices bring us rich sensor data, such as images capturing
the environment. One prominent approach to understanding and utilizing such data is
image classification which can be effectively solved by deep learning (DL). Combined with
cross-entropy loss, softmax has been widely used for classification problems, despite its limitations.
Many efforts have been made to enhance the performance of softmax decision-making models.
However, they require complex computations and/or re-training the model, which is computationally
prohibited on low-power IoT devices. In this paper, we propose a light-weight framework to enhance
the performance of softmax decision-making models for DL. The proposed framework operates
with a pre-trained DL model using softmax, without requiring any modification to the model.
First, it computes the level of uncertainty as to the model’s prediction, with which misclassified
samples are detected. Then, it makes a probabilistic control decision to enhance the decision
performance of the given model. We validated the proposed framework by conducting an experiment
for IoT car control. The proposed model successfully reduced the control decision errors by up to
96.77% compared to the given DL model, and that suggests the feasibility of building DL-based IoT
applications with high accuracy and low complexity.

Keywords: deep learning; softmax; decision-making; classification; sensor data; Internet of Things

1. Introduction

The unprecedented success of the Internet of Things (IoT) paradigm has changed and reshaped
our daily lives. We start a day by asking smart speakers, such as Amazon Echo or Google Home,
about the weather, remotely control the home appliances and door lock, and switch off the light from
mobile devices before going to bed. As was inevitable, IoT is now playing an important role in many
other fields, such as industry [1,2], healthcare [3,4], energy [5,6], transportation [7,8] and environment
monitoring [9], to name a few. The increasing number of pervasive and widespread, Internet-connected
IoT devices capture the environment and generate an enormous amount of data, which is becoming
one of the major sources of information nowadays. To understand such massive sensor data, and thus,
to draw meaningful information out of it in an autonomous manner, various approaches have been
applied, including deep learning.

Deep learning is a type of or a class of techniques in machine learning [10,11] that surpasses the
capacity of machine learning in many applications such as computer vision and pattern recognition.
Deep learning is a representation learning technique, and is capable of learning a proper representation
for the given task, such as classification or detection, from the sensor data. Deep learning is now one
of the most actively studied areas, and it is expected to contribute much to the success of many IoT

Sensors 2020, 20, 4603; doi:10.3390/s20164603 www.mdpi.com/journal/sensors161



Sensors 2020, 20, 4603

applications. As a result, applying different deep learning techniques to IoT applications [12,13] is also
gaining much attention nowadays.

Among those areas deep learning excels in, we focus on a classification task in this paper.
Classification is a popular supervised learning task in deep learning [10], wherein a trained model is
asked to predict which of the classes or categories the unseen input belongs to. Deep learning is carried
out by using a neural network model that learns features from the input data. For clarification, a deep
neural network with a multi-layer, fully connected perceptron is referred to as artificial neural network
(ANN), whereas a network with convolution and pooling layers is a convolutional neural network
(CNN). For the output classifier of ANN, CNN and other deep neural network models, the softmax
function is the most widely used [10] combined with cross-entropy loss, thereby called, softmax loss.

Although the primitive or basic deep neural network models have shown surprisingly excellent
classification performances in many applications, many research communities have been striving for
better performance. Such efforts can be roughly divided into two research directions. One is to design
sophisticated network models [14–16], and the other is to replace the softmax loss with an advanced
equivalent [17–19]. Among these, we briefly review the latter which are closer to what we focus on in
this paper.

In general, to achieve a better image recognition performance for face identification and
verification, for example, many researchers have focused on how to effectively classify a given
face, i.e., mapping a face to a known identity, and determining if the two given faces are identical,
respectively [20,21]. For such tasks, the chosen features from the decision boundary can immensely
affect the classification or recognition performance. Therefore, extracting ideal features having
small intra-class and large inter-class distances under a given metric space is the most important,
yet challenging, task. Among the previous work tackling the issue with softmax loss, angular softmax
loss for CNN [17] is proposed to adjust the angular margin when the model determines decision
boundaries for the feature distribution, and it helps CNN learn angularly discriminative features.
In [19], the authors introduced another softmax loss that contributes to incorporating the margin in
more instinctively and interpretable manners, while minimizing the intra-class variance, which was
considered to be the main drawback of the widely-used softmax loss. Liu et al. [18] proposed
a large-margin softmax loss function, called L-softmax, which effectively enhances both intra-class
compactness and inter-class separability between the already-learned features. Furthermore, L-softmax
can adjust the desired margin, while preventing the network model from being overfitted. With respect
to the hardware-centric research, Wang et al. [22] proposed optimizing the softmax function by
mitigating its complexity by means of an advanced hardware implementation. The authors showed
that by reducing the total number of operations in the constant multiplication, the adjusted softmax
function architecture enables multiple algorithm reduction, fast addition and less memory consumption
at the expense of a negligible accuracy loss. These approaches successfully enhanced the classification
performance in the domains of their concerns. However, many of such advanced techniques may not
be viable or practical when dealing with low-power IoT devices.

In this paper, we assume a situation wherein a trained model from a simple neural network
architecture is given to low-power IoT devices. In general, IoT devices are limited in computing
power, energy and memory capacity. Thus, running sophisticated and complex neural networks or
advanced loss models are challenging [13], and even impractical for real-time IoT applications, such as
self-driving cars. Additionally, changing the existing network model to a different one for better
performance may take a significant amount of time, and it will delay the deployment stage. In general,
shifting to a different network model requires several iterations of training (from a vast amount of
data), testing and hyper-parameter tuning tasks. Thus, it is necessary to devise a low-complexity
method to enhance the performance of deep learning models for IoT.

On the other hand, in the cases without IoT devices, there exist some sophisticated deep learning
models that achieve a close-to-perfect accuracy. Nevertheless, it is impossible for a model not to make
any mistakes, and such subtle errors may result in severe damage in mission-critical systems, such as
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battlefields and hospitals [23]. One may propose an application-specific way to further reduce errors,
but it cannot be applied to general applications. Thus, it is necessary to devise a one-size-fits-all
approach to assisting a deep learning model to achieve a better accuracy that can be used with general
deep learning models.

To enhance the performance of a given deep learning model without incurring any additional
significant or time-consuming computation, we propose a low-complexity novel framework which
operates as an add-on to the general deep learning models without requiring any modification on the
model’s side. The basic idea of the proposed framework is straightforward. For the given input x,
the softmax output y is a vector of yi’s, where yi = P(i|x) is the posterior probability of x belonging to
class i ∈ {1, 2, · · · , Nc} and Nc is the number of classes/categories. Although the following arg max
operation takes the most likely class, it does not care about how close the corresponding probability
is to 1. Furthermore, if the largest probability yj = max{yi|yi ∈ y} was not so much different from
the second-largest yk = max{yi|yi ∈ y\{yj}}, the model might be, what we call, uncertain about
its prediction or decision. We propose to measure such decision uncertainty in a single quantity by
using the well-known Jain’s fairness index [24], which has been widely used in the computer network
domain [25]. In this paper, the computed fairness score of the softmax output is referred to as the
uncertainty score, and is used to measure the level of uncertainty as to the model’s prediction.

In this paper, we propose a light-weight, uncertainty-score-based framework that effectively
identifies incorrect decisions made by softmax decision-making models. We also propose a novel way
to make mixed control decisions to enhance the target performance when the given deep learning
model makes an incorrect decision. Additionally, the proposed framework does not make any change
to the given trained model, but it simply puts an additional low-complexity function on top of the
softmax classifier. The specific contributions we make in this work are summarized as follows:

• We propose a novel framework for the widely-used softmax decision-making models to enhance
the performance of the given deep learning task without making any modification to the given
trained model. Therefore, the proposed framework can be used with any neural network models
using softmax loss.

• We propose to use an uncertainty score to gauge the level of uncertainty as to the model’s
prediction. In a nutshell, the similarity among the softmax output is interpreted as how sure the
model is about the current decision. To this end, we developed a practical method to effectively
detect incorrect decisions to be made by the given deep learning model.

• We propose an effective way to enhance the performance of a deep leaning control system by
making a mixed control decision. When the given model is believed to be yielding an incorrect
decision/prediction, the proposed model replaces the model’s output with the probabilistic
mixture of the available actions in order not to deviate much from the correct decision.

• We propose a low-complexity yet effective method to enhance the performance of the softmax
decision-making models for low-power IoT devices. By using the time complexity terms, we show
that the proposed framework does not incur any significant load from the given decision-making
model, and thus, it can be used for online tasks.

• We show by an empirical study how the proposed framework effectively enhances the
performance of the softmax decision-making tasks. To be specific, we carried out an experiment
for IoT car control; we designed a control decision system that utilizes the softmax output to
make a mixed, probabilistic car control decision when the model prediction is of low certainty.

Our work presented in this paper is innovative in that it suggests a new and systematic way
of enhancing the performances of deep learning models. The proposed method treats the trained
model as a black box, and thus, it can be applied to general deep learning models with little overhead.
Additionally, it takes advantage of the entire softmax output to generate a decision when the model
fails. The proposed approach is different from the previous studies focusing on either revising the
deep neural networks or loss models. Additionally, by statistical and evaluation studies we show that
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not only the largest softmax output to be taken by the arg max operator, but also the actual values in
the entire softmax output can be utilized to enhance the performances of deep learning models in the
low-power IoT device control domain.

The rest of this paper is organized as follows. Section 2 introduces a brief overview on image
classification and softmax loss. In the following Section 3, we describe the proposed framework to
enhance the performances of deep neural networks with softmax loss. Section 4 presents experiment
results, and the following Section 5 includes some discussion along with some notes as to the proposed
framework. Finally, Section 6 concludes the paper.

2. Background and Motivation

In this section, we briefly review the classification problems on deep neural networks with softmax
loss, and Jain’s fairness index, which plays a key role in the proposed framework as an uncertainty
score. Then, we introduce our findings and understanding that motivated this work.

2.1. Background: Softmax and Uncertainty Score

As aforementioned, we consider ANN and CNN models with softmax loss for classification tasks.
The lower layers in such networks can be seen as a feature extractor, and the last fully connected
one as a classifier. As suggested in [18], we denote the combination of the cross-entropy loss and a
softmax function of the last fully connected layer in a neural network by softmax loss. The given
neural network is fed with the input data and trained using back-propagation by minimizing the loss
which acts as an error signal. Therefore, which loss model to use is important for neural networks to
effectively and efficiently train the network.

The classification problem, which frequently arises in deep learning tasks, is defined as follows:
train the neural network model, f : Rd −→ {1, · · · , Nc} so that for the given input x ∈ Rd; let i = f (x)
be the correct prediction on to which class does the input belong to. The last network layer outputs a
vector y which is the set of probabilities that the given input belongs to each class. Taking the arg max
operator on y yields the class indicator i ∈ Z++, where the arg max operator finds the argument that
yields the maximum value from a given function. Please note that depending on the beginning index
of classes, we may have i ∈ Z+ be the case. The softmax loss is defined as below, following similar
notation to that used in [26]:

L = − 1
M

M

∑
i=1

log
eWT

yi
xi+byi

∑Nc
j=1 eWT

j xi+bj
(1)

where M is the size of the mini-batch, xi ∈ Rl is the learned feature that belongs to the yi class, l is
the feature dimension, Wj is the j-th column of the weight matrix W in the last fully connected layer
and b is the bias.

One key component in the proposed framework is to use a fairness index or score to measure the
level of uncertainty as to the model’s prediction, called the uncertainty score. We use the well-known
Jain’s fairness index to compute the uncertainty score, which is defined as:

J (y1, y2, · · · , yn) =
(∑n

i=1 yi)
2

n · ∑n
i=1 y2

i
(2)

where yi ∈ y and y ∈ Rn. The fairness index ranges from 1/n, representing the most unfair values
among yi’s, to 1 for being perfectly fair. Suppose a binary classification task, mapping each input
to either of two classes. The softmax output vector y has two real values yi ∈ [0, 1], ∀i = {1, 2},
and ∑i yi = 1. For a given input x1, if the softmax output is [0.0, 1.0], the model predicts the given
input to belong to the second class. The corresponding fairness score is 0.5, having the worst fairness.
Having a low fairness score implies that the model was certain about its decision, and thus, a high
probability was given to the most-likely class. This is when there is little uncertainty in the model’s
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decision. For another input x2, if the softmax output is [0.49, 0.51], the model predicts the given
input to belong to the second class. The corresponding fairness score is 0.9996, achieving almost the
perfect fairness. Having a high fairness score indicates that the model was uncertain about its decision,
and thus, high probabilities were given to both classes. This is when there is a high uncertainty in the
model’s decision.

For this reason, we interpret the fairness score among the softmax output as the uncertainty score
which measures how uncertain the model is about its decision/prediction. The proposed framework
relies much on the uncertainty score, and thus, the proposed framework is called UFrame hereafter.

2.2. Motivation: Uncertain Model Prediction

To address what motivated our study, we first take the classification task for the MNIST
handwritten digit database [27] as an example. We modeled a simple ANN, as shown in Figure 1,
which yielded about 95% accuracy on the test data. Please note that we consider running the
trained model on a low-power IoT device, and thus, we chose an extremely simple ANN model.
We also obtained the 2D embedding result of the learned features, as shown in Figure 2, in which the
misclassified digits are colored in red.

Image_Input: InputLayer Hidden_Layer1: Dense Hidden_Layer2: Dense Softmax_Output: Dense

Figure 1. The simple ANN structure we used for the MNIST handwritten digit classification task.
The second hidden layer is added to embed the learned features into 2D.

As can be seen from Figure 2, samples of the same labels form clusters, implying that different
classes have different statistical characteristics. The misclassified samples tend to be apart from the
corresponding cluster center. Said finding inspired many studies aiming at enlarging the inter-class
gaps by using sophisticated loss models [17–19]. Since we assume a setting where re-training or adding
additional complexity to the neural network model is challenging for the limited resources of IoT
devices, we rather focus on discovering a signal of misclassification by means of the uncertainty score.

(a) (b)
Figure 2. 2D embedding of the learned features for the ANN is displayed. For better visibility, the left
figure shows only the first 1000 samples in the test dataset. Correctly classified digits are colored in
black, whereas misclassified ones are in red. (a) First 1000 samples in the test dataset; (b) entire sample
of the test dataset.

Figure 3 shows the uncertainty scores computed from the test dataset. The two upper images,
Figure 3a,b, show the uncertainty score histogram of the softmax output of each test sample.
On the other hand, the lower two images, Figure 3c,d, show the uncertainty score histogram of
the two largest softmax outputs for each test sample. It is clear from both upper and lower figures
that correctly classified samples have concentrated uncertainty distributions centering to the left,
whereas misclassified samples have widespread distributions comparatively centering to the right.
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That is, most of the correct classifications are made with almost certainty; in other words, the softmax
output of the likely digit is almost 1, and the rest are almost 0, resulting in a low uncertainty score.
On the contrary, for the misclassified samples, the model prediction was uncertain, yielding high
probabilities for many classes. In addition, by comparing Figure 3b–d, we can see that taking the two
maximum softmax outputs to compute the uncertainty score, i.e., Figure 3d, results in a more distinct
distribution pattern compared to its counterpart, Figure 3c.

(a) (b)

(c) (d)
Figure 3. Histograms of the uncertainty scores with the interval of 0.02. Figures in the left column
show the uncertainty score histograms of the correctly classified test samples, and the right column
is for the misclassified test samples. (a) Uncertainty score histogram of the entire softmax output
of the correctly classified samples. (b) Uncertainty score histogram of the entire softmax output of
the misclassified samples. (c) Uncertainty score histogram of the two largest softmax outputs of the
correctly classified samples. (d) Uncertainty score histogram of the two largest softmax outputs of the
misclassified samples.

The proposed UFrame is based off of the aforementioned findings that: (1) the uncertainty scores of
the correctly classified samples have a distinct pattern compared to that of the misclassified ones; (2) the
uncertainty scores of the two largest softmax outputs are more informative because the distribution of
the correctly classified digits is concentrated to the left and that of the misclassified one is to the right,
and the difference between those two is noticeable; and (3) different classes have different statistical
characteristics. Such findings led to the proposed UFrame, which is explained in detail in the following
section.

3. Proposed Method

Based on the findings in Section 2, we propose a novel framework, called UFrame, that effectively
identifies misclassification and makes a mixed decision to enhance the performance of the given control

166



Sensors 2020, 20, 4603

task. By using a widely-used MNIST dataset, we validated UFrame as to whether it can effectively
identify misclassified samples.

3.1. Algorithm Description

Figure 4 illustrates the proposed UFrame. Those boxes with black solid lines are the regular (deep)
neural network workflow, and the ones with red dash lines belong to UFrame. The proposed UFrame
runs as follows. First, by using the model output from the validation dataset, assuming it is available,
it learns the error detection threshold which is to be explained in detail later. This step is carried
out offline without disturbing the operation of the regular deep learning workflow. The computed
threshold values get stored in a table for constant-time access. Then, for each new datum given to the
model, UFrame takes the two largest values in the softmax output, and then computes the uncertainty
score. Said score is referred to as the max2 uncertainty score hereafter. The error detector module
compares the max2 uncertainty score to the threshold to determine whether or not the upcoming
decision by the arg max function is likely to be incorrect. If the max2 uncertainty score exceeds the
threshold, the error flag is set to true, 1 or on; otherwise, it sets the flag to false, 0 or off. If the error flag
is false, the control decision module uses the model’s prediction as it is. If the error flag is true, on the
other hand, the control decision module makes a mixed control decision as follows.

given, trained 
model softmax argmax

Model’s
prediction

Threshold 
learning

Compute
max2 

uncertainty

Input
data

Offline, with the
validation data set

Error
detector

Error
flag

Control 
decision

Figure 4. The proposed UFrame operates as a wrapper module for the given trained neural network
model. UFrame includes the components inside the red dotted box, whereas the rest of the boxes in
black solid lines belong the regular workflow of a general neural network model using softmax loss.

Let i be a class index, indicating one of the possible actions the IoT device can make. It can be one
of the directions an IoT car can move towards, or a robot arm movement. In the regular deep learning
workflow, for an input datum, the deep learning model predicts which action to take, and passes
the decision to the IoT device as a control signal. Having Nc number of classes implies there are the
same number of actions available. Let each viable action be ui with i being the class index. The deep
learning model predicts to which class i the input belongs to, and the corresponding control decision
becomes ui, if the error flag is off. That is, the model’s prediction is passed to the IoT device as it is
when the error flag is off. However, if the error flag is on, the model’s prediction is uncertain, and thus,
the control decision module makes a mixed control decision in the following manner. It first transforms
all possible actions ui, ∀i to Nc number of different unit vectors in an Rq space, where q is task-specific.
Given the softmax output y, the mixed control decision becomes ∑Nc

i=1 yi · ui, where yi ∈ y.
The error detection threshold plays a key role in UFrame; it is used to determine whether or not

the upcoming decision for the input data is likely to be incorrect. The threshold learning algorithm
(TLA) is carried out offline as follows. Given the validation dataset, TLA feeds the validation dataset
to the trained model to retrieve the softmax output of each sample therein. Here, it does not matter
whether or not the validation dataset is the same dataset that was used when training the model.
At the same time, for each sample TLA sets a binary flag indicating whether the corresponding sample
has been correctly identified, and stores the true label indicating the class to which each sample
belongs. With the acquired records of (softmax output vector, binary flag, true label) for each sample,
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TLA computes and collects the max2 uncertainty scores among the correctly classified samples for each
class. Please note that having a different threshold for each class has shown better performance from
our empirical study (see Section 3.2). Assuming the distribution of max2 uncertainty score follows
a (one-sided) normal distribution within each class (see Figure 3), UFrame computes the mean and
standard deviation of the max2 uncertainty scores among the correctly classified samples.

As for the last step, TLA takes in a design parameter α ∈ Z++ so that the detection threshold for
class i is thi = mi + α · stdevi, where mi is the mean of the max2 uncertainty scores of class i and stdevi is
the standard deviation. The detection threshold for class i is referred to as thi hereafter. The parameter
α controls how rigid the error detector is to be, which will be explained in Section 3.2.

3.2. Validation: Identifying Misclassified Samples

To validate the performance of UFrame as to whether it can correctly identify the misclassified
samples, we have applied UFrame to the MNIST digit recognition task. The MNIST database includes
60,000 samples for training, and 10,000 samples for testing. We further divided the training dataset into
50,000 for training and 10,000 for validation. We have used a similar ANN as in Figure 1, except the
2D embedding layer, which was omitted here. After tuning hyper-parameters, the neural network
achieved 97% accuracy on the test dataset.

The per-class mean and standard deviation of max2 uncertainty score are shown in Table 1,
and they indeed are different from each other. As aforementioned, difference classes have different
characteristics, and having a different threshold for each class has shown better detection performance.
Given the per-class mean and standard deviation values, we can compute the error detection threshold
for class i as thi = mi + α · stdevi, where i ∈ {0, 1, · · · , 9} for the given 10-digit recognition task.
Please note that the threshold is computed from the correctly identified samples in the validation
dataset, while the performance of UFrame is measured on the test dataset. When the neural network
model processes an input datum x, UFrame intercepts the softmax output and computes the max2
uncertainty score. The error detector then compares the max2 uncertainty score to thi, where i is the
model’s prediction. If the max2 uncertainty score exceeds thi, the error flag is set to true, and false
if not.

Table 1. Per-class mean and standard deviation of the max2 uncertainty scores among the correctly
classified samples, acquired from feeding the validation dataset.

Digit (i.e., Class) 0 1 2 3 4 5 6 7 8 9

mean 0.506 0.521 0.519 0.527 0.520 0.523 0.514 0.516 0.515 0.519

standard deviation 0.039 0.064 0.068 0.080 0.068 0.073 0.055 0.057 0.060 0.066

Figure 5 shows the performance of UFrame in terms of error detection, and the exact values
are reported in Table 2. In the figure, the x-axis is the value of α for the threshold, and the y-axis
is the proportion of the corresponding samples. Regardless of α, the number of misclassified test
samples from the ANN model remains the same. Among those misclassified samples by the ANN
model, the proportion of the ones that are identified and reported by UFrame is shown in blue bars in
Figure 5a. A smaller value of α makes the error detector more rigid or strict, and thus, UFrame frequently
encounters samples violating the threshold. As a result, with α = 1, UFrame successfully identified
218 cases of misclassification out of 271 in the test dataset, which is about 80% of the misclassified
samples. On the other hand, a larger α increases the threshold for each class. Thus, UFrame becomes
more tolerant to the samples with high max2 uncertainty score, resulting in a smaller number of cases
with the error flag being true. As a reminder, high max2 uncertainty score means the first and second
larges values in the softmax output are similar to each other. That is, the model is uncertain about its
prediction, and thus, it is likely to be incorrect.
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(a) (b)
Figure 5. The detection performance of UFrame as to the MNIST test dataset is shown. (a) Among the
samples misclassified by the ANN model, the proportions of the correctly identified samples (i.e., error
flag was true) and those that were not (i.e., error flag was false) are shown in blue and orange,
respectively. (b) Among the correctly identified samples by the ANN model, the proportion of the
incorrectly identified samples (i.e., error flag was true) is shown with the corresponding value.

Table 2. The exact values reported in Figure 5 when there are 10,000 test samples.

Value of α 1 2 3 4 5

Misclassification by ANN 271 271 271 271 271

Misclassification with error flag on 218 190 166 152 127

Misclassification with error flag off 52 80 104 118 143

Correct classification with error flag on 589 376 265 196 138

However, the value of α has a negative effect at the same time. Figure 5b shows the proportion of
the samples detected by the error detector among the correctly identified samples. As aforementioned,
since α determines how strict or tolerant the error detector will become, a smaller α results in more false
positives, i.e., an error flag is on even for the correctly classified samples. However, such cases amount
to only a little portion—at most 6%. Additionally, such false positives indeed have a negligible effect
on the control decision in terms of both time complexity and decision accuracy. Although UFrame will
decide to make a mixed control decision instead of using the model’s prediction, since the correct class
was given the largest softmax output, the mixed decision will be biased much to the correct decision.

4. Experiments

In order to validate the performance of UFrame with a real-world IoT application, we have carried
out an experiment. Please note that the use of the proposed framework is not limited to IoT devices.
It can also be used for general-purpose and programmable low-power sensor devices. The considered
use case here is making control decisions for indoor self-driving toy cars. For the low computing
power of single board computers (SBC) such as Raspberry Pi (RPi), we simplified the self-driving
task to image classification. At the beginning, a series of manual driving tasks were carried out by a
human, during which images through the USB camera and the human controller’s input key strokes,
i.e., left, forward and right, are collected. The acquired image dataset was then increased by flipping
horizontally and shifting by a small amount of pixels. The entire dataset was divided into three,
i.e., training (42,446 samples), validation (5305 samples) and testing (5306 samples), before training the
CNN model (see Figure 6). To speed up the real-time control decision-making process, the trained
model to run on RPi was converted to a TensorFlow Lite equivalent. The trained model was an image
classifier that mapped the incoming camera image into one of the three different classes indicating
steering wheel directions, i.e., left, forward or right.
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Image_Input: InputLayer L1: Conv2D L2: MaxPooling2D L3: Conv2D

L4: MaxPooling2D L5: Flatten L6: Dropout L7: Dense Softmax_Output: Dense

Figure 6. The displayed CNN model was used for the indoor self-driving task.

In fact, the self-driving task can be implemented without deep learning in many cases.
For example, an IoT car can detect the lanes on both sides with a feature extraction technique,
e.g., Hough transform [28]. Then, by comparing the centers of the lanes on both sides and the center of
the car, an IoT car can drive autonomously. However, in this experiment, we considered a realistic
situation where the drive or journey could be interrupted by other moving objects, such as humanoid
robots, as in Figure 7c. Additionally, there are several intersections, and an IoT car can decide on
which direction to go by the directional signs (see Figure 7d). For a self-driving car to successfully
drive while complying with the simple rules of the road, i.e., following the directional signs and
stopping when blocked by other objects, we chose to solve the self-driving task by CNN-based deep
learning approach.

Each toy car shown in Figure 7 carried an RPi v4 as a controller and an L298N motor drive shield
on its back. The RPi was powered by a battery, which is invisible in the figure, with 5.0 V and 2.0 A
output. The IoT toy cars were connected via a built-in WiFi interface so that they could communicate
with each other and with the road side unit (RSU). The RSU broadcast heavy-traffic and accident
information, and a toy car receiving such information was to slow down. Toy cars could return to the
normal speed only when another message indicating the clearance of the situation was received from
RSU. If a car failed to receive any information from the RSU, the car which successfully received the
information could forward it to other cars nearby. Please note that such reception failure can happen
for many reasons, such as out of the transmission range of RSU, packet collision and packet drop,
to name a few.

(a) Toy car front view (b) Toy car rear view

(c) Humanoid robot (d) Indoor track with directional signs

Figure 7. Toy cars with Raspberry Pi v4 and an L298N motor drive shield, a humanoid robot, were used
for the experiments on an indoor track with directional signs.
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Through a series of trainings with different configurations, five epochs with the mini-batch size of
128 were chosen to avoid over-fitting. The resulting model yielded an accuracy of about 95% on the
test dataset. Again, we measured the max2 uncertainty score of the softmax output from the correctly
classified samples in the validation dataset. The per-class means and standard deviations of the max2
uncertainty scores are reported in Table 3. We also evaluated the detection performance on the IoT
car image dataset, and the results are shown in Figure 8. Please note that the same evaluation was
carried out for the MNIST dataset as well (see Figure 5). It is clear from both figures that, although one
dataset along with its application is very much different from the other in terms of the underlying
neural network architecture, the number of classes and the contents in the images, the proposed
framework can effectively identify misclassified samples in both applications (see Figures 5a and 8a),
and the proportion of the incorrectly identified samples is insignificant overall (see Figures 5b and 8b).
Although there is a difference in the patterns between Figures 5a and 8a—the orange bar exceeds the
blue bar with a lesser value of α in the IoT car dataset than in the MNIST dataset—that was only because
of the different number of classes and the samples in each neural network and dataset, respectively.

Table 3. Per-class means and standard deviations of the max2 uncertainty score acquired from feeding
the validation dataset to the trained model.

Key Stroke or Direction (i.e., Class) Left Forward Right

mean 0.530 0.547 0.520

standard deviation 0.085 0.097 0.066

(a) (b)
Figure 8. The detection performance of UFrame as to the IoT car image dataset is shown. (a) Among the
misclassified samples by the CNN model, the proportions of the correctly identified samples (i.e., error
flag was true) and those were are not (i.e., error flag was false) are shown in blue and orange,
respectively. (b) Among the samples correctly identified by the CNN model, the proportion of the
incorrectly identified samples (i.e., error flag was true) is shown with the corresponding value.

The misprediction of the model can be regarded as a steering wheel direction error by greater than
or equal to 90 degrees. If the model misses a forward direction, for example, the wheel direction error
is exactly 90 degrees no matter which direction the model mistakenly chooses. If the model misses a
left direction, for example, the wheel direction error is either 90 or 180 degrees for mistakenly choosing
forward or right direction, respectively.

For this steering wheel control task on an IoT car, when the model’s prediction is uncertain,
the proposed UFrame can make a mixed control decision in the following manner by levering the
decision uncertainties, i.e., the softmax output. If the max2 uncertainty score of the softmax output is
below the threshold of the class to which the model classified the current input, the model prediction is
passed to the toy car an the control input as it is. On the other hand, if the uncertainty score exceeds the
threshold, the control output of the car, i.e., the steering direction, becomes a probabilistic combination
of the three directions as shown in Figure 9. Suppose the case described in the figure: for the given
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input image, the softmax output is [0.3, 0.6, 0.1] for left, forward and right directions. Additionally,
suppose the max2 uncertainty score has exceeded the threshold. Then, instead of using the model
prediction (i.e., moving straight since 0.6 is the largest among the softmax output) to steer the toy
car, UFrame makes a mixed control decision as follows. Let [−1,0], [0,1] and [1,0] be the unit vectors
representing left, forward and right directions, respectively. Additionally, let each softmax output be
the probability of the given input image belonging to the corresponding direction. UFrame multiplies
a unit vector and the corresponding probability for each direction, and then adds them together to
produce a vector [vx, vy]. The vx indicates the normalized velocity towards left or right depending
on the sign (+ or −). Likewise, vy indicates the normalized velocity towards the forward direction.
The next step is to convert [vx, vy] to the motor speed for the four wheels which will be passed to the
corresponding motors via the motor driver shield.

Input image

given, trained 
model softmax

LEFT

Error
detected!

(1,0)(-1,0)

(0,1)

weight: 0.6

weight: 0.3 weight: 0.1

(1,0)(-1,0)

(0,1) Sum of three weighted
unit vectors

=0.3(-1,0)+0.6(0,1)+0.1(1,0)

Mixed
control decision
(-0.2,0.6)

LEFT : 0.3
FOWD : 0.6
RIGHT: 0.1

FOWD

RIGHT

Convert the decision into
four wheel control signals
(i.e., speed for each wheel)

Motor
Driver
Shield

Wheel 1 motor

Wheel 2 motor

Wheel 3 motor

Wheel 4 motor

Figure 9. The way that UFrame makes a mixed control decision when the max2 uncertainty score
exceeds the threshold.

To evaluate and compare the performance of UFrame, we have measured the errors in angle,
i.e., the angle difference between the correct direction and the direction chosen by either the CNN
model or UFrame (i.e., mixed control decision) for each sample in the test dataset. Please note that
when the CNN model makes an incorrect decision on direction, the error in angle amounts to at
least 90 degrees. The performance evaluation result with respect to the different values of α is shown
in Table 4.

The CNN model which has nothing to do with α made correct decisions on 5058 test samples,
and missed 248, resulting in about 95% accuracy on the test dataset. Those misses deviate from the
correct steering angle by at least 90 degrees. On the other hand, for any values of α, UFrame made
only eight misses of such large-degree mistakes. As aforementioned, smaller values of α make the
error detector more strict. In the case of α = 1, for example, UFrame did not set the error flag only for
4636 samples, which is the smallest. On the other hand, in the case of α = 5, 5014 samples resulted
in taking the model’s decision as it was without making a mixed control decision due to the large
threshold. As α decreases, UFrame makes more mixed control decisions, and results in the smallest the
number of control mistakes with 50+ degrees of angle differences to the correct angle. That proves
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that making a mixed control even in the case wherein the model makes a correct prediction does not
degrade the quality of the decision, since in such cases the softmax output is biased to the correct
decision and so does the mixed decision. On the contrary, as α increases, UFrame makes less mixed
control decisions, but suffers from having many control mistakes with the same amount of angle errors
(i.e., >50 degrees). However, for any values of α, UFrame outperforms the CNN model.

Table 4. Performance evaluation results: for different values of α, the number of samples with respect
to the angle difference between the correct direction and the chosen direction by the CNN model and
UFrame is shown below. The number of samples in the test dataset was 5306.

Model UFrame CNN

Value of α 1 2 3 4 5 n/a

no difference 4636 4775 4860 4925 5014 5058

≤10 degrees 104 23 9 6 4 0

>10 degrees 566 508 437 375 288 0

>20 degrees 419 419 415 367 287 0

>30 degrees 337 337 337 337 273 0

>40 degrees 270 270 270 270 255 0

>50 degrees 228 228 228 228 236 0

>60 degrees 184 184 184 186 218 0

>70 degrees 143 143 145 173 213 0

>80 degrees 91 104 132 171 213 0

≥90 degrees 8 8 8 8 8 248

The CNN model produced 248 errors, or in other words, the model misclassified 248 input
images. However, due to the high accuracy of the model (i.e., about 95%), even when the model made
an incorrect prediction, the softmax output for the correct direction was still large, increasing the
uncertainty score. The high uncertainty score lets the proposed framework make a mixed decision.
By mixing the three unit vectors with the softmax output being the weight, the mixed control decision
leans towards the correct decision. This is why the proposed framework makes a much smaller number
of errors than the CNN model. On the other hand, regardless of α, the proposed framework produced
eight cases with large angle errors, i.e., ≥90 degrees. This happens when the softmax output of the
model is completely incorrect, giving almost zero probability to the correct direction. When the majority
of the probability is given to one of the incorrect directions, the error flag becomes off, preventing the
proposed framework from making a mixed decision. When the other two incorrect decisions receive a
similar amount of probability and the correct direction is either left or right, the proposed framework
makes a mixed decision, but it deviates much from the correct decision. Such cases happened for
the input images that did not have any meaningful information for the CNN model to predict which
direction to go—for example, images having no track/lane at all and blurry images (from camera
shake).

5. Discussion and Notes

5.1. Possible Variation on the Proposed Framework

One possible variation of making a mixed control decision is using stochastic sampling which is
well-known in generative deep learning [29]. To be specific, when the max2 uncertainty score exceeds
the threshold, UFrame can randomly sample the final output, e.g., model decision or prediction, from the
distribution specified by the softmax output. Although it is a viable strategy, it may result in making
large errors in the case of the IoT car control, for example, due to the randomness. The proposed mixed
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control decision module also makes a decision in a probabilistic manner, but the resulting decision is
biased according to the model’s prediction. Therefore, as long as the model has learned features well
enough and results in a high accuracy on the test dataset, the proposed mixed control decision model
will outperform the stochastic-sampling-based approach.

5.2. Working with Advanced Softmax Losses

The proposed UFrame does not require any changes when used with different softmax loss models.
The advantages of the advanced softmax losses only contribute to enhancing the performance of
the proposed UFrame. Sophisticated softmax loss models tend to maximize the inter-class distances
while minimizing the intra-class distances on a given metric space. Therefore, the number of incorrect
decisions, i.e., misclassifications—our interest, is expected to be reduced. Additionally, due to the
enhanced capability of discriminating input data belonging to one class from others, the uncertainty
score distribution of the correctly classified input is expected to be better distinguishable from those of
the misclassified ones.

5.3. Complexity of the Proposed Framework

The proposed UFrame incurs the following two different types of complexity. One is the time
complexity caused by TLA. TLA feeds the entire validation dataset to the given, trained model,
and thus, the time complexity for threshold learning depends on the complexity of the model and the
number of validation samples. However, since TLA runs offline, it does not slow down the real-time
performance of the model operating with UFrame. On the other hand, the other operations of UFrame,
i.e., computing the max2 uncertainty, setting the error flag and making a mixed control, may delay the
model to some degree. It takes O(Nc) and O(1) to compute the max2 uncertainty and to determine
whether or not to set the error flag, respectively. In the case of making a mixed control decision,
UFrame needs an extra O(Nc) time. Overall, UFrame adds a time complexity of O(Nc) to the entire
decision-making process, which is negligible.

5.4. Performance of the Proposed Framework in General

From the evaluation studies presented in both Section 3 for the MNIST image and Section 4 for
the IoT car image dataset, we have shown the effectiveness of the proposed framework in different
applications. To be specific, for a small value of α the proposed framework can identify the majority of
the misclassified samples from the deep learning model by using the threshold-based error detection
algorithm. Considering the large difference in the two datasets and in the corresponding applications
(see Section 4 for our discussion on how different one set is from the other), the results we have
presented in the previous two sections suggest that the proposed framework can be applied to a
wide-range of applications using softmax decision-making models, which is why we have considered
two very different applications in this work.

However, the performance of the error detector depends on the accuracy of the underlying deep
learning model. As aforementioned, the threshold learning algorithm uses the correctly classified
samples from the model. A poor accuracy of a model will result in a relatively small number of
correctly identified samples with a high uncertainty score. Then, the learned threshold can easily be
biased, degrading the performance of the error detector for having an incorrect threshold. Therefore,
the proposed framework should be used with a model which guarantees a high level of classification
accuracy. The same applies to the control decision algorithm in the proposed framework.

6. Conclusions

In this paper, we have proposed an effective framework that enhances the performance of softmax
decision-making deep learning models. Inspired by the idea that the uncertainty score of the softmax
output indicates how uncertain the model is as to its decision, the proposed uncertainty-score-based
framework effectively identifies the majority of the misclassified or misrecognized samples. In other
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words, the proposed framework makes use of the distribution of the probabilities or uncertainties in
the softmax output to discover incorrect decisions made by the model. In addition, we showed by an
empirical study how to effectively enhance the performance of the given, trained model by making a
mixed control decision when the model’s output was likely to be incorrect. Additionally, the proposed
UFrame does not make any modification to or put any computationally heavy burden on the
existing model.

Due to being low in complexity and compatible with general softmax-based deep learning models,
the proposed framework can boost the field of deep learning with IoT. Additionally, the proposed
algorithm that makes a mixed control decision can be applied to the fields wherein precise control
decisions are required, especially for robots. The capability of the proposed framework is not limited
to IoT or general-purpose sensors, and thus, it can be used for enhancing the performances of
sophisticated deep learning models for classification/recognition by identifying incorrectly classified
samples. We envision that the proposed framework will play an important role in mission-critical
applications with or without IoT, where the tolerable error rate is strictly limited.

As for the future work, we plan to deploy the proposed framework on various IoT devices with
different deep learning applications to evaluate the performance of the proposed framework with
respect to the computing capacities of IoT devices, the complexity of the deep learning model and its
classification/recognition performance. We also plan to carry out studies on performance comparisons
between the proposed framework and other similar approaches in terms of time/space complexity
and accuracy (or error rate) for classification/recognition or control decisions. We also plan to extend
our work to solve difficult control tasks wherein the decision domain is continuous and wherein the
control decisions are affected by external random factors.
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Abstract: In the near future, the fifth-generation wireless technology is expected to be rolled out,
offering low latency, high bandwidth and multiple antennas deployed in a single access point.
This ecosystem will help further enhance various location-based scenarios such as assets tracking
in smart factories, precise smart management of hydroponic indoor vertical farms and indoor
way-finding in smart hospitals. Such a system will also integrate existing technologies like the
Internet of Things (IoT), WiFi and other network infrastructures. In this respect, 5G precise indoor
localization using heterogeneous IoT technologies (Zigbee, Raspberry Pi, Arduino, BLE, etc.) is a
challenging research area. In this work, an experimental 5G testbed has been designed integrating
C-RAN and IoT networks. This testbed is used to improve both vertical and horizontal localization
(3D Localization) in a 5G IoT environment. To achieve this, we propose the DEep Learning-based
co-operaTive Architecture (DELTA) machine learning model implemented on a 3D multi-layered
fingerprint radiomap. The DELTA begins by estimating the 2D location. Then, the output is
recursively used to predict the 3D location of a mobile station. This approach is going to benefit
use cases such as 3D indoor navigation in multi-floor smart factories or in large complex buildings.
Finally, we have observed that the proposed model has outperformed traditional algorithms such as
Support Vector Machine (SVM) and K-Nearest Neighbor (KNN).

Keywords: 5G IoT; indoor positioning; deep learning; tracking; localization; navigation; positioning
accuracy; single access point positioning; Internet of Things

1. Introduction

In the era of 5G IoT [1], real-time positioning is becoming increasingly required by context-aware
applications and location-based services. Typical scenarios include locating doctors and patients inside
a hospital, advertising commercial products to mall visitors, monitoring gas and oil plants status,
pinpointing dead crops in vertical farms, identifying victims’ location in Public Protection and Disaster
Recovery (PPDR), etc. Moreover, several advanced applications can further provide cellular phone
fraud detection, location-sensitive billing, as well as navigation from and to almost everywhere,
through the utilization of heterogeneous wireless technologies, fusion of sensor and IoT data [2–5].
A recent report published by IEEE has estimated 50 billion [6] mobile devices will be connected to the
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cloud by the end of 2020. These devices will need constant access to data anywhere. Cisco has predicted
that 26 billion [7] of these devices will be IoT or Wireless Sensor Network (WSN) devices. In this respect,
technologies like Cloud Radio Access Network (C-RAN), Millimeter Wave (mm-Wave) communication,
ultra dense communication [8], device-to-device (D2D) communication and Vehicle-to-everything
(V2X) [9,10] and protocols like IEEE 802.11be (Extremely high Throughput WLAN) [11], IEEE 802.11az
(Next Generation Positioning) [12] are not only introduced to increase the bandwidth of communication
but also to offer the possibility of co-operative and precise localization. Additionally, with 5G paving
the path for a seamless collaboration among heterogeneous wireless systems (cellular, WiFi, WSN,
IoT, etc.), a great opportunity has risen in the area of indoor localization in urban areas under the
framework of smart cities. Such high dense networks could be utilized to solve multi-agent positioning
and offer agility and scalability for accurate positioning as a service. In this direction, we propose
a DEep Learning-based with Co-operative Architecture (DELTA) algorithm to enhanced 3D indoor
localization. The contributions of this paper can be summarized as follows:

• A realistic 3D indoor localization scenario for 5G IoT networks has been designed using an
emulated 5G C-RAN and Zolertia IoT nodes.

• We present a novel approach to Received Signal Strength (RSS)-based fingerprint using 3D
multi-layered radiomap to enhance the learning of network signal behaviour.

• A deep learning cooperative algorithm is implemented on the constructed multi-layered radiomap
for an improved 3D localization indoor localization. The proposed method targets improving
vertical and horizontal localization for use case scenarios such as indoor navigation or people
tracking in multi-floor smart or large complex buildings. Based on the results of the emulated
realistic radio-planning, we have shown how the DELTA outperformed KNN and SVM.

The remaining of this paper is organized as follows: Section 2 covers related research to this paper.
Section 3 describes the problem related to indoor positioning in a 3D environment. Section 4 gives
a detailed description of the underlying architecture of the DELTA model. Section 5 consists of a
discussion and analysis of the performance results produced by our proposed approach compared with
other traditional models. Lastly, Section 6 summarises a conclusion and spots possible future work.

2. Related Work

Indoor positioning techniques can be divided into two main categories: fingerprint and
multilateration. In the latter, given a known propagation speed, the distance between a receiver
and a group of transmitters is measured using techniques such as Direction of Arrival (DoA), Time of
Arrival (TOA)/Time of Flight (TOF), Angle of Arrival (AoA), Time Difference of Arrival (TDOA) and
Return Time of Flight (RTOF). These techniques are commonly used in Global Navigation Satellite
Systems (GNSS) [13], such as Global Positioning System (GPS) and Galileo, but surprisingly they
are also found in IoT indoor navigation solutions [14]. However, multilateration relies mainly on
the travelling time or the direction of the signal rays. This makes indoor localization a complex task
especially with many issues rising such as synchronization errors and multi-path fading [15–17].

In the fingerprint-based technique, a set of RSS measurements are taken and linked to specific
Reference Points (RP) (also known as fingerprints or signatures). Localization using this approach
works in two phases: offline and online. During the offline phase, a site survey is conducted with
the purpose of linking the measured signal strength values to predefined RPs. The outcome of this
measurements campaign is then stored in a radiomap database. During the online phase, a user
equipment receives real-time signals and tries to match them with existing records stored in the
radiomap database using a matching algorithm. In the context of IoT localization, the RSS signal is
collected from wireless technologies such as Zigbee, LoRA, Wifi, Raspberry Pi, BLE, RFID. Since it does
not require any specialised equipment or time synchronization to obtain the RSS signal, this technique is
usually preferred to multilateration. For instance, authors in [18] have studied how robust localization
for robots and IoT can be achieved using RSS fingerprint. Additionally, another interesting approach
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has been introduced in [19] where the authors have focused on the use of IoT and Wifi-enabled devices
to improve fingerprinting in an indoor environment. Recently, a new concept has been developed by
Ali et al. [20] using raster maps instead of traditional offline scene analysis. Furthermore, a hybrid
solution implemented on LoRa devices, which combines RSS fingerprinting with AoA methods is
discussed in [14]. The proposed idea is very promising but it has inherited synchronization issues
from multilateration. From these examples, it is undoubtedly clear that the RSS-based fingerprint
method is widely used in the research community. This is due to improved localization and reduced
computational complexity, as concluded by Amr et al. [19]. A detailed comparison of technologies and
algorithms implementing the fingerprint technique for IoT indoor positioning has been carried out
by [15,21–23].

In the fingerprint-based approach, deep learning techniques have been widely used to extract
common patterns from a sparse radiomap database and to improve localization. In recent years,
it has gained a huge popularity among the indoor localization researchers, in particular, due to its
robustness and high accuracy [24]. Supervised and unsupervised deep learning algorithms have been
recently implemented in 2D localization [25] and multi-floor localization [26]. Recently, Wafa et al. [27]
studied the use of Convolutional Neural Networks (CNN) on IoT-Sensor System to determine the
node location. In this simulation, the authors converted the 2D localization problem into a 3D image
tensor identification problem. The 3D tensor has been constructed using a 2D matrix of RSS signals
and 1D kurtosis. This concept has achieved 2 m average error accuracy but a similar system was
also implemented in [28] and usually requires a large number of access points deployed in a small
space to achieve this result. In [29], authors have implemented a Deep Belief Network (DBN) on an
active RFID tag system for accurate location estimation. Their solutions consisted of a set of stacked
Restricted Boltzmann Machine (RBM) layers called autoencoders trained using Contrastive Divergence
with one-step iteration (CD-1). This algorithm has improved the 2D positioning. To achieve this,
the authors have deployed a large number of RFID tags in a 12 m × 12 m indoor environment,
which does not take into account the power consumption of the devices. Finally, Wang et al. [30]
have suggested a hybrid deep learning solution combining a regression Deep Neural Network (DNN)
with a Convolutional AutoEncode (CAE) using Visible Light Communication (VLC). To overcome the
issue of fluctuated signal reading in the RSS-based fingerprint method, the authors have proposed
an algorithm taking into account a set of consecutive signal readings and converting them to an
RSS Temporal Image (RTI), instead of implementing the traditional RSS measurement processing
technique. However, despite having been used in several works [31,32], VLC suffers from issues such
as interference with other ambient lights, signal shadowing and usually requires the receiver to be in
Line-Of-Sight (LOS), which can affect the accuracy of the location estimation. A detailed comparison
of deep learning and other machine learning algorithms used in localization for IoT environment is
covered in [33,34].

Until now, most of the existing IoT-based indoor localization solutions have mainly focused on
either 2D localization or floor detection. However, in some special use cases scenarios such as indoor
navigation for Unmanned Aerial Vehicle (UAV) or Automated Guided Vehicle (AGV) in a smart factory
or big supermarket, precise 3D positioning is indispensable for daily operations. To address this issue,
we suggest the DELTA to maximize the localization accuracy and minimize the distance error in a 3D
indoor environment.

3. System Model and 3D Localization Problem

In this section, we introduce our proposed system model using Deep Neural Networks (DNN) and
multi-layered radiomap to perform 3D Indoor Localization. To the best of our knowledge, this is a novel
approach to implement deep learning on multi-layered radiomap for localization purposes. The main
benefit of the proposed method is improved localization accuracy, and computational complexity
minimization during online fingerprinting through the adoption of deep learning techniques, while at
the same time utilizing the widely spreading WSN and/or IoT infrastructure making it an economical
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solution. To realize these steps, we considered N to be the number of transmitters in the environment
and x, y and z, the corresponding coordinates of each fingerprint entry on the constructed radiomap.
The 3D multi-layered fingerprint database has been constructed by linking the RSS values received
from the transmitters to a 3D location on the radiomap [35]. This can be mathematically expressed as:

M = {(L1, S1), (L2, S2), . . . , (Ln−1, Sn−1), (Ln, Sn)} (1)

where M is the ratio-map database, S ∈ RNXM is a vector of RSS signal values and L is a vector of
three values: L ≡ {x, y, z} and Ln represents the total number of the sample location of xn, yn and zn

associated with each signal vector sample Sn collected during the offline-phase.
In this respect, the estimation problem is defined by solving the 3D localization problem using a

matrix of historical location points and their corresponding signal values. However, the challenge is to
model the non-arbitrary relationships between N transmitters members of S signal matrix to predict
accurately the 3D location L using a deep learning algorithm. To achieve this, the 3D localization has
been segmented to two sets of problems:

Problem 1. Given a matrix of S signal sent from N transmitters, predict the x and y coordinates of a 2D mobile
station location. This can be written as:

λ1 = f (S̄ij) (2)

where λ1 represents the xi and yi 2D location, which we would like to estimate, and f (Sij) represents the
function that utilizes RSS values received by the transmitters to predict the location of the mobile station.

Problem 2. Given a matrix of S signal sent from N transmitters to the mobile station and xi, yi, known from
problem 1, estimate the zi coordinate. This can be mathematically expressed as:

λ2 = f (S̄ij, λ1) (3)

where λ2 is the zi location, λ1 is the output of problem 1 solution and Sij represents a matrix of signal values S
as previously stated in problem 1.

4. DELTA 3D Localization for 5G WSN Network

In this section, the DELTA System has been developed for 3D multi-layered indoor environment
localization. Figure 1 depicts the steps undertaken to realize a co-operative system for accurate
3D prediction.

Figure 1. Detailed architecture of deep learning-based co-operative architecture (DELTA).
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4.1. Test Environment Description

In this subsection, we describe the test environment. The area of interest is a typical laboratory,
with open spaces as well as private rooms defined by the following dimensions: 8 m width × 16 m
depth × 2.75 m height. The lab environment was dynamic during this experiment.

4.1.1. Step I: The Physical Network Setup

For the physical setup, an indoor test environment was deployed where a 5G network was
emulated by a typical IoT network with Zolertia RE-Mote Revision B nodes connected to a LoWPAN
Border Router, as illustrated in Figure 2.

Figure 2. Network setup topology.

We randomly placed 5 Zolertia nodes, with their antennas at vertical polarization, as shown
in Figure 2. The nodes and the ray tracing propagation mechanisms have been configured as per
Tables 1 and 2.

Table 1. Wireless Sensor Network (WSN) and radio propagation parameters.

Parameter Value

Rx sensitivity (dBm) −120

Tx power (dBm) 3

antenna Type omni

Max refractions 12

Max reflections 12

Max diffractions 1

4.1.2. Step II: Connecting IoT to 5G C-RAN

To simulate the 5G WSN environment, each Zolertia node was connected to an experimental
5G C-RAN. The setup was built using a GNS3 network simulator [36] and OpenDaylight Software
Defined Controller [37]. These two can control the network setup behaviour at the network layer level.
Figure 3 shows a setup built using a GNS3 network simulator and a Software Defined Controller
OpenDaylight dashboard for the network topology. These two elements can control the network setup
behaviour at the network layer level.
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(a) (b)

Figure 3. 5G C-RAN setup on GNS3 and WSN Network Connected to OpenDaylight SDN Controller.
(a) 5G emulated C-RAN testbed on GNS3; (b) WSN and GNS3 emulated 5G C-RAN connected
on OpenDaylight.

4.1.3. Step III: Simulating the Test Environment

Using a 3D deterministic simulator called TruNET Wireless [38], we constructed a multi-layered
fingerprint radiomap dataset, in order to conduct the offline training phase, as illustrated in Figure 1.
During this procedure, in addition to the network setup configuration, the constitutive parameters
of all environment object materials were also configured as per Table 2, in order to retrieve realistic
results [39]. The benefits of utilizing a deterministic simulation are to construct radiomaps instead of
launching measurement campaigns as analysed in [40]. The summary of correlation results of this
study is covered in Section 5. The simulation environment for this study is shown in Figure 4.

Table 2. Material constitutive parameters of the test environment.

Material El. Per. (F/m) L. Tangent

Concrete 3.9 0.23

Wood 2 0.025

Brick 5.5 0.03

Metal 1 1,000,000

Plasterboard 3 0.067

Glass 4.5 0.007

Figure 4. TruNET Wireless Simulator Radiomap for Access Point 3.

184



Sensors 2020, 20, 5495

4.1.4. Physical Network Behaviour

The signal propagation can be affected by various factors leading to the degradation of the
signal quality especially in low power radio networks such as Wireless Sensor Networks. For a
successful simulation, it is always crucial to observe the physical network behaviour during the
offline measurement campaign. The effects of the physical layer and the various factors contributing to
changes in the environment have been extensively studied in [41]. Using Link Quality Estimation (LQE)
metrics such as Packet Reception Ratio (PRR) and Signal-to-Noise-Ratio (SNR), Baccour et al. [41] have
studied the factors affecting a transmitter chip similar to that used in this experiment. It is very crucial
to note that the simulated environment can be affected by various changes happening at the physical
network. For the nodes used in this simulation, Figure 5 shows how the change in the Received Signal
Strength Indicator (RSSI) can affect the PRR.

Figure 5. Packet Reception Ratio (PRR) vs. Received Signal Strength Indicator (RSSI) Signal CC2420
chip Baccour et al. [41].

Sometimes, measurement campaigns can be affected by various environmental noises, which may
lead to unrealistic readings, either due to signal spikes or fluctuations. This noise can be either thermal
noise or interference from other people’s equipment operating at the same frequency. To ensure signal
samples obtained from TruNET Wireless are realistic, Figure 6 depicts the RSS coverage correlation
analysis experiment conducted in [42]. The samples have been collected from Zolertia nodes over
a week period at different instances with an interval of 15 min for each sample. The produced
measurements for each RP have been averaged using the mean value. During this experiment, the IoT
nodes have always been fixed and the environment was dynamic with people moving around.

Finally, it is clearly indicated that the simulated RSS values from the TruNET wireless simulator
highly approximates the measured ones reaching a correlation level of more than 73%.

4.2. DELTA Architecture

Deep learning is a fundamental building block of the proposed architecture. It allows
computational models consisting of multiple processing layers to learn the representation of data
within multiple abstract levels [43]. One of the most important elements of deep learning is deep
neural networks. Bengio et al. [44] refer to this as either deep feed forward networks or Multiple
Layers Perceptron (MLP) since they have more than two hidden layers.

Our proposed architecture, as illustrated in Figure 7, consists of two deep neural networks.
The first is a regression model δ1 used to predict the 2D location of a mobile device. The second is
a classification model referred to as δ2. Figure 7 illustrates the number of layers, neuron, input and
output parameters used for both models. Based on numerous trials and hyper-parameters tuning,
we observed that three hidden layers were the best fit model for both networks.
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Figure 6. RSS Values Measured vs. TruNET Kanaris et al. [42].

(δ1) (δ2)

Figure 7. Layers of DELTA Architecture Network.

4.3. DELTA Layers

4.3.1. Input Layers

For δ1, the input is a transposed vector of RSS signals that can be expressed as follows: S =

[s1, s2, . . . , sn]T . For δ2, the input is slightly different to δ1. It consists of RSS signal input S and the
output of δ1. Each observation has a set of signals and predicted locations. This can be written as:

δ2_input = S ∪ (Lx, Ly) (4)

where S is the signal and Lx, Ly are the corresponding x and y locations. These two values are
approximated using δ1, as shown in Figure 7.

4.3.2. Hidden Layers

Each element of this input gets multiplied by its specific weight vector �w and the product is added
to a bias b. For the first hidden layer, this is expressed as follows:

h1 =
n

∑
i=1

w1
i Ii + b1

i (5)
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where Ii is an element from the input vector. Each Ii represents an input from a transmitter in the
constructed fingerprint database. A summation of all these inputs is then fed to an activation unit A.
In this case, the type of activation function used is a called Rectified Linear Unit (ReLu).

A1 = max(0, h1) (6)

where A1 is an activation unit for the first hidden layer. The output of this hidden layer is the number
of hidden neurons specified in the first hidden layer. Similarly, Equation (7) for hidden layer 2 is
expressed as follows:

h2 =
n

∑
i=1

w2
i a1

i + b2
i (7)

This result is then fed into a further activation unit A2:

A2 = max(0, h2) (8)

The hidden layer three receives the output of Equation (8) and makes similar calculations to h2:

h3 =
n

∑
i=1

w3
i a2

i + b3
i (9)

Finally, the results returned in Equation (9) are fed into the activation unit A3.

A3 = max(0, h3) (10)

4.3.3. Output Layers

For δ1 model, since the desired output is a real-valued number, a linear function has been applied
using the following equation:

g(y = j|ai) =
n

∑
i=1

w4
i a3

i + εi (11)

For δ2 model, the output is multiple class labels, therefore the Softmax function equation below
has been used:

θ(ai) =
exp(a3

i )

∑j exp(a3
j )

(12)

To get the best final approximation, δ1 supports δ2. Algorithm 1 explains how both networks
cooperate to make a final localization.

Algorithm 1: DELTA Algorithm for 3D Localization
Input : RSS � Get Signal Vector
Output : 3D Location
Require: Signal UpperThreshold η;
Require: Signal LowerThreshold μ;
for RSSi in RSS do

r ← RSSi−μ
μ−η � Normalize signal

2D ← δ1(r) � Apply first model prediction
1D ← δ2(r, δ1) � Apply second model prediction
3D ← 2D ∪ 1D � merge δ1 and δ2 results

endfor

return 3D Location
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4.4. Prepossessing

4.4.1. Fingerprints Radiomap Database

As previously mentioned, we began by constructing the radiomap database using eight features.
Table 3 gives a detailed explanation of each variable.

Table 3. The features used to construct the fingerprints database.

Variable Min. Value Max. Value Type

X 0 8 coordinates

Y 0 16 coordinates

Z 0.25 1.75 coordinates

AP1 −120 dBm −28 dBm RSS value

AP2 −100 dBm −30 dBm RSS value

AP3 −100 dBm −40 dBm RSS value

AP4 −90 dBm −50 dBm RSS value

AP5 −100 dBm −60 dBm RSS value

The constructed radiomap consists of 2880 3D References Points (RPs) associated with RSS values
from five different WSN Access Points(APs). Each AP is placed at least three meters away. The position
of these APs is shown on the lab floor-plan illustrated in Figure 8.

To ensure that there is no redundancy in the information collected, a Pearson correlation test has
been conducted between each AP and the result is shown in Figure 9. There is clearly no high negative
or positive correlation between the APs used in this experiment.

In addition to this, Figure 10 shows each layer on the radiomap database constructed is
significantly different from the other layer. The Figure shows the signal at 0.25, 0.75 and 1.75 m
for Access Point 1.

Figure 8. Access points position on the setup environment floor-plan.

4.4.2. One-hot Encoding

One-hot encoding is one of the most common techniques for converting a token into a vector [45].
The conversion is achieved by associating each unique integer with every unique value from the
column z. This turns every unique value into a binary vector having the size of the unique values.
As a result, every column will have zero except for where the unique value has occurred. In our case,
we have used the steps followed in Algorithm 2 to one-hot encode our target variable:
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Algorithm 2: One hot Encoding
Input : Column Z � get Z columns
Output : Result Matrix of N binary vectors unique values from Z
Dictionary D=[];
Results R={[],[],[],[]};
for i in Z.length do

if i �∈ D: � If value not in dictionary add it
key=D[i]
D[i]=Z[i]

endfor

return D
Map D into results R columns as binary vector {[Z1], [Z2], . . . , [Zn]}

Figure 9. WSN access points correlation matrix.

Figure 10. Signal strength map for WSN access point 1 for each Z layer.
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4.4.3. Min–Max Normalization

Min–Max normalization has been implemented to make sure the learning of signal representation
data is faster for DELTA architecture models to converge quickly. This concept works by fitting the
original data into a new scale between 0 and 1. After this numeric transformation, the highest value
becomes close to 1 and the lowest value is close to 0 as stated in [46]. The formula used to achieve this,
is the following:

RSSi − min(RSS)
min(RSS)− max(RSS)

(13)

where min(RSS) represents the values minimum threshold signal specified during the training
signal, i.e., −120 dBm and max(RSS) represents the maximum value measured, i.e., −30 dBm.
Each signal measurement we want to convert is denoted by RSSi where i is the ith row in N Transmitter.
For other scenarios, it is advisable to use the receiver sensitivity level as the minimum value and the
strongest measured signal during the offline-phase as the maximum value.

4.5. Hyper-Parameters Fine-Tuning

4.5.1. Loss Functions

• Using Euclidean Distance as loss function for δ1 model, the purpose is to train the model to
minimize the Mean Euclidean Distance (MED) error between the actual and the predicted location.

D(Lact, Lpred) =
1
M

m

∑
n=1

√
(xact

j − xpred
j )2 + (yact

j − ypred
j )2 (14)

Lact here denotes the actual location and Lpred denotes the predicted location.

• For the δ2 model, Categorical Cross-entropy is implemented as a loss function. This can be
written as:

H(Lact, Lpred) = −
M

∑
j=0

N

∑
i=0

(zAct
ij · log(zpred

ij ) (15)

where Lact denotes the actual location and Lpred denotes the predicted location. While zij denotes the
ith observation in the jth z output class or level.

4.5.2. Hidden Layers and Neurons Size Determination

The number of hidden layers and neurons count used in the DELTA has been determined using
the loss function specified the previous subsection. Figure 11 shows the performance of each network
for each neuron count and layers number selected. As demonstrated in this figure, the categorical cross
entropy loss is minimized after a third hidden layer has been added and the neurons count has been
set to 300. Similarly, the average error was decreased in delta one after the parameters were changed
to 300 neurons and three hidden layers.
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Figure 11. The number of hidden layers and neurons vs. each loss function.

4.5.3. Batch Normalization

A batch is the number of samples propagated through the neural network model before the
parameters are updated. To train each neural network faster, we have supported each layer with
a batch normalization. This sort of normalization is applied to input samples of the same batch
size. This fine-tuning technique has been proven to speed up the training and learning process by
12 times faster than the normal architecture as described by authors in [47]. The formula for the batch
normalization implemented on each Deep Neural Network of DELTA system is:

Ti =
(Ti − μ(T)√

σ2(T) + ε
(16)

where T is training batch, μ(T) is its mean, σ2(T) is its variance and ε is a small constant number
added to support the variance. For this to work in Keras deep learning library [45], a layer of batch
normalization with explicit parameters has to be added at the beginning of each hidden layer.

4.5.4. Regularization

To avoid overfitting, a regularization technique has been implemented to switch off certain
neurons for some layers. This technique is called dropout. Details for this technique are provided by
Nitish et al. in [48]. The dropout rate used in DELTA is 0.20 as suggested by [48]. After experimentation,
we have concluded that for better results are achieved when implementing batch normalization
before dropout.

4.6. Optimization

Optimization is the process of training a network using mini-batches and iterations to get the
optimum configuration for its parameter. One of the widely used stochastic optimization algorithms
in deep learning is ADAptive Momentum (ADAM). The algorithm can be viewed as a combination of
RMSprop and Momentum [49]. It works by correcting the bias b and the weight w after each iteration.
To get the best results from ADAM’s parameters, we specified a learning rate α = 0.001, β1 = 0.9 for
the momentum control, β2 = 0.99 for squared weight in RMSprop section and ε = 10−8 as specified
by the authors in [49]. To implement this in Keras, ADAM parameters have to be specified before the
model is compiled.

4.7. Scoring

Using 900 hidden neurons and three hidden layers, we have constructed model δ1 to predict x
and y locations. This has yielded 279,302 parameters to be trained. Our cost function is the euclidean
distance difference between each predicted observation and the original location. To minimize
it, hyper-parameters have been fine-tuned such as the batch sizes and the number of times an
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algorithm will iterate through an entire training dataset. One iteration is referred to as epochs.
The aforementioned methodology resulted in an average positioning error of 1.6 m average (less
than 2 m error overall) in both training and validation phases. Figure 12 shows how the δ1 model
mean Euclidean distance error in meters decreases over the number of epochs chosen, in this case
3000 epochs. However, by the end of epoch 3000, the model has converged and stopped improving
its accuracy.

Figure 12. δ1 Model mean Euclidean distance error in meter (m) vs. the number of Epochs.

Similarly, after an iterative tweaking of the architecture parameters, using 810 number of neurons
and three hidden layers, we have constructed model delta 2 where z layer is the target variable. A total
number of 235,592 parameters were trained in this model. The cost function is the multi-categorical
cross entropy, which is used widely for classification scoring. Figure 13 shows how the categorical
cross-entropy has been minimized after 2500 epochs.

Figure 13. δ2 Categorical cross-entropy vs. the number of Epochs.

5. Performance Evaluation Results

In this section, we explore, evaluate and critically analyse the simulation results against famous
industry methods such as SVM and KNN. However, before going through the results analysis, it is
worth mentioning that KNN and SVM modelling tasks have been carried out using Scikit-learn [50],
a widely used Python library toolset for machine learning and statistics. More specifically, SVM models
have developed using an SVM class from the Scikit-learn library and KNN models have been built
using a classifier class called KNeighborsClassifier [51]. The DELTA models have been constructed
using Keras API [52], a deep learning library also available in Python. During the evaluation phase,
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the three algorithms were implemented using python software on the same machine with Intel
i7-4790@3.60GHz CPU and 16 GB of RAM. In terms of time complexity, KNN has finished after 230 ms
while SVM has taken 450 ms. The proposed DNN has used 160 ms to execute, making it more efficient
than KNN and SVM.

5.1. Results Analysis

5.1.1. δ1s. KNN and SVM

Using 180 random samples [39], we have bench-marked and assessed DNN model δ1 against
KNN and Support Vector Regression (SVR) models. The samples have been obtained for each z layer
making a total of 540 RPs. The SVR has been trained using a linear kernel, a degree of one and an
epsilon value of one using 80% training and 20% validation data sets. Similarly, a KNN model has been
trained with a K value set to three. The results in Figure 14 show the error distribution in meters for all
three models. SVR has scored a rather worse error distribution where the peak of its distribution ranges
between 4 and 6 m error. KNN has done slightly better compared to SVR. However, a large proportion
of the distribution error falls between 3 and 5 m, which makes it the second worse performing after
SVR. DNN δ1 has performed better. The peak of its distribution error samples falls between zero and
two meters with a mean error of 1.6 m. A detailed result is provided in Table 4.

Figure 14. δ1 vs. K-Nearest Neighbor (KNN) vs. Support Vector Regression (SVR).

Table 4. Frequency Count of Distance error (m) for each model.

DNN KNN SVM

Less Than 2 m 79 51 9

Between 2 m and 7 m 39 64 60

More than 7 m 2 5 51

5.1.2. δ2s. KNN and SVM

Using the aforementioned samples, the z layer (z coordinate) has been estimated. The results
are depicted in Figure 15 illustrating a visual comparison of each classifier in a bar-chart using
misclassification count as a measure. Each model has been given an equal number of three classes 0.25,
1.25 and 1.75 m. At first glance, Figure 15 shows that Support Vector Classifier (SVC) has performed
very badly in terms of classification of observations. The model has failed to accurately classify during
the online phase. More than 66%—circa 120 samples—have been wrongly classified. With a total
of 40 misclassified samples, K-Nearest Neighbor (KNN) has performed better than SVC but still
does not differentiate between certain classes properly. Our proposed δ2 model of DNN, has made
excellent classification compared to both later models. As an effect, 100% of the 0.25 m layer has
been accurately classified while more than 95% of the other two classes, 1.25 and 1.75 m, have also
been properly predicted. The total number of misclassified samples is 20 bringing the classification
accuracy rate to 89%. This shows how the proposed 3-D multi-layered model has outperformed the
traditional models.
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Table 5 gives a detailed count of each model and its misclassification count. The worse performing
model is highlighted in red and the best performing model is highlighted in blue.

Figure 15. Model comparison: δ2 vs. KNN vs. SVC.

Table 5. Misclassification count for each model.

Model 0.25 m 0.75 m 1.75 m

DNN 10 10 0

KNN 20 11 9

SVC 60 57 3

6. Conclusions

In this work, we have proposed a novel approach for 3D Indoor Localization using DNN
cooperative network algorithms implemented on 3D multi-layer radiomaps. To emulate a 5G
infrastructure IoT indoor scenario, an IoT network is interconnected to an experimental 5G C-RAN.
Using only an offline fingerprint database, we have also demonstrated how the proposed model has
outperformed traditional industry models such as KNN. We have accurately implemented this model
to the indoor environment. If the steps shown in Figures 1 and 7 are properly followed, a reliable
and fast 3D localization can be achieved. This concept can also be further developed to cover more
complex indoor positioning scenarios, involving radio data from a heterogeneous network (HetNEt)
such as 5G microinfrastructure (Microcells, femtocell, picocells, etc.). Finally, the proposed DELTA
model works very well with RSS based IoT and Wireless Sensor Networks. Thus, our future work
will be improving the model by including information fused from other networks such as WiFi and
Bluetooth Low Energy (BLE) and experimenting with more vertical layers. Another research direction
could be adding floor level detection for buildings with multiple floors.
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Abbreviations

The following abbreviations are used in this manuscript:

3/2D 3/2 Dimensions
5G 5th Generation
AoA Angle of Arrival
ADAM ADAptive Momentum
AP Access Points
BLE Bluetooth Low Energy
C-RAN Cloud-Radio Access Network
CAE Convolutional AutoEnconde
CD-1 Contrastive Divergence with one-step iteration
CNN Convolutional Neural Networks
D2D device-to-device
DBN Deep Belief Network
DELTA DEep Learning cooperaTive Architecture
DNN Deep Neural Network
DoA Direction of arrival
GNSS Global Navigation Satellite System
GPS Global Positioning System
HetNet Heterogeneous Network
IoT Internet of Things
KNN K-Nearest Neighbor
LOS Line-Of-Sight
MED Mean Euclidean Distance
MDPI Multidisciplinary Digital Publishing Institute
MLP Multiple Layers Perceptron
mm-Wave Millimeter Wave
PPDR Public Protection and Disaster Recovery
PRR Packet Reception Ratio
RP Reference Point
RSS Received Signal Strength
RSSI Received Signal Strength Indicator
RTI RSS Temporal Image
RTOF Return Time of Flight
SNR Signal-to-Noise-Ratio
SVC Support Vector Classification
SVM Support Vector Machine
SVR Support Vector Regression
TDOA Time Difference of Arrival
TOA Time of Arrival
ToF Time of Flight
V2X Vehicle-to-Everything
VLC Visible Light communication
WSN Wireless Sensors Networks
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Abstract: Grey wolf optimizer (GWO) is a meta-heuristic algorithm inspired by the hierarchy of
grey wolves (Canis lupus). Fireworks algorithm (FWA) is a nature-inspired optimization method
mimicking the explosion process of fireworks for optimization problems. Both of them have a strong
optimal search capability. However, in some cases, GWO converges to the local optimum and FWA
converges slowly. In this paper, a new hybrid algorithm (named as FWGWO) is proposed, which
fuses the advantages of these two algorithms to achieve global optima effectively. The proposed
algorithm combines the exploration ability of the fireworks algorithm with the exploitation ability of
the grey wolf optimizer (GWO) by setting a balance coefficient. In order to test the competence of the
proposed hybrid FWGWO, 16 well-known benchmark functions having a wide range of dimensions
and varied complexities are used in this paper. The results of the proposed FWGWO are compared to
nine other algorithms, including the standard FWA, the native GWO, enhanced grey wolf optimizer
(EGWO), and augmented grey wolf optimizer (AGWO). The experimental results show that the
FWGWO effectively improves the global optimal search capability and convergence speed of the
GWO and FWA.

Keywords: Grey Wolf Optimizer; Fireworks Algorithm; hybrid algorithm; exploitation and exploration

1. Introduction

Finding an optimal solution in high-dimensional complex space is a common issue in many
engineering fields [1]. When solving such problems, deterministic algorithms find it difficult to find the
optimal value, the calculation cost is too high, and the calculation time is too long [2]. The meta-heuristic
optimization algorithm has, due to its simplicity and strong searching ability, been widely used in
solving complex problems. In recent years, scholars around the world have done a lot of research
on these algorithms. Many natural-inspired meta-heuristic algorithms have been proposed, such as
Particle Swarm Optimization (PSO) [3], Ant Colony Optimization (ACO) [4], Artificial bee colony
algorithm (ABC) [5], Whale Optimization Algorithm (WOA) [6], Bird Swarm Algorithm (BSA) [7],
Grey Wolf Optimizer (GWO) [8], Fireworks Algorithm (FWA) [9], Biogeography-based optimization
(BBO) [10], and Moth Flame Optimization (MFO) [11].

Inspired by the leadership hierarchy and the mechanism of hunting of grey wolves, Gray
Wolf Optimizer, a new meta-heuristic optimization algorithm, was proposed by Mirjalili in 2014 [8].
The GWO algorithm mimics the hunting mechanism to search the optima. In [8], several benchmark
functions are used to evaluate the performance of GWO. The experimental results show that the GWO
algorithm is feasible and superior to PSO, Gravitational Search Algorithm (GSA) [12], and Differential
Evolution (DE) [13] in the accuracy of the solution and convergence speed. Due to the advantages of
fewer adjustment parameters and a faster convergence, the GWO algorithm has been applied in a series

Sensors 2020, 20, 2147; doi:10.3390/s20072147 www.mdpi.com/journal/sensors199



Sensors 2020, 20, 2147

of engineering problems such as the speed control of DC motors [14], parameter estimation in surface
waves [15], and load frequency control of the Multi-microgrid System [16]. However, when facing
problems with multi optimal solutions like multidimensional feature selection, GWO converges to
local optima and fails to find the global optimal solution. Inspired by observing fireworks explosions,
Tan and Zhu proposed the fireworks algorithm (FWA) in 2010. FWA mimics the explosion of fireworks
that produce sparks and illuminate the surrounding area. The global optimal solution was found by
controlling the amplitude of the explosion and the number of sparks generated by explosion. Several
benchmark functions are employed to test the competence of FWA. The experimental results [9] show
that FWA has a better solution accuracy and faster convergence speed than SPSO (Standard particle
swarm optimization) [17] and CPSO (Clonal particle swarm optimization) [18].

When searching for the optimal value in a high-dimensional space, the single meta-heuristic
algorithm always has some disadvantages, such as a low accuracy, poor generalization ability, and
poor local optima avoidance ability. The hybrid algorithm utilizes the differences between the two
optimization algorithms, combines their advantages, and makes up for shortcomings to improve the
overall performance of solving complex optimization problems [19]. The solution searched for by the
genetic algorithm (GA) [20] is not accurate enough, and the evolutionary strategy (ES) tends to fall into
a local minimum when searching for the optimal value. Therefore, a hybrid algorithm in [21] combined
GA and ES to make up for these shortcomings. This algorithm is used for electromagnetic optimization
problems and achieved satisfactory results. In [22], two hybrid models were established by Mafarja to
design feature selection techniques based on WOA. In the first model, the simulated annealing (SA)
algorithm is inserted into the WOA algorithm. In the second model, SA and WOA are used separately.
SA is used to exploit the search space found by the WOA algorithm. In [23], Alomoush proposed a
hybrid algorithm based on Gray Wolf Optimizer (GWO) and Harmony Search (HS). GWO is used
to update the pitch adjustment rate and bandwidth in the HS to improve the global optimization
capabilities of the hybrid algorithm. In [24], the grey wolf optimizer and crow search algorithm are
combined by Sankalap Arora. The hybrid algorithm is tested on 21 data sets as a feature selection
technique. The results show that the algorithm has many advantages in solving complex optimization
problems. In [25], biogeography-based optimization (BBO) and differential evolution (DE) are fused by
sharing population information. In BBO/DE, the migration operators in BBO are changed as the increase
of the iteration count. The results indicate that the hybrid algorithm is more effective when compared
to traditional BBO and DE. In [26], a novel hybrid algorithm combining grey wolf optimizer (GWO)
with particle swarm optimization (PSO) is used as a load balancing technique in the cloud computing
environment. The conclusions indicate that the hybrid algorithm improves the convergence speed and
simplicity when compared with other algorithms. In [27], ZHU proposed a novel hybrid algorithm
based on the grey wolf optimizer (GWO) and differential evolution (DE). This algorithm is tested on 23
benchmark functions and a non-deterministic polynomial hard problem. The experimental results
show that this algorithm has a good performance in exploration. A global optimization algorithm
combining biogeography-based optimization (BBO) with fireworks algorithm (FWA) is proposed
in [28]. The BBO migration operators have been inserted into the FWA to enhance the information
exchange between the population and to improve the global optimization capability. In [29], WOA-SCA,
composed of the whale optimization algorithm (WOA) and sine cosine algorithm (SCA) is proposed.
SCA and WOA are used for exploration and exploitation, respectively. The WOA-SCA optimization
algorithm is used to distribute DGs (distributed generators) and DSTATCOMs (distribution flexible
alternating current transmission devices) to enhance the voltage profile by minimizing the total power
losses in the system.

As mentioned above, GWO advances itself strongly on exploitation. However, in some cases it
converges prematurely and gets trapped in a local optimum. FWA not only has a high exploration
capability, but also has the disadvantage of a slow convergence speed compared to the recent algorithms.
This paper proposes a new hybrid algorithm which combines the exploration ability of FWA with the
exploitation ability of GWO to increase the convergence characteristics.
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The major work of this paper is summarized as follows:

(1) A novel hybrid algorithm based on GWO and FWA is proposed.
(2) The proposed algorithm is tested on 16 benchmark functions with a wide range of dimensions

and varied complexities.
(3) The performance of the proposed approach is compared with standard GWO, FWA, Moth

Flame Optimization (MFO), Crow Search Algorithm (CSA) [30], improved Particle Swarm
Optimization(IPSO) [31], Biogeography-based optimization (BBO), Particle Swarm Optimization
(PSO), Enhanced GWO (EGWO) [32], and Augmented GWO (AGWO) [33].

The rest of paper is arranged as follows: Section 2 introduces the GWO algorithm and FWA
algorithm used in this paper. In Section 4, the FWGWO hybrid algorithm is proposed. Section 5
shows the experimental results and comparison of the algorithms used in the test function. Finally, the
conclusions are given in Section 6.

2. Algorithms

2.1. Grey Wolf Optimizer

The Grey Wolf Optimizer (GWO) is a meta-heuristic algorithm proposed by Mirgalili et al. [8] in
2014. The GWO algorithm mimics the hunting mechanism and the leadership hierarchy of wolves to
search the optima. Grey wolves are social animals, with an average of 5 to 12 wolves in each group.
They also have a strict hierarchy. There are four levels in wolves’ hierarchy, called alpha (α), beta (β),
delta (δ), and omega (ω). Alpha is the first level. It is responsible for making decisions like hunting,
finding a place to sleep, the waking time, and so on. The second level is alpha’s candidate, the beta
wolves, which help alpha in making decisions or in engaging in other activities. The third level is delta.
The delta wolves are under the command of the first two levels, mainly responsible for reconnaissance,
sentry, guard, and other tasks. The last level of a pack is omega. Omega wolves have to submit to the
wolves in the first three levels. The omega wolves maintain the integrity of the hierarchical structure.
The mathematical model of the GWO algorithm’s hierarchy and hunting behavior is as follows:

2.1.1. Hierarchical Structure

The GWO algorithm is a mathematical model based on the social hierarchy of wolves. The fittest
solution found is considered as the alpha (α). The second and third best solutions are beta (β) and
delta (δ), respectively. The rest of the solutions are omega (ω). In the GWO algorithm, alpha, beta, and
delta collectively command omega to search for the solution space.

2.1.2. Encircling Prey

The grey wolf encircles the prey when hunting. The mathematical equations for this behavior are
shown in Equations (1) and (2):

→
D =

∣∣∣∣∣→C· →XP(t) −
→
X(t)
∣∣∣∣∣ (1)

→
X(t+1) =

→
XP(t) −

→
A·→D (2)

where
→
D is the distance from the wolf to the prey.

→
X and

→
Xp represent the position vector of the grey

wolf and the position vector of the prey, respectively. t indicates the current iteration.
→
A and

→
C are

coefficient vectors and are calculated as follows:

→
A = 2

→
a ·→r1 −→a (3)

→
C = 2·→r2 (4)
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where
→
a decreases linearly with the number of iterations from 2 to 0.

→
r1 and

→
r2 are the random vectors

in [0,1].

2.1.3. Hunting

The grey wolves can easily encircle the prey with the ability to recognize its location. The whole
hunting process is usually led by the alpha. However, in a complex search space, it is impossible to get
the location of the prey at the beginning. Therefore, GWO consider that the first three best solutions,
alpha, beta, and delta, have more information about the location of the prey. Then, the other wolves
update their positions based on these three positions, as shown in Figure 1.

 

Figure 1. Position updating in GWO.

The mathematical equations of this phase are as follows:

→
Dα =

∣∣∣∣∣→C1·
→
Xα −

→
X
∣∣∣∣∣, →Dβ = ∣∣∣∣∣→C2·

→
Xβ −

→
X
∣∣∣∣∣, →Dδ = ∣∣∣∣∣→C3·

→
Xδ −

→
X
∣∣∣∣∣ (5)

→
X1 =

→
Xα −

→
A1·(

→
Dα),

→
X2 =

→
Xβ −

→
A2·(

→
Dβ),

→
X3 =

→
Xδ −

→
A3·(

→
Dδ) (6)

→
X(t+1) =

→
X1 +

→
X2 +

→
X3

3
(7)

where,
→
Xα,

→
Xβ, and

→
Xδ are the position vectors of alpha, beta, and delta;

→
Dα,

→
Dβ, and

→
Dδ represent the

distances from the search agent to alpha, beta, and delta respectively;
→
C1,

→
C2, and

→
C3 are coefficient

vectors; and
→
X1,

→
X2, and

→
X3 are the step lengths in the direction toward alpha, beta, and delta.

→
X and

→
X(t+1) indicate the position of the search agent before and after the update.

2.1.4. Search for Prey (Exploration) and Attacking Prey (Exploitation)

When the prey stops moving, the grey wolf completes the hunting process by attacking. In order
to mimic the process of the grey wolf approaching the prey, the GWO algorithm causes

⇀
a to linearly

decrease from 2 to 0, as shown in Equation (8):

→
a = 2− (2× t/Maxiter) (8)

According to Equation (3),
→
A is a random value that lies in the range [−2a, 2a]. GWO uses

→
A to

force wolves to move closer or farther away from their prey. If
→
A < 1, the wolf will be forced to attack

towards the prey. If
→
A > 1, the wolf will be forced to diverge from the prey (local minimum) to find a

new fitter prey.
→
C is a random value that lies in the range [0,2] which is employed to help GWO avoid
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being trapped in the local optima. The pseudo code of the GWO algorithm is presented in Algorithm 1.

Algorithm 1 Pseudo Code of GWO

1.Initialize the wolf population Xi(i = 1, 2, . . . , n)
2.Initialize a, A, and C
3. Calculate the fitness of each search agent
4. Xα = the best search agent
5. Xβ = the sec ond best search agent
6. Xδ = the third best search agent
7. while (t <Max number of iterations)
8. for each search agent
9. Update the position of the current search agent by equation(7)
10. end for

11. Updatea, A, andC
12. Calculate the fitness of all search agents
13. UpdateXα, Xβ, and Xδ
14. t = t + 1
15. end while

16. return Xα

3. Fireworks Algorithm

Inspired by the behavior according to which fireworks burst into sparks in the night sky and
illuminate the surrounding area, Tan and Zhu proposed the Fireworks Algorithm (FWA) in 2010.
In FWA, a firework is considered as a viable solution in the search space of the optimization problem.
Furthermore, the process of sparking fireworks is deemed as the process of searching the neighborhood
of these fireworks. The specific steps of the fireworks algorithm are as follows:

(1) N fireworks are randomly generated in the search space, and each firework represents a
feasible solution.

(2) Evaluate the quality of these fireworks. Consider that the optimal location may be close to the
fireworks with a better fitness; these fireworks get a smaller search amplitude and more explosion
sparks to search the surrounding area. On the contrary, those fireworks with a bad fitness will get
fewer explosion sparks and a larger search amplitude. The number of explosion sparks and the
explosion amplitude of fireworks are calculated as shown in Equations (9) and (10):

Si = m· ymax − f (xi) + ξ
n∑

i=1
(ymax − f (xi)) + ξ

(9)

Ai = Â· f (xi) − ymin + ξ
n∑

i=1
( f (xi) − ymin) + ξ

(10)

where Si is the number of explosion sparks. Ai represents the amplitude of the explosion.
ymin = min( f (xi)), (i = 1, 2, . . . , N) is the minimum fitness among the N fireworks. ymax =

max( f (xi)), (i = 1, 2, . . . , N) is the maximum fitness value among the N fireworks. m and Â
are parameters controlling the total number of sparks and the maximum explosion amplitude,
respectively. ξ is the smallest constant in the computer, utilized to avoid a zero-division-error.
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To avoid that the good fireworks produce far more explosive sparks than the fireworks with a
poor fitness, Equation (11) is used to bound the number of sparks that are generated:

Ŝi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
round(a·m) if Si < am
round(b·m) if Si > bm, a < b < 1
round(Si) if Si otherwise

(11)

where a, b are constant parameters, and round() represents the rounding function.
(3) To guarantee the diversity of the fireworks, another method of generating sparks, Gaussian

explosion, is designed in FWA. For the randomly selected fireworks, a number of dimensions
are randomly selected and updated, as shown in Equation (12), to get the position of a Gaussian
spark at the dimension k:

x̂ik = xik × e (12)

where e ∼ N(1, 1), N(1, 1) is a Gaussian random value with mean 1 and standard deviation 1.
The generated explosion sparks and Gaussian sparks may exceed the boundaries of the search
space. Equation (13) maps the sparks beyond the boundary at dimension k to a new position:

x̃ j
k = xmin

k +
∣∣∣∣̃xj

k

∣∣∣∣%(xmax
k − xmin

k ) (13)

where xmax
k represents the upper bound of the search space at dimension k, and xmin

k is the lower
bound of the search space at dimension k.

(4) N locations should be selected as the next generation of fireworks from the explosion sparks,
Gaussian sparks, and the current fireworks. In FWA, the location with the best fitness is always
kept for the next iteration. Then, N − 1 locations are chosen, determined by their distance to other
locations. The distance and the selection probability of xi is defined as follows:

R(xi) =
∑
j∈k

d(xi, xj) =
∑
j∈k

‖xi − xj‖ (14)

p(xi) =
R(xi)∑

j∈k
R(xj)

(15)

In this selection strategy, if there are many other locations around xi, the selection probability will
be reduced to keep the diversity of the next generation.

The execution flow of the FWA algorithm is shown in Algorithm 2.

4. Hybrid FWGWO Algorithm

4.1. Establishment of FWGWO

As mentioned in Section 2, GWO is strong at exploitation but weak at avoiding a premature
convergence and local optimum. The FWA algorithm has a strong exploration capability, but it lacks
in exploitation. In this section, the FWGWO hybrid algorithm is proposed to combine the GWO
exploitation capability with the FWA exploration capability to obtain a better global optimization
capability. FWGWO alternately uses the FWA algorithm for exploration in the search space and the
GWO algorithm for exploitation to search the global optimum without changing the general operation
of the GWO and FWA algorithms. In order to balance the exploration with the exploitation, an adaptive
equilibrium coefficient is proposed in this paper. Updating the position Xα means that the best fitness
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has been changed. When the current position is closer to the optimal solution, the coefficient p will be
updated to change the search strategy, as shown in Equation (16):

p = 0.9× (1− cos(
π

2
· t
Maxiter

)) (16)

where p represents the adaptive balance coefficient. t is the current number of iterations. Maxiter
indicates the maximum number of iterations.

Algorithm 2 Pseudo Code of FWA

1. Randomly select n locations for fireworks
2. while stop criteria = flase do

3. Set off n fireworks respectively at the n locations
4. foreach fireworkxido

5. Calculate the number of sparks that the firework yields by equation (9)
6. Obtain locations of each sparks of the fireworkxi
7. end for

8. for k = 1 : number of Gaussian sparks do

9. Randomly select a fireworkxj
10. Generate a Gaussian spark for the firework
11. end for

12. Select the best location and keep it for next explosion generation
13. Randomly select n− 1 locations from the two types of sparks and the current fireworks
14. according to the probability given in equation (15)
15. end while

A random value r in [0, 1] is set for a comparison with the adaptive balance coefficient p. If r > p,
the next iteration will be executed using the FWA algorithm. Otherwise, the GWO algorithm is used
for this iteration. The function curve of p is shown in Figure 2. The value of p is small and slowly
increases in the early optimization stage to make sure that FWGWO explores a huge search space by
multiple calls of FWA to avoid being trapped in the local minimum. In the later optimization phases,
the algorithm exploits small regions to efficiently search the optimum with the rapidly increasing p.
To avoid that only GWO is executed in the final stage of the FWGWO algorithm, the value of p is
growing in [0, 0.9]. In some cases, after one iteration of the FWA algorithm, the FWGWO algorithm
will proceed to the next iteration of the FWA algorithm without further exploitation so as to escape the
current local optimal space and miss the global optimal solution. To avoid these cases, the FWGWO
algorithm exploits the current region with at least T iterations of the GWO algorithm before proceeding
to the next FWA algorithm. In this paper, T is set to 10. The variable k is defined to count how many
GWO iterations have occurred since the last FWA iteration. k is initialized at the beginning of FWGWO.
After each GWO iteration, k increases itself by 1. If k > T and r > p, FWA will be used to execute the
iteration. At the last of these iterations, k will be set to 0.

Figure 2. Adaptive balance coefficient.
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The pseudo code of the hybrid FWGWO algorithm is shown in Algorithm 3.

Algorithm 3 Pseudo Code of FWGWO

1. Initialize the wolf population Xi(i = 1, 2, . . . , n)
2. Initialize a, A, k, t and C
3. Calculate the fitness of each search agent
4. Xα = the best search agent
5. Xβ = the sec ond best search agent
6. Xδ = the third best search agent
7. while (t < Max number of iterations)
8. foreach search agent
9. Update the position of the current search agent by equation (7)
10. end for

11. Updatea, A, andC
12. Calculate the fitness of all search agents
13. UpdateXα, Xβ, and Xδ
14. ifXα changed then

15. Update the adaptive balance coefficient (p) by equation (16)
16. end if

17. if k >= T and rand() > p then

18. for eachsearchagent xi do

19. Generate explosion sparks
20. end for

21. GeneratemGaussian spark for the search agents
22. Selecnewsearchagentsbyequation (15)
23. t = t + 1
24. k = 0
25. end if

26. k = k + 1 t = t + 1
27.end while

28.return Xα

4.2. Time Complexity Analysis of FWGWO

The time complexity of FWGWO is mainly determined by the population size n, dimensions of
the solution space d, and max number of iterations t. O (FWGWO) = O (population initialization) +
O (Calculation of fitness for the entire population) + O (Update of population position). The time
complexity of the population initialization is O (n × d), and the time complexity for calculating the
fitness of the entire population is O (t × n × d). As for the part with the updating position, the time
complexity consists of two parts: O = O (position update with GWO) + O (position update with FWA).
The time complexity of this part is O (10/11× t× n× d + 1/11× t× 3× n× d) ≈ O(t× n× d). Therefore,
the time complexity of the FWGWO algorithm is O (n× d + t× n× d + t× n× d) = O ((2t + 1) × n× d).
For comparison, the time complexity of GWO is O ((2t + 1) × n× d), and the time complexity of FWA
is O ((4t + 1) × n× d). The time complexity of FWGWO is the same as that of GWO and smaller than
that of FWA.

5. Experimental Section and Results

In this section, 16 benchmark functions with different characteristics are used to evaluate the
proposed FWGWO hybrid algorithm. The experiment results are compared with nine other algorithms
to verify the superiority of FWGWO.
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5.1. Compared Algorithms

A total of nine algorithms, including IPSO, PSO, BBO, CSA, MFO, FWA, GWO, AGWO, and
EGWO, were selected for comparison with the FWGWO algorithm proposed in this paper. These
nine algorithms contain both classical algorithms and new algorithms proposed in recent years.
The parameter settings of these algorithms are shown in Table 1. These parameters are chosen based
on the parameters of these algorithms in the original papers. For all algorithms in this experiment, the
size of the population is 20, the dimension is 100 dimensions, and the maximum number of iterations
is 500. This experiment has been carried out with different experimental parameters. The size of
the population has been set to 10, 20, 30, and 50. The dimension has been set to 20, 50, 100, and
500. The results of these experiments are similar. Considering the length of this paper, the typical
parameters mentioned above are taken as an example.

Table 1. Parameter settings.

Parameter Value(s)

GWO a Linearly decreased from 2 to 0

FWA

Total number of sparks 50
Maximum explosion amplitude 40

Number of Gaussian sparks 5
a 0.04
b 0.8

ISPO
Inertia w(wMin,wMax) [0.4,0.9]

Acceleration constants(c1,c2) [2,2]

PSO
Inertia w(wMin,wMax) [0.6,0.9]

Acceleration constants(c1,c2) [2,2]
AGWO a a = 2− (cos(rand()) × t/Max_iter)
EGWO a a = rand()

BBO

Immigration probability [0,1]
Mutation probability 0.005

Habitat modification probability 1.0
Step size 1.0

Migration rate 1.0
Maximum immigration 1.0

CSA
Flight length 2

Awareness probability 0.1
MFO a a = −1 + Iteration× ((−1)/Max_iteration)

5.2. Benchmark Functions

Sixteen benchmark functions listed in Table A1 (see in Appendix A) are utilized to evaluate the
optimized performance of FWGWO. These benchmark functions can be divided into two categories.
In the first category, the unimodal functions f1-f8 with only one global optimum are used to test the
exploitation capability. In the second category, the multimodal functions f9–f16 with more than two
local optima are utilized to assess the ability of FWGWO to find global optima.

5.3. Performance Metrics

Three performance indicators, the mean fitness, fitness variance, and best fitness, are selected
in this paper to evaluate the results of the experiments. The mathematical equations are defined
as follows:

MeanFitness =
1
M

M∑
i=1

Gi (17)

std =

√∑M
i=1 (Gi −MeanFitness)2

M
(18)
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where M represents the total number of independently repeated experiments. M is 30 in this paper. G
represents the function fitness of each experiment, and i is the count of repeated experiments.

In addition, a nonparametric statistical test, Wilcoxon’s rank-sum test [34], is utilized to show that
the proposed FWGWO algorithm provides a significant improvement over other algorithms. The test
was carried out with the results of the FWGWO and other algorithms in each benchmark function at a
5% significance level. All experiments are carried out using MATLAB R2017a on a computer with Inter
i5-5200U 2.2GHz and an 8 GB memory.

5.4. Comparison and Analysis of Simulation Results

Thirty independently repeated experiments were implemented using the 10 algorithms mentioned
above on each benchmark function. Table 2 shows the test results of these algorithms on each
benchmark function. The best, mean, and variance of the fitness obtained by each algorithm are listed
in Table 2, and the best results are bolded. Compared with other algorithms, the average of the fitness
obtained by the FWGWO algorithm after 500 iterations is better and closer to the global optimal value
on most of the benchmark functions. In terms of the best fitness obtained in 30 repetitions, FWGWO
has a better performance than other algorithms in all 16 functions. What is more, the best fitness
obtained by FWGWO is 0 on functions f9, f11, and f16. This shows that the FWGWO algorithm has
found the global optimal value on these functions. These cases verified the superiority of FWGWO
over other algorithms.

Table 2. Results of the benchmark functions.

Function GWO FWA IPSO PSO AGWO EGWO BBO CSA MFO FWGWO

F1

Mean 1.99 × 10−10 3.73 × 102 1.57 × 104 2.21 × 102 3.93 × 10−17 1.45 × 10−13 2.87 × 102 1.06 × 103 7.04 × 104 5.16 × 10−18

Std 1.19 × 10−10 5.49 × 103 5.18 × 103 3.01 × 101 7.20 × 10−17 6.23 × 10−14 2.47 × 101 1.83 × 102 1.35 × 104 1.93 × 10−16

Best 2.70 × 10−11 4.84 7.40 × 103 1.50 × 102 4.61 × 10−18 6.15 × 10−16 2.54 × 102 7.09 × 102 4.69 × 104 6.68 × 10−24

F2
Mean 1.53 × 103 6.14 × 104 1.44 × 105 2.71 × 104 1.79 × 104 3.34 × 104 5.74 × 104 8.49 × 103 2.70 × 105 1.74

Std 1.35 × 103 7.11 × 104 3.11 × 104 6.72 × 103 1.81 × 104 1.41 × 104 8.78 × 103 1.52 × 103 5.48 × 104 6.01 × 101

Best 1.20 × 102 1.32 × 101 8.33 × 104 1.55 × 104 2.54 × 102 6.75 × 103 4.38 × 104 5.54 × 103 1.64 × 105 4.97 × 10−7

F3
Mean 3.03 3.36 × 101 6.00 × 101 1.54 × 101 4.99 × 101 7.28 × 101 2.99 × 101 1.57 × 101 9.41 × 101 1.02 × 10−3

Std 2.17 1.44 × 101 4.32 1.66 3.13 × 101 7.82 3.01 1.40 1.72 3.06 × 10−3

Best 2.24 × 10−1 8.24 × 10−1 4.84 × 101 1.26 × 101 6.56 × 10−1 5.61 × 101 2.35 × 101 1.32 × 101 9.13 × 101 5.61 × 10−7

F4
Mean 9.81 × 101 9.38 × 103 9.12 × 106 2.95 × 105 9.82 × 101 9.83 × 101 7.86 × 103 4.01 × 104 2.04 × 108 9.00 × 101

Std 5.22 × 10−1 2.50 × 106 3.99 × 106 6.54 × 104 5.50 × 10−1 6.68 × 10−1 1.39 × 103 1.80 × 104 8.37 × 107 1.74 × 101

Best 9.65 × 101 1.00 × 102 4.79 × 106 1.87 × 105 9.71 × 101 9.63 × 101 5.16 × 103 2.26 × 104 6.98 × 107 1.66 × 101

F5
Mean 1.16 × 101 2.61 × 103 1.59 × 104 2.13 × 102 1.50 × 101 1.56 × 101 2.86 × 102 1.03 × 103 7.46 × 104 3.02 × 10−2

Std 9.88 × 10−1 2.14 × 103 4.71 × 103 3.34 × 101 6.26 × 10−1 9.66 × 10−1 2.88 × 101 1.07 × 102 1.39 × 104 2.42 × 10−2

Best 9.54 2.44 × 101 8.20 × 103 1.56 × 102 1.40 × 101 1.40 × 101 2.26 × 102 7.95 × 102 5.23 × 104 1.27 × 10−2

F6
Mean 1.69 × 10−29 1.73 3.58 3.72 × 101 2.42 × 10−39 3.44 × 10−23 1.58 × 10−4 2.79 × 10−2 1.80 × 101 2.09 × 10−35

Std 2.50 × 10−29 4.11 × 10−1 2.52 1.11 × 101 1.03 × 10−35 6.04 × 10−22 2.03 × 10−3 1.65 × 10−2 5.18 1.21 × 10−34

Best 4.86 × 10−34 8.30 × 10−8 1.05 × 10−1 1.18 × 101 5.32 × 10−46 1.38 × 10−35 6.48 × 10−7 8.35 × 10−3 2.00 1.80 × 10−46

F7
Mean 2.47 × 10−7 2.39 × 107 4.13 × 108 8.83 × 106 7.99 × 10−14 1.13 × 10−10 1.14 × 107 2.89 × 107 1.46 × 109 1.06 × 10−13

Std 1.62 × 10−7 8.81 × 107 2.66 × 108 2.57 × 106 8.94 × 10−14 1.44 × 10−10 2.50 × 106 9.00 × 106 8.26 × 108 2.12 × 10−12

Best 4.80 × 10−8 1.31 × 101 6.05 × 107 4.00 × 106 3.74 × 10−15 1.15 × 10−12 7.24 × 106 1.75 × 107 1.16 × 108 1.00 × 10−18

F8
Mean 5.38 × 10−11 3.72 × 102 7.33 × 103 1.02 × 104 1.80 × 10−17 2.54 × 10−14 1.68 × 102 4.68 × 102 3.30 × 104 4.94 × 10−16

Std 4.61 × 10−11 7.11 × 102 2.62 × 103 1.30 × 103 2.04 × 10−17 1.31 × 10−14 2.58 × 101 7.19 × 101 7.03 × 103 5.01 × 10−16

Best 1.19 × 10−11 4.81 × 10−2 3.38 × 103 7.58 × 103 5.21 × 10−19 2.86 × 10−16 1.35 × 102 3.14 × 102 1.40 × 104 1.42 × 10−21

F9
Mean 1.09 × 101 2.66 × 102 5.88 × 102 1.24 × 103 2.54 × 10−1 8.72 × 102 3.97 × 102 3.72 × 102 8.99 × 102 4.43 × 10−2

Std 8.83 1.04 × 102 6.85 × 101 9.61 × 101 6.46 × 10−5 1.80 × 102 5.40 × 101 4.50 × 101 7.18 × 101 8.31 × 10−2

Best 5.96 × 10−7 3.06 × 10−2 4.79 × 102 1.05 × 103 0.00 4.45 × 102 3.17 × 102 3.04 × 102 6.92 × 102 0.00

F10
Mean 1.27 × 10−6 4.98 1.58 × 101 6.96 1.06 × 10−9 2.37 × 10−8 3.71 6.80 1.99 × 101 4.21 × 10−10

Std 3.85 × 10−7 2.93 9.91 × 10−1 3.72 × 10−1 7.18 × 10−10 2.69 × 10−8 1.18 × 10−1 5.39 × 10−1 1.52 × 10−1 5.61 × 10−10

Best 6.16 × 10−7 1.05 × 10−2 1.43 × 101 6.06 1.97 × 10−10 1.55 × 10−9 3.49 6.07 1.95 × 101 2.93 × 10−14

F11
Mean 4.78 × 10−3 3.71 × 10−2 2.52 1.03 1.20 × 10−3 1.00 × 10−2 8.33 × 10−1 1.09 7.73 1.11 × 10−17

Std 1.09 × 10−2 4.83 × 10−1 3.68 × 10−1 2.44 × 10−2 9.13 × 10−3 1.22 × 10−2 3.47 × 10−2 1.60 × 10−2 1.52 1.20 × 10−16

Best 1.52 × 10−13 3.47 × 10−2 1.70 9.72 × 10−1 0.00 0.00 7.60 × 10−1 1.07 4.44 0.00

F12
Mean 3.83 × 10−1 3.34 3.57 × 106 1.87 × 101 5.37 × 10−1 1.38 × 101 7.95 1.10 × 101 4.31 × 108 2.13 × 10−3

Std 6.78 × 10−2 5.95 × 105 1.56 × 106 4.44 4.11 × 10−2 8.57 2.37 3.03 1.65 × 108 6.89 × 10−3

Best 2.41 × 10−1 1.20 1.56 × 105 7.79 4.06 × 10−1 6.15 × 10−1 2.33 6.06 1.34 × 108 6.35 × 10−4

F13
Mean 7.37 1.21 × 101 1.69 × 107 8.76 × 102 8.32 4.50 × 101 1.68 × 101 1.67 × 102 8.61 × 108 1.29 × 10−1

Std 4.10 × 10−1 7.62 × 106 1.19 × 107 8.25 × 102 3.16 × 10−1 3.71 × 101 2.36 3.12 × 101 3.28 × 108 7.60 × 10−2

Best 6.36 1.01 × 101 1.87 × 106 1.97 × 102 7.59 9.89 1.26 × 101 8.56 × 101 2.15 × 108 3.67 × 10−2

F14
Mean 4.50 × 10−3 1.64 5.10 × 101 1.05 × 102 7.70 × 10−5 1.25 × 102 2.19 × 101 2.46 × 101 8.11 × 101 2.46 × 10−6

Std 2.87 × 10−3 9.69 1.17 × 101 1.26 × 101 8.55 × 10−4 2.23 × 101 3.88 8.16 1.41 × 101 6.63 × 10−6

Best 7.96 × 10−7 6.83 × 10−3 3.26 × 101 7.72 × 101 5.32 × 10−12 6.85 × 101 1.28 × 101 1.50 × 101 5.54 × 101 1.06 × 10−14

F15
Mean 1.41 × 10−2 4.92 × 10−1 5.00 × 10−1 3.95 × 10−1 4.32 × 10−3 1.30 × 10−2 4.99 × 10−1 4.88 × 10−1 5.00 × 10−1 3.13 × 10−3

Std 2.33 × 10−3 1.46 × 10−1 4.43 × 10−5 1.71 × 10−2 1.45 × 10−3 2.74 × 10−3 6.33 × 10−4 2.78 × 10−3 2.05 × 10−6 1.18 × 10−3

Best 9.29 × 10−3 1.91 × 10−2 5.00 × 10−1 3.56 × 10−1 3.13 × 10−3 6.22 × 10−3 4.97 × 10−1 4.82 × 10−1 5.00 × 10−1 2.58 × 10−6

F16
Mean 1.38 × 10−10 8.50 1.07 × 103 7.13 × 102 7.40 × 10−18 2.48 × 10−13 7.18 × 101 1.58 × 102 4.92 × 103 1.87 × 10−15

Std 7.46 × 10−11 7.48 × 101 3.89 × 102 9.40 × 101 7.97 × 10−17 1.04 × 101 3.26 9.91 1.30 × 103 2.09 × 10−15

Best 2.63 × 10−11 4.28 × 10−1 5.92 × 102 4.96 × 102 0.00 0.00 6.25 × 101 1.23 × 102 2.89 × 103 0.00

Furthermore, the variances of the results of these 30 independent experiments are also smaller.
As can be seen in Table 2, the optimization results of FWGWO on the unimodal functions f1–f5, whether
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the mean or the variance, are superior to other algorithms. As mentioned above, the unimodal function
is utilized to test the exploitation ability of the algorithm. From these results, it can be seen that,
compared with FWA, GWO, and other algorithms, FWGWO can find a better solution in a limited
number of iterations and has a better exploitation ability. It can also be seen from Table 2 that FWGWO
has better results in seven of the eight functions on the multimodal functions f9–f16. The multimodal
functions are used to test the exploration ability of the algorithm. It can be known from the experiment
results that the FWGWO algorithm has a better global optimization ability than other algorithms used
in this paper, including the original GWO, the standard FWA, and the enhanced GWO.

Figures 3 and 4 show the convergence process of FWGWO and other algorithms mentioned in
this paper on 16 reference benchmark functions. The curves we provided in Figures 3 and 4 are the
average fitness curves of 30 repetitions. As shown in Figure 3, at the first few iterations, FWGWO’s
convergence is slightly slower than that of other algorithms. In this process, the algorithm explores a
lot to search for a better exploitation of the local areas. In the following convergence process, FWGWO
converges quickly in this region, searching for a better solution than other algorithms after a total of
500 iterations. Figure 4 shows the comparison of the convergence of FWGWO with other algorithms
on multimodal functions. As mentioned above, the multimodal functions are used to test the local
optima avoidance ability of the algorithm.

In Figure 4, we can see that unlike other algorithms that have been trapped in the local optimum,
FWGWO continues to search for a better fitness on most benchmark functions and keeps approaching
global optima. This proves that the FWGWO algorithm has a better global optimization searching
ability when compared with other algorithms. According to the above comprehensive description, the
hybrid algorithm FWGWO is superior to other algorithms in both the accuracy of the solution and the
convergence. It can be concluded that the FWGWO algorithm has better overall performances on most
optimization problems than other algorithms.

The mean running time of 30 repetitions has been shown in Table 3. The results show that the
running time of the FWGWO algorithm is a little bigger than that of GWO and much smaller than that
of FWA. As mentioned in Section 4, FWA has a larger time complexity, while GWO has a smaller time
complexity. The location update strategy of FWA has been used in FWGWO a few times. Therefore,
FWGWO has a bigger running time than GWO. Considering the improvement of the convergence
performance, it is acceptable to sacrifice a little running time.

Wilcoxon’s nonparametric statistical test is conducted at the 5% significance level in order to
determine whether the FWGWO provides a significant improvement compared to other algorithms or
not. The results of different algorithms on the benchmark function were employed to test the Wilcoxon
rank sum, and p and h values were obtained as significant level indicators. If the p value is less than
0.05, the null hypothesis is rejected. At this time, the h value is 1, and the two algorithms tested are
considered significantly different. Conversely, when the p value is greater than 0.05, the h value is
0, and the two algorithms tested are considered to not be significantly different. In this paper, the
Wilcoxon rank sum is tested with the results of 30 repeated experiments on 16 benchmark functions by
the FWGWO algorithm and other algorithms. The test results are shown in Table 4. In most cases,
the h values of the test results are 1, except that the results’ p values for AGWO and FWGWO on
f8, f11, f15, and f16 are greater than 0.05 and the h values are 0. This means that the optimization
efficiency of FWGWO and AGWO is similar in f8, f11, f15, and f16. The results show that in most
cases the performance of the FWGWO algorithm is significantly improved when compared with
other algorithms.
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Figure 3. Convergence curves of the unimodal functions.
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Figure 4. Convergence curves of the multimodal functions.
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Table 3. Running time (seconds) of different algorithms.

Function GWO FWA IPSO PSO AGWO EGWO BBO CSA MFO FWGWO

F1 0.65625 6.1875 0.828125 0.5625 0.59375 0.53125 10.65625 1.296875 0.953125 1.390625
F2 2.0625 11.5 1.8125 1.828125 2.09375 1.734375 13.89063 4.890625 2.34375 2.46875
F3 0.375 6.75 0.234375 0.15625 0.25 0.171875 9.46875 0.890625 0.453125 0.8125
F4 0.453125 5.5625 0.25 0.1875 0.328125 0.203125 8.671875 0.890625 0.453125 0.671875
F5 0.40625 6.21875 0.21875 0.15625 0.25 0.140625 10.57813 0.75 0.421875 0.671875
F6 1.03125 8.53125 0.8125 0.796875 0.84375 0.71875 9.09375 2.640625 1.0625 2.5
F7 0.609375 6.640625 0.4375 0.375 0.515625 0.375 9.671875 1.296875 0.625 0.90625
F8 0.359375 5.375 0.21875 0.15625 0.234375 0.140625 9.4375 0.71875 0.453125 0.671875
F9 0.421875 6.328125 0.3125 0.25 0.265625 0.1875 8.28125 1.046875 0.453125 0.734375
F10 0.421875 7.171875 0.3125 0.25 0.28125 0.1875 8.3125 0.96875 0.421875 0.703125
F11 0.453125 6.265625 0.328125 0.25 0.34375 0.1875 8.609375 0.90625 0.484375 1.484375
F12 0.953125 7.5625 0.828125 0.71875 1 0.65625 9.09375 2.3125 1.046875 1.28125
F13 1.015625 8.046875 0.796875 0.734375 0.890625 0.703125 9.078125 2.359375 1.046875 1.34375
F14 0.515625 5.875 0.234375 0.21875 0.21875 0.15625 8.5625 0.953125 0.4375 0.625
F15 0.53125 7.25 0.265625 0.1875 0.328125 0.15625 8.125 0.921875 0.421875 0.65625
F16 0.453125 6.109375 0.296875 0.234375 0.28125 0.1875 8.3125 1.015625 0.484375 0.78125

Table 4. Wilcoxon’s rank test of FWGWO and other algorithms on 16 benchmark functions.

Function GWO FWA IPSO PSO AGWO EGWO BBO CSA MFO

F1
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 1.82 × 10−7 7.86 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F2
p-value 7.86 × 10−12 1.65 × 10−11 6.51 × 10−12 6.51 × 10−12 7.15 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F3
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F4
p-value 2.05 × 10−10 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 1.72 × 10−10 6.28 × 10−10 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F5
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F6
p-value 7.15 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.29 × 10−3 1.14 × 10−11 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F7
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 2.05 × 10−2 7.08 × 10−11 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F8
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 8.45 × 10−2 4.13 × 10−11 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 0 1 1 1 1

F9
p-value 3.14 × 10−12 1.73 × 10−12 1.16 × 10−12 1.16 × 10−12 1.19 × 10−3 1.16 × 10−12 1.16 × 10−12 1.16 × 10−12 1.16 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F10
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 1.27 × 10−7 7.86 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F11
p-value 5.54 × 10−13 5.54 × 10−13 5.54 × 10−13 5.54 × 10−13 3.62 × 10−1 6.72 × 10−7 5.54 × 10−13 5.54 × 10−13 5.54 × 10−13

h-value 1 1 1 1 0 1 1 1 1

F12
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F13
p-value 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F14
p-value 9.47 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 2.36 × 10−3 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12 6.51 × 10−12

h-value 1 1 1 1 1 1 1 1 1

F15
p-value 2.05 × 10−10 6.51 × 10−12 1.11 × 10−10 6.51 × 10−12 1.12 × 10−1 4.81 × 10−8 1.01 × 10−10 8.47 × 10−11 1.21 × 10−10

h-value 1 1 1 1 0 1 1 1 1

F16
p-value 1.71 × 10−12 1.71 × 10−12 1.71 × 10−12 1.71 × 10−12 6.75 × 10−2 1.99 × 10−10 1.71 × 10−12 1.71 × 10−12 1.71 × 10−12

h-value 1 1 1 1 0 1 1 1 1

6. Conclusions

In this paper, a hybrid algorithm FWGWO based on Grey Wolf Optimizer (GWO) and Fireworks
Algorithm (FWA) is proposed for the optimization of multidimensional complex space. The FWGWO
algorithm combines the good exploitation ability of GWO with the strong exploration ability of the FWA
algorithm. In order to balance the exploitation with the exploration, an adaptive balance coefficient
is employed in this algorithm. The probability of exploitation or exploration is controlled by the
balance coefficient. By changing the balance coefficient, the FWGWO algorithm can avoid the local
optimal value as much as possible and has a fast convergence speed. In order to verify the performance
superiority of the FWGWO algorithm, the FWGWO algorithm was tested 30 times with IPSO, PSO,
BBO, CSA, MFO, FWA, GWO, AGWO, and EGWO algorithms on 16 benchmark functions, and their
test results were compared with each other. The compared results show that the FWGWO algorithm
has a better global optimization ability and faster convergence speed compared with other algorithms.
In addition, the Wilcoxon rank sum test was used to test the optimization results. The test results show
that the FWGWO algorithm has a significant improvement compared to other algorithms.
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This paper presents a new method for combining two algorithms. In the future, this method could
be used in combination with other enhanced algorithms. Furthermore, the FWGWO can be applied to
solve single- and multi-objective optimization problems like the feature selection problem.
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Appendix A

Table A1. Benchmark functions.

Function Range fmin

F1 =
D∑

i=1
x2

i
[−100, 100] 0

F2 =
D∑

i=1

⎛⎜⎜⎜⎜⎝ i∑
j=1

xj

⎞⎟⎟⎟⎟⎠ [−100, 100] 0

F3 = max{|xi|, 1 ≤ i ≤ D} [−100, 100] 0

F4 =
D−1∑
i=1

[
100
(
xi+1 − x2

i

)2
+ (xi − 1)2

]
[−30, 30] 0

F5 =
D∑

i=1
[xi + 0.5]2 [−100, 100] 0

F6 = 106·x2
1 +

D∑
i=2

x6
i

[−1, 1] 0

F7 =
D∑

i=2

(
106
)(i−1)/(n−1)·x2

i
[−100, 100] 0

F8 =
D∑

i=2
ix2

i
[−10, 10] 0

F9 =
D∑

i=1

[
x2

i − 10 cos(2πxi) + 10
]

[−5.12, 5.12] −418.982

F10 = −20 exp

⎛⎜⎜⎜⎜⎜⎜⎝−0.2

√
1
D

D∑
i=1

x2
i

⎞⎟⎟⎟⎟⎟⎟⎠− exp
(

1
D

D∑
i=1

cos(2πxi)

)
+ 20 + e [−32, 32] 0

F11 = 1
4000

D∑
i=1

x2
i −

D∏
i=1

cos
(

xi√
i

)
+ 1 [−60, 60] 0

F12 = π
n

{
10 sin(πy1) +

D−1∑
i=1

(yi − 1)2
[
1 + 10 sin2(πyi+1)

]
+(yn − 1)2

}
+

D∑
i=1

u(xi, 5, 100, 4)

[−50, 50] 0

F13 = 0.1
{

sin(3πx1) +
D−1∑
i=1

(xi − 1)2
[
1 + 10 sin2(3πxi+1)

]
+(xn − 1)2

}
+

D∑
i=1

u(xi, 5, 100, 4)

[−50, 50] 0

F14 =
D∑

i=1

∣∣∣xi sin(xi) + 0.1xi
∣∣∣ [−10, 10] 0

F15 = 0.5 +

⎛⎜⎜⎜⎜⎝(sin
(

D∑
i=1

x2
i

))2
− 0.5

⎞⎟⎟⎟⎟⎠·(1 + 0.001
(

D∑
i=1

x2
i

))−2
[−100, 100] 0

F16 =
D−1∑
i=1

[
x2

i + 2x2
i+1 − 0.3 cos(3πxi) −0.4 cos(4πxi+1) + 0.7] [−15, 15] 0
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Abstract: The metro system plays an important role in urban public transit, and the passenger flow
forecasting is fundamental to assisting operators establishing an intelligent transport system (ITS).
The forecasting results can provide necessary information for travelling decision of travelers and
metro operations of managers. In order to investigate the inner characteristics of passenger flow
and make a more accurate prediction with less training time, a novel model (i.e., SSA-AWELM),
a combination of singular spectrum analysis (SSA) and AdaBoost-weighted extreme learning machine
(AWELM), is proposed in this paper. SSA is developed to decompose the original data into three
components of trend, periodicity, and residue. AWELM is developed to forecast each component
desperately. The three predicted results are summed as the final outcomes. In the experiments,
the dataset is collected from the automatic fare collection (AFC) system of Hangzhou metro in China.
We extracted three weeks of passenger flow to carry out multistep prediction tests and a comparison
analysis. The results indicate that the proposed SSA-AWELM model can reduce both predicted errors
and training time. In particular, compared with the prevalent deep-learning model long short-term
memory (LSTM) neural network, SSA-AWELM has reduced the testing errors by 22% and saved
time by 84%, on average. It demonstrates that SSA-AWELM is a promising approach for passenger
flow forecasting.

Keywords: automatic fare collection system; passenger flow forecasting; time series decomposition;
singular spectrum analysis; ensemble learning; extreme learning machine

1. Introduction

As an import part in urban public transit, metro transit has developed rapidly and attracted
a quantity of passengers in recent years. It is a great challenge for operators and design-makers
to optimize the metro schedules and organize the passengers in the stations effectively. Accurate
and timely short-term passenger flow forecasting is the fundament of intelligent transport systems
(ITS) [1]. The prediction results not only offer evidence for passenger guidance to prevent congestion
and trampling [2] but, also, provide necessary information for the metro schedule coordination scheme
to match the metro capacity with the passenger flow demand.

As the connections of different metro lines, transfer stations are crucial in metro networks.
Some researchers utilized the complex network theory to investigate the characteristics of the metro
networks such as Beijing [3], Shanghai [4], Guangzhou [5], and some other cities [6]. The findings
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of their studies indicated that transfer stations played the most significant role in the networks.
Some of them [3,4] suggested that the transfer stations should be paid more attention to. In addition,
the passenger flow in the transfer station is usually much larger than that in a regular station, and the
passenger flow increases more rapidly at the rush hours in the morning and evening. This is because
transfer stations are usually located in areas with large travel demands—for instance, a transportation
hub, business district, and so forth. Therefore, in order to avoid pedestrian congestion or early warnings
of burst passenger flows for operators, it is vital to forecast the passenger flow accurately and timely in
a transfer station.

The passenger flow is defined as the number of boarding or alighting pedestrians at the target
station during a constant interval in the prediction tasks [7,8]. In previous studies, the collection of
passenger flows mainly includes two ways, as follows:

1. Videos. The passenger flow videos are generally used to extract the passenger trajectories through
image-processing techniques. The extracted data can help researchers to investigate and analyze
passenger behaviors [9].

2. Automatic Fare Collection (AFC) systems. Based on AFC systems, the passenger boarding and
alighting information is recorded by the sensors in turnstiles automatically, and the recorded
data is easy to access. The AFC systems are initially designed and employed to charge the
passengers automatically. Since the AFC systems can also record some extra information of the
passengers (i.e., personal identification, boarding/alighting time, boarding/alighting station, etc.),
the AFC data has been used in the researches of transportation engineering. These studies are
mainly focused on four fields: prediction of passenger flow [2,7,10–12], analysis of passenger flow
patterns [13], investigation of passenger behaviors [14,15], and evaluation of metro networks [3,6].

The task of passenger flow prediction is quite similar to traffic flow prediction [7,8,12,16], which is
only different in the input data of the models. Therefore, many practical models of traffic flow
prediction could be referred to as well. In the studies to date, the passenger/traffic flow prediction
approaches are roughly classified into four categories, as listed below:

1. Parametric models. Due to a low computation complexity, parametric models are widely used in
early studies—for instance, autoregressive integrated moving average (ARIMA) [17,18], Kalman
filter (KF) [11], exponential smoothing (ES) [19], and so on. However, these models are sensitive
to passenger flow patterns, since they are established based on the assumption of linearity.

2. Nonparametric models. In order to capture the nonlinearity of passenger flow, the nonparametric
models are introduced in subsequent researches, such as K-nearest neighbor (KNN) [20,21],
support vector regression (SVR) [7,10], artificial neural network (ANN) [1,22], etc. The empirical
results from these studies have suggested that the nonparametric models usually performed
better than parametric models when the data size was large. It is owing to the ability of
nonlinearity modeling.

3. Hybrid models. The hybrid models are the combination of two or more individual methods.
Due to both the linearity and nonlinearity of passenger flow, the hybrid models [2,23–26] are
proposed to capture these two natures to increase the prediction accuracy. Both theoretical
and empirical findings have demonstrated that the integration of different models can take full
advantage of these models. Thus, this is an effective way to improve the predictive performance.

4. Deep-learning models. Besides the aforementioned three kinds of models, according to the latest
researches, the deep-learning methods have been introduced and developed in the passenger flow
forecasting problem, including long short-term memory (LSTM) [12,16,27], deep belief network
(DBN) [28], stacked autoencoders (SAE) [29], convolutional neural network (CNN) [12,30], etc.
Due to the universal approximation capability of complex neural networks, the deep-learning
models can approximate any nonlinear function in theory [24,31]. From the findings of these
studies, deep-learning models usually show a superiority of high forecasting accuracy to
parametric and nonparametric models. However, because of high computation complexity,
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the deep-learning models will require significant resources and training time [32]. In addition,
these models are usually regraded as a “black box” [23] and lack interpretability of the results [32].

In recent studies, the combination of time series decomposition approaches is a novel research
interest of the hybrid models to make a better predictive performance. The principle of this kind of
model is that a complicated time series can be simplified through disaggregating the sequence into
multiple frequency components. The decomposed components are forecasted separately, and then,
these predicted results are summed as the final outcomes. The widely used time series decomposition
methods include: wavelet decomposition (WD) [25,33], empirical mode decomposition (EMD) [2,26,34],
Seasonal and Trend Decomposition Using Loess (STL) [35,36], singular spectrum analysis (SSA) [37–39],
and so on. Sun et al. [25] and Liu et al. [33] employed the WD approach to decompose the original
passenger flow into several high-frequency and low-frequency sequences, and then, these sequences
were forecasted based on least squares SVR by Sun et al. [25] and extreme learning machine (ELM)
by Liu et al. [33], respectively. Chen et al. [2], Wei and Chen [26], and Chen and Wei [34] all
proposed that the passenger flow could be regarded as a nonlinear and nonstationary signal, and they
utilized EMD to decompose the original passenger flow into nine intrinsic mode functions (IMF)
components and one residue. Wei and Chen [26] predicted the disaggregated components through
ANN, while Chen et al. [2] predicted them through LSTM. Qin et al. [35] utilized STL to disaggregate
the monthly air passenger flow into three subseries: seasonal, trend, and residual series. Then,
they developed the Echo State Network (ESN) to forecast each decomposed series. Chen et al. [36]
also employed STL to decompose the daily metro ridership, and LSTM was used in the prediction
stage. As for the SSA method, to the best of our knowledge, this method has never been introduced
to an analysis passenger flow to date, although this method was devolved for traffic flow prediction.
Mao et al. [37], Shang et al. [38], and Guo et al. [39] all have developed this method to analyze the traffic
flow time series and obtained several components with different amplitudes and frequencies. Then,
they reconstructed these components into a smoothing part and residue. In this way, the SSA could
be regarded as a filter to remove noise from the original sequence. During the stage of forecasting,
the denoise data was predicted by ELM [38] and a grey system model [39], respectively. Overall, these
studies have clearly indicated that the hybridization of time series decomposition approaches can
make an obvious improvement on the predictive accuracy. However, all the aforementioned literatures
have failed to investigate the potential characteristic of passenger flow from the decomposed results.

In this study, a novel hybrid model (i.e., SSA-AWELM), SSA combined with an AdaBoost-weighted
extreme learning machine (AWELM), is proposed to achieve more accurate predicted results for the
metro passenger flow. The experimental data, recorded by the sensors in turnstiles, is collected from
an AFC system. The main works of this paper are briefly described as follows:

1. The SSA approach is developed to decompose the original passenger into three components:
trend, periodicity, and residue. Investigation of the three components can discover the inner
characteristics of the original data.

2. The ELM improved by AdaBoost (i.e., AWELM) is developed to forecast the three components.
ELM, a neural network famous for fast computer speeds, is implemented, and the prediction
performance is enhanced through AdaBoost ensemble learning. Thus, the hybrid model
SSA-AWELM has the advantage of both accuracy and speediness for passenger flow forecasting.

3. Multistep-ahead prediction of the passenger flow is established, which can offer more information
of the future. A dataset collected from a metro AFC system is utilized to carry out the prediction
tests and comparative analysis.

The rest of this paper is organized as follows: In Section 2, the problem is defined, and the
proposed method is formulated. In Section 3, the procedures of data collection, data preprocessing,
and design of the experiment are elaborated. The results and findings are analyzed and discussed in
Section 4. At last, the conclusions are drawn in Section 5.
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2. Materials and Methods

In this section, the AFC system is briefly introduced, and the passenger flow forecasting problem
is explained in detail. In particular, the model SSA-AWELM is formulated to improve upon the
performance of predictions.

2.1. Automatic Fare Collection Systems

The automatic fare collection (AFC) systems are established on the Internet of Things (IoT) and
wireless sensor networks (WSN). As displayed in Figure 1, a typical AFC system consists of five
hierarchical levels: cleaning center (CC), line centers (LC), station computers (SC), station equipment,
and smart tickets and cards, from top to bottom [40]. A passenger touches a smart ticket or card,
which has an integrated circuit (IC) clip (a type of microsensor) inside, to a turnstile when boarding or
alighting; meanwhile, the sensor in the turnstile will respond and record some necessary information.
Then, the information will be transmitted to the SC, LC, and, finally, to the CC. In addition, there are a
few differences between boarding and alighting. When the passenger alights and passes a turnstile,
the sensor will compute the traveling mileage and charge the fare automatically, and this transaction
could be completed in milliseconds.

Figure 1. Brief structure of an automatic fare collection (AFC) system: (a) metro station and (b)
computer cluster.

The AFC system can not only be employed by operators to collect the fares from passengers
conveniently. For researchers, what is the most important is that the data mining results from the
recorded information could assist with analyzing the operational quality, since the records include the
personal identification, boarding/alighting station, boarding/alighting time, and some other useful
information. Based on AFC systems, the passenger boarding and alighting information could be
recorded by the sensors in turnstiles automatically, and the recorded data could be accessed easily.
This makes it possible to realize real-time predictions of the metro passenger flow.

2.2. Passenger Flow Forecasting Problem

As mentioned in Section 1, passenger flow is the sum of boarding or alighting pedestrians during
a constant interval (i.e., 5 min, 10 min, etc.) in the target station. Suppose xt denotes the entrance or
exit passenger flow at the time t, then it is obvious that xt varies with the time. The passenger flow
forecasting problem can be treated as a time series forecasting task, and the passenger flow time series
takes the instinct of temporal dependence. In other words, the passenger flow is highly related to
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the historical data. Therefore, the research problem addressed in this paper is to forecast xt by the
historical passenger flow data {xt−1, xt−2, xt−3, . . . , xt−n}, which is formulated as follows:

x̂t = E(xt−1, xt−2, . . . , xt−n) (1)

where x̂t represents the predictive value at time t, E(·) represents an established prediction model,
and n represents the order of time lagging.

Although the single-step passenger flow forecasting has been widely studied, in order to provide
travelers and managers with further information about passenger flow, multistep forecasting is
necessary. In our study, the iterated strategy, which is widely used in time series predictions [41,42],
is adopted for multistep passenger flow forecasting. As Equation (2) expresses, based on the established
model with single-step prediction, the iterated strategy inputs a prediction value into the same model to
forecast the value at the next time. It continues in this manner until reaching the maximum prediction
horizon. The iterated strategy has two outstanding advantages. One is that the model just requires
being trained once, and the other is that the prediction steps are unlimited.

x̂t+1 = E(x̂t, xt−1, . . . , xt−n+1)

x̂t+2 = E(x̂t+1, x̂t, . . . , xt−n+2)

. . .
(2)

2.3. The Proposed Hybrid Model

2.3.1. Singular Spectrum Analysis

Singular spectrum analysis (SSA) is a time series analysis approach without any statistical
assumptions [43]. It can decompose the original data into several components. This method has been
widely used to decompose the time series including traffic flow [37–39]. In this study, this approach
is implemented to analyze the passenger flow. Suppose Y(t) (t = 1, 2, . . . , N) denotes the original
passenger flow sequence with length N. The processes of the SSA approach contains four steps,
as follows:

Step 1: Embedding

The original sequence Y(t) is transformed into the trajectory matrix F ∈ RL×K, which is calculated
as the following equation:

F =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
f1 f2 · · · fK
f2 f3 · · · fK+1
...

...
. . .

...
fL fL+1 · · · fN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

where L is window length, K = N – L + 1, and fi is the ith (1 ≤ i ≤ N) value of the original sequence.

Step 2: Singular Value Decomposition (SVD)

The SVD algorithm is conducted to decompose the trajectory matrix F, computed as follows:

F = U·Σ·VT =
d∑

i=1

√
λiUiVi

T (4)

where Σ is diagonal matrix, and the diagonal elements (
√
λ1 ≥

√
λ2 ≥ . . . ≥ √λd ≥ 0) are the singular

values of F. Vectors Ui and V i, which are the ith column of matrix U and V , represent the left and right
singular vectors, respectively. d represents the number of singular values, and it is also the rank of
trajectory matrix F. The collection

{
Ui,
√
λi, Vi

}
is denoted as the ith eigen triple of SVD.
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Every eigen triple can reconstruct an elementary matrix Fi of trajectory matrix F:

Fi =
√
λiUiVT

i (5)

Thus, the sum of all elementary matrixes Fi is identical to the trajectory matrix F. The contribution
of elementary matrix Fi is measured by the corresponding eigen value (equal to the square of the
singular value) as the following equation:

ηi =
λi∑d

i=1 λi
(6)

Step 3: Grouping

Indices set D = {1, 2, . . . , d} is divided into M disjointed subsets I1, I2, . . . , IM. Every indices
subset Im (m = 1, 2, . . . , M) is regarded as one group, and the elementary matrixes Fi (i ∈ Im) in each
group are summed. In previous papers, the w-correlation method [43] is prevalent to split the results
set. However, this method is conducted from the perspective of signal analysis, which lacks the
interpretability for passenger flow. In this study, the elementary matrixes Fi are grouped into three
parts of trend FT, periodicity FP, and residue FR, expressed as Equation (7), and this process is detailed
in Section 4.1.

F = FT + FP + FR (7)

Step 4: Diagonal averaging

The grouped matrixes Fi (Fi ∈ {FT, FP, FR}) are transformed into the one-dimensional time
series format by diagonal averaging. Assume fij (1 ≤ i ≤ L, 1 ≤ j ≤ K ) is the element of matrix Fi,
L∗ = min(L, K), K∗ = max(L, K), and f ∗i j = fi j, if K > L; otherwise, f ∗i j = f ji. Then, every element yi of
the time series Yi(t) is computed as the following equation:

yt =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
t

t∑
m=1

f ∗m,t−m+1 1 ≤ t < L∗

1
L∗

L∗∑
m=1

f ∗m,t−m+1 L∗ ≤ t ≤ K∗

1
N−t+1

N−K∗+1∑
m=t−K∗+1

f ∗m,t−m+1 K∗ < t ≤ N

(8)

As such, the original passenger flow Y(t) is disaggregated into three components of trend T(t),
periodicity P(t), and residue R(t).

2.3.2. AdaBoost Ensemble Learning

As a strategy of ensemble learning, AdaBoost was originally proposed by Freund and Schapire [44]
for classification problems. Drucker [45] developed this algorithm in the application of a regression
problem, and it was improved upon by Solomatine and Shrestha [46,47]. With the integration of a
few homogenous models (called base learners), this method can improve the performance of base
learners. In this study, the AdaBoost algorithm is utilized to assist the ELM to predict the passenger
flow more accurately.

Supposing a dataset
{
(xi, yi)

}N
i=1 with N samples, T is the maximum iteration number. The specific

steps of AdaBoost is presented as the following:
Step 1: Initialize the distribution of sample weights:

Γ1 = [γ1,1,γ1,2, . . . ,γ1,N]
T, where γ1,n =

1
N

, n = 1, 2, . . . , N (9)
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Step 2: For the training process of each iteration, t = 1, 2, . . . , T.
Step 2.1: Use the dataset with a distribution of Γt to train the WELM and obtain the base learner

Et(x).
Step 2.2: Calculate the absolute relative error of each sample and the error rate of Et(x):

εt =
N∑

n=1

γt,nn :

∣∣∣∣∣∣Et(xn) − yn

yn

∣∣∣∣∣∣ > ϕ (10)

where
∣∣∣(Et(xn) − yn)/yn

∣∣∣ represents the absolute relative error of each sample; εt is the error rate of Et(x);
and n = 1, 2, . . . , N is the index of the sample. n :

∣∣∣(Et(xn) − yn)/yn
∣∣∣ > ϕ represents that only the error

for any particular sample is greater than the preset error, the so-called threshold ϕ; the corresponding
sample will be considered. ϕ is a preset parameter and will be discussed at the end of the present
subsection. More details are described in [47].

Step 2.3: Calculate the coefficient for updating the sample weights:

βt = ε
k
t (11)

where k is the power coefficient of error rate εt requiring to be preset. According to the study of
Solomatine and Shrestha [47], k is selected from 1 (linear law), 2 (square law), and 3 (cubic law). A high
value of k may cause the algorithm to become unstable. Thus, k is set as 1 in our study.

Step 2.4: Update the distribution of sample weights:

γt+1,n =
γt,n

Zt
×
⎧⎪⎪⎨⎪⎪⎩ βt, i f

∣∣∣∣Et(xn)−yn
yn

∣∣∣∣ ≤ ϕ
1, otherwise

, n = 1, 2, . . . , N (12)

where Zt is a normalization factor, such that
∑N

n=1 γt+1,n = 1.
Step 3: Update t = t + 1 and loop Step 2.1 to 2.4 until reaching the maximum iteration number T.

Finally, the output is computed as:

g(x) =
1

T∑
t=1

ln 1
βt

⎡⎢⎢⎢⎢⎢⎣ T∑
t=1

(
ln

1
βt

)
Et(x)

⎤⎥⎥⎥⎥⎥⎦ (13)

The AdaBoost algorithm is sensitive to the threshold ϕ. If the ϕ is too low, the model will be
underfitting. On the other hand, too high a value of ϕ will raise overfitting problems. In our study,
the threshold ϕ is set adaptively according to the median of absolute relative errors εt during each
iteration, expressed as the following equation:

ϕ = median{ε1, ε2, . . . , εN} (14)

As presented in the above steps, AdaBoost is an iteration process. The base learner will be trained,
and the distribution of the sample weights will be updated during each iteration. Thus, if the base
learner is complex and spends lots of computing time, the consuming time of AdaBoost will increase
linearly. In this study, ELM is adopted as the base learner, which is famous for its fast training speed.
This model is elaborated in the next subsection.

2.3.3. Weighted Extreme Learning Machine

Extreme learning machine (ELM) is a kind of single hidden layer feed-forward network (SLFN),
which is proposed by Huang at el. [48]. Compared with traditional ANN models, ELM does not need
to tune the input weights and hidden layer biases during training. After the initialization of the ELM,
the input weights and hidden biases are fixed, and only the output weights are optimized. Therefore,
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the training process of ELM is faster than the traditional ANN model. Since weighted samples are used
to train the base learners of AdaBoost, the weighted extreme learning machine (WELM) is developed
in this study.

Assuming a weighted dataset
{(

xi, yi,γi
)}N

i=1
with N samples, and xi = [xi,1, xi,2, . . . , xi,P]

T ∈ RP×1

and yi =
[
yi,1, yi,2, . . . , yi,Q

]T ∈ RQ×1, γi represent the input vector, output vector, and sample weights,
respectively. The output of ELM with h hidden neurons is expressed as:

f (xi) =
H∑

h=1

βhg(whxi + bh), i = 1, 2, . . .N (15)

where wh =
[
wh,1, wh,2, . . . , wh,3

]T
represents the connection weights from the input layer to the hth

hidden neuron; bh represents the bias in the hth hidden neuron; βh =
[
βh,1, βh,2, . . . , βh,Q

]T
represents the

connection weights from the hth hidden neuron to the output layer; and g(·) is the activation function,
and the sigmoid function is adopted in this study, which is formulated as g(·) = 1/(1 + e−x). Since wh
and bh are assigned initially, Equation (15) can be simplified as:

Hβ = Y (16)

where β = [β1,β2, . . . ,βH]
T; Y =

[
y1, y2, . . . , yN

]T
; and H is the output matrix of the hidden layer,

expressed as:

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
g(w1x1 + b1) · · · g(wHx1 + bH)

...
. . .

...
g(w1xN + b1) · · · g(wHxN + bH)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (17)

The purpose of ELM is to optimize β with the object of the minimum mean square error cost
function, which is expressed as min

β
‖Hβ − Y2‖. Furthermore, when the samples are weighted with

Γ, the loss function of every sample requires multiplying with the corresponding sample weight,
formulated as:

min
β

diag(Γ)Hβ− Y2 (18)

where diag(Γ) is the diagonal matrix with the diagonal of Γ, and the solution of Equation (18) is:

β =
(
HTdiag(Γ)H

)−1
HTdiag(Γ)Y (19)

Overall, the output weights β of the WELM can be computed according to Equation (19) directly.
It is different to the training process of traditional ANN, which is an iteration process to update
connecting weights and neuron biases. This is the reason why ELM costs much less computing time
than the traditional ANN.

2.3.4. The Hybrid Model

The model combination of a singular spectrum analysis and AdaBoost-weighted extreme learning
machine is proposed to forecast the passenger flow in this paper, symbolized as SSA-AWELM. The flow
chart of this hybrid model is displayed in Figure 2, and the special process of it is described as follows:
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Figure 2. The flow chart of the hybrid singular spectrum analysis-AdaBoost-weighted extreme learning
machine (SSA-AWELM) model: (a) SSA-AWELM and (b) AWELM.

Step 1: SSA for decomposition. The original passenger flow is decomposed into several
components by SSA approach, and these components are grouped into three parts of trend, periodicity,
and residue.

Step 2: AWELM for components forecasting. The WELM improved by AdaBoost (AWELM) is
implemented to model and predict the three components, separately.

Step 3: Integration for final forecasting results. The final outcomes of forecasting the passenger
flow are calculated by summing the predicted results of the three components.

3. Empirical Study

3.1. Data Collection

In this paper, the passengers’ alighting and boarding dataset is collected from the AFC system
of Hangzhou metro in China. The dataset is online and provided by Ali Tianchi [49]. This dataset
recorded detailed information when the passengers passed the turnstiles. The duration of the data was
from the 1st to 26th in January 2019. The dataset includes seven fields, and they are listed in Table 1.
In addition, some samples of the dataset are provided in Table 2.

Table 1. Data fields collected from the automatic fare collection (AFC) system of Hangzhou metro.

Field Description

1 Time Passenger boarding or alighting time
2 Line ID Number assigned to every metro line
3 Station ID Number assigned to every metro station
4 Device ID Number assigned to every turnstile

5 Status Boarding or alighting: 0 represents alighting,
and 1 represents boarding

6 User ID Personal identification information
7 Pay Type Ticket type
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Table 2. Some samples of the collected data.

Time Line ID Station ID Device ID Status User ID Pay Type

1 2019-01-01 06:00:00 B 15 759 1 Baecf*** 1
2 2019-01-01 06:00:00 B 32 1558 1 Da226*** 3
3 2019-01-01 06:00:01 B 8 402 1 Bb8e6*** 1
4 2019-01-01 06:00:02 B 32 1562 1 C03b9*** 2
5 2019-01-01 06:00:02 B 9 446 0 Be9c9*** 1

3.2. Data Preprocessing

The preprocessing is to obtain a passenger flow time series data from the raw AFC dataset. In this
study, the passenger flow data of the Qianjiang Road Station (Q.R. Sta.) and JinJiang Station (J. Sta.)
are selected to conduct experiments. As displayed in Figure 3, the Q.R. Sta. is a transfer station
between Line 2 and Line 4, and it is located in the Qianjiang New Town Central Business District (CBD).
The Jinjiang Station is a transfer station between Line 1 and Line 4, which is located in Wangjiang
New Town.

Figure 3. The location of the study metro transfer stations: (a) the Hangzhou metro network, (b) the
Qiangjiang Road Station (Q.R. Sta.), and (c) the Jinjiang Road Station (J. Sta.).

According to previous studies [11,50], the raw recorded data are usually aggregated into 5-min
intervals to obtain the passenger flow sequence. In order to keep the complete cycle periods of the
sequence data, three continuous weeks, which were from the 6th to 26th of January, were selected from
the AFC dataset. The time range selected was from 6:00 to 23:00 according to the operation time of
the Hangzhou metro system, though a few records in the AFC dataset were out of this range. At last,
there were 204 samples on average in one day and 4284 samples in total. Furthermore, the exit and
entrance passenger flow sequences were computed separately. Hence, four experimental datasets were
established, and they were used to test the proposed model, respectively.

The extracted passenger flow sequences are presented in Figure 4. Both the exit and entrance
passenger flows on weekdays have distinct peaks in the morning (about from 8:00 to 9:00) and evening
(about from 18:00 to 19:00) rush hours, while these patterns disappear on the weekends. Moreover,
the peak patterns of exit and entrance passenger flows on weekdays are different. Taking the Q.R. Sta.
as an example, the exit passenger flow in the morning rush hour (about 500 pedestrians per 5 min) is
approximately 2.5 times larger than that in the evening rush hour (about 200 pedestrians per 5 min).
On the contrary, the entrance passenger flow in the evening rush hour (about 300 pedestrians per
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5 min) is approximately 1.5 times larger than that in the morning rush hour (about 200 pedestrians
per 5 min). These results indicate that most passengers in this station are commuters. This finding
agrees with the location of this station, i.e., it is in the Qianjiang New Town CBD and surrounded by
numerous office buildings.

Figure 4. Passenger flow of the study metro transfer stations: (a) exit passenger flow of the Q.R. Sta.,
(b) entrance passenger flow of the Q.R. Sta., (c) exit passenger flow of the J. Sta, and (d) entrance
passenger flow of the J. Sta.

The four datasets are all split into training datasets (i.e., the 6th to 19th of January) and testing
datasets (i.e., the 20th to 26th of January). The grid search and 5-fold cross-validation methods are
used to evaluate the training performance and determine the hyper-parameters of the models. Then,
the models with determined hyper-parameters are evaluated by testing the datasets.

3.3. Comparison Models and Evaluation Measures

In order to demonstrate the contributions of the proposed SSA-AWELM model, the classical time
series model ARIMA and four extra models based on the neural network, including ANN, LSTM,
ELM, and AWELM, are tested as benchmarks. They are listed as follows:

• ARIMA: ARIMA is a classical statistical model for time series forecasting. It is widely used to
predict traffic flow and passenger flow in early studies [17]. The performance of ARIMA is affected
by three parameters: autoregressive order p, difference order d, and moving average order q.
Generally, d is set based on the stationarity test, and the p and q are selected from the range of
[0,12] based on the Bayesian information criterion (BIC) [51].
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• ANN: Due to the ability of nonlinearity, the ANN model is widely used in time series modeling,
including passenger flow forecasting. A typical ANN model consists of three parts: one input
layer, one hidden layer, and one output layer and optimized through a back-propagation algorithm
(thus, it also aliased as BPNN). In this study, the ANN model is optimized by a stochastic Adam
algorithm with a mean square error (MSE) loss of function. The learning rate is set as 0.001,
the batch-size is 256, and the epochs is 1000.

• LSTM: As a prevalent deep-learning model for time series modeling, the well-designed LSTM
units replace traditional neurons in a hidden layer, which can assist the LSTM model to capture
the temporal characteristics. This model has also been developed to predict the passenger flow.
The parameters are set identically to the ANN model.

• ELM: The ELM model has been elaborated in Section 2.3.3.; the individual ELM model is utilized
to forecast the passenger flow as a comparison.

• AWELM: The AWELM is combined by AdaBoost and WELM, which has been represented in
Section 2.3.3. and Section 2.3.4.

To make sure that every model can achieve the best performance, the well-established grid search
and 5-fold cross-validation methods are adopted to determine the hyper-parameters. The neuron
number of the hidden layers in four neural network models are all selected from 2 to 50 with step 2,
and the base learner of AWELM is selected from 1 to 20 with step 1. The determined hyper-parameters
of each model are displayed in the Appendix A (see Table A1). In addition, the input and the output of
the models are respectively set as 12 and 1 during training, and the horizon of the multistep-ahead
prediction is set as 6. In other words, the passenger flow data at the last hour is used to forecast the
next half-hour.

In order to accelerate learning and convergence during the training model, the min-max
normalization approach (expressed as Equation (21)) is employed to scale the input data into the
range of [0,1] before feeding it into the models. In addition, to obtain the final prediction results,
the outputs of the models are rescaled by the reversed min-max normalization approach (expressed as
Equation (21)).

x′ =
x−min(x)

max(x) −min(x)
(20)

x = x′ × (max(x) −min(x)) + min(x) (21)

In order to evaluate the performances among models, two common measures are introduced in
this study. They are the mean absolute error (MAE) and root mean square error (RMSE), computed
as follows:

MAE =
1
N

N∑
n=1

∣∣∣yn − ŷn
∣∣∣ (22)

RMSE =

√√√
1
N

N∑
n=1

(yn − ŷn)
2 (23)

where yn and ŷn are the true value and predicted value, respectively, and N is the number of samples.
Besides the aforementioned two measures, the Diebold–Mariano (DM) test [52] is implemented

to test the statistical significance between the proposed model and the benchmark models. The null
hypothesis is that the prediction accuracy of the tested model ET(x) is equal to the reference model
ER(x). In this study, the square error is adopted to measure the model loss, expressed as ei = (ŷi − yi)

2.
Then, the DM statistic is defined as follows:

DM =
g√

V̂g/N
(24)

228



Sensors 2020, 20, 3555

where g =
∑N

n=1 gn/N, gn = (ŷT
n − yn)

2 − (ŷR
n − yn)

2, V̂g = γ0 + 2
∑P−1

k=1 γk, and γk is the autocovariance
at lag k, expressed as γk = (1/N)

∑N
i=k+1(gi − g)(gi−k − g). ŷT

n and ŷR
n respectively represent the

predicted values of model ET(x) and ER(x), P is the prediction horizon, and N is the scale of the
testing data.

4. Results Analysis

4.1. Analysis of SSA Decomposition

As mentioned in Section 2.3.1., window length L is the only parameter that requires to be
determined before decomposition. From previous studies [37–39], if the time series data shows
obvious periodicity, the window length L could be set as one period length. Thus, L = 204, because
the passenger flow cycles daily (see Figure 4), and 204 samples on average are collected in one day
(has been illuminated in Section 3.2.). Then, the original passenger flow can be disaggregated into
204 components. These components are grouped into the three parts of trend, periodicity, and residue,
and this is inspired by the study [53] about using SSA to analyze the variants of electricity prices.
To facilitate the analysis, taking the dataset of the Q.R. Sta. as an example, the eigen values of each
component are plotted in Figure 5.

Figure 5. Eigen values of decomposed components (Q.R. Sta.): (a) exit passenger flow and (b) entrance
passenger flow.

Taking Figure 5a as an example, it is clear that the first eigen value is significantly larger than the
others, and the corresponding component is extracted separately as trend parts. Moreover, the eigen
values curve declines slowly after the 23rd component, and the 23rd is regarded as the “break point”.
Then, the components from the 2nd to 23rd are reconstructed into periodic parts, and the remainder
components from the 24th to 204th are reconstructed into residual parts. This is the same way as the
entrance passenger flow in Figure 5b, and the “break point” is 13. Then, the components from the 2nd
to 13th are reconstructed into periodic parts, and the remainder components from the 14th to 204th are
reconstructed into residual parts. Finally, the obtained trend, periodicity, and residues of the original
passenger flow are displayed in Figure 6.

As shown in Figure 6, every component can reveal different patterns of the original passenger
flow. The trend represents the overall tendency, and the periodicity represents the variants within
a day. Furthermore, it could be found in the trend that the passenger flow on weekdays is larger
than that on weekends. In the periodical component, the passenger flow shows distinct peaks in the
morning and evening rush hour on weekdays, but this is not obvious on the weekends. The peak
patterns are different between the exit and entrance passenger flows: the exit passenger flow in the
morning rush hour is much larger than that in the evening rush hour, and the entrance passenger flow
is contrary to that. As for the residue, it fluctuates irregularly and can be treated as noise.
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Figure 6. Decomposition results: (a) exit passenger flow of the Qianjiang Road Station, (b) entrance
passenger flow of the Q.R. Sta., (c) exit passenger flow of the J. Sta., and (d) entrance passenger flow of
the J. Sta.

4.2. Analysis of Hyper-Parameters

The performance of SSA-AWELM is highly dependent on the forecasting model AWELM of each
component, and the AWELM has two hyper-parameters: the number of base learners (i.e., WELM) T
and the hidden neurons of WELM H. The well-established grid search and five-fold cross-validation
methods are adopted to determine the T and H. The H is selected from 2 to 50 with step 2, and T is
selected from 1 to 20 with step 1. Taking the dataset of the Q.R. Sta. as an example, the process of
hyper-parameter selection is displayed in Figure 7, and the log transformation is applied to the MSE to
distinguish different values clearly. It could be found that AWELM is sensitive to the hidden neurons
H but insensitive to base learner number T. Finally, the determined hyper-parameters H and T of
AWELM are provided in Table A1 (see Appendix A).

4.3. Analysis of Forecasting Results

For the sake of a comparison analysis, the average evaluation measures of the forecasting
results across all the six prediction horizons are presented in Table 3, and the scatter points of the
true and predicted values are displayed in Figure 8. From Table 3, it is worth noting that the
proposed SSA-AWELM performs best among all the models, followed by LSTM, ANN, AWELM, ELM,
and ARIMA. Compared to LSTM, the RMSE and MAE of SSA-AWELM respectively reduced by 22.5%
and 21.3% on average in the case of the Q.R. Sta. and reduced by 23.6% and 20.0% on average in the
case of the J. Sta. AWELM performs a little better than ELM, which indicates the AdaBoost algorithm
can reduce the prediction errors but with limitations. As expected, ARIMA is always inferior to other

230



Sensors 2020, 20, 3555

models, because it is a linear model. In addition, it can be seen in Figure 8 that the scatter points in
SSA-AWELM are closest to the expectation line, and the corresponding coefficient of determination R2

is largest. All the above findings can prove that the proposed SSA-AWELM is an effective approach to
improve the accuracy of passenger flow forecasting. Furthermore, to compare the consuming time of
different models, the training time is provided in Table A2 (See Appendix A).

Figure 7. The process of hyper-parameter selection for SSA-AWELM (Q.R. Sta.): (a) exit passenger flow
and (b) entrance passenger flow.

Table 3. Average evaluation measures across all six prediction horizons. RMSE: root mean square
error and MAE: mean absolute error. Q. R. Sta.: Qiangjiang Road Station and J. Sta.: Jinjiang Road
Station. ARIMA: Auto Regressive Integrated Moving Average. ANN: Artificial Neural Network.
LSTM: Long Short-Term Memory neural network. ELM: Extreme Learning Machine. AWELM:
AdaBoost-Weighted Extreme Learning Machine. SSA-AWELM: the proposed model combining
Singular Spectrum Analysis with AdaBoost-Weighted Extreme Learning Machine.

Model

Exit
Passenger Flow

of Q.R. Sta.

Entrance
Passenger Flow

of Q.R. Sta.

Exit
Passenger Flow

of J. Sta.

Entrance
Passenger Flow

of J. Sta.
RMSE MAE RMSE MAE RMSE MAE RMSE MAE

ARIMA 40.01 22.60 26.90 19.19 38.55 24.23 31.37 20.44
ANN 25.88 17.18 24.21 16.86 25.67 17.92 28.87 18.56
LSTM 23.34 15.78 22.24 15.69 24.01 16.76 27.71 17.74
ELM 29.14 19.28 24.49 17.35 28.32 19.67 29.52 18.98

AWELM 28.22 18.28 24.35 17.15 27.00 18.71 29.37 18.55
SSA-AWELM 19.53 12.93 15.77 11.84 22.24 15.10 17.25 12.49
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Figure 8. Cont.
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Figure 8. Prediction results: (a) exit passenger flow of the Q. R. Sta., (b) entrance passenger flow of the
Q.R. Sta., (c) exit passenger flow of the J. Sta., and (d) entrance passenger flow of the J. Sta. ARIMA:
Auto Regressive Integrated Moving Average. ANN: Artificial Neural Network. LSTM: Long Short-Term
Memory neural network. ELM: Extreme Learning Machine. AWELM: AdaBoost-Weighted Extreme
Learning Machine. SSA-AWELM: the proposed model combining Singular Spectrum Analysis and
AdaBoost-Weighted Extreme Learning Machine.

4.4. Analysis of Multistep-Ahead Forecasting

In order to analyze the multistep forecasting errors, the evaluation measures of each prediction
horizon are displayed in Figure 9. The DM test results of the comparison between the proposed
SSA-AWELM and benchmarks are presented in Table 4. From Figure 9, it can be seen that the prediction
errors of every model increase along the prediction horizons. This is caused by the cumulative errors,
which stems from feeding prediction values into the models for multistep-ahead forecasting, and the
cumulative errors are inevitable. What stands out in Figure 9 is that the proposed SSA-AWELM always
performs best in every prediction horizon, and the errors increase slowest in comparison with the other
models. This indicates that the SSA-AWELM can improve the robustness and restrict the propagation
of the cumulative error during multistep-ahead forecasting. A reasonable explanation for this finding is
that the SSA can decompose the original passenger flow into the three components of trend, periodicity,
and residue. Each component holds individual characteristics that can be modeled more easily than
the original complex data. Furthermore, compared with ELM, AWELM preforms slightly better.
It suggests that AdaBoost can improve the accuracy of ELM but with limitations. Only combining with
AdaBoost cannot promote the forecasting accuracy significantly. From Table 4, generally speaking,
the proposed SSA-AWELM almost always outperforms the other models at a highly significant level.
There are some exceptions when compared with LSTM for the exit passenger flow. In these situations,
SSA-AWELM still performs better than LSTM but not always with a highly significant level. This might
because LSTM has the advantage of capturing more temporal characteristics in terms of the exit
passenger flow. Overall, these findings suggest that the proposed SSA-AWELM is outstanding during
multistep-ahead predictions. These results prove that the SSA-AWELM is a robust approach for
passenger flow forecasting.
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Figure 9. Cont.
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Figure 9. Evaluation of the multistep predictions: (a) exit passenger flow of the Q.R. Sta., (b) entrance
passenger flow of the Q.R. Sta., (c) exit passenger flow of the J. Sta., and (d) entrance passenger flow of
the J. Sta.

Table 4. Diebold–Mariano (DM) test results of the comparison between the proposed SSA-AWELM
and benchmarks.

Prediction
Horizon

Case: Exit Passenger Flow of Q.R. Sta.
ARIMA ANN LSTM ELM AWELM

5-min −6.90 *** −5.32 *** −2.51 ** −5.54 *** −5.07 ***
10-min −5.58 *** −3.75 *** −1.88 * −4.95 *** −4.77 ***
15-min −4.72 *** −5.00 *** −1.24 −4.98 *** −4.91 ***
20-min −4.13 *** −3.29 *** −1.77 * −4.45 *** −3.84 ***
25-min −3.95 *** −3.36 *** −1.45 −5.06 *** −4.39 ***
30-min −3.78 *** −3.00 *** −1.42 −4.98 *** −4.33 ***

Case: Entrance Passenger Flow of Q.R. Sta.
ARIMA ANN LSTM ELM AWELM

5-min −7.60 *** −5.90 *** −6.25 *** −6.22 *** −5.95 ***
10-min −6.62 *** −5.34 *** −5.00 *** −5.59 *** −5.49 ***
15-min −6.90 *** −5.71 *** −5.14 *** −6.07 *** −6.06 ***
20-min −7.23 *** −6.20 *** −5.42 *** −6.75 *** −6.68 ***
25-min −7.42 *** −6.52 *** −5.75 *** −7.23 *** −7.07 ***
30-min −7.15 *** −6.37 *** −6.06 *** −6.96 *** −6.78 ***

Case: Exit Passenger Flow of J. Sta.
ARIMA ANN LSTM ELM AWELM

5-min −6.07 *** −1.18 0.99 −2.29 ** −1.57
10-min −5.80 *** −2.31 ** 0.15 −3.45 *** −2.71 ***
15-min −5.82 *** −3.24 *** −0.62 −4.45 *** −3.95 ***
20-min −5.52 *** −4.13 *** −1.59 −4.94 *** −4.80 ***
25-min −5.13 *** −4.24 *** −2.51 ** −4.69 *** −5.18 ***
30-min −4.68 *** −4.61 *** −2.72 *** −4.89 *** −5.11 ***

Case: Entrance passenger flow of J. Sta.
ARIMA ANN LSTM ELM AWELM

5-min −6.16 *** −5.02 *** −4.66 *** −5.63 *** −5.15 ***
10-min −4.87 *** −3.96 *** −3.75 *** −4.02 *** −3.84 ***
15-min −4.64 *** −3.82 *** −3.67 *** −3.88 *** −3.74 ***
20-min −4.67 *** −3.96 *** −3.66 *** −4.01 *** −3.93 ***
25-min −4.54 *** −4.14 *** −3.48 *** −4.07 *** −4.01 ***
30-min −4.51 *** −4.25 *** −3.60 *** −4.18 *** −4.13 ***

*** represents the rejection of the null hypothesis at the 0.01 level, ** represents the rejection of the null hypothesis at
the 0.05 level, and * represents the rejection of the null hypothesis at the 0.1 level.
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5. Conclusions

This paper studied the passenger flow forecasting and proposed a novel model SSA-AWELM.
In the model, the SSA was developed to decompose the original data into the three components
of trend, periodicity, and residue; then, the AWELM was developed to forecast each component
separately. The three predicted results were summed as the final outcomes. In order to demonstrate the
effectiveness of the proposed model, the passenger flow in two transfer stations, which were extracted
from an AFC system, were utilized to carry out prediction testing and a comparison analysis. The main
conclusions are drawn and listed as follows:

1. The SSA approach can get an insight into the inner characteristics of the passenger flow. The trend
represents the overall tendency, the periodicity represents the variants within a day, and the
residue represents noise.

2. The AWELM model, which is combined by AdaBoost and WELM, are developed to make a
more accurate and faster prediction for each component. Compared to the state-of-the-art model
LSTM, the propose model has improved upon the performance by 22% and saved time by 84%,
on average.

3. From the results of the evaluation measures and DM statistical test, the proposed model
SSA-AWELM can reduce the cumulative errors during the multistep-ahead prediction.
These findings have demonstrated that the SSA-AWELM is a robust model for passenger
flow forecasting.

The proposed method in this paper still retains two limitations that will be addressed in the future.
One is that the testing cases are in only two transfer stations with large travel demands, and the other
is that the passenger flows are collected under regular conditions. Thus, in further studies, more cases
including regular stations will be tested and discussed. In addition, the passenger flows during some
special incidents, such as extreme weather, passenger control, etc., will be focused on to extend the
proposed model.
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Appendix A

Table A1. The determined hyper-parameters of the experimental models.

Model Component Hyper-Parameters

Testing Cases

Exit Passenger
Flow of

Q.R. Sta.

Entrance
Passenger

Flow of
Q.R. Sta.

Exit Passenger
Flow of
J. Sta.

Entrance
Passenger

Flow of
J. Sta.

ARIMA - p, d, q 10,0,3 8,0,7 6,0,10 6,0,9
ANN - H 24 24 26 34
LSTM - H 40 34 28 22
ELM - H 50 50 42 42

AWELM - H, T 50,13 50,5 50,8 42,16

SSA-AWELM
trend H, T 24,15 22,20 22,13 24,11

periodicity H, T 50,19 50,15 46,15 48,11
remainder H, T 46,17 44,9 40,8 48,10

H represents the neuron number of the hidden layer, and T represents the number of base learners.
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Table A2. The training time of the experimental models.

Models

Training Time (Seconds)
Exit Passenger

Flow of Q.R. Sta.
Entrance Passenger

Flow of Q.R. Sta.
Exit Passenger
Flow of J. Sta.

Entrance Passenger
Flow of J. Sta.

ARIMA ~10.1 ~8.9 ~12.8 ~11.0
ANN ~2.9 ~1.6 ~3.6 ~2.4
LSTM ~54.0 ~51.8 ~51.0 ~55.0
ELM <1 <1 <1 <1

AWELM ~4.6 ~1.7 ~2.9 ~4.1
SSA-AWELM ~9.6 ~8.8 ~8.2 ~7.8

The experiment is conducted in the environment: programming language: Python; Main Packages: Statsmodels,
Scikit-learn, Keras, and TensorFlow; OS: Windows 10 (64bit); RAM: 8G; CPU: Intel Core i5-8300H 2.30 GHz; and GPU:
NVIDIA GeForce GTX 1650Ti.
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Abstract: Empowered by the ubiquitous sensing capabilities of Internet of Things (IoT) technologies,
smart communities could benefit our daily life in many aspects. Various smart community studies
and practices have been conducted, especially in China thanks to the government’s support. However,
most intelligent systems are designed and built individually by different manufacturers in diverging
platforms with different functionalities. Therefore, multiple individual systems must be deployed
in a smart community to have a set of functions, which could lead to hardware waste, high energy
consumption and high deployment cost. More importantly, current smart community systems mainly
focus on the technologies involved, while the effects of human activity are neglected. In this paper,
a fourth-order tensor model representing object, time, location and human activity is proposed for
human-centered smart communities, based on which a unified smart community system is designed.
Thanks to the powerful data management abilities of a high-order tensor, multiple functions can be
integrated into our system. In addition, since the tensor model embeds human activity information,
complex functions could be implemented by exploring the effects of human activity. Two exemplary
applications are presented to demonstrate the flexibility of the proposed unified fourth-order
tensor-based smart community system.

Keywords: tensor modeling; smart community system; Internet of Things

1. Introduction

Community, as a social unit with commonality, has been increasingly complex and significant
due to the issues and concerns brought by social problems and environmental changes. In China,
the term of community (shequ in Chinese) is used in an official governmental discourse, which is
designated as the basic unit of urban social, political and administrative organization within a certain
geographic area and a certain population [1,2]. With the rapid increase of the urban population
in China, the concentration of urban functions and resources in the city center has posed plenty of
challenges in transportation, medical care, education, housing, etc. This year, the COVID-19 pandemic
outbreak brought Chinese bustling cities to an unexpected halt. In order to ease pressure at hospitals
and other public service institutes, communities started playing an important role in city governance
and management. A typical example is to monitor the body temperatures of the residents and report to
the government immediately if a fever is detected, which requires extensive repetitive work. This urges
the development of a human-centered smart community system that could continuously monitor and
quickly react to abnormal events by taking advantage of Internet of Things (IoT) technologies [3,4].
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In China, seven cities/districts that engage different partners and the public in the determination
process have been designated as smart communities [5] to implement intelligent applications in
city management, public services, medical care and industrial development [6]. By connecting
various smart communities together via wireless/wired broadband networks, remote access to many
services across the whole country or even worldwide would be possible, e.g., consultation of medical
care and education. At the same time, satellite cities and new communities have been built to
enhance the smart community pilot program so as to increase efficiency, improve connectedness and
centralize information on residents from public finance, taxation, city planning, housing, commerce,
education and justice. For example, [7] applied the PROMETHEE-II algorithm in Industrial 4.0 to
help with the selection of Intelligent Internet of Things (IIoT) platforms. A distributed demand side
management system was proposed in [8] to facilitate smart energy trading in a local community. [9]
discussed the vision of a holistic smart city that takes advantage of crowdsourced data to make
customizable and scalable decisions.

A common fact underlies the practices: that is, these communities/cities are meeting a growing
demand for being interconnected and intelligent and are labeled as “smart”. However, in smart
communities’ research and practices, we see the gap between visions and facts. Existing smart
communities are mainly practiced in a new town/city, where few people live before being built. As a
result, the core of these smart communities is the intelligent infrastructure, including deploying
sensors and connecting them to the Internet. A majority of studies discussed individual diverging
smart systems based on different IoT platforms and cloud computing technologies, e.g., medical care,
e-governance, job creation, etc. [10–14]. In order to meet the diverse requirements in smart communities,
a complex intelligent system that consists of multiple individual subsystems operating independently
will need to be deployed, which could lead to significant wasting of digital technological equipment.
How to build a unified smart community system to enable flexible add-on functions still remains
largely unknown.

On the other hand, a number of scholars raised questions about whether the overuse and
overemphasis of digital technologies in shaping communities and cities is beneficial for enabling a
livable environment [15,16]. One of the problems is that the current smart communities are designed
with the focus on the optimization of technologies, while people’s needs from different stakeholders
have been rarely taken into account.

In this paper, we consider a human-centered smart community, which serves humans’ needs
based on systematic information. For this purpose, a four-dimensional model is built, as depicted
in Figure 1, which is based on object, time, location and human activity. The relationship between
any two of them can be reflected by the data collected in the IoT network. For these four dimensions,
location means a particular place or position in the community. Object refers to things and people that
exist independently. Time is a series of consecutive discrete timestamps. Furthermore, human activities
are various actions taken by people for commuting, living, reaction or necessity, such as running,
walking, standing, talking, sitting, falling, fighting, abnormal activities, etc. With the help of IoT,
data can be collected from wearable sensors, or remotely recorded from video, radar and other wireless
sensing methods.

Based on the above four-dimensional model of a human-centered smart community system,
a fourth-order tensor model that represents object, time, location and human activity is proposed in
this paper to store all the data collected by IoT devices. This is motivated by the appealing features
of the tensor to manage heterogeneous and enormous data [17,18], which has also been shown to be
a powerful tool for public bicycle rental forecasting [19] and breathing monitoring [20], to name a
few. As all the data are now formalized into the proposed fourth-order tensor model, a unified smart
community system can be proposed, where tensor data can be truncated and extracted to fit various
application purposes. These retrieved data could be then processed in parallel. It can be seen that
such a fourth-order tensor-based smart community system provides a systematic solution to various
living needs in smart communities, and thus avoids the use of multiple application-driven intelligent
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systems. Therefore, a couple of benefits can be obtained: (1) resources could be saved as a number
of key devices can be shared by multiple application functions, e.g., gateways, which also reduces
energy consumption; (2) functions can be easily removed or added, enabling a flexible and extendable
smart community system, which is especially crucial for old towns/cities where deployment of new
equipment is usually complicated and of high cost. In addition, compared to the traditional schemes
based on third-order tensors, extra information could be obtained and thus gains could be achieved by
adopting our proposed fourth-order tensor-based smart community system.

 
Figure 1. Four-dimensional model of smart community system.

The rest of this paper is organized as follows. Section 2 models the collected data in smart
communities as a fourth-order tensor and proposes a unified tensor-based smart community system.
Two application examples are then demonstrated in Section 3. Section 4 discusses the key findings,
and concluding remarks are summarized in Section 5.

2. Methods

In this section, all the data collected from intelligent sensors are formalized into a fourth-order
tensor, based on which a unified smart community system is proposed. Before presenting the
fourth-order-based smart community system, let us first introduce some useful definitions regarding
tensor [21].

2.1. Basic Definitions

Definition 1 (Tensor). A tensor is a multidimensional array. The order of a tensor is its number of dimensions,
while the dimensions are usually referred to as modes or ways. An Nth-order tensor is denoted asX ∈ RI1×I2×···×IN ,
where In is the size of mode n. Particularly, a zeroth-order tensor is a scalar, a first-order tensor is a vector, and a
second-order tensor is a matrix.

Definition 2 (Slice). A two-dimensional section of a tensor, whose all but two indices are fixed, is referred to
as a slice. For example, a third-order tensor X ∈ RI1×I2×I3 has the horizontal (mode 1) slices Xi1 : :, the lateral
(mode 2) slices X : i2 :, and the frontal (mode 3) slices X : : i3 , as illustrated in Figure 2.
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(a) (b) (c) 

Figure 2. Graphic illustration of slices of a third-order tensor X. (a) Horizontal slices Xi1 : :; (b) Lateral
slices X : i2 :; (c) Frontal slices X : : i3 .

Definition 3 (Mode-n Product). A mode-n product or n-mode product of tensor X ∈ RI1×I2×···×IN and a
matrix U ∈ RIn×J is denoted by Y = X×n U with Y ∈ RI1×···×In−1×J×In+1×···×IN , and

Y i1···in−1 jin+1···iN =

In∑
in=1

xi1i2···iN · ujin . (1)

It is obvious that with the mode-n product, each mode-n fiber (which is defined by fixing every index but
one) of the tensor is multiplied by the matrix U.

2.2. Fourth-Order Tensor Modeling of Smart Community Data

In this section, a fourth-order tensor will be constructed to encode all the data in the four
dimensions of object, time, location and human activity. As the object, time and location information
can be usually obtained directly from intelligent sensors, let us first construct a third-order tensor
to represent them and the interplay among them, after which the fourth dimension, human activity,
will be added.

Let X ∈ RI×J×K denote the third-order tensor of object, time and location, as illustrated in Figure 3.
Specifically, the indices of the object dimension (mode 1) are the object indices numbered according to
the predefined policy. For example, the objects located at fixed positions, such as surveillance cameras
and environmental sensors, are assigned fixed unique indices, while a moving object is assigned a
dynamic index once successfully recognized from surveillance video images. This is because visitors
and new objects could appear from time to time in smart communities, making it impossible to assign
a fixed unique index for every object.

Based on the above four-dimensional model of a human-centered smart community system,
a fourth-order tensor model that represents object, time, location and human activity is proposed in
this paper to store all the data collected by IoT devices. This is motivated by the appealing features
of the tensor to manage heterogeneous and enormous data [17,18], which has also been shown to be
a powerful tool for public bicycle rental forecasting [19] and breathing monitoring [20], to name a
few. As all the data are now formalized into the proposed fourth-order tensor model, a unified smart
community system can be proposed, where tensor data can be truncated and extracted to fit various
application purposes. These retrieved data could be then processed in parallel. It can be seen that
such a fourth-order tensor-based smart community system provides a systematic solution to various
living needs in smart communities, and thus avoids the use of multiple application-driven intelligent
systems. Therefore, a couple of benefits can be obtained: (1) resources could be saved as a number
of key devices can be shared by multiple application functions, e.g., gateways, which also reduces
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energy consumption; (2) functions can be easily removed or added, enabling a flexible and extendable
smart community system, which is especially crucial for old towns/cities where deployment of new
equipment is usually complicated and of high cost. In addition, compared to the traditional schemes
based on third-order tensors, extra information could be obtained and thus gains could be achieved by
adopting our proposed fourth-order tensor-based smart community system.

Figure 3. Graphic illustration of the third-order tensor with 3 modes representing object, location and
time, respectively.

Figure 4. A simple location coding scheme.

An element Xi jk of a third-order tensor X ∈ RI×J×K, can be seen as a state information matrix
that stores the data collected from IoT sensors for object i at timestamp j and location k. The state
information matrix should include the data collected and their types, which could be denoted by
Unicode for instance. Two examples of element Xi jk are shown in Figure 5 for demonstration purpose,
where object i is a man wearing a smart watch that automatically connects to the IoT network in smart
communities. The health-related data collected, such as body temperature and heart rate, are then
transmitted to the gateway in the IoT network and saved to the corresponding state information matrix.
Object i′ is a surveillance camera installed, and thus the data collected are video frames, each of which
is usually represented by a third-order tensor. It is can be seen that the data in a state information
matrix is not limited to a scalar, but also could be a matrix or even a tensor.
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(a) (b) 

Figure 5. Illustrative toy examples of an element of a third-order tensor. (a) Xi jk for human object i at
timestamp j and location k; (b) Xi′ j′k′ for surveillance camera object i′ at timestamp j′ and location k′.

By forming such a third-order tensor to store the massive data collected from intelligent sensors in a
smart community, the geometry structures of various types of data are preserved, which could be further
exploited by tensor-based data processing methods to enhance data mining and analysis and thus assist
smart community decision-making in many aspects, such as emergency management, human resource
allocation, crime detection and forecasting, etc. For instance, based on the proposed tensor model,
people can be identified via face recognition and tracked via object tracking techniques [23], based on
which, the trajectory of a person can be obtained and analyzed. Once abnormal behavior is detected,
the face image and trajectory information of the suspect will be sent back to the community management
team via the IoT network for further investigation and/or possible face-to-face questioning. If a crime
happened, the face image of the suspect would be then sent to the police station to help with identity
and crime record checking.

In the following, let us take a closer look at the mode-1 slices (time-location), mode-2 slices
(object-location), and mode-3 slices (object-time) one by one.

• Mode-1 (Time-Location) Slices Xi : :: A time-location object slice Xi : : is a subarray of tensor
X ∈ RI×J×K maintaining the time and location information for object i, where element Xi jk,
i.e., the state information matrix at timestamp j and location k for object i introduced above,
indicates whether object i is within the kth subarea or not at timestamp j. Specifically, if Xi jk
is a nonzero matrix, object i is located in the kth subarea; otherwise, it is outside subarea k.
The location information can be obtained by using one or multiple localization technologies, e.g.,
Wi-Fi signal sensing, image recognition, etc. Note that a large object, for example a building,
could appear in multiple subareas, resulting in more than one state information matrices in a
location fiber. By retrieving a time-location slice from the tensor model, an indicative matrix
for object i can be formed, which consists of 1 s and 0 s, as shown in Figure 6, where 1 and 0
denote that the corresponding state information matrix is a nonzero matrix or a zero matrix,
respectively. This indicative time-location matrix would be very useful for trajectory analysis and
object localization.

• Mode-2 (Object-Location) Slices X : j :: Similarly, an object-location slice X : j : is a subarray
that consists of object and location information collected at timestamp j. By detecting whether an
element, i.e., the state information matrix of a mode-2 slice is a zero matrix or not, and using 1
to denote a nonzero matrix and 0 to denote a zero matrix, an indicative object-location matrix
can be obtained, which clearly shows the geographical locations of various objects in the whole
area at a given timestamp, which could be used to monitor social distancing state in a smart
community/city in real time during the current COVID-19 epidemic.

• Mode-3 (Object-Time) Slices X : : k: An object-time slice X : : k is a subarray representing
the state information of various objects at various timestamps at a given subarea. In other

246



Sensors 2020, 20, 5990

words, it shows what objects appear in a given area at what time and its state evolution with
time. Such object-time slices are especially useful for resident-visitor classification. Specifically,
a resident appears regularly at the entrance and exit, while a visitor usually appears randomly
and might appear only a couple of times. Tracking of visitors can be then conducted in the cloud
center in case of any crimes happened.

Figure 6. A toy example of mode-1 slice Xi : : and the corresponding indicative time-location matrix
for object i.

The above third-order tensor model can only show the objective components, i.e., object, time and
location. However, the data stored in the tensor highly depend on human activity, as our society is
naturally human-centered. Therefore, we propose to add a novel fourth dimension that represents
human activity, which is referred to as activity in the following for simplicity. As such, a comprehensive
fourth-order tensor model is established for smart communities, as depicted in Figure 7. Note that
the proposed fourth-order tensor model could better describe real scenarios and thus help with more
accurate decision-making and meeting more complex application requirements in smart communities.

Figure 7. Graphic illustration of the proposed fourth-order tensor model for smart communities.

The activity dimension indices represent various human activities, which, in contrast to the
other three dimensions, cannot be obtained directly from intelligent sensors. Instead, preprocessing
the object-time-location tensor by using various machine learning algorithms is usually required.
A number of common or dangerous human activities can be predefined, such as walking, running,
gathering, falling, etc.
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2.3. A Unified Fourth-Order Tensor-Based Smart Community System

Based on the fourth-order tensor model that encodes object, time, location and human activity
information, a unified smart community system is proposed in this section, as shown in Figure 8.
Specifically, data collected from intelligent sensors, surveillance cameras and other devices are first sent
to the gateways in the IoT network and then stored and processed in the cloud center. At the cloud side,
real-time object detection is conducted based on the video frames fed back from surveillance cameras.
By continuing to track an object once it is detected, the data collected for this object are formalized into
a third-order tensor with 3 dimensions, being object, time and location, and then saved to the cloud
storage. As this third-order tensor builds up, human activity analysis is being done simultaneously for
classification. According to the human activity information, the third-order tensor data are reorganized
into a fourth-order tensor so as to highlight human activity, which is useful for the applications that
aim to investigate its effects and the relationship between human activity and other components.

 

Figure 8. Block diagram of the proposed unified fourth-order tensor-based smart community system.
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So far, a fourth-order tensor has been constructed, from which useful data for specific applications
with various purposes could be truncated over a certain range of objects, timestamps, locations and
activities for further processing. These truncated tensor data can then be carefully analyzed to obtain
insightful information or serve as the input of a machine learning framework with a specific purpose.
Analytical and/or machine learning results will then be obtained and written onto the log files, which are
monitored and reviewed by the management team to assist decision-making and improve the livability
of the community. Some analytical and/or machine learning results could also trigger actions directly
if required by the corresponding application, e.g., fire alarms will be triggered immediately if the
obtained results suggest a suspicious fire. Since the fourth-order tensor stores all the sensed data,
applications with new functions can be added to the existing smart community system. In other
words, the proposed unified fourth-order tensor-based smart community system embraces flexibility
and extendibility.

3. Application Examples

In this section, two exemplary applications will be introduced to demonstrate the flexibility of the
proposed unified fourth-order tensor-based smart community system.

3.1. Intelligent Traffic Light Control

Intelligent traffic light control at intersections, which adapts to road traffic including vehicles and
pedestrians, can improve everyone’s experience. This is one of the benefits we could have in smart
communities. To make it happen, accurate traffic forecasting is required, which can be obtained by
using our proposed fourth-order tensor-based smart community system.

Specifically, at an intersection, the traffic in a given period of time is related to that in other time
periods around it, as people’s daily routine usually varies slightly over time. In order to control traffic
light intelligently, the comprehensive information road traffic needs to be predicted, i.e., how many
vehicles and pedestrians on which road will be turning right, going straight and turning left. In this case,
the objects are the drivers and pedestrians; the timestamps are a number of time periods; the locations
are the roads; and the activities are drivers’ and pedestrians’ actions, including turning left, turning
right and going straight. Each element of the fourth-order tensor is either 1 or 0, which indicates
whether an object at a specific timestamp and a specific location is taking a specific action. As there are
so many elements in the fourth-order tensor space, each of which corresponds to one combination
of object, timestamp, location and activity, the tensor is usually sparse, implying that the original
tensor could be compressed to reduce the size and hence the amount of data so as to speed up further
processing. A popular way is to find out a core tensor to represent the original one.

By denoting the original tensor as X ∈ RI1×I2×I3×I4 and applying Tucker decomposition [24],
tensor X is decomposed into a core tensor G ∈ RI1×I2×I3×I4 and four factor matrices U1 ∈ RI1×J1 , U2 ∈
RI2×J2 , U3 ∈ RI3×J3 , U4 ∈ RI4×J4 with

Y = G×1 U1 ×2 U2 ×3 U3 ×4 U4. (2)

A typical algorithm to calculate the core tensor and also the factor matrices is the higher-order
singular value decomposition (HOSVD) algorithm [25]. After obtaining the historical core tensors of
the truncated tensors over the same time period of interest in the past a few months, the historical
core tensors can be used as training data to train a machine learning model to predict the core tensor
G′ ∈ RJ1×J2×J3×J4 of road traffic. Based on the core tensor G′, the predicted tensor Y ′ ∈ RI1×I2×I3×I4 ,
which encodes the predicted road traffic information can be obtained. These predicted road traffic data
can then be used for real-time traffic light control.

In practice, four surveillance cameras need to be deployed in the intersection to monitor four
crossroad areas. Real-time videos from these four cameras are sent back to the cloud center for object
detection and activity analysis, based on which a fourth-order tensor could be formed. The above
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traffic forecasting algorithm can then be run in the cloud center to predict traffic in the coming minute,
i.e., how many vehicles and pedestrians on which road are taking what actions. With the detailed road
traffic information, an intelligent traffic control algorithm will be executed to control traffic light.

3.2. Human Behavior Pattern Analysis

Thanks to the multi-dimensional data available in the tensor model, hidden behavior patterns of
individuals can be extracted from the huge amount of data collected every day, which could provide
statistical support for meeting people’s living needs.

In order to analyze individual human behaviors, let us retrieve the third-order tensor Xi : : : ∈
RI2×I3×I4 for each human object i and construct a corresponding indicative matrixMi : : : ∈ RI2×I3×I4 ,
which includes time, location and activity information. By applying the canonical polyadic
(CP) decomposition technique [26], which is another popular tensor decomposition method that
approximates a tensor by the sum of a number of three-way outer products, we have

Mi : : : ≈
R∑

r=1

air ◦ bir ◦ cir, (3)

where R is the number of decomposed components, which can also be seen as the number of basic
behavior patterns. For each basic behavior pattern i, air ∈ RI2 , bir ∈ RI3 and cir ∈ RI4 indicate the
distribution of pattern i in the dimensions of time, location and activity, respectively. It should be
noted that the number of decomposed basic behavior patterns R is a key parameter that determines
the ability of behavior pattern mining, which should be carefully chosen.

Based on the distribution information obtained over time, location and activity, human behavior
patterns can be analyzed from different points of view to fit different needs. For example, individuals’
behavior patterns regarding activity can be obtained, based on which individuals can be clustered
into a number of groups of common interests, which could be utilized to meet people’s social needs.
For the single inhabitants, a similarity check between one’s current behavior pattern and the past ones
can be performed to detect abnormal events in case of any emergency needs.

In practice, the time and location information of the residents in a smart community are collected
from surveillance camera videos and smart home devices, based on which each resident’s activities
are detected. The information is then organized into the fourth-order tensor model and stored in the
cloud storage. When a public community event is planned, the truncated third-order tensor data for
every resident could be analyzed by adopting the above human behavior pattern analysis method to
identify interested residents, e.g., promoting interested residents to participate in weekly badminton
training. For the purpose of abnormal event detection, the behavior pattern of a resident could be
checked against those in the past days. Once a mismatch is detected, the community management
team will message or ring the resident for a security check.

4. Discussion

In the last section, two exemplary applications have been presented to demonstrate the operation
of our proposed fourth-order tensor-based unified smart community system. It can be seen that our
unified smart community system can support various functionalities by retrieving interested data from
the fourth-order tensor model of object, time, location and human activity and applying designated
data processing methods. Such flexibility makes the smart community system easier to be upgraded
with new functions. As a result, no removal of old intelligent systems and redeployment of new
ones is needed, which reduces the maintenance cost significantly. In addition, since our proposed
smart community system provides a unified platform for various applications with different goals,
hardware devices can be shared by multiple applications, which is environmental-friendly in terms of
both energy consumption and hardware manufacturing.
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Moreover, as our proposed fourth-order tensor model includes more data, particularly human
activity data, gains could be achieved from the proposed scheme compared to conventional methods
based on third-order tensors. A representative third-order tensor-based scheme was proposed in [19]
to forecast the rental data of urban public bicycles to assist redistribution. The three dimensions of
the third-order tensor in [19] are time, location and numbers of bicycles rented out and returned
back, while the effect of human activity is overlooked. It should be noted that human activity plays a
key role in the usage of public bicycles. For example, a large number of university students might
cycle together to a place for a big gathering. With such an accidental event, if human activity is not
considered, the predicted number of public bicycles required around the gathering place based on
previous data could be much smaller than the demand. As a result, a large number of students might
not be able to cycle back to the campus after gathering. By adopting our fourth-order tensor model
with one dimension representing human activity, student activity can also be predicted, which could
be further exploited to optimize public bicycle redistribution to improve user experience.

Apart from the above advantages, the use of the tensor model to store all the collected data can
preserve the geometry structures of multiple dimensions, indicating that additional hidden information
could be exploited by adopting data mining techniques. Moreover, as the tensor model encodes
multidimensional data of various types, in contrast to conventional methods which can usually handle
single-parameter tasks, by adopting suitable tensor-based algorithms/methods a set of parameters can
be predicated as a whole. Nevertheless, designing tensor-based algorithms to fit specific purposes
could be very challenging and needs to be carefully investigated. Although the above benefits
can be harvested thanks to the ability of a tensor to embed multi-dimensional data, it also brings
challenges. For example, a high-order tensor usually has enormous elements, which require high
computing capability to process data. Efficient tensor decomposition algorithms have been recently
proposed in [27–29], which can achieve up to 14 times faster tensor decomposition. How to further
accelerate tensor decomposition and reduce tensor data size as far as possible is still an open problem,
which deserves significant efforts in future work.

5. Conclusions

In this paper, a novel fourth-order tensor model was proposed to formalize the data collected
from intelligent sensors in smart communities, based on which a unified smart community system
was proposed. By presenting two exemplary applications, it was shown that by truncating the tensor
data according to application requirements, various applications with different functionalities can be
integrated into the same smart community system. More importantly, new applications with new
functionalities can be easily added to the existing system if needed, indicating that our proposed
fourth-order tensor-based smart community system is flexible and extendable.

Note that this paper mainly discussed the fourth-order tensor-based theoretical framework to
enable a unified smart community system. In the future, the effectiveness and efficiency of our proposed
system will be carefully investigated and compared against conventional methods by implementing a
number of functions in practice.
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