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Preface to ”Design and Application of Biomedical

Circuits and Systems”

Since the appearance of electronics as an enabling technology, circuits and systems have

been developed to improve biomedical measurements and design new medical equipment for

specific tests in the health field. Diagnosis, therapy, clinical testing, and bio-signal monitoring

between other medical tasks are properly and accurately performed using electronic equipment and,

today, are considered vital for medical data acquisition tasks. The development of new sensing

technologies, biomaterials, microelectronic devices, microfluidic systems, micro-electro-mechanical

systems (MEMs), etc., open the window to new biomedical circuits and systems opportunities to

measure “better” and also using “alternative” methods to find the relevant information required

by teams of physicians and biologists. This Special Issue is mainly devoted to incorporating

proposals of bio-sensing signals based on new circuits and systems approaches. In general, it is

focused on new bio-signal analog front-end (AFE) circuits; specific circuits development for known

and new sensor/sensing approaches; circuits for biomedical signal processing; low-voltage and

low-power circuits and their application to implants and wearable devices; circuits and systems

for clinical applications; circuits for sensing/actuation in MEM systems, Lab-on-a-Chip (LoC),

micro-total-analysis Systems (uTAS); and cell assays and manipulation. Other main topics covered

in this Special Issue include circuits for bioimpedance test; capacitive-based circuits, circuits for new

sensing devices and microeletrodes; ECG, EEG, EMG, EoG, etc. circuits and systems; circuits for

implants and wearable devices; LP/LV circuits in biomedical environments; circuits and systems in

clinical applications; circuits for cell, DNA, bacteria, virus assays; and brain interfaces.

Alberto Yufera, Gloria Huertas, Belen Calvo

Editors
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1. Introduction

The development of new sensing technologies, biomaterials, microelectronic devices, microfluidic
systems and micro-electro-mechanical systems (MEMs) etc., opens the window to new biomedical
circuits and system opportunities to measure “better”, and to develop “alternative” methods to find
relevant information for physician and biologist teams, in applications such as diagnosis, therapy,
clinical tests and bio-signal monitoring. However, the accomplishment of new medical equipment
for specific tests in the health field poses significant challenges regarding the electronic circuits and
systems needed, whose performance is vital for proper and accurate data acquisition tasks.

2. Design and Application of Biomedical Circuits and Systems

This Special Issue is devoted mainly to incorporating proposals of bio-sensing signals based on
new circuits and system approaches. In general, it is focused on new bio-signal analog front-end (AFE)
circuits; the development of specific circuits for known and new sensor/sensing approaches; circuits
for biomedical signal processing; low-voltage and low-power (LV/LP) circuits and its application
to implantable and wearable devices; circuits and systems for clinical applications; circuits for
sensing/actuation in MEM systems, lab-on-a-chip (LoC), micro-total-analysis systems (uTAS); cell assays
and manipulation, etc. Main topics of interest are well described by the Special Issue keywords (but
not limited to):

• Analog front-end (AFE) circuits;
• Circuits for bioimpedance test;
• Capacitive based circuits;
• Circuits for new sensing devices and microelectrodes;
• ECG, EEG, EMG, EoG etc. circuits and systems;
• Circuits for implantable and wearable devices;
• LP/LV circuits in biomedical environments;
• Micro-energy harvesting;
• Circuits and systems in clinical applications;
• Circuits for cells, DNA, bacteria, viruses etc. assays;
• Brain interfaces;
• Internet of Things for remote healthcare;

In the present Special Issue, twelve papers have been successfully incorporated. We hope you
enjoy reading this Special Issue and are inspired to address the technological challenges to help the

Electronics 2020, 9, 1920; doi:10.3390/electronics9111920 www.mdpi.com/journal/electronics1
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medical industry and biologists to increase the human quality of life, which is the main objective.
These are the contribution papers:

1. On the DC Offset Current Generated during Biphasic Stimulation: Experimental Study [1].
2. Multichannel Biphasic Muscle Stimulation System for Post Stroke Rehabilitation [2].
3. High-Performance Analog Front-End (AFE) for EOG Systems [3].
4. MEDUSA: A Low-Cost, 16-Channel Neuromodulation Platform with Arbitrary Waveform

Generation [4].
5. FPGA-Based Doppler Frequency Estimator for Real-Time Velocimetry [5].
6. An Interference Suppression Method for Non-Contact Bioelectric Acquisition [6].
7. New RSA Encryption Mechanism Using One-Time Encryption Keys and Unpredictable Bio-Signal

for Wireless Communication Devices [7].
8. Development of a Compact, IoT-Enabled Electronic Nose for Breath Analysis [8].
9. A Computationally Efficient Mean Sound Speed Estimation Method Based on an Evaluation of

Focusing Quality for Medical Ultrasound Imaging [9].
10. Incremental Low Rank Noise Reduction for Robust Infrared Tracking of Body Temperature during

Medical Imaging [10].
11. Soft Elbow Exoskeleton for Upper Limb Assistance Incorporating Dual Motor-Tendon

Actuator [11].
12. Insight on Electronic Travel Aids for Visually Impaired People: A Review on the Electromagnetic

Technology [12].

We are conscious about the very wide scope of biomedical circuits and systems applications,
and that our contribution it is only a grain of sand more, but we expect to be it useful for knowledge
progress in the field.

3. Conclusions

Biomedical engineering is today one of the most important research fields in the world. This fact
is parallel with the health challenges surrounding the improvement of human health as one of the main
vehicles to increase the quality of life. The maturity of many technologies, such as microelectronic,
biomaterial, microfluidic, together with progress in the biology and medicine fields, develop alternative
solutions for medical evaluation, diagnosis, therapy and research in general, opening the opportunity
for new medical devices, e.g., lab-on-a-chip, wearable technology, and implants. The biomedical
electronic industry supports the development of many of these new devices, as the main technologies
for bio-signal acquisition, processing, and communication. In this Special Issue contribution, we
present some significant contributions for biomedical applications, which, of course, should be fulfilled
and improved by future contributions.

Author Contributions: Conceptualization, A.Y., G.H. and B.C.; methodology, A.Y., G.H. and B.C.; writing—review
and editing and project administration, A.Y., G.H. and B.C. All authors have read and agreed to the published
version of the manuscript.
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Abstract: This paper deals with the DC offset currents generated by a platinum electrode matrix
during biphasic stimulation. A fully automated test bench evaluates the nanoampere range DC offset
currents in a realistic and comprehensive scenario by using platinum electrodes in a saline solution
as a load for the stimulator. Measurements are performed on different stimulation patterns for single
or dual hexagonal stimulation sites operating simultaneously and alternately. The effectiveness of the
return electrode presence in reducing the DC offset current is considered. Experimental results show
how for a defined nominal injected charge, the generated DC offset currents differ depending on the
stimulation patterns, frequency, current amplitude, and pulse width of a biphasic signal.

Keywords: DC offset current; electrode stimulation; biphasic signal; platinum electrode matrix

1. Introduction

Neural stimulation shows reliable effectiveness in concrete cures where traditional medication is
not as effective at reducing tremors in epilepsy or in restoring the sight in a person affected by retinitis
pigmentosa. To elicit nerve activities, tissues are usually excited by zero-net charge biphasic current
pulses [1], whose features are reported in Figure 1. The first cathodic pulse usually elicits the desired
neural response, while the second pulse only aims to neutralize charge across the stimulated tissues.
A perfect charge balance in the neural stimulator, such as cochlear or retinal integrated circuit (IC)
implants, is required to avoid DC currents or electrode resting potentials that can generate toxic species
and, in turn, damage tissues [2–11].

Cathodic
Amplitude=
-IPULSE

Anodic
Amplitude=
IPULSE

Cathodic Width=
TPULSE

Interphase
Delay

Anodic Width=
TPULSE

Period

t

I

-QPULSE

QPULSE

Figure 1. Pictorial representation of a biphasic current stimulation. Typical electric characteristics
are highlighted.

The charge during the opposite phases of sourcing and sinking currents should be balanced,
as well as the impedance of the electrodes needs to be perfectly matched. For this purpose, several

Electronics 2020, 9, 1198; doi:10.3390/electronics9081198 www.mdpi.com/journal/electronics5
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techniques and stimulation strategies for a precise charge balancing have been proposed at the IC level
to minimize the undesired DC offset current generated by the biphasic stimulation [12–18].

During a biphasic stimulation, each platinum electrode in the saline bath defines an electrode-electrolyte
interface while a charge is injected through faradaic and non-faradaic charge-transfer mechanisms. These can
lead to changes in the surface chemistry of the platinum electrodes under study and are the source of
DC offset currents originating at the electrode-electrolyte interface [19]. On this basis, IC designers
for biomedical devices have shown a relevant effort to reduce any mismatch between the current
sources that provide the biphasic pulse at the electrodes-tissue interface. The more macroscopic each
electrode-tissue interface’s size, the more significant is the mismatch over time and between implantees.
This represents a bottleneck in the DC offset current generation. Based on the weakness of the signal
to monitor (tens of nanoamperes), the DC offset current value in the literature usually refers to CAD
simulation or measurements where the electrodes and the tissues are substituted with an equivalent
quasi-static loss electric model constituted by passive components (resistor in series with a parallel
capacitor and resistor). Moreover, such a DC offset current value reported in the literature relates to a
defined stimulation pattern and a specific set of electrical parameters of the biphasic signal [12–18].

In this paper, the DC offset currents generated by a neural IC implant that provides the current
stimulation through a platinum electrode matrix placed in a saline bath are investigated. This is because
measurement results performed with physiological saline emulate at best the real case where the electrodes
interface with tissues in neural implantation. The most common hexagonal stimulation patterns operating
in different conditions of biphasic pulses’ amplitude and duration have been analyzed. An automatic
measurement setup aimed to monitor DC offset current is described in Section 2. Then, the procedure
for a reliable data acquisition is shown in Section 3. In Section 4, the measurement results according
to a different frequency, amplitude, and duration of the biphasic pulses and for different stimulation
patterns are shown. The DC offset currents of two hexagonal stimulation sites operating simultaneously
or stand-alone are investigated. In Section 5, the conclusions are drawn.

2. Measurement Setup

2.1. System Overview

The purpose of the measurement test bench is to monitor the DC offset currents generated by
platinum electrodes in a saline bath when they are actively driven by a neural stimulator. This is to
validate the safety of the overall system (from the neural IC implant to the electrode matrix), as well as
the chosen stimulation regime. The sketch of the DC offset current measurement test bench and the
respective photo are shown in Figure 2.

Such a test bench is remotely controlled by a personal computer (PC in Figure 2) running an automated
test bench (USB controlled by Matlab) aimed to measure DC offset currents through a statistical approach
based on data storage redundancy to achieve valuable results. Notice that because of the weak nature of
the signal to be monitored, the measurement setup is placed into a metal enclosure that acts as a Faraday
cage. Such metal enclosures help in minimizing power line interference, external noise, and any rapid
drift in temperature and airflow during the measurements. Figure 3 shows the content of the Faraday
cage. A graphic interface defines the stimulation pattern sending the related protocol to the telemetry
module (left side in Figure 3). This, in turn, sets the electric specifications of the biphasic current pulses
of the IC stimulator through a fully differential two-wire interface. The IC neural stimulator employed
in the investigation reported in this paper [18] is placed into a specific module test board (bottom-center
in Figure 3). Each of the biphasic currents delivered by the neural stimulator flow through a sense
resistor mounted on the test board to the respective electrode in a saline bath (bottom-right in Figure 3).

6
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Telemetry
IC Module
Test Board

Headers/Electrodes
Matrix Adapter

Electrodes Array
into Saline Bath

PC

Faraday Cage

DC Offset
Current

Test Board

Multimeter

Stimulator
IC Module

Two-Wire
Interface

Analog MUX
Control Board

Power
Supply

Faraday Cage

Multimeter

Power Supply

PC

a) b)
Figure 2. (a) Sketch of the DC offset current measurement test bench. (b) Respective photo.

Figure 3. DC offset current measurement setup inside the metal enclosure as depicted in Figure 2.

2.2. DC Offset Current Detection Test Board

The test board represented in Figure 4 allows the detection of the DC offset currents by means of the
voltages produced by each biphasic current pulse flowing through a sense resistor. Indeed, such voltages
are low pass filtered before being amplified by a cascade of two low offsets, low input bias current
instrumentation amplifiers (Linear Technology, LT1167 [20]) for each channel (Figure 4). Since the system
needs to measure DC offset current lower than 100 nA across a sense resistor of 100 Ω, corresponding to a
voltage drop of 10 μV, two gain stages are used. In order to circumvent the increase in required PCB area
and system cost, the final design consists of 16 copies of the instrumentation amplifier. The outputs from
such amplifiers are subsequently multiplexed to a second stage instrumentation amplifier with a gain of
100 via an analog multiplexer (ADG426 [21]). The overall system can evaluate current adequately down

7
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to 10 nA. The acquired data are sent to the microcontroller (analog MUX control board in Figures 2a and 3)
via USB. Such a microcontroller drives the analog multiplexer on the PCB where the above-mentioned
matrix of sense resistance and the cascade gain stage are placed. The output of the analog multiplexer is
measured by a multimeter (Agilent 34411A) that is interfaced with the personal computer via USB (as in
Figure 2).

...

Analog
MUX

Fully Differential
Gain Stage Array

Gain Stage

Filters Array

100k�

����

100k�

����

22 F

����

μ

x16

VSS=-15V

VSS=15V

100�

����

From
IC Neural
Stimulator

To Electrodes
Matrix into

the saline bath

Sense
Resistors

Array

DC Offset Current
Detection

Test Board

ADG426

LT1167

. . .. . .. . .

. . .. . .. . .

To
Multimeter

x16 x16

VSS=-15V

VSS=15V

LT1167

Figure 4. Sketch of the DC offset current detection test board.

2.3. Platinum Electrodes Matrix

A matrix consisting of 24 electrodes (Figure 5a [22]) is placed into a saline bath with another
single bigger electrode as in Figure 5b. Both are inserted and isolated (through silicone) into a slot on
the lid of a sample jar containing the artificial physiological saline solution. The bigger electrode is
employed as the monopolar return used to assess the quasi-monopolar stimulations pattern described
in Section 3. The platinum electrodes are hermetically enclosed in a physiological saline bath using
silicone. This is to keep the same ion concentration in the saline bath so that the physiological saline
does not need to be replaced every new day of measurements. Moreover, thanks to the silicone’s
presence, a reciprocal distance between the electrode matrix and the return electrode (≈1 cm) is set.

730 mμ

380 mμ

b)a)

Saline bath

To the adapter

Return Electrode

Electrode matrix

Return Electrode
terminal

Figure 5. (a) Photo of the 24 electrode matrix (E24015) used in the DC offset current measurement
setup [22]. (b) Saline bath.
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3. Stimulation Procedures And Methods

3.1. Preliminary Procedures

Before providing the biphasic stimulation and running the DC offset current measurements,
a robust setup has to be built taking into account the critical interfacing with the electrodes in a saline
bath. For this reason, the electrode matrix was carefully cleaned and connected to the neural IC implant
according to the following procedures. First, a drop of 80% ethanol solution is applied on the electrode
matrix and to facilitate the gentle removal of the accumulated particles (if any) on the surface of the
electrodes with the tip of a tweezer. Indeed, particles can lay on the surface of the electrodes as a result
of ionic impurities within the saline solution (i.e., silicone employed for the electrode matrix and return
electrode (RE) enclosure in the saline bath) after long runs of measurements with the same saline bath.
After this first cleaning, the electrode matrix is rinsed and left in deionized water for a few hours
before starting DC offset current measurements. Then, the electrode matrix is immersed into the saline
bath and connected to the respective terminals through an adapter. This adapter is then connected to
the headers of the DC offset current detection test board. As a final check of the connections of the
entire measurement setup (neuro IC implant, DC offset current test board, header/electrodes adapter,
and electrode matrix in the saline bath), the biphasic pulse is visualized with a scope. The probe-scope
is then removed during the measurement procedures. To avoid current flowing into the diode of the
amplifiers, the voltage supply dynamic range of the amplifier on the DC offset current test board has
to be higher (±15 V) than the voltage dynamic range of the neural stimulator (12 V).

3.2. Stimulation Patterns

The two most common retinal stimulation patterns employed to restore the sight in visually
impaired persons are sketched in Figure 6 where they are named as the All Adjacent (AA) and the
Hex Quasi-monopolar (HQ) return configurations. In both configurations, the electrodes are arranged in
a hexagonal pattern that represents the elementary stimulation site. In the All Adjacent configuration
(Figure 6a), the current flows to the tissues from the center of the hexagon, and the current return path is
through the six surrounding electrodes [23]. This stimulation arrangement ensures that the stimulation
current flow is localized to each hex center, but at the same time, such localized current flow reduces the
current flow to excitable tissue when compared with stimulating against a distant return electrode. For this
reason, an improved stimulation approach is represented by the hex quasi-monopolar configuration
sketched in Figure 6b. In this approach, in addition to the localized hexagon site, the current can also flow
to a distant, large, and low-impedance monopolar return electrode located on the stimulating module
capsule. This arrangement allows for a decrease in the power drawn by the system [24].

RERE0
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I1 I2

I6 I4I5

3 0
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45
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I0 I1 I2
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bath

I3 IRE IREI3b)a)

Saline
bath

Figure 6. Sketch of (a) All Adjacent (AA) and (b) Hex Quasi-monopolar (HQ) return stimulation
patterns with the respective current pulses’ directions and the return electrode (RE).
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3.3. Stimulation Specifications

The maximum current amplitude and pulse duration of the biphasic stimulation is related to the
charge injection limit (maximum value of 210 μC/cm2) [3]. This results in a maximum charge delivery
of 238 nC (per electrode and per phase) for electrodes with an opening of 380 μm in diameter. Note that
the geometric surface area is conservatively used in the determination of electrode charge-carrying
capacity. On this basis, the maximum pulse duration is set equal to TPULSEMAX = 500 μs, and the
maximum current capability of the stimulator under test is limited to IPULSEMAX = 460 μA. Therefore,
the maximum charge delivery per phase is equal to:

QPULSEMAX = IPULSEMAX · TPULSEMAX = 230 nC (1)

and just lower than the above-mentioned value. The interphase delay is equal to 5 μs as an IC stimulator
constraint. The relevant stimulation frequencies of 50 Hz and 25 Hz were considered.

3.4. Measurements Procedures

An automated test bench developed to collect the DC offset operates according to the following
steps. First, the neural stimulator is turned off to measure the offset of the amplification chain.
The offset voltage of each cascade gain stage is stored, and the measurement is repeated 100 times to
find the average value of the offset voltage for each channel. Then, the neural IC implant is turned
on according to a defined pattern. The acquisition system waits for two minutes before starting to
collect data to avoid any starting drift phenomena. This procedure is repeated 100 times, and an
average voltage value is calculated for each channel. Subtracting such data from the respective offset,
the voltage drop due to DC offset current and to the test bench is calculated.

The investigation is focused on the trend of DC offset current generation with different biphasic
signal features like frequency, current amplitude, pulse width, and the reciprocal interaction among
stimulation sites. Because of the weak nature of the signal to detect, the measurement results are
reported considering average values and the respective range of variability equal to ±3σ where σ is
the standard deviation.

4. Measurement Results

The DC offset current generated by platinum electrodes during biphasic stimulation in a saline
bath is investigated firstly referring to the All Adjacent and the Hex Quasi-monopolar stimulation
patterns for a single excitation site. Based on these results, the investigation will be focused on
the Hex Quasi-monopolar stimulation pattern considering two hexagonal excitation sites operating
simultaneously and with a stimulation frequency of 25 Hz and 50 Hz. A sweep of current amplitude
IPULSE for a constant pulse width TPULSE is first considered. Then, a sweep of the pulse width TPULSE
to a constant current amplitude IPULSE is reported. In this way, for a charge pulse nominally equal to
QPULSE = IPULSE · TPULSE, a different contribution of the current amplitude IPULSE and of the pulse
width TPULSE on the overall DC offset current generation can be highlighted. As a final analysis,
such a DC offset current generated by two hexagonal excitation sites operating simultaneously is
compared with the sum of the DC offset currents of each hexagonal site operating stand-alone with
the return electrode.

4.1. All Adjacent and Hex Quasi-Monopolar Stimulation Patterns’ Comparison

As depicted in Figure 6a,b respectively for the All Adjacent and the Hex Quasi-monopolar
stimulation patterns, the stimulation current IPULSE flows into the saline bath from the central electrode
(labeled 0) to the surrounding ones (labeled 1 to 6) and to the return electrodes (REs). The math relation
among the stimulation current for each electrode can be written as:
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IPULSE = I0 = −
(

6

∑
j=1

Ij + IRE

)
(2)

Thus, accordingly, the respective DC offset current of the central electrode i0 is split into the others:

i0 = −
(

6

∑
j=1

ij + iRE

)
(3)

Therefore, the DC offset current from the central electrode i0 is much higher than the others for
each hexagon excitation site. In Figure 7, this current i0 and the sum of the others versus the biphasic
current amplitude at the pulse width TPULSE = TPULSEMAX = 500 μs are reported. Measurements
were performed on a single stimulation site for both the All Adjacent and the Hex Quasi-monopolar
stimulation patterns. Since the DC offset currents come from a relative mismatch between the anodic
and cathodic charges’ path in the stimulator, it increases with the current stimulation amplitude.
These measurements highlight how a Hex Quasi-monopolar stimulation pattern offers a reduced DC
offset current compared with the All Adjacent configuration. This is due to the role of the return
electrode (RE). In such a bigger electrode, current flows from all the active hexagons site belonging to
the electrode matrix. This occurs even in the All Adjacent return configuration that nominally should
not require the return electrode. In fact, at the end of each biphasic period, all the electrode terminals
are shorted together. Thus, because of its bigger size, the return electrode has a higher residual charge
flowing in it. As a consequence, the return electrode presence offers a common path to flow for the
DC offset currents coming from the electrode matrix. This, in turn, implies a reduction of the DC
offset current spreading across the electrodes in the matrix. For this reason, the Hex Quasi-monopolar
pattern in which the return electrode is actively involved in the stimulation shows a reduced DC offset
current as reported in Figure 7. On this basis, the Hex Quasi-monopolar stimulation pattern is the
preferred one in a real experiment and further considered in the following.

Figure 7. Biphasic current amplitude versus DC offset current (±3σ range around the average value
defined by the dashed and dash-dotted lines) for All Adjacent (AA: × for the central current i0; � for
the sum of the other surrounding currents) and Hex Quasi-monopolar (HQ: + for the central current i0;
� for the sum of the other surrounding currents) stimulation patterns at 50 Hz. Single hexagon (HEXa).
Pulse width constant equal to TPULSE = TPULSEMAX = 500 μs.
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4.2. Hex Quasi-Monopolar Multi-Site Excitation

In a practical case, the electrode matrix is made of tens of multiple hexagonal stimulation sites
alternately activated that share the same return electrode [12–18]. Figure 8, representing two hexagonal
stimulation sites HEXa and HEXb that are simultaneously active and share the same return electrode.
The mathematical relationship among the stimulation currents I for a Hex Quasi-monopolar stimulation
pattern is:

2 · IPULSE = I0a + I0b = −
(

6

∑
j=1

(Ija + Ijb) + IRE

)
(4)

so that for the respective DC offset currents, i can be written as:

i0a + i0b = −
(

6

∑
j=1

(ija + ijb) + iRE

)
(5)
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Figure 8. Sketch of a Hex Quasi-monopolar (HQ) return stimulation pattern using two active hexagon
(HEXa and HEXb) according to the electrode matrix shown in Figure 5.

The sum of the DC offset currents of the central electrodes for two hexagonal sites i0a + i0b into
their respective standard deviation range has to match in absolute value with the sum of the DC offset
currents of the other electrodes. Nevertheless, not only the DC offset currents of such a central electrode,
but even those of every electrode involved in the stimulation were acquired. This was to check the
effectiveness of the measurement system and, thus, the validity of the acquired data. After having
considered this in every measurement run, for simplicity and clarity, only the DC offset currents of the
central electrodes are reported in the following measurement results. The current amplitude IPULSE
of each hexagonal site was swept (from IPULSEMAX /4 to IPULSEMAX ) keeping the same pulse duration
TPULSEMAX = 500 μs as shown in Figure 9a for a biphasic signal frequency of 50 Hz (range among the
dashed red lines) and 25 Hz (range among the dash-dotted blue lines). Similarly, the pulse width TPULSE
was swept (from TPULSEMAX /4 to TPULSEMAX ) keeping the same pulse duration IPULSEMAX = 460 μA as
shown in Figure 9b for a biphasic signal frequency of 50 Hz and 25 Hz. This is to highlight the respective
contribution to the overall DC offset current spread into the saline. In both of these measurement results,
stimulation frequencies of 50 Hz and 25 Hz are reported. The comparison of these results highlights
how lowering the frequency of the biphasic signal reduces the DC offset current. This implies that the
mismatch between the anodic and cathodic charge pulses depends on their timing to reach the nominal
stimulation current values −IPULSE and IPULSE in the two stimulation phases. Notice that in Figure 9a,b,
the absolute mismatch increases with an increased absolute charge entity QPULSE = IPULSE · TPULSE
during the stimulation. However, lowering the amplitude of the current pulses IPULSE for a given pulse

12



Electronics 2020, 9, 1198

duration TPULSE (as in Figure 9a) reduces the DC offset current more than lowering the pulse duration
TPULSE for a given current pulse amplitude IPULSE (as in Figure 9b). To better highlight which one
among current amplitude IPULSE and pulse width TPULSE contributes more to the DC offset current
generation, the same data reported in Figure 9a,b are translated in Figure 10 into the respective nominal
charge provided during biphasic stimulation, referring to a 50 Hz frequency.

a)

b)

I = = 460 APULSE MAX μIPULSE

T = = 500 sPULSE MAX μTPULSE

Figure 9. Hexagon HEXa and HEXb excitations according to the stimulation pattern in Figure 8.
(a) Biphasic current amplitude IPULSE versus DC offset current (±3σ range around the average value
defined by dashed and dash-dotted lines) for the Hex Quasi-monopolar (HQ) stimulation pattern
at 50 Hz (see ×) and 25 Hz (see +). Pulse width constant equal to TPULSE = TPULSEMAX = 500 μs.
(b) Biphasic pulse duration TPULSE versus DC offset current (±3σ range around the average value
defined by dashed and dash-dotted lines) for the Hex Quasi-monopolar (HQ) stimulation pattern at
50 Hz (see ×) and 25 Hz (see +). Pulse amplitude constant equal to IPULSE = IPULSEMAX = 460 μA.
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In Figure 10, the nominal injected charge QPULSE = IPULSE · TPULSE versus the DC offset current
for a constant stimulation current IPULSE = IPULSEMAX = 460 μA (range among the dashed red lines
for the sum of the two central electrodes’ DC offset currents i0a + i0b) and for a constant pulse width
TPULSE = TPULSEMAX = 500 μs (range among the dash-dotted black lines for the sum of the two
central electrodes’ DC offset currents i0a + i0b). The comparison shows how for a given injected charge
QPULSE = IPULSE · TPULSE, the DC offset current is reduced with a shortened pulse width TPULSE
and choosing the current amplitude IPULSE accordingly. As a result, the stimulation timing both in
terms of frequency and pulse width amplitude is the most critical in DC offset current generation.
This suggests how the offset generation is related to electrophysiology phenomena at the platinum
electrodes’ interface during the charge pulses.

Figure 10. Hexagon HEXa and HEXb excitations according to the stimulation pattern in Figure 8.
Nominal biphasic charge QPULSE versus DC offset current (±3σ range around the average value defined
by dashed and dash-dotted lines) for a constant current pulse IPULSE = IPULSEMAX = 460 μA (dashed
red lines around ×) and for constant pulse duration TPULSE = IPULSEMAX = 500 μs (dash-dotted black
lines around �). Multiple hexagon excitation (HEXa and HEXb) for a Hex Quasi-monopolar (HQ)
stimulation pattern at 50 Hz.

4.3. Hex Quasi-Monopolar Multi-Site Interaction

As expected, comparing the DC offset currents (Figure 7) due to a single stimulation site (Figure 6b)
with those (Figure 9) due to two stimulation sites (Figure 8), the overall DC offset current in saline
increases proportionally with the number of the stimulation sites. However, in a practical case, only a
few sites of the implanted electrode matrix will be activated at the same time. The stimulation sites
operate simultaneously or alternately for a variable time depending on the specific application in which
the neural stimulation is involved. For this reason, measurements were performed also activating
separately only one of the two different hexagonal sites on the same electrode matrix with the same
return electrode. This is because any possible dynamic excitation event that involves contiguous
hexagonal sites is between the condition in which the two sites are simultaneously stimulated (as in
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Figure 8) and the one in which they are stimulated stand-alone (SA) employing the same return
electrode in the saline bath (as in Figure 11a,b). The relations among the DC offset currents in the case
in Figure 11a,b are respectively:

i0aSA =
6

∑
j=1

(ijaSA) + iREa (6)

i0bSA =
6

∑
j=1

(+ijbSA) + iREb (7)

so that:

i0aSA + i0bSA =
6

∑
j=1

(ijaSA + ijbSA) + iREa + iREb (8)

In Figure 12, the sum of the DC current offsets of the central electrodes of the two hexagonal
stimulation sites operating simultaneously i0a + i0b (as shown in Figure 10) is compared with the sum of
the DC offset currents of the same electrodes generated when each hexagonal site operates stand-alone
i0aSA + i0bSA (as represented in Figure 11a,b). The nominal injected charge QPULSE = IPULSE · TPULSE
versus the DC offset current for a constant stimulation current IPULSE = IPULSEMAX = 460 μA (among
dashed red lines for the sum of the two central electrodes DC offset currents i0a + i0b) and for a constant
pulse width TPULSE = TPULSEMAX = 500 μs (among dash-dotted green lines for the sum of the two
central electrodes DC offset currents i0a + i0b).

The comparison shows that the presence of the return electrode shared among two active stimulation
sites, is less effective in terms of DC offset current reduction than when it operates with an only hexagonal
site alternately one after the other, so that:

i0aSA + i0bSA < i0a + i0b (9)

In other words, assuming an equal number of active excitation sites per area for a defined amount
of time, an excitation of adjacent sites operating alternately stand-alone generates less DC offset current
than a static one. This suggests how a dynamic excitation of adjacent sites is intrinsically safer than a
static one as concerns the DC offset current generation.
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Figure 11. Sketch of Hex Quasi-monopolar (HQ) return stimulation patterns using (a) the hexagonal
site HEXa operating stand-alone (SA) and the return electrode (RE) or (b) the hexagonal site HEXb
operating SA and the RE.
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b)

a)

I = = 460 APULSE MAX μIPULSE

T = = 500 sPULSE MAX μTPULSE

Figure 12. Hex Quasi-monopolar (HQ) stimulation pattern as in Figure 11a,b at 50 Hz. Comparison
between the current source to the hexagonal site HEXa and HEXb excited simultaneously (×: i0a +

i0b in Figure 8) and the sum of the current source to a hexagonal site activated stand-alone (SA)
(◦: i0aSA + i0bSA in Figure 11). (a) Nominal injected charge QPULSE versus DC offset current (±3σ range
around the average value defined by dashed and dash-dotted lines) for a pulse width constant equal to
TPULSEMAX = 500 μs. (b) Nominal injected charge QPULSE versus DC offset current (±3σ range around
the average value defined by dashed and dash-dotted lines) for a stimulation current constant equal to
IPULSE = IPULSEMAX = 460 μA.

5. Conclusions

An automated test bench aimed at monitoring the nanoampere range DC offset current generated by
platinum electrodes during biphasic stimulation in a saline bath was considered. Data storage redundancy
to achieve high reliability in the measurement was implemented, and the overall procedures were
described. The investigation in this paper showed how the presence of a big return electrode reduces
the DC offset current. For a defined charge to be injected, DC offset current generation is related mostly
to the timing of the biphasic stimulation in terms of its frequency and pulse width. In particular, for a
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defined injected charge needed to stimulate the tissues, lowering the frequency of the biphasic signal and
a shortened pulse width reduce its DC offset current. Moreover, for the same injected charge, the sum of
the DC offset currents due to the solitary activation of two hexagonal stimulation sites is always lower
than the DC offset currents due to two hexagonal stimulation sites activated simultaneously. This
experimental evidence suggests how the more dynamic is the stimulation pattern among the different
stimulation sites with a shortened biphasic pulse width, the more safety compliant the stimulation is,
as less DC offset currents are spread into the tissues.

DC offset currents depend on the voltage offset of the platinum electrodes and on the input/output
impedance of the current sources (stimulator branches). Even though the stimulator is perfectly charge
balanced and has an infinite input impedance, the mismatch between the macroscopic electrode-tissue
interfaces generates DC offset currents in a comprehensive and realistic scenario during a biphasic
stimulation. Therefore, precise verification tests as those described in this paper are needed to evaluate
the effective DC offset current due to the biphasic stimulation. This is to address the electrical parameter
constraints needed to guarantee the safe operating condition required by assessing the implantees’ safety.
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Abstract: We present biphasic stimulator electronics developed for a wearable functional electrical
stimulation system. The reported stimulator electronics consist of a twenty four channel
biphasic stimulator. The stimulator circuitry is physically smaller per channel and offers a greater
degree of control over stimulation parameters than existing functional electrical stimulator systems.
The design achieves this by using, off the shelf multichannel high voltage switch integrated circuits
combined with discrete current limiting and dc blocking circuitry for the frontend, and field
programmable gate array based logic to manage pulse timing. The system has been tested on
both healthy adults and those with reduced upper limb function following a stroke. Initial testing
on healthy users has shown the stimulator can reliably generate specific target gestures such as
palm opening or pointing with an average accuracy of better than 4 degrees across all gestures.
Tests on stroke survivors produced some movement but this was limited by the mechanical movement
available in those users’ hands.

Keywords: electrode array; functional electrical stimulation; rehabilitation

1. Introduction

Stroke is a major cause of disability in the world. In 2017 there were approximately 12 million
strokes globally [1]; prevalence is increasing due to improved longevity and rising obesity-related
lifestyle factors (e.g., hypertension). Approximately 40% of stroke survivors are left with some loss of
arm function as a result of their stroke [2]. Repetitive task-oriented training has been shown to help
recovery as part of a rehabilitation programme [3] and one of the most prevalent technologies used
to assist in rehabilitation is Functional Electrical Stimulation (FES) [4]. This method uses pulses of
electrical current passing through underlying nerves, thereby causing the user’s muscles to contract
and generate movement. By repeated use of FES to facilitate task practice, some users may regain
functional movement [5] in the affected limbs.

The SMARTmove project [6], funded by the UK Medical Research Council (MRC), realised a new
FES system which provided high selectivity stimulation of the muscles used in hand, wrist and arm
movements. The wearable system created by the SMARTmove project is the first example of combining
a fabric FES array, a non-contact feedback sensor, and a controller able to precisely adjust stimulation
using dynamic models of the arm. Although this wearable system is specifically designed for stroke
survivors, who often exhibit movement dysfunction in one or more affected limbs, it can also be used
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in the rehabilitation of other neurological conditions (e.g., spinal cord injuries, multiple sclerosis) to
restore lost or impaired movement.

Current commercial FES systems primarily use two pairs of large electrodes (typically of the
order of 5 cm × 5 cm in size), giving the ability to drive two groups of muscles, but these are
unable to produce selective movement such as fine finger-level gestures. A few commercial systems
such as the Bioness-H200, are able to more selectively drive several groups of muscles allowing
for more precise gestures; the Bioness-H200 can control five different muscles in the hand/wrist.
Academic research developing transcutaneous multi-pad electrodes and arrays has been driven by
the University of Belgrade [7], ETH Zurich [8], the Swiss Federal Institute of Technology Lausanne [9],
Sheffield Hallam University [10], together with Fatronik-Tecnalia [11]. The layout of electrode arrays
often assumes a generic pattern, and is typically used to allow the placement of a virtual electrode
at any location within the array [12]. Such solutions, however, are only able to control a few of these
points at a time using sequential stimulation; this limits the ability to produce complex gestures.
Other systems employ a multi-pad electrode layout which is designed to match the geometry of
underlying muscles, however, these require precise alignment. In both cases of electrode layout,
electrodes are activated in an open-loop fashion, and do not receive real-time position feedback to
correct the resulting motion.

Existing systems also have limitations in terms of the electrode construction which
restricts usability. The first widely-used approach uses embroidered conductive thread resulting
in a rough electrode surface which causes an uneven current distribution, leading to discomfort when
the stimulation current is high. In addition, embroidered high density conductive areas such as
electrodes are stiff. The second widely-used approach uses gel electrodes on plastic substrates which
are not sufficiently flexible, breathable, or comfortable.

The SMARTmove project has created a new FES system to address the limitations of existing
FES techniques. By using an array of small electrodes, rather than a pair of large electrodes, a high
level of selectivity in the stimulated muscles has been achieved. Independent control of smaller
electrodes also enables more individual muscles to be activated simultaneously, thus increasing the
range of achieved gestures. By using real-time feedback and an iterative learning control approach,
the system can help the user achieve precise movements while adapting to their physiology, rather
than being limited to a set of fixed stimulation patterns. This allows the stimulation to be better
tailored to the user’s progress and condition and avoids the need for exact electrode positioning.
The printed dry fabric electrode array also makes the system easier to don/doff and avoids issues
that arise with gel electrodes, such as drying out, susceptibility to contamination, and a short life time
(typically 1 to 2 weeks). The fabric electrode array is more flexible and comfortable. It is also washable
and reusable, and therefore cost effective for long term use.

This paper focuses on the design of the stimulation electronics used in the SMARTmove system.
A review of stimulation electronics output stages for FES has been carried out by Souza [13].
The applied stimulation can be grouped into two general categories: monophasic where the stimulation
pulses only have one polarity; and biphasic where the stimulation pulses have both positive and
negative polarities. The stimulator design reported in this paper uses biphasic stimulation as this
reduces the potential for skin burns and tissue damage [14] and provides a wider range of stimulation
profiles when compared to monophasic stimulation. Of the biphasic designs investigated, the majority
use H-bridge drivers for controlling the phase of the stimulation. However, this requires a pair of
electrodes for each stimulation channel. Other non H-bridge designs often also require control of both
the source and return of each channel, such as that by Huerta [15]. Where a common return electrode
is used, as is the case when using an array, each channel needs to be able to generate both positive and
negative stimulation voltages rather than swapping the polarity of the electrodes, as typically occurs
with simple electrode pairs.

Existing FES stimulator designs are also often based around discrete components rather than
using an integrated package, thereby increasing the circuit board space required for each channel.
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Many existing designs also use an isolation transformer on the output to provide an isolation barrier;
these transformers often have a significant footprint which leads to a large implemented size when
there are multiple channels.

Using existing solutions for FES stimulation would result in a bulky and complex stimulator
that would be unsuitable for wearable use. To overcome these limitations the developed design
uses off the shelf multichannel high voltage switchIntegrated circuits (ICs) combined with discrete
current limiting and dc blocking circuitry for the stimulation frontend. Pulse timing is controlled by
Field Programmable Gate Array (FPGA) based logic which is in turn controlled by a microprocessor
to manage communication with the software managing the stimulation profiles. These provide
greater parameter control than previous designs with a low cost and a small size suitable for
wearable deployment.

In this paper we discuss, in Section 2, the constituent parts and operation of the rehabilitation
solution as a whole. The designed electronics that make up the multichannel biphasic stimulator is
discussed in Section 3. Section 4 presents system use and testing on both healthy individuals and
stroke survivors, illustrating use of the system to stimulate individual finger movements to produce a
range of gestures. Finally, conclusions are provided.

2. Complete System: Components and Operation

The SMARTmove system is designed to allow stroke survivors to practice a series of commonly
undertaken tasks at home with the assistance of electrical stimulation, as part of their rehabilitation
programme. Currently the system supports three different gestures (see Figure 1): palm flattening,
pointing and pinching. These gestures form the basis for functional activities such as closing a drawer
or operating a light switch.

(a) palm (b) point (c) pinch

Figure 1. Target gestures the system will assist the user in creating.

The SMARTmove system contains several components that work together to control and deliver
the electrical stimulation. A graphical overview of the system components can be seen in Figure 2.

Figure 2. Overview of the SMARTmove system.
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The SMARTmove system uses a commercial, off the shelf, depth camera (Microsoft Kinect v2) to
capture the movements of a user’s hand. The depth information from the camera is processed on a
laptop to extract the angular position of the user’s hand and fingers. This processing is performed by a
standalone application which then streams the data into the Graphical User Interface (GUI) application
also running on the user’s laptop.

The GUI provides the interface for the user to control the system. After initial configuration of
the system a series of tasks of increasing complexity are presented to the user. The system uses a
gamification approach to the rehabilitation process by enabling users to progress from task to task once
they have gained enough points in a given task. These points are based on how well they perform a task
using performance metrics, such as the accuracy of the final gesture and the smoothness of movement.
This means that the user will progress onto the later tasks more quickly once they have become more
proficient in the earlier tasks. The GUI application translates the user’s interactions into a series of
commands for the control software and displays the returned feedback information to the user after
every task.

The control system [16] runs on a separate Raspberry Pi low-cost computer and receives the
commands and hand tracking data from the GUI on the laptop. This is achieved using a network
connection over a wired Ethernet link. The software has a map of which electrode causes which group
of hand joint angles to move, and by how much. This map is automatically generated by monitoring
the movement during an array identification sequence (described further in Section 4.1). An iterative
learning controller is used in the control system, allowing it to improve the user’s response by adjusting
the delivered stimulation based on previous results. The stimulation levels which are calculated by the
controller forty times a second are then sent over USB to the wireless transmitter which relays them
wirelessly to the stimulator unit electronics (described in detail in Section 3).

The stimulation pulses are delivered to the user through a fabric electrode array [17], connected
via a cable to the stimulation unit. This array consists of screen printed dry electrodes in a six by four
pattern, giving twenty four stimulation electrodes in total, together with an additional large common
return electrode. The electrode array is attached to a cuff which is placed on the arm and secured
using a hook and loop fastener. The cuff applies pressure to the electrode array ensuring good contact
between the electrodes and the user’s skin.

3. Stimulator Unit: Electronics Design and Implementation

3.1. Overview

The stimulator unit converts the stimulation levels sent from the control software into the
electrical stimulation pulses. Each set of levels from the controller triggers a single set of synchronised
pulses from the unit. Each of the twenty four independent stimulation channels can have a different
stimulation intensity level, including the possibility of zero stimulation. The stimulator uses voltage
controlled stimulation in a multichannel configuration with varying pulse length used to adjust the
stimulation intensity of each channel. Each channel has an independently controllable pulse width
and waveform, adjustable on every pulse. The stimulation voltage is common across all the electrodes
but is variable between 50 V and 100 V DC.

The design is implemented using a series of interconnected modules split across several custom
printed circuit boards (PCBs). The modules are separated into a control board together with sufficient
eight channel driver boards to produce the required number of stimulation channels. The setup for
the SMARTmove system uses three driver boards to achieve twenty four channels. These boards
are slotted inside a compact enclosure, shown in Figure 3, which can be worn, for example, on the
user’s belt. The boards are connected together with a series of short cable harnesses. The stimulator is
connected to the fabric electrode array worn on the arm using a detachable multicore cable. Figure 4 is
a schematic showing the functionality implemented on each board.
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Figure 3. Interior of custom stimulation unit.

Figure 4. Block diagram of stimulator electronics.

3.2. Stimulation Controller Board

The controller board contains the modules for managing the system and passing commands
from the control program to the driver boards. Commands are received from the control
software running on the Raspberry Pi either over a USB cable or via a wireless link from a USB
attached transmitter. Commands are processed by an ARM M0+ microprocessor which has inbuilt USB
and wireless connectivity. Each stimulation request from the control program defines a single set of
pulses, one for each channel, with forty stimulation requests being sent per second. Each set of pulses
is defined separately which allows the length of every pulse to be varied, and prevents stimulation
continuing should the connection to the Raspberry Pi be lost. When a message is received it is checked
for corruption and, if it is valid, it is decoded into the pulse lengths for each channel and the voltages
for the stimulation power supplies. The high voltage power supplies are reconfigured to provide a
new stimulation voltage if it has changed. The pulse lengths for each channel are then sent to the
corresponding driver over an I2C interface. In order to keep the pulses synchronised, a dedicated start
signal is used which triggers all of the drivers to start the pulses at the same time.
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Another major function of the control board is management of the power supplies. To provide
for wireless operation an internal battery is used to power the stimulator and all other required
voltages are generated from this. The battery, which provides approximately four hours of active use,
is charged using an external 9 V DC external power supply which can also be used to power the unit.
Internal power regulators take either the battery voltage or DC input voltage and generate 3.3 V DC
for the microprocessor and a switchable 5 V DC supply for powering the rest of the system.

The stimulation voltage is generated using a pair of isolated variable DC-DC voltage converters
which take the power from the 5V power rail and produce between 50 V and 100 V DC which is
selectable by the controller for each pulse. The DC-DC converters sit across an isolation boundary
which separates the low voltage interface circuitry on the board from the high voltage stimulation
circuitry located on the other boards. This boundary adds two safety features. In the event of major
damage to the driver boards the high stimulation voltages cannot appear on any of the interface
connectors. In addition, current cannot flow between the electrode interface and any of the other
connectors on the unit. This means the stimulation current will only flow between the stimulation
electrodes and the return electrode and will not take any unwanted paths through the user to an
interface connector if touched. Power for the low voltage circuitry on the driver boards is generated by
another isolated DC-DC converter at 5 V DC. Control signals for the driver boards are passed through
optical isolation ICs in order to maintain the isolation barrier.

3.3. Stimulation Pulse Driver Board

The stimulation pulse’s driver boards receive pulse length settings and triggering from the control
board and produce the required pulses. Each pulse is made up of a variable length positive pulse
followed by a variable length negative pulse. The electrode is then actively driven to 0 V after each
pulse, where it remains until the next pulse.

The pulse drive circuitry, which generates the initial pulse waveform, consists of a constant voltage
pulse generator which is capable of operating at high voltages. The pulse output is passed through a
current limiting circuit and a DC blocking capacitor. The connections between the components can be
seen in Figure 5.

Figure 5. Circuit schematic of stimulation pulse driver board output stage.

The pulse generator uses a commercially available high voltage switch integrated circuit (IC).
This IC contains a Field Effect Transistor (FET) based switch stage along with the circuitry to control
the gates from logic level input signals. Each of the eight outputs can be driven to one of three states
(+V, Gnd, −V) in any combination. This creates the positive and negative pulses as well as an active
return to ground when not producing a pulse. Using an off the shelf IC provides a very compact
implementation which fits in a 10 mm by 10 mm package.

In order to achieve user safety, protective circuitry is added to the output of each channel.
Current limiting circuitry is placed after every output to prevent large stimulation currents from
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flowing if there is a low resistance path through the user. A Zener diode based current limiter is set
to a 9 mA limit and placed within a diode bridge to limit the current in either direction. The final
component in the pulse path is a DC blocking capacitor which prevents any DC voltage appearing
on the electrodes which could potentially cause electrical burns in the event of hardware failure.
These nine extra components per channel require minimal board space, each taking 80 mm2 of PCB
surface area per channel. Once the driver IC and routing space to link the parts together are taken
into account the required area is still very low; the eight channel driver along with the required extra
circuitry will fit in an area of 20 mm × 35 mm assuming a 4-layer PCB, of which 16 mm × 20 mm
comprises the extra safety circuitry. The integrated driver design also reduces the cost of the stimulator
compared with using discrete control transistors for each channel.

The pulse generator is driven by a timing controller which controls the pulse lengths on
each channel. The timing controller is implemented on a Field Programmable Gate Array (FPGA)
which contains an output control block for each output and a communication module to provide an
interface to the controller board. In the developed design each driver IC has its own control FPGA
in order to allow the number of channels to be easily altered if required. In a less flexible hardware
configuration a control FPGA could control multiple driver ICs to reduce cost/size. The output control
block contains a high accuracy timer and state machine which cycles through the required stages of
the pulse. The control blocks in the FPGA have several waveforms available allowing them to produce
a range of output pulse waveforms as can be seen in Figure 6. The default mode used in the majority
of the tests to date was the biphasic negative mode which uses a matched pair of pulses where the
negative pulse is immediately followed by a positive pulse as shown in Figure 7.

Figure 6. Stimulator output waveform options.

(a) Pulse Waveform without electrode
connected to skin.

(b) Waveform with electrode connected to the
skin showing the current limit in operation.

Figure 7. Stimulator pulse waveforms (oscilloscope settings 50 V/div, 100 μs/div).
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The controller board interface is in two parts. The pulse lengths are sent to the drivers using the
isolated I2C interface on the control board. The controller addresses each of the driver boards in turn
sending them the settings for each channel for the next pulse. The start trigger signal is then sent using
a dedicated logic signal to all boards at once. This allows all the boards to trigger the output control
blocks thus starting their outputs close to simultaneously. Differences in timing of up to 20 ns between
the outputs of different driver boards are possible as the FPGA clocks are not synchronised but this
is negligible compared to the typical pulse lengths of 60 μs to 500 μs. A simplified block diagram
showing how these interface with the rest of the components in the timing controller can be found in
Figure 8.

Figure 8. Simplified block diagram of Field Programmable Gate Array (FPGA) logic blocks used to
generate pulse waveforms.

4. System Testing

4.1. System Setup

The cuff containing the electrode array is first placed on the arm and secured in place.
Exact placement is not required as the control system will automatically learn and adjust the stimulation
according to measured performance. The next stage sets the maximum stimulation level. This needs
to be undertaken before first use, each time the system is used, as conditions such as humidity and
skin hydration level can affect a user’s response on any given day. Generally, higher stimulation
levels result in more precise movements, however, with high stimulation levels discomfort can occur.
The stimulation level is adjusted to the maximum level that can be tolerated without any discomfort
for the user.

The next stage of the setup process is to perform an array identification sequence which applies
stimulation to each electrode in turn and the system measures the resultant movement as the
stimulation level is ramped up to the set maximum level. These measured movements are stored so
that they can be used to calculate the stimulation required for each target gesture. This step need only
be carried out during the first few instances of using the system. During these first few uses the control
system will have recorded how the user responds under different conditions or differences in array
placement. Then, in future use, the control system will observe the first few gestures and use recorded
data to determine how to apply the stimulation.

The hand positions for each of the three target gestures and an initial hand position are then
recorded. Healthy subjects create the target gestures themselves; those with impaired movement need
another person to make the reference gesture for them.
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4.2. System Use

Once the setup is complete the system can stimulate the muscles to produce the required gestures.
A target gesture is selected on the GUI application and the test is started. The system then calculates
the required stimulation pattern to move from the initial position to the desired gesture, as can be
seen in Figure 9. The stimulation is then delivered and the resultant motion is observed and fed back
into the iterative learning control stimulation algorithm to improve the resulting gesture at the next
stimulation run. The user will perform several stimulation runs for a gesture before advancing to the
next gesture.

(a) Initial position
(at rest)

(b) Reference gesture
(manually produced)

(c) Driven gesture
(stimulator produced)

Figure 9. Photographs showing target and produced gestures.

4.3. Testing on Healthy Volunteers and Stroke Survivors

The stimulation electronics has been tested as part of the SMARTmove system on five healthy
participants as well as three members of the End User Group (EUG) of stroke survivors.

4.3.1. Initial Tests with Healthy Participants

Initial tests were carried out on five healthy participants, following ethical approval. The required
maximum stimulation level which was comfortable was found to differ significantly between users,
with acceptable pulse lengths varying from 60 μs to 500 μs. The system was able to produce a range of
movements when testing individual electrodes, and the gesture tests were able to produce accurate
gestures. The accuracy of the driven gestures was measured by the control software using angles
received from the camera tracking data. The data was processed using three functions to produce
values for comparison. These were also used to provide feedback to the user through the GUI.

Equation (1) was used to calculate the ‘percent performance’: this is a percentage score of the
movement as a proportion of the total movement required to reach the target gesture. Equation (2)
provided the ‘mean error’: this is the average absolute error between the produced gesture and
the target gesture in degrees. Equation (3) provided the ‘percent ROM performance’: this is the
performance relative to the range of movement (ROM), a high score here shows the muscles are being
stimulated to move in the correct direction even if they do not achieve the necessary scale of movement
required to fully produce the gesture. In these equations θ represents the vector of joint angles after
stimulation, θREF the vector of target angles, θROM the joint angle ROM values, and θINI the initial
joint angles.

100(1 − ‖θREF − θ‖
‖θREF − θINI‖ ) (1)
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‖θREF − θ‖ (2)

100(1 − ‖θREF − θ‖
‖θREF − θROM‖ ). (3)

Figure 10 shows a series of stimulation runs performed on one participant targeting the three
different gestures shown in Figure 1. The mean error of the joint angles between the achieved position
and the target position is shown in the centre. The left graph is the accuracy as a percentage of the total
movement required, and the right graph shows the accuracy as a percentage of the range of movement.

Figure 10. Graph showing reduction in error by iterative improvement of stimulation profile for the
three different gestures.

The iterative learning algorithm altered the stimulation in subsequent stimulation runs which
is reflected in the reduction in error in the centre graph as the number of stimulation runs increases.
Figure 11 shows the mean error and percent performance recorded from the last run of each gesture on
the five healthy participants using the same equations as in Figure 10. The performance exceeded 91%
for all gestures and participants.

Figure 11. Graph comparing gesture performance on final run across participants.
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4.3.2. Tests of Different Waveforms with Healthy Participants

Tests with different waveform patterns were carried out on the healthy participants. Across the test
group participants found that changing the stimulation waveform changed the amount of
movement produced. Different participants, however, found different waveforms produced stronger
results in their case. For example, one participant found the biphasic negative waveform produced
the strongest results, for another the biphasic alternating waveform produced stronger results.
This indicates that there are benefits to selecting the waveform on a per user basis. Further research
will be required to investigate the best use of differing waveform patterns.

4.3.3. Tests of Additional Upper Arm Stimulation with Healthy Participants

The stimulation unit has also been tested with additional electrodes allowing stimulation of
the upper arm to produce elbow extension movement. The new electrode was produced using the
same dry electrode materials as the array, but has two large electrode pads each 5 cm × 5 cm, one for
stimulation and one as an additional return. To connect this, one of the lower arm array electrodes
was disconnected and its stimulation channel used for the new upper arm electrode. The same
stimulation pulses were used for the upper arm electrode as was used on the electrodes on the
wrist array. With this configuration, the system was able to produce contraction in the triceps muscles
in addition to stimulating extension movements in the wrist and fingers. The use of additional
electrodes on the upper arm therefore offers the option to create more complex actions using both
hand and arm movements.

4.3.4. Tests with Stroke Survivors

Initial testing of the design on the wrist (i.e., lower arm only) with two of the EUG participants
produced reduced movement when compared to identical tests with healthy users. The array
identification phase of the test only produced limited movement, which resulted in very poor
gesture stimulation.

There was almost no sensation before the unit reached its software defined pulse length limit
indicating that the maximum stimulation level was too low. Tests varying the stimulation voltage used
caused no obvious difference to either the comfort or movement generated by the system. To overcome
this, the software was altered to increase the maximum pulse length to 1000 μs from the previously
used level of 500 μs.

Another set of tests with the increased pulse length were carried out with two EUG members,
one of whom was also in the previous group. These tests showed increased movement when compared
with the previous tests. The first participant had a good level of movement with the system but wrist
and finger extension was limited either by increased spasticity or by possible changes in reciprocal
inhibition, whereby muscles on one side of a joint relax to accommodate contraction on the other side
of the joint. After several tests the idle position of the wrist and fingers was more extended and relaxed.
Due to this, there was a smaller range of movement observed from the stimulation as the starting point
was closer to the maximum extension achievable. The idle position of the wrist and fingers returned
back to a more flexed posture after a short period of time. The other participant had more movement
than in their previous tests, however, additional movement would be required to closely achieve the
target gestures. Despite this the wrist and fingers were again in a more relaxed position after the tests
than before using the system. This needs further investigation and further tests such as using different
stimulation waveforms are planned to optimize movement for the stroke survivors.

5. Conclusions

The new design for a multichannel biphasic stimulator discussed in this paper unlocks the
possibility of achieving compact and low cost multichannel stimulators which are suitable for wearable
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deployment. In addition, tests show the device to be capable of generating the desired specificity and
control over stimulation allowing complex multiple muscle gestures to be produced.

The use of an integrated high voltage driver simplifies and reduces the size of the electronics
compared to designs using discrete switching components. Only nine additional components are
required per channel using only 80 mm2 of PCB surface area in total. This means the additional
circuitry for an eight channel driver fits in a 16 mm by 20 mm section of double sided PCB. In total,
once the driver IC and routing space to link the parts together are taken into account an entire eight
channel driver stage can be implemented in an area of 20 mm by 35 mm of 4-layer PCB space. The low
cost per channel of the drivers makes large channel count stimulators feasible in terms of component
and material cost.

When tested on healthy users the stimulator design, in conjunction with the rest of the
SMARTmove system, is capable of creating predictable, controlled, and selective movements. Tests on
stroke survivors have produced mixed results, some subjects have been limited by either spasticity
in the flexor muscles, or possibly changes in the reciprocal inhibition patterns, whereas others have
shown less response to the stimulator and are expected to need a stronger level of stimulation or a
different waveform to achieve sufficient movement to realise the target gestures. Refinements to the
system are being investigated with the aim of increasing the movement in those who had a weaker
response to the stimulation provided.
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Abstract: Electrooculography is a technique for measuring the corneo-retinal standing potential of the
human eye. The resulting signal is called the electrooculogram (EOG). The primary applications are
in ophthalmological diagnosis and in recording eye movements to develop simple human–machine
interfaces (HCI). The electronic circuits for EOG signal conditioning are well known in the field of
electronic instrumentation; however, the specific characteristics of the EOG signal make a careful
electronic design necessary. This work is devoted to presenting the most important issues related to
the design of an EOG analog front-end (AFE). In this respect, it is essential to analyze the possible
sources of noise, interference, and motion artifacts and how to minimize their effects. Considering
these issues, the complete design of an AFE for EOG systems is reported in this work.

Keywords: analog front-end (AFE); electrooculogram (EOG); electrooculography; interference; noise;
signal acquisition

1. Introduction

The biopotentials generated by the human body have given rise to numerous studies and to some
applications. The biopotentials recorded by the movement of the eyes are called an electrooculogram.
The origin of this recording goes back to the year 1848 when the German physicist Emil du Bois-Reymond
observed for the first time in history that the front of the eyeball (the cornea) is electrically positive with
respect to the back (the retina), thus concluding that the eye could be modeled as a dipole. The eye,
by performing different movements within its orbital cavity, generates a measurable potential by
means of conveniently arranged electrodes. This is the basis of electrooculography upon which the
subsequent studies are based. Figure 1 represents in a simplified way the foundation of the EOG by
modeling the eye as an electrode-measurable dipole [1].
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Figure 1. Ideal representation of the foundation of the electrooculogram (EOG) when modeling the eye
as a measurable dipole using surface electrodes. These electrodes make up the input to the Analog
Front-End (AFE) to record the potential difference generated by eye movement.

The recording of this biopotential allows the detection of different factors such as ocular movement
or light stimulation. Besides, this recording complements other systems of diagnosis and the detection
of biopotentials such as electroencephalography (EEG) or electromyography (EMG). EOG recording is
routinely applied diagnostically to investigate the human oculomotor system, for instance, in sleep
studies [2,3], to prevent computer vision syndrome [4], or for Ataxia SCA-2 diagnosis [5,6]. This is
since eye movements provide critical signs of neurological disorders [7]. Eye movement research is
also of great interest in the control of human prosthesis [8], assessing driver drowsiness [9], and in the
study of ergonomics [10]. Several studies have also been carried out on the development of robots
controlled by eye movements [11–13].

The amplitude of the EOG signal varies with each person and environment; however, it is
considered that it is in the range of 50–3500 μV. The amplitude of the signal obtained by placing two
electrodes for registration is directly proportional to the angle of rotation of the eyes within the range
of ±30◦, as can be seen in Figure 1. Sensitivity is in the order of 20 μV per degree of movement [14,15].
The frequency ranges from continuous at about 50 Hz, although almost its entire spectrum, where
most of the useful information resides, does not exceed 38 Hz. The fact that the EOG signal has a
low bandwidth of interest is because the action potentials do not occur at extreme speed. Another
interesting aspect to keep in mind is that muscle noise extends across the signal bandwidth almost
steadily, which makes it very difficult to eliminate it in its entirety.

As exposed, the EOG signal is small in amplitude and consists of very low frequencies, so the
presence of artifacts, interference, and noise in the biopotential recording is practically inevitable.
They may occupy either some specific frequency band or the entire frequency band. Therefore, they are
very difficult to remove without losing some signal information. The development of an Analog
Front-End (AFE) for EOG recording is a challenging task and an active area of research; however,
most work has not been developed or marketed as the BlueGain bioamplifier from Cambridge Research
Systems [16] for a general purpose. The acquisition stage is usually oriented to a specific application,
mainly for the control of human–computer interfaces, and oriented to individuals with amyotrophic
lateral sclerosis [17,18]. Furthermore, most of these studies that can be found in the literature do not
justify the design criteria followed in the proposed acquisition module. Step by step, this work exposes
the design of an AFE with two differential analog input channels to record the horizontal and vertical
movements of the eyes. The signals recorded by the two channels are amplified, filtered, digitized,
and sent to the computer via Bluetooth. The alternatives and design criteria exposed in this work can
be very useful for EOG-based equipment developers or researchers in this field.

The remainder of the article is structured as follows. Section 2 introduces two approaches to the
acquisition of the EOG signal. Section 3 presents the external and internal sources of noise that affect
the design of the EOG systems. In Section 4, the EOG AFE design is addressed for a general purpose.
Finally, Section 5 provides conclusions.
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2. Analog Front-End Approaches

Based on the resolution of the analog-to-digital converters (ADCs) used in the signal chain,
there are two different approaches to the design of the AFE of an EOG system. The first one is to
amplify the input signal significantly using low-noise amplifiers and a low-resolution ADC. The second
approach would be to use a lower gain and a high-resolution ADC. In any case, the noise-free dynamic
referred to as the input of the system is the same in both approaches.

2.1. AFE Based on Low-Resolution ADCs

Figure 2 shows a typical EOG AFE using a low-resolution ADC, typically 16-bit or less. It consists
of two identical channels, the horizontal channel to acquire the biopotentials corresponding to the
horizontal movements of the eyes and the vertical channel for the biopotentials relating to the vertical
eye movements.

Figure 2. Typical EOG signal chain based on low-resolution analog-to-digital converters (ADCs).
(REF: Reference; IA: Instrumentation amplifier; HPF: High-pass filter; LPF: Low-pass filter.)

In Figure 2, the first block from the left is intended for user protection, which could include
high-value resistors or any other kind of isolation circuitry. The lead selection circuitry determines
various electrode combinations that are possible to use. In Figure 2, five electrodes are shown; however,
other configurations are possible, depending on the application and the required accuracy [19].

At low frequencies, electrodes behave as a high-impedance signal source, and therefore, they would
need a high-impedance circuit for measuring the EOG signals [7]. This circuit is an instrumentation
amplifier (IA) that has a very high common mode rejection ratio (CMRR) (≥100 dB) and high input
impedance (typically 1010 Ω).

Before the EOG signal is passed to the ADC, it must be amplified so that the entire dynamic range
of the ADC is used. For example, considering a 1 mV EOG input signal and an ADC input range from
0 to +2.5 V, the total gain would be 2500. This gain is distributed between the IA and an additional
gain amplifier. Gain is added to the IA in such a way that the electrode DC offset does not saturate the
input buffers of the IA. The actual value of this gain depends on the operating voltage of the IA. At this
point, it is necessary to remove the DC component due to changes in the electrode–skin impedance
with electrode motion. Typically, a second-order active-high-pass filter (HPF) with a corner frequency
of 0.05 Hz is added to each signal chain.

After the DC component is removed, the signal is amplified again to achieve the total gain. For this
issue, the operational amplifiers (op-amps) must be low-noise () to avoid a noisy system. Besides,
for battery-powered systems, these amplifiers must be low-power. The drawback of the low power
and low noise requirements is an increase in the cost of the precision op-amps.

The amplification stage is followed by a very sharp low-pass antialiasing filter to avoid out-of-band
noise, produced by successive approximation register (SAR) ADCs. Typically, a fourth-order Chebyshev
low-pass filter is used. This block is followed by a multiplexer (MUX) embedded into the ADC. As can
be seen in this AFE approach, there is a significant amount of analog signal processing that occurs
before the signal is digitized.
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2.2. AFE Based on High-Resolution ADCs

Figure 3 shows the same EOG AFE with a high-resolution ADC implemented, typically a
24-bit sigma-delta (converter. This kind of ADC is characterized by a very high-resolution based on
oversampling and noise-shaping principles.

Figure 3. EOG AFE based on high-resolution ADC (Sequential Sampling).

In this approach, the first stage of the AFE is an instrumentation amplifier with a low gain in the
range of 5 to 20. Because amplification is so low, the resolution of the ADC must be high, usually
24 bits, to digitize the EOG signal in the right way. Because the filtering is not done in the analog
domain, a lot of processing is generally needed to be done in the digital domain. The noise referred to
the input of the system depends on the output rate of the ADC and the gain of the IA but is usually
within the commercial EOG requirements [16].

In this approach, the high-pass filter, DC blocking filter, amplification stage, and active low-pass
filter are removed. The ADC has an integrated MUX and a programmable gain amplifier (PGA)
that eliminates the need for signal condition circuitry. In addition, to offer the advantage of higher
resolution, ADCs significantly relax the antialiasing requirements before the ADC, because the input
is highly oversampled. Antialiasing filters can be replaced by a simple, single-pole 150 Hz, RC filter.
On the other hand, the DC high-pass filter is removed because it can be implemented digitally. Using
digital filtering would be possible to implement an adaptative DC removal filter to better reject the
baseline wandering.

For most EOG applications, a sequential sampling may be acceptable. However, for certain
applications such as ataxic disorder diagnosis [20] where the out-of-phase between channels is the
most important feature, it is necessary to use a dedicated ADC for each channel.

In conclusion, a low-resolution ADC approach requires more analog signal processing and limited
flexibility. However, a high-resolution ADC approach is associated with a higher power and a higher
area. All the filtering and extra gain is done in the digital domain, which increases the processing
requirements and power. To manage high-resolution ADCs, manufacturers offer evaluation boards
and development software that can help with the design process significantly.

3. Noise Sources

EOG signals may be corrupted by various kinds of noise, such as electrode contact noise,
power line interferences, motion artifacts, muscle contraction (EMG), baseline drift, intrinsic noise
generated by electronic devices, electrosurgical noise, and other less significant noise sources. A correct
understanding of each kind of noise is very important because it determines the resolution and the
dynamic range of the EOG system. In this article, the main kinds of noise and artifacts are briefly
commented on together with common solutions to minimize them using hardware techniques. A more
complete description can be found in references [7,15,21].
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3.1. Electrode Contact Noise

Electrodes are the first element in the measurement channel and play an important role in the
design of an AFE circuit. Biopotential electrodes must covert the flow of ionic current into an electronic
current [22]. This transduction must be done as faithfully as possible, and in addition, it must not
disturb the EOG signal. The important parameters are, then, impedance and noise. The impedance
should be as low as possible to reduce the charging effect of the subsequent amplification stage and
minimize the effect of common-mode interference appearing at the input [23].

Currently, two types of electrodes are used to register the EOG signal: traditional surface electrodes
and those known as dry electrodes. The main difference between dry and wet electrodes is that wet
ones require pre-positioning preparation and dry ones do not. However, these have a much higher
price than wet ones. For this reason, the first are today used the most in the clinical environment and
the second, in research [24,25].

By placing a surface electrode in contact with the skin through an electrolyte, a distribution of
charges occurs at the electrode–electrolyte interface, which results in the appearance of a potential called
half-cell potential. If the electrode moves with respect to the electrolyte, there will be an alteration in the
distribution of the charge, which will cause a transient variation in the half-cell potential [25,26]. In the
same way, at the electrolyte–skin interface, there will also be a distribution of charges and, therefore,
an equilibrium potential that will vary if there is movement between the skin and the electrolyte.
Generally, the surface electrodes have a quite powerful adhesive that limits the displacements. Even so,
the potential of the interfaces may vary due to the presence of the stratum corneum. This type of
interference called a motion artifact produces a fluctuation in the signal at very low frequencies (<1 Hz),
not susceptible to being filtered due to the large amount of information that the EOG signal possesses
at these frequencies. In a differential amplification, the EOG signal will be superimposed on a direct
voltage since these contact potentials will hardly be the same in both inputs. This limits the gain of the
first amplifier stage since this DC voltage could saturate the amplifier. Figure 4 shows an example of
the motion artifact and the real part of the electrode impedance change at 16 Hz [27,28].

(a) (b)

Figure 4. (a) Measurement of the motion artifact; (b) Real part of the electrode impedance at 16 Hz.

3.2. Noise from Other Biopotentials

In the human body, the different biopotential signals are not isolated. Throughout the body,
electrical signals are constantly generated from different physiological systems. The most influential
are muscle activity—the EMG—and the EEG signal since both are produced close to the eyes, and the
bandwidth of the EOG signal acts within the bandwidth of those signs. Cardiac activity and retinal
potential have less influence, the first being in a higher frequency band and the second having a
smaller amplitude.

Disturbances caused by muscular actions, such as chewing, the opening or closing of the eyes,
frowning, etc., considerably affectthe EOG signal recording [24–28]. The most important muscular
action is blinking since it is involuntary, and although it does not modify the electrostatic potential of
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the eye, it can move the electrodes, creating electrode–skin interference. This causes the appearance of
high-frequency artifacts. In addition, blinking (Figure 5) can be confused with a saccadic movement
since it has the same frequency and amplitude and involves a reflex vertical movement of the eyeball [19].
Blinks can be detected during computerized processing, using mathematical tools such as wavelet
transforms [29].

Figure 5. Example of blinking’s effect on the vertical derivation.

3.3. Power Line Interferences

The main source of external interference is undoubtedly the electrical distribution network (50 Hz
or 60 Hz) and its harmonics emitted by the conductors that run through the structure of a building.
This leads to the appearance of electric and magnetic fields that interact with the measuring equipment
and the user. Since these are low-frequency fields, they can be considered independent of each other
since they will always be in the near field. Both will be minimized considering the design tips described
in the following subsections.

3.3.1. Capacitive Interference

The capacitive coupling of the powerline is one of the main sources of interference present in the
EOG registry. Figure 6 shows the human body connected to the measuring equipment by means of
three electrodes including the capacitive interferences generated. The capacitive coupling with the
body and the electrodes is the most influential aspect in the design of the biopotential amplifier circuit.
This interference causes the appearance of displacement currents that flow to the ground through
the electrode–skin interfaces and the patient’s body. This also causes common-mode and differential
voltages to appear at the amplifier input, resulting in a new source of interference. The capacities
associated with this type of coupling range from 100 pF to 1 nF, depending on the user’s position
and the acquisition conditions. The capacities between the user and the powerline typically range
from 0.2 pF to 20 pF. The capacitive coupling between the powerline and the AFE (C3) does not cause
interference since the interfering current that circulates through it goes to the ground through the
housing of the equipment, therefore not entering into it. This interference can be very high in case of
using very long cables located near the powerline or the equipment to which they are connected [15,30].
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Figure 6. Capacitive coupling between the electrical network and the user.

3.3.2. Inductive Interference

The electrical current from the powerline produces a magnetic flux that crosses the loops formed
in the measurement system, inducing noise voltages at 50 Hz or 60 Hz. The most important ones are
induced in the loop formed by the patient, the drivers, and the measuring equipment [27].

If the loop is stationary and the flux density is sinusoidal, varying with time but constant in the area
of the loop, the root mean square (RMS) value of the noise voltage is given by, where is the frequency in
rad/s, is the effective value of the flux density, is the area of the loop, and is the angle that indicates the
orientation of the measurement loop with respect to the magnetic field (see Figure 7a). The inductive
voltage is always proportional to the frequency (in the capacitance it is only at low frequency) and
now is independent of the input impedance of the measurement circuit (in the capacitance increase
with this impedance). A very effective solution to reduce the induced noise voltage due to magnetic
interferences is twisting the wires of the electrodes as shown in Figure 7b [31–33].

(a) (b)

Figure 7. (a) Inductive loop present in the measurement system; (b) Reduction of magnetic interferences
by twisting the wires of the electrodes.
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3.4. Intrinsic Noise

Intrinsic noise is present in almost all electronic components, such as resistors and semiconductor
devices [34]. The root-mean-square (rms) noise associated with the resistor can be estimated by where
R is the resistance, T is the temperature in kelvins, k is the Boltzmann’s constant, and B is the noise
bandwidth in hertz. This expression illustrates the importance of using low resistance components
when possible in low-noise circuits. For example, the noise in a 100 kΩ resistor at 25 ◦C (298 K) over
the range of 0.1 Hz to 100 Hz is 0.4 μV. Large resistors are used as the input resistor of an op-amp gain
circuit; their thermal noise will be amplified by the gain in the circuit. Thermal noise in resistors is often
a problem in portable equipment, where resistors have been scaled up to get power consumption down.

On the other hand, noise for op-amps is usually specified with a graph of equivalent input noise
versus frequency. As shown in Figure 8, these graphs usually show two distinct regions: lower
frequencies where pink noise is the dominant effect, and higher frequencies where 1/f noise (white
noise) is the dominant effect. The point in the frequency spectrum where 1/f noise and white noise
are equal is referred to as the noise corner frequency, f ce. In this way, the noise at the input of an
op-amp can be estimated by the expressions: where is the voltage (current) white noise. An identical
expression exists for the rms current noise.

vnw

fce f (log)

1/f noise

White noise

Figure 8. Input voltage noise spectral density vs. frequency [35].

In summary, in low-noise design, the following must be considered:

• Select op-amps with low-noise floors as well as low corner frequencies.
• Keep the external resistances sufficiently small to make the current noise and thermal noise

negligible compared to the voltage noise.
• Limit the noise-gain bandwidth to the strict minimum required.

3.5. Baseline Drift

The information relative to the ocular position within the orbit of the eye is given by the continuous
component due to the linearity of the behavior of the dipole of the eye in the ±30◦ range. However,
the EOG signal has a strong variability or displacement of its continuous component on the isoelectric
baseline. It is known as offset or drift [36] and is produced by different factors. It also has a huge
variability from one person to another [7]. The baseline drift is slower than the eye movement, and it
manifests itself as a rising or declining slope in the EOG waveform, as can be seen in Figure 5.

The main reason for this effect is given by the ambient brightness and the variations in the ocular
dipole potential produced by the polarization differences versus different light intensities of the two
photoreceptors of the retina (cones and rods). The lengthy attachment of the adhesive electrodes to the
skin also causes baseline drift on the recorded EOG signal. This causes errors in the determination
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of the ocular position [7]. This drift can lead to the saturation of the amplifiers due to its high gain.
The level of drift can rise up to a range of 0.2 V in an interval of a minute [37].

Most interference is removed in the hardware device; however, wideband noises and the baseline
drift are not easily suppressed in the hardware stage. It is more effective to remove them using
mathematical tools. The EOG signal is non-stationary (its spectrum varies over time) in such a way
that many of its temporal aspects cannot be adequately analyzed with the Fourier transform, or with
the Fourier transform with window. For these types of signals, the Wavelet transform can concentrate
better on transient and high-frequency phenomena [38], which provide a better understanding of the
EOG signal [29].

4. Results

Having presented the different approaches in Section 2 and the main sources of noise in Section 3,
we are ready to design a prototype of an AFE based on the low-resolution ADC approach.

The EOG signals are picked up by an AFE system consisting of horizontal and vertical channels
as shown in Figure 9. Both AFE channels would have the same design, but, for simplicity, only one
AFE is represented. The acquisition system employs Ag/AgCl surface electrodes for signal pickup,
which includes electrolyte gel to reduce contact impedance.

C
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O
N

M
O
D
E

Figure 9. The electrical diagram of each channel of the developed system.

4.1. User Safety

The safety of the user and the device is the main issue. The designer must consider all scenarios
and meet regulations. The most important standard to consider is IEC-60601 [39,40] which limits the
current through the electrodes to less than 10 μA rms. To ensure this limit, a 390 kΩ resistance is placed
in the signal path. It is widely used as a low cost approach.

To protect the user against transient overvoltages, a transient suppressor diode (D5VO) between
each electrode and ground is placed. These diodes operate suppressing all overvoltages above the
breakdown voltage and shunt excess current. In medical applications, an isolated amplifier is usually

41



Electronics 2020, 9, 970

placed between the IA and the filter stage. For example, ISO124 is a low-cost precision isolation
amplifier for which no external components are required for operation.

4.2. Amplification

The AFE can readily be designed using the instrumentation amplifier (in-amp) as the main
component. For example, considering a 1 mV EOG input signal and an ADC input range from 0
to +2.5 V, the total gain would be 2500. This gain is distributed between the in-amp (INA333) and
an additional gain amplifier. The INA333 is a micro-power, zero-drift, and rail-to-rail in-amp. It is
characterized by a very low offset voltage (typ. 10 μV) and high common-mode rejection (typically
115 dB). It operates with power supplies as low as 1.8 V (±0.9 V), and the quiescent current is only
50 μA—ideal for battery-operated systems, like this design.

Gain is added to the INA in such a way that the DC electrode offset does not saturate the INA.
The INA333 is configured to a gain of G = 1 + 100 kΩ/RG = 10 v/v with an external 0.1% RG = 11.1 kΩ
resistor. The last amplification stage simply amplifies the filtered signal to the desired output voltage
range for the AFE (0–5 V). Its gain is set-up to by the digital potentiometer P1 (Microchip MCP4161),
controlled via the microcontroller serial peripheral interface (SPI). Another digital potentiometer, P2,
is used to adjust the reference voltage of each channel.

4.3. Filtering

In this field, it is common to use a high-pass filter to eliminate the continuous component and,
therefore, its variability. It should be pointed out here that the variables measured in the human body
(any biopotential) are rarely deterministic. Its magnitude varies with time, even when all possible
variables are controlled. This means that the variability of the EOG reading depends on many factors
that are difficult to determine: interferences caused by other biopotentials such as EEG and EMG,
and those due to the positioning of the electrodes, skin–electrode contacts, head, and facial movements,
lighting conditions, blinking, etc. In this case, to avoid this problem a high-pass filter with a cut-off
frequency at 0.05 Hz and a relatively long time constant is used.

Different types, specifications, and responses of analog filters are used to limit the bandwidth of
each stage. Before the biopotentials are amplified significantly, DC potentials from the electrode–skin
interface must be filtered, to avoid the amplifier being saturated. In Figure 9, a high-pass filter
formed by C1 and resistor R1 is set to 0.05 Hz. This filter could be distorting the biopotential being
measured due to the artifacts of movements. In that case, mathematical tools such as the wavelet
transform are used to identify and remove artifacts so they do not affect the behavior of the system [29].
The biggest problem in biopotential measurement is the interference from the powerline. Above all,
RF interferences and muscle signal interference must be attenuated. For these aims, a second-order,
Butterworth, 35 Hz low-pass filtering is used. Sometimes, it may be desirable to include a 50 Hz or 60
Hz notch filter to remove the power line interference, although it is possible the biopotential signal
could be distorted.

4.4. Active Feedback Circuit

The common-mode interference is principally rejected by an instrumentation amplifier with
a CMRR of a minimum of 100 dB. Further improvement is possible by using a circuit to actively
cancel the interference, named in Figure 4 as an active feedback circuit (AFC). This circuit employs
the same idea used in ECG systems. The common-mode signal is sensed from the first stage of the
instrumentation amplifier, amplified, inverted, and fed back into the reference electrode. At this stage,
the common-mode signal is reduced by the term (1 + 2 R9/RG) [7,15]. The AFC circuit along with a
high CMRR of the amplifier permits very high-quality biopotential measurements.
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4.5. Additional Features

The last gain stage is followed by a multiplexer block that feeds into a 10-bit ADC, both embedded
in the microcontroller device (AT90USB1287). It is a low-power 8-bit microcontroller based on RISC
architecture, 128 Kbytes of ISP Flash, and a USB controller.

The frequency range of the EOG signal is typically between 0 and 50 Hz. To fulfill the Nyquist
criterion, the sampling frequency must be at least 100 samples per second. The ADC output is carried to
the Bluetooth Low Energy device (BL652-SC-01 from Laird Connectivity), through the microcontroller
USART (Universal Synchronous and Asynchronous serial Receiver and Transmitter). The sample rate
at which each channel is scanned by the ADC is 9600 bps.

A 3.3 V power supply is obtained from 5 V associated with the USB connector by means of a
low dropout regulator (Microchip TC1262). The circuitry is power supplied by a 3.7 V/2000 mAh
Li-ion battery, which is recharged via a Microchip MCP73871 controller. The power consumption was
estimated by dividing the battery capacity (mAh) by the average current consumed by the device.
It was estimated that the average battery life was about ninety hours.

4.6. PCB Layout

A high-performance EOG system requires a careful PCB layout. The first aspect to consider is the
separation of the analog and digital sections of the PCB. This keeps the noisy digital from the low-level
analog circuits. Because at high frequencies, the return current takes the path of least inductance,
a low-inductance ground is necessary. The ground solid plane provides a low inductance return for
signal current. Discontinuities on the ground plane (slots or splits) produce large current loops that
increase the inductance of the ground plane.

Related to power supply distribution, the decoupling capacitor must be used close to the VDD-GND
pins. They provide a source of charge when the IC switches and offer low AC impedance between the
power and ground rails. For these functions, multilayer ceramic chip capacitors (MLCC) are chosen
due to their best relation of capacity to size.

Critical signal traces (clock, buses, and control signals) should be routed first and away from the
edge of the PCB. These signals contain high amplitude harmonics. The clock traces should be kept
as short as possible, and optimum placement should be provided by routing them first. To reduce
cross-coupling effects when the analog and digital signals are mixed, the lines should be made to cross
each other at 90-degree angles [15,21]. To reduce the inductive (capacitive) couplings, the long parallel
traces on the same layer (on adjacent layers) should be minimized.

The EOG system is implemented on a 50 mm × 100 mm PCB. This prototype is a cost-effective
solution (around USD 80, including the PCB and electrodes). Figure 10a shows a photo of the device with
the leads. Figure 10b shows the waveforms obtained at the output of the vertical channel and horizontal
channel, and Figure 10c shows the saccadic movements corresponding to a 0◦–10◦–20◦–30◦–40◦ gaze
sequence. Figure 10c was obtained by limiting the bandwidth of the oscilloscope to filter the noise.
The device has been tested by twenty-five people, obtaining a similar signal quality in all cases. As can
be seen, the signals still require more computational processing to clean the signal.
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(a) (b)

(c)

Figure 10. (a) A photo of the EOG system; (b) Characteristic EOG potential changes due to eye
movement; (c) Saccadic movements corresponding to a 0◦–10◦–20◦–30◦–40◦ gaze sequence.

Finally, Table 1 highlights the main differences between a reference EOG biosignal amplifier
(BlueGain from Cambridge Research Systems) [16] and the proposed EOG device. As can be seen in
Table 1, the figures for the resolution and sample rate of the commercial device are higher than those of
the proposed EOG device. However, the resolution is limited by the noise; therefore, a resolution of
nanovolts might be difficult to achieve. The sample rate of 1 kHz is enough for this type of signal,
which fulfills the Nyquist criterium. On the other hand, the battery life and the cost are two important
features that have been optimized by using a Bluetooth low energy module and low-cost components.
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Table 1. Comparison of characteristics between the BlueGain Amplifier and the proposed device.

BlueGain EOG-Amplifier Proposed EOG Device

Analog Characteristics

Input Voltage Range 0 to 80 mV 0 to 50 mV
Frequency Response DC to 150 Hz 0.05 Hz to 35 Hz

CMRR 110 dB 115 dB

Battery life Typically, 75 h with lithium
AA Cells (2 Required)

90 h with a 3.7 V/2000 mAh
Li-ion battery

Digitization 16 bits 10 bits
Sample Rate 10 kHz max. 1 kHz max.
Resolution 122 nV 1 mV

Digital Characteristics

Bluetooth Yes. Not specified Low Energy
Service Virtual Serial Port, SLIP Virtual Serial Port

Infra-red marker channel 0–5 V No

Physical Characteristics

Weight 157 g 100 g

Patient Connection 1.5 mm touch proof connectors Connectors embedded in the
enclosure

5. Conclusions

This paper is focused on the characteristics of electrocardiographic signals and the different
front-end approaches for EOG signal acquisition. The tradeoffs between different approaches and
the effects on overall system design are discussed. EOG signals may be corrupted by various kinds
of noise, and it must be filtered, which can distort the signal, requiring substantial computational
postprocessing. All these issues are important design considerations for applications in real-time
monitoring and were discussed in this work. To validate the study, a prototype of the EOG system
was implemented in a 10 × 5 cm PCB. The PCB layout is a crucial issue for the functionality and
electromagnetic compatibility performance of an EOG system.

For future work, signal processing provides a great deal of flexibility. This could be beneficial to
using a high-resolution ADC, moving the signal processing to the digital domain. Therefore, in the
future, it would be interesting to redesign the device using a high-resolution ADC. Once the EOG signal
has been processed properly, this portable and low-cost device could be used for controlling devices
such as virtual keyboards, powered wheelchairs, robots, and medical applications, etc. An important
field of application is the development of assistive technology geared towards various disabled people
through the development of human–computer interfaces. These kinds of people retain control of their
eye movements, which can be translated into commands.
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Abstract: Neural stimulation systems are used to modulate electrically excitable tissue to interrogate
neural circuit function or provide therapeutic benefit. Conventional stimulation systems are expensive
and limited in functionality to standard stimulation waveforms, and they are bad for high frequency
stimulation. We present MEDUSA, a system that enables new research applications that can leverage
multi-channel, arbitrary stimulation waveforms. MEDUSA is low cost and uses commercially
available components for widespread adoption. MEDUSA is comprised of a PC interface, an FPGA
for precise timing control, and eight bipolar current sources that can each address up to 16 electrodes.
The current sources have a resolution of 15.3 nA and can provide ±5 mA with ±5 V compliance.
We demonstrate charge-balancing techniques in vitro using a custom microelectrode. An in vivo
strength-duration curve for earthworm nerve activation is also constructed using MEDUSA. MEDUSA
is a multi-functional neuroscience research tool for electroplating microelectrodes, performing
electrical impedance spectroscopy, and examining novel neural stimulation protocols.

Keywords: neuromodulation; multi-channel; stimulation protocol; FPGA

1. Introduction

Electrical stimulation is a broadly applied technique in neuroscience research and bioelectronic
clinical therapies. Direct electrical stimulation of peripheral nerves has been shown to modulate
physiological functions such as blood pressure [1] and rheumatoid arthritis [2]. In the central nervous
system, electrical stimulation has been used to treat chronic pain via spinal cord stimulation [3] and
alleviate the symptoms of Parkinson’s disease with deep-brain stimulation [4]. Most neuromodulation
is performed with charge-balanced, rectangular biphasic pulses [5] or monophasic pulses with passive
recharge in order to conserve energy in an implanted device [6]. However, conventional electrical
stimulation through a microelectrode has the highest current density at the electrode-tissue interface,
meaning neural activation is maximized at the interface. Therefore, recent work has focused on utilizing
novel stimulation waveforms to focalize electrical stimulus deeper in tissue away from the electrode
interface. One proposed method is to use temporally interfering sinusoids with a small frequency
offset (e.g., 10 Hz) and relatively high carrier frequency (≥1 kHz) so as to not excite tissue near the
electrode interface [7]. Prior work has shown cell firing entrained to the low offset frequency deep
into tissue where the sinusoids interfere. Relatedly, another method is to use multiple intersectional
short pulses from several electrode pairs to focus the stimulus [8]. This technique relies on the
stimulus-duration relationship of excitable cells and many time-offset electrode pairs, where the
targeted cell will integrate several subthreshold stimulation pulses. Novel stimulation paradigms
also look to maximum stimulation efficiency to minimize energy dissipated by implantable devices.
Overall, stimulation efficiency is the product of the efficiency of the electronics and how effective the
stimulation waveform is at inducing the desired physiological response. For example, exponential
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waveforms are less energy efficient than rectangular waveforms in activating neurons and axons,
but systems with exponential waveforms may be more efficient overall due to the way they can be
generated with electronics [9].

While many ASIC implementations boast a powerful stimulation feature set [10–13], they are
not widely available for low-cost neuroscience research. Since kilohertz stimulation frequencies have
only recently garnered more interest, conventional neuromodulation equipment is not suitable for
high frequency stimulation [14]. Furthermore, expensive benchtop equipment makes multi-channel or
highly parallelized experiments impractical. As such, there is growing interest and research need in
creating low-cost neuromodulation hardware [13,15]. In this work, we present MEDUSA, a low-cost
platform capable of generating arbitrary, current-controlled stimulus waveforms. The platform can
create high-resolution (<16 nA) currents of ±5 mA with ±5 V compliance. Additionally, the sinusoidal
stimulus can be used for electrical impedance spectroscopy [16,17] or kilohertz frequency nerve block.
This paper describes the architecture and characterization of the implemented system.

2. Materials and Methods

2.1. MEDUSA System Architecture

The implemented system architecture and system components are shown in Figure 1.
MEDUSA was comprised of an FPGA/USB interface (XEM6010, Opal Kelly, Portland, OR, USA),
an 8-channel, 16-bit DAC (DAC81408, Texas Instruments, Dallas, TX, USA), 8 voltage-controlled bipolar
current sources that can address 16 channels through a 16:1 multiplexer, and a shorting switch for each
channel. Users could configure stimulation waveform parameters through a Python interface on the
PC. The settings were transferred via USB, and precise stimulation timing control was facilitated by the
FPGA. The FPGA communicated with the DAC via SPI (serial peripheral interface) operating at 24 MHz
and an asynchronous trigger signal (DAC_TRIG) that updated the DAC outputs. The grounding
switches, controlled by the FPGA, could be used as a current return or used to clear residual charge
from the electrode interface after stimulation. The multiplexers and grounding switches were selected
for low leakage currents (<10 nA) and suitable low on-resistance (250–300 Ω).

2.2. Bipolar Current Source

The voltage-controlled bipolar current sources in Figure 2 used an amplifier with auxiliary
differential inputs (LT6552, Linear Technology, Milpitas, CA, USA), and either current source was able
to sink or source current. The auxiliary input was used in a feedback loop to force the equivalent
voltage of VDAC across the output resistor RGAIN . Therefore, in order to balance the current sinking
and sourcing, the input voltage VDAC1 and VDAC2 must be differential. The resulting output current
for each channel is given as:

IDAC = VDAC1/RGAIN1 = −VDAC2/RGAIN2 (1)

where RGAIN<X> was switchable for each current source to 100 Ω, 1 kΩ, or 10 kΩ and was chosen on
resolution and dynamic range requirements.
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Figure 1. (a) System architecture and (b) implemented system.

Since the amplifier output could swing rail-to-rail (±5 V) and source or sink 70 mA, the maximum
current output was limited by the input common-mode of the auxiliary amplifier input (VSS to VDD −
1.4 V). The amplifier could use an asymmetric supply (VSS = −5 V, VDD = 7 V) to extend the voltage
compliance range at the expense of current source linearity. The total voltage supply required for an
anodic stimulation pulse could be calculated to be:

VDDMIN ≈ IDAC · (RGAIN + RS + RMUX + TP/CI) + 1.4 V (2)

where RS is the spread resistance of the electrode, RMUX is the on-resistance of the multiplexer
(≈100 Ω), TP is the stimulation pulse width, and CI is the interface capacitance of the electrode.
The additional 1.4 V of headroom was required by the amplifier for anodic stimulation due to input
common mode limitations. Note that this bipolar current source could also be used for unipolar current
stimulation, since this system had active grounding switches, so the second electrode could be short to
ground and made it unipolar.
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Figure 2. Bipolar current source architecture.

2.3. Digital Timing Control

Digital timing for the pulse mode had 6 phases (W1, P1, GP, P2, W2, and ST) in one stimulation
cycle (Figure 3a). Each phase had a resolution of 1 μs with 16 bits of range (65,536 μs max) and could
be programmed independently. The stimulation frequency (cycle repetition rate) was independent
to be set through the wait periods (W1 and W2). Stimulation frequencies lower than 15 Hz were
implemented with software control using the Python interface. The DAC was configured using SPI to
operate in differential mode prior to the start of digital stimulation cycle. During the first pulse (P1),
both multiplexers were enabled to allow current to flow through the electrodes, while for the second
pulse (P2), the multiplexer addresses were swapped so the polarity of current flowing was reversed.
During the shorting time (ST), the grounding switches were enabled to short the electrodes to ground.

Arbitrary waveform mode used a lookup table to update the output current at pre-defined
intervals. The lookup tables were written in the FPGA firmware to ensure high timing precision.
Each point from the lookup table was written into DAC using SPI at a minimum delay of 2 μs.
Note that the multiplexer control and grounding signals could be controlled simultaneously with an
arbitrary waveform. Key specifications for MEDUSA are shown in Table 1.
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Figure 3. (a) Example timing for biphasic, bipolar stimulation and (b) the resulting stimulation circuit.
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Table 1. MEDUSA specifications.

Electrical Specifications

# of Current Sources 8

# of Output Channels 16

Current Resolution

Range 1 (R = 10 kΩ) 15.3

nARange 2 (R = 1 kΩ) 153

Range 3 (R = 100 Ω) 1530

Current Range

Range 1 (R = 10 kΩ) ±0.5

mARange 2 (R = 1 kΩ) ±3

Range 3 (R = 100 Ω) ±5

Compliance ±5 mA ±5 V

Timing Specifications

Pulse Mode

Wait Period (W1)

Min: 0
Max: 65,535
Resolution: 1

μs

Pulse (P1)

Interphase Gap (GP)

Pulse (P2)

Wait Period (W2)

Shorting Period (ST)

Rise Time 120 ns

Arbitrary Waveform Mode

DAC Update Rate 2 μs

3. Results

3.1. System Transfer Function

To validate the transfer function of MEDUSA, we measured the output current for all three
gain modes (RGAIN = 100 Ω, 1 kΩ, and 10 kΩ) for current ranges of ±5 mA, ±2 mA, and ±250 μA.
The output current was measured using a source meter at 0 V. The output current vs. digital DAC
code is shown in Figure 4a, where the digital code was stepped into increments of 1000. To verify the
linearity and resolution, we swept 20 codes around the zero-crossing and measured an LSB of 15.3 nA
with a DNL of 0.13 LSB over that range (Figure 4b). Typically, such small currents are not biologically
relevant for neuromodulation systems; however, microelectrode electroplating current levels can be on
the order of 100 nA [18]. Note that the input bias current of the amplifier was roughly 10 μA, but this
offset was canceled through DAC calibration.

3.2. Compliance Voltage

To verify the compliance voltage of the stimulator, we swept the load voltage on the source meter
for programmed currents (Figure 5). For anodic stimulation, the current output deviated from its
specification by 10% around 3.6 V (VDD − 1.4 V). To ensure 5 V compliance, a VDD of 7 V could be
used. Cathodic stimulation, however, was compliant with VSS due to the input common-mode range
of the current source amplifier.
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3.3. Arbitrary Waveform Generation

To demonstrate arbitrary waveform generation, we measured the voltage across a 1 kΩ resistive
load to ground during stimulation. Figure 6a shows a conventional biphasic waveform with rectangular
pulses. All timing and amplitude parameters were configured by the user through the Python interface.
The FPGA firmware implemented the timing diagram as shown in Figure 3a to generate the pulses,
while the current amplitude for each phase was independently programmed via SPI. Each state of the
waveform had a resolution of 1 μs with 16 bits of programmability. The system could also generate
arbitrary current stimulation (Figure 6b). In arbitrary waveform mode, the firmware used a lookup
table that could be scaled dynamically through the Python interface. The temporal resolution in
arbitrary waveform mode was 2 μs, which was limited by the speed at which the DAC could update
over SPI. In this mode of operation, the user could customize the scaling factor of the lookup table for
both the period and amplitude of the arbitrary waveform.

Figure 4. (a) Measured transfer function for three gain settings (RGAIN = 100 Ω, 1 kΩ, and 10 kΩ).
(b) Measured linearity around the transition point for high-precision setting (low-gain mode, 10 kΩ).

Figure 5. Measured voltage compliance for (a) anodic and (b) cathodic stimulation.

MEDUSA can easily achieve high-frequency stimulation (>1 kHz) without issue. The analog
bandwidth was more than 2 MHz, so the stimulation frequency in arbitrary waveform mode was only
limited by the DAC update speed. Figure 7a,b shows two biphasic stimulation waveforms at 1 kHz
and 10 kHz using two types of stimulation methods discussed above. In Figure 7a, the 1 kHz biphasic
stimulation was operating under arbitrary waveform mode using a lookup table update, while in
Figure 7b, the 10 kHz stimulation used conventional MUX switch mode with DAC output preset at a
certain voltage level.
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Figure 6. (a) Pulse width, interphase gap, and amplitude for both positive and negative pulse are
customizable and (b) arbitrary waveform done using lookup table update.

 

Figure 7. Biphasic stim waveform measured across a 1 kΩ resistive load at (a) 1 kHz with 1 mA pulse
amplitude and (b) 10 kHz with amplitude 0.6 mA.

3.4. Charge-Balancing In Vitro

To demonstrate charge-balancing using MEDUSA in vitro, we immersed a custom microelectrode
array in a saline bath and measured the voltage profile in response to biphasic stimulation.
The electrode array was a rigid PCB with 0.5 mm diameter square immersion gold (ENIG) electrodes.
A 3D-printed ring defined a well around the electrodes. While these electrodes had poor charge storage
capacity relative to conventional stimulation electrodes, such as platinum-iridium, they were an apt
test bench for charge-balance due to their nonlinearity during stimulation. As shown in Figure 8a,
a balanced biphasic pulse (blue trace, IDAC = 275 μA, P1 = P2 = 26 μs) generated a significant
offset voltage mostly due to appreciable charge leakage during the interphase gap (GP = 26 μs).
Note that the offset voltage would eventually return to zero since one electrode was always at ground.
To compensate for charge leakage during the interphase gap, less charge could be injected in the
second phase by lowering its amplitude (red trace) or decreasing its duration. However, a practical
implementation requires monitoring the offset after each stimulation sequence. For this reason, we
implemented a grounding phase (ST) when electrodes could be shorted to ground, clearing any
residual charge on the electrodes. To demonstrate the effect of the shorting switch, we added a 10 μs
wait time (W2) after the second pulse before enabling the shorting switch (yellow trace).

To confirm that leakage during the interphase gap was the source of the residual voltage offset,
we created a Randles circuit model of the electrodes and simulated it with an ideal stimulator (purple
trace, Figure 8a). Figure 8b is the Randles circuit model of the electrode-saline interface, and the
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biphasic current was injected from the top, illustrated by a current source IDAC. The values were
determined empirically. During P1, positive current flowed through the electrode-saline interface,
and the voltage jumped to IDAC · Rs (Rs is the spread resistance) and started to charge CI . During GP,
the stimulation current was zero, and the electrode capacitor discharged. During P2, negative current
(reverse polarity) flowed through network and discharged the electrode. If zero charge had been
lost during GP, the electrode voltage would return to zero as the stimulation phases were perfectly
matched. In this case, the lost charge during GP meant a negative offset voltage remained on the
electrode. During ST, a shorting switch was enabled to eliminate the voltage offset.

 

 

 

 

 

 

 

 

 

 

 

 

  

    

    

W1 P1 

GP 

P2 

W2 

ST 

Figure 8. (a) In vitro measurement results with biphasic simulation pulses and (b) Randles circuit
model of two series electrodes where IDAC = 275 μA, CI = 10.4 nF, RS = 1.2 kΩ, and RCT = 11.2 kΩ.

3.5. Selective Stimulation Protocols

3.5.1. Temporal Interference

To demonstrate temporal interference [7], we injected two sine-wave currents (Figure 9a,c) at
frequencies of 1 kHz and 1.02 kHz into a resistor mesh in Figure 9, which was used as a simplified
electrical model for tissue. The sine-wave current was realized by updating DAC alternately with data
from two different lookup tables and then sending currents to two channels simultaneously. This 2%
difference of the number of points in these two lookup tables was able to create a 20 Hz frequency
offset when one of the fast (100-point) sine-waves was operating at 1 kHz. Furthermore, the frequency
and amplitude of sine-wave current could be independently configured to meet certain conditions.
The current measured in the center resistor was modulated with an envelope frequency of around
20 Hz (Figure 9b), equal to the offset frequency of source currents.
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Figure 9. (a) Modulated current is 20 Hz and (b) 1 kHz sine current source and (c) 1.02 kHz sine
current source.

3.5.2. Intersectional Short Pulse

To demonstrate an intersectional short pulse (ISP) [8] stimulation protocol, we measured the
voltages across eight resistive loads with 1 kΩ resistance, and they were connected to the corresponding
output channels of the stimulation system. The pulse current amplitude was set to be 1 mA and the
pulse width to be 10 μs in Figure 10a. The overall charge accumulated at the theoretical focal point
showed a linear increase over time (Figure 10b). The ISP function was implemented by updating the
DAC via a single lookup table and switching the MUX address incrementally from Address 0 to 7,
so the stimulation current pulses were directed to preassigned output channels.

3.6. Comparison with State-of-the-Art

To demonstrate MEDUSA’s capability for high-frequency neuromodulation, we compared its rise
time with a high-end commercial voltage-controlled precision current source (Stanford Research System
CS580). For a conventional pulse stimulation, the 10–90% rise times 120 ns and 2.8 μs, respectively,
were measured across a 1 kΩ resistive load with a 600 μA current amplitude as shown in Figure 11a.
This corresponded to analog bandwidths of 2.9 MHz and 125 kHz. MEDUSA achieved a rapid rise
time by switching the multiplexer, allowing for the DAC and current source to settle during the first
wait period (W1).

Table 2 shows a comparison of MEDUSA and other commercial or open source neuromodulators.
MEDUSA had several key advantages: higher channel count, higher analog bandwidth, and seamless
integration with an FPGA for complex waveform generation. Many other current sources required a
function generator and a means to input an arbitrary waveform into the function generator, which made
scaling to multiple stimulation channels impractical. MEDUSA also had the ability to short the
electrodes to ground on command for charge balance to prototype novel in vivo stimulation protocols.
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Figure 10. (a) Intersectional short pulse through eight channels terminated with 1 kΩ load and (b) total
charge accumulated.

 

2.8 μs 

10% 

90% 

120 ns 

Figure 11. The rise time for the MEDUS system and SRS CS580 is 120 ns and 2.8 μs, respectively (a),
measured across a 1 kΩ resistive load from 10% to 90% of voltage, (b) and the 10 kHz stimulation.
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3.7. In Vivo Results

To demonstrate MEDUSA as a research platform, we performed a series of in vivo experiments
using a common earthworm (Lumbricus terrestris). While no IACUC protocols were required,
we ensured humane treatment by anesthetizing the earthworm using a 10% ethanol solution.
An overview of the experimental setup is shown in Figure 12. The earthworm was placed dorsal side
up, and electrode pins were inserted through the worm, fixing it in place. The stimulation anode was
placed 2 cm caudally of clitellum and separated from the cathode by 1 cm. Recording channel R1 was
placed 4 cm below the stimulation cathode. The recording reference (REF) was placed in the center
between the stimulus cathode and R1 [19,20].

To build a strength-duration curve (Figure 13), we used monophasic current stimulation and
swept pulse width and amplitude to determine the action potential threshold for the median giant
nerve (MGN). Stimulation frequency was below 0.5 Hz to ensure that the nerve was not fatigued.
The MGN showed a rheobase current of 50 μA and a chronaxy of about 400 μs [21].

To verify a response from the lateral giant nerve (LGN), we used a fixed 100 μs monophasic
current pulse and increased amplitude starting at 200 μA. Due to its smaller diameter, the LGN had
a higher threshold and slower conduction velocity relative to the MGN. Figure 14a shows stimulus
amplitudes below the LGN’s response threshold, while Figure 14b shows the response for stimulus
amplitudes above the threshold. By comparing the delay between recording channels (R1 to R2),
we estimated the conduction velocity of the MGN and LGN to be 20.0 m/s and 7.7 m/s, respectively.

Anode Cathode REF R1
Anterior PosteriorClitellum

Stimulus Recording

2 cm 2 cm 2 cm1 cm

Ventral nerve cord
Median giant nerve

Lateral giant nerve

R2

1 cm

 
Figure 12. Earthworm stimulation experiment setup.

  

Rheobase = 50 μA  Rh
Chronaxy = 400 μs 

Figure 13. Strength-duration curve of earthworm median giant nerve (MGN).
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Figure 14. Nerve spikes in response to monophasic current stimulation of a 100 μs duration recorded
from R1 and R2 with amplitude swept from (a) 200 to 650 μA and (b) 700 μA to 2 mA. Recordings
were made using a commercial recording unit Neuron SpikerBox Pro (Backyard Brains, Ann Arbor, MI,
USA).

4. Conclusions

We presented MEDUSA, a low-cost and high-performance 16-channel neural stimulation system
built from off-the-shelf components. MEDUSA was intended to be a general purpose neuroscience
research tool to explore novel, high-frequency, multi-channel stimulation paradigms. Our future
work will migrate MEDUSA’s core functionality to a wireless system. However, wireless systems
are far more constrained in terms of area and power and require more application-specific design
implementations compared to general purpose platforms [12,22–26].

MEDUSA achieved a high dynamic range by combing a 16-bit voltage DAC and three orders
of magnitude of gain selection in the current source. The system was capable of delivering
monophasic and biphasic stimulation pulses with 1 μs temporal resolution, DC currents, and arbitrary
waveforms with a temporal resolution of 2 μs. MEDUSA provides researchers with a low-cost,
multi-functional neuroscience research tool for electroplating microelectrodes, performing electrical
impedance spectroscopy, and examining novel neural stimulation protocols.
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Abstract: In range-Doppler ultrasound applications, the velocity of a target can be measured by
transmitting a mechanical wave, and by evaluating the Doppler shift present on the received echo.
Unfortunately, detecting the Doppler shift from the received Doppler spectrum is not a trivial task,
and several complex estimators, with different features and performance, have been proposed in
the literature for achieving this goal. In several real-time applications, hundreds of thousands of
velocity estimates must be produced per second, and not all of the proposed estimators are capable of
performing at these high rates. In these challenging conditions, the most widely used approaches are
the full centroid frequency estimate or the simple localization of the position of the spectrum peak.
The first is more accurate, but the latter features a very quick and straightforward implementation.
In this work, we propose an alternative Doppler frequency estimator that merges the advantages
of the aforementioned approaches. It exploits the spectrum peak to get an approximate position of
the Doppler frequency. Then, centered in this position, a centroid search is applied on a reduced
frequency interval to refine the estimate. Doppler simulations are used to compare the accuracy and
precision performance of the proposed algorithm with respect to current state of the art approaches.
Finally, a Field Programmable Gate Array (FPGA) implementation is proposed that is capable of
producing more than 200 k low noise estimates per second, which is suitable for the most demanding
real-time applications.

Keywords: doppler velocimetry; doppler spectrum; FPGA; centroid estimation

1. Introduction

Doppler ultrasound is employed in several applications, like the monitoring of industrial
processes [1,2], biomedical investigations [3], and non-destructive tests [4]. In pulse-wave
Doppler ultrasound, the signal received among subsequent echoes includes information about
the displacement—and thus the velocity—of the particles that originated the echo. Ideally, a target
investigated with a frequency FT, and moving at constant velocity v, produces a single-tone shift whose
frequency fv is given by the well-known Doppler equation:

fv = 2
v
c

FTcos(θ) (1)

where c is the sound velocity and θ is the angle between the target trajectory and the ultrasound
propagation [3]. Unfortunately, due to several phenomena like velocity broadening (in a fluid the
adjacent particles move with slight different velocities), geometrical broadening (the ultrasound waves
sourced by the finite transducer aperture reach the target with slight different angles θ [5]), or the
transit-time broadening (the particle crosses the ultrasound beam in a finite time [6]), the Doppler
spectrum is composed by a relatively large bandwidth instead of a single frequency tone.

Several methods have been proposed in literature about how to get the best estimate of the
Doppler frequency fv from the measured Doppler spectrum. Some advanced techniques are based on

Electronics 2020, 9, 456; doi:10.3390/electronics9030456 www.mdpi.com/journal/electronics65
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the detection of the maximum frequency present in the Doppler spectrum [7,8], while others employ
mathematical models of the spectrum [9]. The assessment of the spectrum centroid, i.e., the center of
mass, is one of the most commonly used approaches:

fv =

∫ 0.5
−0.5 x·PSD(x)dx∫ 0.5
−0.5 PSD(x)dx

(2)

where PSD is the Power Spectral Density of the Doppler spectrum in the normalized frequency range
− 0.5 to + 0.5.

In real-time applications, where the Doppler frequency should be evaluated hundreds of thousands
of times per second, Equation (2) is sometimes approximated with the frequency that corresponds to
the position of the spectrum peak. As shown in the following part of the paper, this approximation
allows an easily hardware implementation, but features a lower precision with respect to Equation (2).

In this work, an improved frequency Doppler estimator is presented. The estimator is implemented
in the field programmable gate array (FPGA) included in a real-time ultrasound board [10]. The
proposed algorithm takes advantage of the characteristics of both the full centroid and the peak
estimators: it features the low calculation effort typical of the peak estimator and the reduced variability
typical of the centroid estimator. Unlike Equation (2), which is calculated over the full Doppler
spectrum range, the proposed algorithm calculates the center of mass in a reduced frequency span.
The estimate is carried out with less calculations, which represents a significant advantage for the
hardware implementation. A parameter is introduced to set the extension of the frequency range
where the centroid is calculated. Ultrasound simulations based on specialized software running in
Matlab (The Mathworks, Natick, MA, USA) are employed to optimize this parameter with respect to
the features of the Doppler spectrum. Other experiments are carried out to investigate the estimator
accuracy and precision, and to show how it compares to state of the art.

The hardware implementation of the estimator is described and evaluated by experiments.
A Newtonian fluid flowing in a pipe is investigated through the Doppler board [10], where peak,
full centroid, and the proposed estimator are implemented. The throughput of the three estimators is
measured and the quality of the implementation is evaluated by comparing the Doppler frequency
estimates calculated in hardware to the corresponding estimates obtained in Matlab. Experiments
show that the proposed estimator is capable of producing more than 200 k estimates per second with a
mathematical noise below −150 dB, high accuracy, and precision.

2. Background and State-of-the-Art

2.1. Doppler Processing Data Path Overview

General details of the data processing employed in Pulse-Wave ultrasound can be found in several
papers and books, for example References [3,10–12]. Here a brief resume is reported to help readers with
the subject, and to highlight the parts most relevant for the comprehension of the proposed algorithm.

In a pulse-wave Doppler system a burst of ultrasound waves of frequency FT is transmitted [13]
in the fluid to be investigated by high-voltage pulsers [14] every pulse repetition interval (PRI). The
ultrasonic burst travels in the medium at velocity c, and when it hits a scatterer, part of its energy
is reflected towards the transducer. If the scatterer moves at velocity v, the echoes from subsequent
transmissions are returned from slightly different positions. A phase-shift is thus observed in the
received echoes. In particular, the phase rotation of echoes from subsequent PRIs corresponds to the
frequency fv described quantitatively by the Doppler Equation (1).

The echoes received by the transducer are analog conditioned in the system front-end through
filtering and amplification, and analog-to-digital (AD) converted at rate Fc = 1

T c (see Figure 1 top-left).
From now on, the calculations are typically performed through digital devices, like digital signal
processors (DSP) or FPGAs.
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Figure 1. Typical Pulsed Wave Doppler processing. Received echoes are analog-to-digital (AD)
converted and organized along the columns of a matrix. The signal is demodulated and processed
through high-pass filtering and autocorrelation or, alternatively the power spectral density (PSD) is
calculated through spectral estimation. From PSD, the velocity is recovered through peak detection or
centroid estimation.

The stream of sampled data is subdivided in PRIs sections of length TPri = kM· Tc, where kM is
the number of samples in each section. This process is formalized by considering the signal sampled
at time t = d·Tc + l·TPri, and stored in the bidimensional matrix sSWn(d, l) (Figure 1 top-right). The
row index, d, is typically named the ‘fast-time’ index and is in ranges of 0 < d < kM, while the column
index, l, counts the PRIs and is typically named the ‘slow-time’ index. In this notation, the d-index
represents the ‘depth’, i.e., the distance from the transducer [15]. Data sampled at same d behave in the
same way, and thus are similarly affected by the phase shift described above, which can be detected by
an analysis along the l-index.
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The signal segments stored along the columns of the matrix are processed for signal envelop
detection (Figure 1 middle). Hilbert transform or coherent demodulation is employed [16]. The latter
operation, used in this work, is performed by multiplying the signal for the complex sequence e−2πi fTdTc

and by applying a low-pass filter with cut-off frequency fLP. This filter affects the axial resolution and
is typically tailored to the bandwidth of the transducer.

sSWDn(d, l) = sSWn(d, l)·e−2πi fTdTc (3)

The elaboration proceeds with the estimation of the Doppler frequency. This information is
encapsulated in the sequence of samples stored in sSWDn(d, l), when considered at the same d index, i.e.,
at the same distance from the transducer. Different strategies are possible, as sketched by the 2 alternate
paths visible in Figure 1 bottom. The left path includes high-pass filtering [17] and autocorrelation
(Figure 1 bottom-left). Alternatively (Figure 1 bottom-right), the PSD is calculated [18], followed by
peak detection or full centroid estimation. Autocorrelation is specifically employed in applications
where the PSD is not necessary. This paper is focused on methods based on PSD. Details of each step
are provided in the following sections.

2.2. Power Spectral Estimation

The power spectral density distribution of the Doppler spectrum is obtained by processing the
demodulated data sSWDn(d, l) by means of spectral estimators. Data are organized in ‘packets’ defined
like:

P(d, l, L) = [sSWDn(d, l), . . . . . . , sSWDn(d, l + i), sSWDn(d, l + L− 1)] (4)

where L is preferably a power of 2. A simple high-pass filter (at least the mean must be removed),
is followed by windowing and Fast Fourier Transform (FFT) [19]. The use of more sophisticated
adaptive estimators instead of FFT have been reported in literature as well [15,20,21]; however, more
sophisticated adaptive estimators require a higher calculation power that makes the real-time hardware
implementation more problematic.

This procedure is applied to all the depths of the demodulated data matrix sSWDn(d, l), for obtaining
the corresponding sequences of power spectral density lines:

PSD(d, k, F) = Γ
{
P(d, F·L·(1−w), L)

}
(5)

where d and k are the depth and frequency index, respectively, Γ{x} is the power spectral estimator
employed (e.g., FFT2(x)), F is the frame index that accounts for the matrix sequence, w is the overlap
percentage of successive data packets (0 ≤ w < 1). For example, in case of L = 128, Γ{x} = FFT2(x),
w = 0.5, the first 128 demodulated data sSWDn(d, l) (0 < l < 127) are processed through a 128-poinf FFT
for every depth d. The squared output represents the first (F = 0) output frame, i.e., the first spectral
power density matrix. From now on, every new 64 PRIs, the last L = 128 data (w = 0.5, i.e., 50% overlap)
are processed for generating the next frames (F = 1,2,3, etc.).

An approximated high-pass filter (clutter filter) can be applied easily in the frequency domain by
removing the lower region of the PSD matrices. The performance of this filter is lower with respect to
a full time-domain implementation (e.g., a Finite Impulse Response (FIR) filter). Nevertheless, the
performance is sufficient for the application purpose [22] and it can be implemented efficiently in
hardware. The final PSD matrix, which is color coded, represents an intuitive picture of the flow profile
present in the pipe or the vessel (see, for example Figure 1 bottom-right). The rows report the Doppler
shifts, which are proportional to the flow velocity, and the columns report the depths inside the pipe
or vessel.

Once the PSD matrix is available, the Doppler frequency is obtained by estimating the centroid
frequency or, simply, by taking the spectral peak.
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2.3. Spectral Peak

The simplest Doppler frequency estimator is the peak estimator. In this case, the Doppler frequency
is approximated by the position where the spectrum power features the maximum amplitude:

np : PSD
(
d, np

)
= MAX

{
PSD(d, l), 0 ≤ l < L

}
. (6)

The estimator requires L − 1 comparison only. It can be implemented in hardware with a single
comparator used serially L − 1 times.

2.4. Centroid Frequency Estimation

The estimator basically calculates the ‘center of mass’ of the spectrum (2). In the discrete domain
it can be implemented as:

nd =

∑L−1
l = 1 l·PSD(d, l)∑L−1
l = 1 PSD(d, l)

(7)

where PSD(d, l) is the power spectrum density bin of index l (1 < l < L) calculated at depth d. Please
note that the 0-frequency (l = 0) is excluded from the calculation. The accuracy of this estimator is high,
but requires L − 1 multiplications, 2(L − 1) additions, and a division for each depth d, where L is the
number of frequency samples of the PSD.

An approximated high-pass filter can be easily implemented by excluding, in addition to the
0-frequency bin, a wider low-frequency region. For example, Equation (7) can be modified as follows:

nd =

∑L−Lm
l = Lm

l·PSD(d, l)∑L−Lm
l = Lm

PSD(d, l)
. (8)

In this version the bins −Lm < l < Lm are simply ignored. As anticipated above, the performance of
this filter is limited, but remains sufficient for most applications.

3. The Proposed Method

3.1. Method Basics

In this work we propose a modified Doppler frequency estimator optimized for the hardware
implementation in real-time Doppler systems. The method is designed as part of the effort to merge
the low calculation requirement of the peak estimator with the accuracy and precision of the centroid
estimator. The proposed estimator processes the PSD of the Doppler spectrum estimated with a L-point
FFT according to the following steps:

(a) The peak estimator (6) is first applied to obtain np;
(b) The frequency interval [np −B, np + B], centered on np and of extension 2B + 1 is considered. More

details on B are given below.
(c) The centroid frequency nn, output of the estimator, is estimated in the region located in

previous step.

The process is clarified with an example. The 3 panels of Figure 2 report a typical Doppler PSD
produced by a scatterer moving at 0.5 m/s investigated by transmitting 3.5 MHz ultrasound bursts.
The PSD is obtained by a L = 128 point FFT, and it is represented in the normalized frequency range
−0.5 to +0.5. The scatterer movement produces a rough bell-shaped spectrum approximatively located
in the region 0.21, 0.35. In this example, the background noise is about 60 dB below the spectrum peak.
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np

np nd

Figure 2. The proposed method is applied in 3 steps. (a) The spectrum peak (red circle) and the
corresponding frequency np are detected. (b) A frequency interval of extension 2B + 1 is centered
around np. (c) The centroid frequency nd is calculated in the detected interval. Red dashed and dotted
segments report np = 0.22 and nd = 0.24, respectively.

In the first step, the FFT bin corresponding to spectrum peak is located by applying the peak
estimator (6). The peak is reported by the red circle in Figure 2a, and the corresponding frequency
np = 0.22 is highlighted by the vertical dashed segment. The detected frequency is considered a first
approximation of the Doppler frequency.

In the second step a frequency interval of extension 2B + 1 bins is centered around the np frequency.
In the example B = 12 bins is chosen, which corresponds to a normalized frequency interval of
B/L = 12/128 � 0.1. More details about the selection of the B value are given in the next section.
Figure 2b reports the 2B + 1 frequency interval centered in np. The interval includes approximatively
the Doppler bandwidth detectable above the background noise.

In the last steps, the centroid estimator is applied in the frequency region defined in the previous
step. The application of the estimator is different with respect to the full centroid calculation (7). In fact,
in Equation (7), the whole frequency range is considered, while here the calculation is focalized on the
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reduced frequency interval centered in the position of the peak. In this case, the centroid estimation is
analytically expressed as:

nd =

∑np+B
l = np−B l·PSD(d, l)
∑np+B

l = np−B PSD(d, l)
. (9)

Figure 2c compares the final Doppler frequency estimate nd calculated by Equation (9) to the first
estimate obtained with the peak estimator np. The frequencies are reported by dashed and dotted red
vertical segments, respectively. In this example, the proposed estimator produces nd = 0.24. This value
corrects the first frequency estimate by shifting the result towards the high frequencies. This behavior
agrees with the shape and position of the Doppler bandwidth, whose area is visibly biased towards the
higher frequency with respect to the np estimate.

The proposed estimator requires L− 1 comparisons for the detection of the peak in step a), followed
by 2B multiplications, 4B summations, and a division for the centroid calculation (see Equation (9)).

3.2. The B Parameter

In this section how the performance of the estimator depends on the parameter B is investigated.
This study is based on ultrasound simulations carried out with Field II [23,24], a specialized simulator
freely available at https://field-ii.dk. Field II, given the position of a set of scattering particles,
the transducer characteristics, and the TX pulse, simulates the raw echo data received in each PRI.
In this test, a piston transducer transmits in a 45 mm diameter pipe ultrasound bursts composed by 5
cycles at 3.5 MHz and PRI = 0.2 ms. The positions of the scattering particles are updated every PRI to
mimic the typical parabolic profile of a Newtonian fluid flowing in a straight pipe. A peak velocity of
0.5 m/s is simulated. White noise generated in Matlab is added to the echo signal produced by the
Field II simulator to achieve a Signal-to-Noise Ratios (SNRs) of 0 dB. The signal is further processed
as described in Section 2.1 through a 128-point FFT (L = 128) to obtain the PSDs. 20,000 PRIs are
generated, corresponding to more than 300 PSD matrices with 50% overlap (w = 0.5, 0 < F ≤ 300).
According to the simulation parameters, the nominal normalized Doppler frequency is Fr = 0.23.

The proposed estimator (9) is applied to the PSDs at the depth where the velocity reaches its peak
of 0.5 m/s. The estimator is applied with the parameter B varying in its full range, i.e., 0 ≤ B < 63. The
accuracy of the estimates is evaluated according to the following metrics:

Err% =
mean

{
Fs(F), F

}− Fr

Fr
·100 (10)

where Fs(F) is the Doppler frequency detected by the estimator under the test in the PSD of frame F, Fr

is the ground truth value obtained by the simulations, mean
{
Fs(F), F

}
is the average of Fs(F) calculated

over the available frames. The precision was evaluated through the Coefficient of Variability (CV%):

CV% =
std
{
Fs(F), F

}− Fr

Fr
·100 (11)

where std
{
Fs(F), F

}
is the standard deviation of Fs(F) calculated in the available frames.

Figure 3 shows the results of the study. The top panel (a) reports the mean spectrum (blue curve),
obtained by averaging the 300 available frames. An example of a single spectrum (red dashed curve) is
superimposed. The vertical black segment reports the nominal Doppler frequency Fr = 0.23. Figure 3b,c
report, respectively, the mean error and the coefficient of variability calculated by Equation (10) and
Equation (11). Both graphs present a similar trend: the worst performance is observed for low values
of B. Performance improves with higher values of B until B reaches 12 (vertical red dashed segments).
From now on, performance is stable at its maximum value. The frequency interval corresponding to
B = 12 is highlighted in Figure 3a by the vertical dashed segments. The interval includes the Doppler
frequencies detectable above the background noise.
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Fr

Figure 3. Performance of the proposed estimator at different values of B. (a) Mean Doppler spectrum
(blue curve) and a single spectrum (red dashed curve) produced by a flow signal with a nominal
normalized Doppler frequency Fr. (b) Accuracy achieved for B in the range 0–63. (c) Precision achieved
for B in the range 0–63. Red dashed segments report the position for B = 12.

This study suggests that the proposed algorithm produces the best performance when B
corresponds to a frequency region that includes all of the Doppler frequencies present in the measured
spectrum. Higher B values do not produce improvements. Since the calculation effort scales with B,
the optimal choice of B is the lowest value that grants the best accuracy and precision. In this example,
it corresponds to B = 12. Although this study is based on a specific example, the simulated Doppler
spectrum is representative of a wide range of practical conditions. In conclusion, a value of B in the
range 10–20 covers most of the practical cases.

3.3. Comparison of Proposed Method to Standard Methods

In this section, the proposed method is compared to the standard approaches employed in
real-time applications, i.e., the peak and the full centroid estimator.

For this study, the ultrasound signals generated by Field II for the previous study have been used.
White noise was added to achieve 6 different Signal-to-Noise Ratios (SNRs) levels, between −20 dB
and +20 dB (see leftmost column in Table 1). The signals were processed as described in the previous
sections to obtain the PSDs. These were further processed with the peak estimator (6), full centroid
estimator (7), and the proposed estimator (9) with B = 12. The achieved accuracy and precision were
evaluated with the metric (10) and (11), respectively. Results are listed in Table 1.
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Table 1. Accuracy and precision.

SNR Peak Estimator Full Centroid Estimator Proposed

Err% CV% Err% CV% Err% CV%

−20 dB −8.74% 51.1% −68.3% 63.3% −8.8% 50.7%
−15 dB −0.38% 7.3% −29.67% 31.9% −0.11% 4.4%
−10 dB −0.21% 6.9% −2.38% 6.7% −0.15% 3.2%

0 dB −0.13% 6.8% −0.04% 3.2% −0.06% 3.2%
10 dB −0.17% 6.8% −0.04% 3.2% −0.04% 3.2%
20 dB −0.13% 6.7% −0.04% 3.2% −0.04% 3.2%

When the SNR is below −20 dB, all the tested algorithms fail (first row of Table 1). With
SNR = −15 dB (second row), the centroid estimator is still not capable of producing reliable estimates,
but peak and proposed estimators start to issue reasonable results. As long as the SNR increases (3rd
and following rows of Table 1), the performance improves. In particular, peak estimator produces good
results starting from −10 dB (Err% � 0.1%–0.2% and CV% � 6.7%–6.9%); full centroid estimator features
Err% = 0.04% and CV% � 3.2% from 0 dB. The proposed estimator presents the best performance.
In fact, it features a low error and high precision starting from –15 dB, and its precision is always better
compared to the peak estimator.

These results are explained by the features of the typical ultrasound signal. The ultrasound
signal is affected by the speckle noise [25], which produces temporal variation, which is visible in
the example of Figure 2. This noise varies quickly in time, and successive spectra are affected by a
completely different noise shape. The peak estimator is particularly prone to this noise, as confirmed
by its relatively high variability (CV% > 6.7% in Table 1), which is also present with a high SNR. On
the other hand, the full centroid and the proposed estimators, which employ a weighted mean over a
frequency region, are less sensitive to random variation of the spectra (CV% � 3.2% in Table 1).

Peak frequency estimator is affected by another limitation: its output values are limited to the
exact positions of the FFT bins, i.e., they are quantized to L values over the whole spectrum range.
In other words, the frequency resolution is 1/(PRI·L) only. This limitation does not apply to full centroid
or the proposed estimators.

Table 2 reports the number of comparisons, additions, multiplications, and divisions required by
each estimator, while the operations required by the other processing steps visible in Figure 1 (e.g., the
FFT), are excluded here. The operations are reported as a function of L and B and for the typical values
of L = 128 and B = 12 (left and right of the corresponding column). The weight (second column in
Table 2) represents a heuristic value that accounts for the complexity of the operations in a generic
hardware implementation. Comparisons and additions are considered for weight 1 because in FPGA,
its hardware is quite simple. Multiplications require a more complex hardware, so their weight is
set to 2. Divisions are the most complex, thus the weight is set to 16. A total effort is then estimated
by summing each contribution calculated by the product between the number of operations and the
corresponding weight. The result is reported in the last row of Table 2. The method that requires less
hardware effort is the peak estimator, but this efficiency is achieved at the expanse of precision (see
Table 1). Proposed algorithm features an optimal tradeoff: it presents better accuracy and precision
than the full centroid estimator, and requires half of its hardware effort (239/524 = 45%).

73



Electronics 2020, 9, 456

Table 2. Calculation power for the estimators.

Operations Weight
Peak Estimator

L = 128
Full Centroid Estimator

L = 128

Proposed Estimator
L = 128
B = 12

Comparisons 1 L−1 127 - - L−1 127
Additions 1 - - 2(L−1) 254 4B 48

Multiplications 2 - - L−1 127 2B 24
Divisions 16 - - 1 1 1 1

Total Effort 127 524 239

4. Circuit Architecture

The circuit was implemented in a FPGA of the Cyclone III family (Altera-Intel, San Jose, CA,
USA). The FPGA is part of a complete ultrasound system designed for the investigation of fluids in
industrial applications. More detail of the system and of the implementation of the full processing
chain can be found in Reference [10], while this description is limited to the sections of interest for the
frequency estimators. The circuit is sketched in Figure 4. A Nios II soft processor (IP from Altera-Intel),
manages the sequence of operations and programs the processing modules by setting their registers.
The section delimited by the dashed rectangle at the top left of the figure produces the PSDs. The
modules delimited by the dashed rectangle located on the Figure bottom implement the frequency
estimator. A dual port (DP) memory is used to transfer the PSD between the sections.

Figure 4. Data processing path implemented in the FPGA. The power of FFT output is calculated (I2 +

Q2) and the resulting PSD is saved in a DP memory. Its maximum is detected (Max detector), then the
numerator (Num) and denominator (Den) of the centroid formula are calculated. The results are
divided, converted in floating point (A/B), and downloaded to host together with the data in memory.
A Nios II soft processor supervises the operations.
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Data coming from the demodulator are processed through a 128-point FFT working on complex
data (I,Q). The FFT is implemented by using the Altera-Intel Intellectual Property (IP) [26], configured
with 24 + 24 bit input with “burst with quadruple output” architecture. Once its input buffer is loaded,
the IP starts the FFT processing and produces the complex results in the output buffer. The 128-sample
result is produced at 24 + 24 bit of mantissa and 6 bit for the exponent. The exponent applies to all the
data block (block floating point representation), and is saved in a register for later use. Data are read
from the FFT module and moved in the I2 + Q2 block (see Figure 4), where real and imaginary parts
are squared and summed at 48 bit for obtaining the PSD. The 128 PSD samples are reduced to 32 bit
and saved in the DP memory. When the 128 data block is completely moved in the memory, the FFT
output buffer is empty, and the FFT starts loading and processing a new data block. A floating point
converter (FP) is employed to output the PSD in floating point format.

The elaboration proceeds in the second section of the circuit with the estimation of the Doppler
frequency from the PSD line present in the DP memory. The electronics implemented in this section
is suitable for processing PSD data according to the 3 methods: the peak estimator (6), full centroid
estimator (7), and proposed estimator (9). The modules for the Doppler frequency calculation include:
the Max Detector, employed to locate the position of the PSD peak; the Num and Den, used to calculate
the numerator and denominator of Equation (7) or (9); and a divisor (A/B) for the calculation of the
quotient present in Equation (7) or (9). The Nios II processor switches among the 3 different estimators
and tunes the parameter B of the proposed estimator by setting the processing module registers: the
FPGA does not need to be reconfigured.

In order to process PSD data according to the proposed estimator, the Nios II first activates the
Max Detector block, detailed in Figure 5. The Nios II sets the address generator counter (CNT) to scan
the full address range (i.e., 0–127) of the DP memory, and zeros the Max register. PSD samples are
sequentially read from the DP memory, and the comparator (CMP) triggers the enable signal when a
value higher than that already stored in the Max register is found. The trigger activates the 2 registers
that store the new value and its address, respectively. After 128 cycles, the whole DP memory is
scanned, and the Max Detector block outputs np, i.e., the address (position in the spectrum) of the
highest PSD sample. In the next step, the Nios II soft processor activates Num and Den modules
to calculate numerator and denominator of (9). These modules are detailed in Figure 6. Nios II
calculates np − B and np + B, and sets these values in the address generator (CNT) registers to scan the
corresponding DP memory span. According to this architecture, the B value can be easily changed at
the run time. The accumulation registers A and B are zeroes and the memory is read. As long as the
PSD samples are read from the memory, they are accumulated in the B register (see the denominator of
Equation (9)). Simultaneously, they are multiplied to the address and the result is accumulated in the A
register (see the numerator of Equation (9)). The operation terminates after the programmed memory
span is read, i.e., after np + B − (np− B) + 1 = 2B + 1 cycles. In the last step, the Nios II processor starts
the A/B module. This module, composed by IPs of the Intel/Altera library, calculates the ratio and
converts the result in 32 bit floating-point format. This ratio represents the final frequency estimate
calculated according to Equation (9).

1. When data is processed according to Peak estimator, the Nios II activates the Max Detector only
to get np. When data is processed through full centroid estimator (7), the Nios II runs Num and
Den modules on the whole PSD frequency range, followed by the A/B module.
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Figure 5. Details of the implementation of the Max Detector.

 

Figure 6. Details of the implementation of the Num and Den modules.

5. Experiments and Results

The architecture presented in Figure 4 was implemented in the Cyclone III FPGA of the ultrasound
board [10]. With the exception of FFT, the DP memory, and the A/B module, which are built with
Altera-Intel IPs, all the other blocks are coded for the specific applications directly in VHDL. First,
the modules were implemented separately for investigating the latency, maximum clock frequency,
and the required FPGA resources. Then, they were connected according to the architecture of Figure 4
and they were employed to process data in real-time in Doppler acquisition. In this last configuration,
the throughput and the mathematical noise were analyzed.

5.1. Modules Latency

The number of clock cycles needed by each module for processing a 128-sample data set is reported
in Table 3. The FFT needs 294 cycles to load inputs, process data, and store results in its output buffer.
I2 + Q2 and FP modules take 135 clock cycles for processing the 128-sample set, corresponding to 1
sample per clock in addition to 7 cycles needed for the initialization and the filling of their pipeline.
Similarly, Max Detector processes 1 sample per clock in addition to 2 extra cycles, and Num and
Den processes 1 sample per clock in addition to 5 extra cycles. The divisor performs the ratio and
floating-point conversion in 16 cycles. First rows of Table 3 lists the number of clock cycles required
by the FFT, I2 + Q2, and FP modules for the calculation of the PSD. The following rows of the Table
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compares the number of clock cycles required by the Max Detector, Num, Den, A/B modules when
implementing the proposed (9), peak (6) and centroid (7) estimators, respectively.

Table 3. Latency in clock cycles.

PSD Calculation (L = 128)
Block Parameter Latency (Clock Cycles)

FFT TFFT 294
I2+Q2 TIQ 135

FP TFP 135

Doppler Frequency Calculation

Block Parameter
Peak Estimator

L = 128

Full Centroid
Estimator

L = 128

Proposed est.
L = 128; B = 12

Max Det. TM 130 Not used 130
Num TND Not used 131 29
Den TND Not used 131 29
A/B TD Not used 16 16

5.2. FPGA Resources and Maximum Clock Frequency

The resources required by each module are listed in Table 4 together with the maximum clock
frequency the module can work at. FFT is the module with the lowest maximum frequency. This
is expected, since FFT is the most complex block. Apart from the memory, which is a hardware IP,
the highest frequency is achieved by the Max Detector.

Table 4. Resource utilization and frequency of each processing module in a Cyclone III FPGA.

Block LEs DSPs Memory Bits Max Clock Freq.

FFT 10,308 24 40,900 105 MHz
I2 + Q2 400 14 0 110 MHz

DP Mem 0 0 4096 210 MHz
Max Det. 70 0 0 150 MHz

Num 600 0 0 120 MHz
Den 600 0 0 120 MHz
A/B 230 0 0 110 MHz
FP 300 0 0 120 MHz

5.3. Data Throughput

The modules were connected together like in Figure 4 and fed by a 100 MHz clock. For each
module, a “Busy” signal was generated. Busy is high when the corresponding module is processing
data, while it is low when the module is ready to accept a new data set. The processed data are available
on the high-to-low transition for each module. A “DataValid” signal was added as well. It is asserted
for a cycle when the final Doppler frequency estimate is ready. These signals were monitored by
connectoing the board [10] to the Altera-Intel in-line debug tools through the Joint Test Action Group
(JTAG) channel. The results of this analysis are reported in Figure 7 for the 3 frequency estimators. The
horizontal axes report the clock cycles (see top scale in each panel); the origin is arbitrary set to the
FFT start.
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Figure 7. Throughput of the processing chain of Figure 4 for (a) the Peak, (b) Full centroid and
(c) proposed frequency estimators. The “busy” signals represent status of the corresponding processing
block. The DataValid is asserted when the Doppler frequency estimate is ready.

Figure 7a refers to the Peak estimator. The first 2 rows show the working cycles of FFT and I2+Q2

modules while they calculated the PSD. The FFT restarted its calculation cycle when its output buffer
was empty, a condition that occurred when the I2 + Q2 block had moved the data to DP memory. PSDs
were calculated and stored in the DP memory at the maximum throughput T1 allowed by the modules:

T1 = TFFT + TIQ = 294 + 135 = 429 clock cycles. (12)

Every time a PSD was ready, the Max Detector produced the results (Freq ready) after TM = 130
cycles, as confirmed by the assertion of the DataValid signal (6th row). The Max detector was much
faster than FFT and I2 +Q2 modules (429 against 130 cycles, see Table 3) and stalled for most of the time.
The throughput was limited by the calculation of the PSD: a new frequency estimate was produced
every T1 cycles.

Figure 7b reports the signals for the full centroid estimator. In this case, the PSD calculation was
slower with respect to Equation (12). In fact, the I2 + Q2 module did not start immediately at the FFT
end not to overwrite data in the DP memory that are used by the FP module (see curved arrow). The
throughput was here limited by the estimator operations. The clock cycles needed for producing every
new frequency estimate were:

T2 = TM + TND + TFP + TIQ = 130 + 131 + 135 + 135 = 531. (13)

The module A/B worked in parallel to FP, so it did not affect the timings to the point of achieving
TD < TFP.

Figure 7c reports the signals for the proposed estimator. In this case, TND was much lower
compared to the previous case, and the FP module completed its operations near the end of the FFT.
Thus, the DP memory was free and I2 + Q2 started the calculations as soon as FFT ended, like in
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Figure 7a. In other words, the bottleneck was not the estimator, but the calculation of the PSD, as in the
case of the Peak estimator, and Equation (12) applies again.

Table 5 summarizes the throughput of the architecture of Figure 4 for the 3 estimators considered
here. When the Peak estimator is employed, the throughput is limited by the calculations of the PSDs,
which depends on the performance of FFT; when the Full centroid estimator is used it represents the
bottleneck. The proposed estimator is faster than the Full centroid, and the performance is limited by
the PSD calculation, like for the Peak estimator.

Table 5. Throughput of the frequency estimation for L = 128.

Estimator
T

(Clock Cycles)
Throughput
Estimates/s

Proposed B = 12 429 232 k
Full centroid 531 189 k

Peak estimator 429 232 k

5.4. Mathematical Noise

The ultrasound board was used to investigate a flow in a pipe of 40 mm diameter. In the pipe
flowed a Newtonian suspension composed by 10 μm plastic spheres dispersed in demineralized and
degassed water. The plastic particles were responsible for ultrasound scattering [27]. A focused piston
transducer transmitted short bursts at 3.5 MHz every 500 μs. Received echoes were processed onboard
in real-time through the 3 estimators considered in this paper. As detailed in Section 4, it was possible
to switch among the different estimators by changing the operation sequence in the Nios II processor
without reconfiguring the FPGA. The proposed estimator, in particular, was set with B = 12.

Raw data from the converters, calculated PSDs, and frequency profiles calculated by the proposed
estimator where saved onboard and then downloaded to a PC for postprocessing and further analysis
in Matlab.

An example of PSD matrix calculated by the board is reported in the left panel of Figure 8. The
spectral power density, coded in colors in 40 dB dynamics, clearly shows the parabolic profile developed
by the flow. The background noise is visible at about −30 dB. Reference PSDs were calculated in
Matlab by using re-processing in its native 64-bit floating point representation the data acquired by
the onboard AD converters. Onboard- and Matlab-calculated PSD were compared for the evaluation
of the mathematical noise introduced by the FPGA calculations. The SNR, evaluated by computing
the ratio between the power of the Matlab PSDs and the difference between Matlab and FPGA PSDs,
was higher than 130 dB.

The middle panel of Figure 8 shows the frequency profiles calculated onboard with the proposed
algorithm from the PSD matrix visible on the left. The frequency profiles calculated on board with
the proposed estimator were compared to those calculated in Matlab starting from the same PSDs.
The SNR, quantified in the same way as for the PSDs, resulted in a higher 150 dB. The right panel of
Figure 8 shows, for example, the difference between the frequency profile reported in the middle panel
and the corresponding profile calculated in Matlab.
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Figure 8. A 0.5 m/s flow was investigated with a focused transducer transmitting short 6 MHz frequency
bursts. An example of power spectral density (PSD) matrix (left), frequency profile (center) and its
error (right), calculated in the FPGA are reported.

6. Discussion and Conclusions

In this work, an efficient estimator for the detection of Doppler frequency from spectra has
been presented. Its FPGA implementation was reported as well. The estimator exploits and merges
the advantages of the peak and full centroid estimators, typically employed in real-time Doppler
applications. The proposed estimator features an accuracy similar to or higher than that achieved by
the full centroid estimator, and in addition allows a 50% (with B = 12) saving in calculation power (see
Table 2).

The estimator employs the parameter B. Simulations allowed us to estimate B = 12 similarly to
the optimal choice, at least in the presented case of study. Theoretically this value should be tailored
to the extension of the “bell” of the spectrum. However, its exact value is not critical and a value
between 10 and 20 is expected to fit most of the practical applications. Moreover, in the presented
FPGA implementation, B can be changed at run-time, as well as among subsequent PSDs, if required.
In a critical application, the Nios II can be programmed to calculate statistics like those that presented
in Figure 3 to detect optimal B values.

Literature reports errors around 4%–10% for ultrasound measurements [28]. The error reported in
this paper (Err% < 1% in Table 1) is not in conflict with literature, since it was obtained in simulation,
where most of the uncertainties present in real experiments are avoided [29]. On the other hand,
simulation results confirm that the proposed estimator achieves a better accuracy with respect to
peak estimator.

The presented FPGA architecture is suitable for the calculation of the 3 estimators without
reconfiguration, with low resource utilization, and with a mathematical SNR higher than 150 dB.
Moreover, with a 100 MHz clock frequency, more than 200 k PSD/s are calculated. This makes the
estimator suitable for a wide range of demanding applications, like biomedical real-time blood flow
investigations based on vector Doppler and plane waves [30], or analysis of industrial flow in large
pipes where thousands of depths per frame are used [4].
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Abstract: For non-contact bioelectrical acquisition, a new interference suppression method, named
‘noise neutralization method’, is proposed in this paper. Compared with the traditional capacitive
driven-right-leg method, the proposed method is characterized with that there is an optimal gain to
achieve the minimum interference output whatever for the electrode interface impedance mismatch
caused by body motion and is more effective for smaller reference electrode areas. The performance of
traditional capacitive driven-right-leg method is analyzed and the difficulty to suppress interference in
the case of the interface impedance mismatch is pointed out. Therefore, a noise neutralization method
is proposed by applying the reference electrode and a 50 Hz band-pass filter to obtain the interference
of the human body and adapting the gains to neutralize the interference inputs of two acquisition
electrodes and achieve the minimum interference output. The performance of the proposed method
is theoretically analyzed and verified by the experiment results, which shows that the proposed
method has similar performance to that of the traditional capacitive driven-right-leg method with
electrode interface impedance match, while has better interference suppression ability with electrode
interface impedance mismatch caused by body motion. It is suggested that the proposed method can
be preferred in the case of limited reference electrode area or interface impedance mismatch.

Keywords: interference suppression; non-contact electrode; impedance mismatch; driven-right-leg;
electrocardiogram; bioelectric acquisition

1. Introduction

It is well-known that, with the increasing demand for personal daily health monitoring, the study
of wearable bioelectrical acquisition equipment is becoming increasingly popular. The quality of
acquisition signals is the primary consideration, which is closely related to the condition of electrode
interface. Needle electrodes or skin abrasions are required in early bioelectrical acquisition techniques
in order to acquire high quality signals [1]. Nowadays, wet electrodes (i.e., Ag/AgCl electrodes) are
usually used to acquire high quality signals. However, wet electrodes may cause skin irritation and
allergic contact dermatitis [2–4], which leads to the difficulty for long-term bioelectricity acquisition.
Therefore, capacitive electrodes are often used in wearable bioelectrical acquisition equipment [5–12].
Sun et al. defined the capacitive electrode as three types, dry electrodes, insulated electrodes, and
non-contact electrodes [6]. Non-contact electrodes can measure surface potential through the clothes or
other dielectrics, which can overcome the limitation of traditional wet electrode. To acquire high quality
bioelectric signals by non-contact electrodes, various studies are carried out, involving electrode design
and the front-end design [1–3,5,6,11]. It is pointed out that non-contact electrodes are very susceptible
to power line common mode interference (CMI) due to the high impedance of electrodes [13–15], and
larger CMI will cause lower signal to noise ratio. Moreover, the body motion may lead to interface
impedance mismatch of the electrode, and part of CMI will be changed to pseudo difference mode
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components (PDMC) [6,16], this will degrade the signal quality further. Therefore, it is necessary to give
more attention to suppress CMI of wearable bioelectric devices to acquire high quality signal [17–20].

For CMI suppression, the driven-right-leg (DRL) method has been widely used to suppress CMI
by feeding back the reverse common mode signal from the front-end output to the driving electrode
on the subject (human body) [8,19,21–23]. Our group Ding et al. proposed an improved front-end
circuit with virtual DRL circuit and verified the design by three wearable ECG applications, portable
finger ECG measurement, palm ECG acquisition for cycling and chest ECG test under different motion
states [24]. Xu et al. proposed a front-end design to improve common mode rejection capability
by combining both the feed-forward method and the DRL method [25]. Sakuma et al. proposed a
circuit structure by connecting the driving electrode to the signal ground to suppress CMI [26]. For
non-contact bioelectrical acquisition, Lim et al. proposed a capacitive ECG recording system with
capacitive driven-right-leg (C-DRL) circuit integrated in the chair seat [15]. The C-DRL method is
a variant of DRL method and is often used to improve common mode rejection ratio (CMRR) of
non-contact bioelectrical acquisition, which is characterized with all electrodes contacting the body
with isolation or clothes [14,19]. For C-DRL or DRL method, large feedback gain is usually required
to obtain good suppression performance, this may destroy the stability of the front-end [21]. At the
same time, large area of driving electrodes is often used in C-DRL or DRL method, which presents a
difficulty of wearable device implementation [14,19,21].

On the other hand, PDMC is considered as part of motion artifacts. Serteyn et al. used an injection
signal to track the change of coupling capacitance, so as to estimate and reduce motion artifacts in ECG
measurement [27]. A three-axis accelerometer was used to record motion information for reducing
motion artifacts reduction [28]. Rodrigues et al. uses neural networks to reconstruct ECG signals
with severe motion artifacts [29]. The above methods are based on additional components or complex
algorithms, which are difficult to implement.

For non-contact bioelectrical acquisition of wearable devices, a new interference rejection method,
named noise neutralization method, is proposed in this paper. Compared with C-DRL or DRL method,
the proposed method can effectively reduce the area of the driving electrode, and has a stronger ability
to suppress interference CMI and PDMC with the electrode interface impedance mismatch caused by
body motion. Firstly, the performance of traditional capacitive driven-right-leg method is analyzed
and the difficulty to suppress interference in the case of the interface impedance mismatch is pointed
out. Secondly, the noise neutralization method is proposed to suppress interference CMI and PDMC
of non-contact electrodes and the performance is compared with that of C-DRL method. Finally, the
feasibility of the proposed method is further verified by wearable ECG acquisition device.

2. Methods and Models

2.1. Traditional Capacitive Driven-Right-Leg Model for Eliminating Common Mode Interference

Figure 1 is an equivalent circuit model of the dual-electrode bioelectric acquisition equipment for
CMI suppression with C-DRL method, where VP is the noise source of the power supply line, VCM

is the CMI of the organism relative to the earth, V’CM is the CMI of the organism relative to signal
ground, CP is the coupling capacitance between the power supply line and the organism, CB is the
coupling capacitance between the earth and the organism, CS is the coupling capacitance between the
earth and the signal ground, ZE1 and ZE2 are the interface impedances of the two acquisition electrodes,
ZE3 is the interface impedances of the driving electrode, ZA1 and ZA2 are the two equivalent input
impedances of the front-ends, VO1 and VO2 are the outputs of the front-ends, and k is the gain of the
inversion amplifier.
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Figure 1. Equivalent circuit model of the dual-electrode bioelectric acquisition equipment for CMI
suppression with C-DRL method.

According to Kirchhoff’s current law, V’CM, VO1 and VO2 can be expressed as

V′CM =

ZB+ZS
ZB

ZP
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1
ZP

+ 1
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+ 1−A
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+ 1
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(
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ZP
[

1
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+ 1−A
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+ 1−B
ZE2

+ 1
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(
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2 (A + B) − (k− 1) ZS
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)]VP, (3)

A =
ZA1ZB −ZE1ZS

ZA1ZB + ZE1ZB
, B =

ZA2ZB −ZE2ZS

ZA2ZB + ZE2ZB
, k < 0 (4)

when ZP, ZB, ZS, ZA1, ZA2, ZE1, and ZE2 are invariant, it can be concluded from (1) that V’CM can be
effectively decreased by reducing the interface impedance of the driving electrode (ZE3) and increasing
the gain of the inversion amplifier (|k|). However, too large a |k|may lead to the output saturation of
the inverted amplifier. When the value of |k| is greater than 100, the performance will not be improved
further [15]. Therefore, small ZE3 is usually used to reduce V’CM in practical applications. There are
several factors affecting the impedance of the coupling capacitance of the driving electrode. Generally,
increasing the coupling area of the driving electrode is the easiest way to reduce ZE3 and is widely
used [2,15,16,19]. However, large area of the driving electrode is not convenient to minimize the
wearable bioelectric acquisition equipment.

For the match of the electrode interface impedance, the output of differential amplifier ΔVO can
be written as

ΔVO = |VO1 −VO2| = 0 (5)

Considering the existence of interface impedance mismatch coefficient α between two electrodes,
ZE1 and ZE2 can be expressed as

ZE = ZE1 , ZE2 = (1 + α)ZE1, (6)
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and for the mismatch of the electrode interface impedance, PDMC ΔVO can be written as

ΔVO =

ZB+ZS
ZB

∣∣∣∣ ZA
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− ZA
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If the area ratio of the acquisition electrode to the driving electrode is β, the interface impedance
of the driving electrode satisfies

ZE3 = βZE, (8)

The analysis can be further simplified by

ZA = ZA1 = ZA2, (9)

ZE = ZE1 = ZE2, (10)

For the non-contact electrode based on cotton material, the electrode interface impedance can be
assumed as (11) [10].

ZE = 305 MΩ‖34 pF (11)

Considering the power line with the amplitude 220 V and the frequency 50 Hz, the following
relationship is reasonable [16,22].

ZP = 100ZB = 100ZS = 1.6 GΩ (12)

Generally, different front-end equivalent input impedances are required for different electrode
interfaces in order to acquire high quality signals. According to American Standards [30], the
relationship between the electrode interface impedance, the equivalent input impedance and the
coupled capacitor impedance can be expressed by (13) and (14),

ZA = 6.7ZE, (13)

ZB = 0.05ZE. (14)

and PDMC ΔVO of non-contact electrodes can be derived from (9)–(14).

ΔVO =
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7.7(7.7+α)

∣∣∣∣[
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5
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))]VP (15)

Figure 2 shows PDMC ΔVO as function of the impedance mismatch coefficient of two acquisition
electrodes with different areas of the driving electrode for C-DRL method, where the value of |k| is
100 according to the setting in reference [16]. It can be seen that ΔVO increases with the increase of
impedance mismatch coefficient α for constant β, decreases with the decrease of β for constant α, which
means large area of the driving electrode is expected and this will limit the miniaturization of the
wearable acquisition equipment.

Figure 3 shows PDMC ΔVO as functions of the gain of the inversion amplifier and the impedance
mismatch coefficient of two acquisition electrodes for C-DRL method, where the blue surface represents
the case of β being 1/30, the red surface represents the case of β being 1 and the yellow surface represents
the case of β being 20. It can be seen that ΔVO increases with the increase of the impedance mismatch
coefficient α for constant β and |k|, decreases with the increase of |k| in a certain range and is almost
unchanged for |k| larger than a certain value. ΔVO can be further suppressed by the decrease of β for
constant |k|, which agrees on the performance shown in Figure 3. Therefore, it is difficult for C-DRL
method to suppress CMI with small area of the driving electrode, especially under the situation of
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the impedance mismatch of two acquisition electrodes. Therefore, a noise neutralization method is
proposed to solve above difficulties.

V

Figure 2. PDMC ΔVO as function of the impedance mismatch coefficient of two acquisition electrodes
with different areas of the driving electrode for C-DRL method, where the value of |k| is 100 according
to the setting in [16]. It increases with the increase of the impedance mismatch coefficient α for constant
β and |k|. PDMC can be further suppressed by the decrease of β for constant |k|.

Figure 3. PDMC ΔVO as functions of the gain of the inversion amplifier and the impedance mismatch
coefficient of two acquisition electrodes for C-DRL method. It increases with the increase of the
impedance mismatch coefficient α for constant β and |k|, decreases with the increase of |k| in a certain
range and is almost unchanged for |k| larger than a certain value. PDMC can also be further suppressed
by the decrease of β for constant |k|.

2.2. Noise Neutralization Method to Eliminate Common Mode Interference Model

Schematic diagram of the dual-electrode bioelectric acquisition equipment for CMI suppression
with the proposed noise neutralization method is shown in Figure 4, including two acquisition
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electrodes (ZE1 and ZE2 are the interface impedances) and corresponding front-ends A1 and A2 (ZA1

and ZA2 are the equivalent input impedances), a reference electrode (ZE3 is the interface impedance),
and corresponding front-end A3 (ZA3 is the equivalent input impedance) and processing circuits. The
processing circuits include a 50 Hz band-pass filter, two variable gain amplifiers (k1 and k2 are the
gains), a micro control unit (MCU), an analog to digital converter (ADC), and a differential amplifier.
In addition, the parameters explanations (VP, VCM, V’CM, CP, CB, and CS) are the same with that in
Figure 1. The dotted line area is the neutral part, which uses the reference electrode and a 50 Hz
band-pass filter to obtain the CMI of the human body and adapts the gains k1 and k2 to vary the
CMI amplitude to the input ends of the differential amplifier in order to neutralize the CMI from two
acquisition electrodes and achieve the minimum CMI output of the differential amplifier. It should be
noted that the signal from the acquisition electrode will be attenuated by two cascading resistors ZM

and ZN. Small attenuation requires large ratio of ZN to ZM. In the following analysis, the ratio of ZN to
ZM is set as 9.
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Figure 4. Schematic diagram of the dual-electrode bioelectric acquisition equipment for CMI suppression
with the proposed noise neutralization method.

Figure 5 is the equivalent circuit model of the proposed neutralization method.
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Figure 5. Equivalent circuit model of the dual-electrode bioelectric acquisition equipment for CMI
suppression with the proposed noise neutralization method.
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According to Kirchhoff’s current law, the CMI of the organism relative to signal ground V’CM,
and the outputs of the front-ends VOA and VOB can be expressed as

V′CM =
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(19)

As can be seen from (17)–(19), the common component of VOA and VOB can be reduced to 0 by
adjusting the gains k1 and k2 to optimal values, and the CMI will be suppressed fully. The optimal k1

and k2 can be expressed as koptimal-1 and koptimal-2 by (20) and (21).

koptimal-1 = −ZN1

ZM1

ZA1(ZA3 + ZE3)

ZA3(ZA1 + ZE1)
, (20)

koptimal-2 = −ZN2

ZM2

ZA2(ZA3 + ZE3)

ZA3(ZA2 + ZE2)
, (21)

Under the situation that the neutralizing resistances ZN1, ZN2, ZM1, ZM2 and the equivalent input
impedances ZA1, ZA2, ZA3 are definite values, koptimal-1 and koptimal-2 are only related to ZE1, ZE2, and
ZE3 according to (20) and (21). The PDMC output of the differential amplifier can be expressed as (22),
which shows that ΔVO is related to the impedance mismatch coefficient α of the electrode interface, the
area ratio β of the acquisition electrode to the reference electrode, and the gain difference |Δk|. It should
be noted that there is an optimal Δk, defined Δkoptimal, can still make ΔVO be equal to 0 even if k1 and
k2 cannot satisfy (20) and (21).
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∣∣∣∣∣∣∣∣VP, Δk = k1 − k2 (22)

The performance comparison between C-DRL method and proposed noise neutralization method
is shown in Figure 6, where the blue surface represents C-DRL method with β being 1 (the area of
the acquisition electrode is the same to that of the driving electrode), and the red surface represents
the proposed method with β being 1, the violet surface represents C-DRL method with β being 1/30
(the area of driving electrode is 30 times of the area of acquisition electrode) and the yellow surface
represents the proposed method with β being 20 (the area of acquisition electrode is 20 times of the
area of reference electrode). Considering k less than 0, |k| and |Δk| have been replaced by −k and Δk
respectively to unify the coordinate axes of the chart.

When the impedance mismatch coefficient α exists, Δk in a certain range of the proposed method
can obtain a smaller PDMC than that of C-DRL method. Even at the case of β being 1/30 for C-DRL
method and β being 1 for proposed method, this conclusion can still be reached. Moreover, for the
proposed method, the range of Δk can be larger for β being 20 than that for β being 1, which means the
proposed method is more effective than that of the C-DRL method, especially for small area of the
reference electrode.
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Figure 6. The performance comparison between C-DRL method and the proposed noise neutralization
method, where the red and yellow surfaces represent the proposed method with β being 1 and 20,
respectively. The blue and violet surfaces represent the C-DRL method with β being 1 and 1/30,
respectively. When the impedance mismatch coefficient α exists, Δk in a certain range of the proposed
method can obtain a smaller PDMC than that of C-DRL method and there always exists a certain
smaller optimal gain to minimize PDMC. Theoretically, under the same conditions, the proposed
method has better PDMC suppression with a larger β (smaller reference electrode area) and a smaller
gain (compared with the typical driving gain of C-DRL method).

3. Experiments

The circuit system for the proposed neutralization method is implemented with two-board
components, as shown in Figure 7, where the left side is the acquisition motherboard and the right side
is the noise neutralization board. In the acquisition motherboard, the front-end is designed according
to the proposed structure in reference [31], the integrated analog to digital converter ADS1298 with
24-bit resolution is selected as the differential amplifier, and the microcontroller MSP430F5528 is used
to sample the data from ADS1298 and transform the data thorough the series port to the application
in the computer. In the noise neutralization board, the ratio of ZN to ZM is set as 2 (ZN being10 kΩ
and ZM being 5.1 kΩ) for easy resistance selection and the programmable resistor MAX5496 (10 kΩ,
1024 taps) is used to obtain high precision gain to meet the requirement of koptimal. It should be noted
that the method for searching the optimal value adopted in this paper is dichotomy, which has three
main steps. In the first step, the initial values of k1 and k2 are set respectively by controlling the taps
of variable programmable resistors and the initial amplitudes of VOA and VOB are measured by the
channel 2 and channel 3 of ADS1298, as shown in Figure 7. In the second step, the values of k1 and k2

are set to the median of the initial ranges and the amplitudes of VOA and VOB are measured again. In
the third step, the values of k1 and k2 are reset according to the amplitudes of VOA and VOB measured
in the previous two steps. These three steps will be repeated until the amplitudes of VOA and VOB

are minimized. Applying the method, koptimal can be approximated and the amplitude of ΔVO can be
reduced effectively.
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(a) (b) 

Figure 7. Circuit system for the proposed neutralization method, (a) the acquisition motherboard, (b)
the noise neutralization board.

Figure 8 is the comparison of the frequency response characteristics between the acquisition
system with C-DRL method and the acquisition system with the proposed method. They have similar
frequency response characteristics for using the same configuration of the acquisition front-end.

Figure 8. Comparison of the frequency response between the acquisition system with C-DRL method
and the acquisition system with proposed method.

CMRR performance comparison between C-DRL method and the proposed method under
different simulated impedance mismatch is shown in Table 1, where two input signals with same phase
and different amplitude are used to simulate the electrode interface impedance mismatch. For α being
0, CMRRs for two methods are both about 90 dB. For α being 20%, CMRR for the proposed method can
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also achieve 90 dB by adjusting the gains k1 and k2 to optimal values, which means that the proposed
method can suppress PDMC caused by the electrode mismatch effectively. However, for α being 20%,
CMRR for C-DRL method is only 14.4 dB with the lack of feedback and may be improved with the
closed-loop feedback. Therefore, the experiments with C-DRL method and the proposed neutralization
method for human body ECG acquisition are carried out for further performance comparison.

Table 1. CMRR comparison of circuits using proposed method and C-DRL method.

Simulation of Electrode
Mismatch

Input Signal Amplitude
of Electrode 1

CMRR

C-DRL Method Proposed Method

α = 0 P: 500 mV
N: 500 mV 91.45 dB 90.36 dB

α = 20% P: 500 mV
N: 400 mV 14.40 dB 2 90.22 dB

1 The frequency of all input signal is 50 Hz. For the proposed method, the input signal amplitude of the reference
electrode R is always 500 mV. 2 Due to the lack of negative feedback, this simulation value is lower than the actual
value of C-DRL method.

Figure 9 shows the devices and bandage electrodes for simultaneously human ECG acquisition
with the C-DRL method and the proposed method. The blue marks the device and the electrodes
with C-DRL method, and the red marks the device and the electrodes with the proposed method. The
driving electrode D of C-DRL method and the reference electrode R of the proposed method have
the same area and the dimensions are 3 × 4 cm. The areas of the acquisition electrodes P and N are
designed according to the experiment requirements.

 
Figure 9. Devices and bandage electrodes for human body ECG acquisition using the C-DRL method
and the proposed method.

When two acquisition devices are used to acquire ECG signal from human body at the same time,
CMI coupled on human body may be reduced by C-DRL method, thus affecting the performance of the
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proposed method. Therefore, two devices are used to acquire ECG signal at the same chest position
independently. For C-DRL method, the value of k is −100. For the proposed method, the band-pass
filter is designed with the center frequency being 50 Hz, the gain at the center frequency being 0 dB,
and the quality factor being 5. The human test subject is the volunteer from our group, one male
student aged 25 without known cardiac pathology.

Under static condition, the independent measurement results of human chest ECG acquisition
with interface impedance match (α = 0, the areas of electrodes P and N are both 3 × 4 cm) are shown in
Figure 10 for two methods, where both the original signal and the ECG signal processed with 50 Hz
digital notch filter from the original signal are given, showing that both two methods can obtain high
quality ECG signals independently.

Figure 10. Independent measurement results of human chest ECG acquisition with interface impedance
match under static condition, (a) time-domain waveform of original signal, (b) ECG signal of C-DRL
method processed by software notch, (c) ECG signal of proposed method processed by software notch.

Subsequently, the independent measurement results of human chest ECG acquisition with interface
impedance mismatch are carried out by using the insulated plastic to stem and reduce the area of
electrode N artificially and simulate the impedance mismatch (α = 20%, the area of electrode P is 3 × 4
cm and the area of electrode N is about 3 × 3.2 cm), as shown in Figure 11, where the original signal
amplitude of the C-DRL method is about 406 mV, while that of the proposed method is about 276 mV.

According to the results of Figures 10 and 11, the proposed method has similar performance to
that of C-DRL method with electrode interface impedance match, while has better PDMC suppression
ability than that of C-DRL method with electrode interface impedance mismatch.

Furthermore, in order to compare the performance of two methods at the same time, two devices
are used to acquire ECG signal at the same time as shown in Figure 9. Similar to the steps of independent
measurement mentioned above, under static condition, the simultaneous measurement results of
human chest ECG acquisition with interface impedance match (α = 0, the areas of electrode P and
electrode N is are both 3 × 4 cm) are shown in Figure 12 and the simultaneous measurement results of
human chest ECG acquisition with interface impedance mismatch (α = 20%, simulated, the area of
electrode P is 3 × 4 cm and the area of electrode N is about 3 × 3.2 cm) are shown in Figure 13.
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Figure 11. Independent measurement results of human chest ECG acquisition with interface impedance
mismatch under static condition, (a) time-domain waveform of original signal, (b) ECG signal of
C-DRL method processed by software notch, (c) ECG signal of the proposed method processed by
software notch.

Figure 12. Simultaneous measurement results of human chest ECG acquisition with interface impedance
match under static condition, (a) time-domain waveform of original signal, (b) ECG signal processed
by software notch.
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Figure 13. Simultaneous measurement results of human chest ECG acquisition with interface impedance
mismatch under static condition, (a) time-domain waveform of original signal, (b) ECG signal processed
by software notch.

According to the results of Figure 12, it can be concluded that the proposed method has similar
performance to that of the C-DRL method with electrode interface impedance match. As shown in
Figure 13, the original signal amplitude of the C-DRL method is about 405 mV, while the original signal
amplitude of the proposed method is about 249 mV, which shows the proposed method has better
PDMC suppression performance in the case of electrode interface impedance mismatch.

When the areas of electrodes P and N are the same, ECG measurements of the two devices at the
same time with small amplitude swing of upper limb are shown in Figure 14, where the performances
of two methods are alike for similar amplitudes of two original signals.

Figure 14. Simultaneous measurement results of human chest ECG acquisition with small amplitude
swing of upper limb, (a) time-domain waveform of original signal, (b) ECG signal processed by
software notch.
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In order to clearly observe the electrode interface impedance mismatch caused by body motion,
the upper limb stays still first, then rotates to one side substantially, and then stays still again. The
simultaneous measurement results are shown in Figure 15, where two methods can both acquire clear
ECG signals for the upper limb being still and the performances of two methods are degraded by
the upper limb rotation. This can be explained in that the upper limb rotation leads to the electrode
interface impedance mismatch, which causes the increase of PDMC. For C-DRL method, the amplitude
of the original signal is about 157.5 mV before the upper limb rotation, and is about 838 mV after the
upper limb rotation. For the proposed method, the amplitude of the original signal is about 190.4 mV
before the upper limb rotation, and is about 530.1 mV after the upper limb rotation. The upper limb
rotation causes 12.7 dB interference increase for C-DRL method, and about 5.0 dB interference increase
for the proposed method, which also shows that the proposed method has better PDMC suppression
ability in the case of the electrode interface impedance mismatch.

Figure 15. Simultaneous measurement results of human chest ECG acquisition for the process of the
upper being still, rotating to one side substantially and being still again, (a) time-domain waveform of
original signal, (b) ECG signal processed by software notch.

4. Discussion and Conclusions

For non-contact bioelectrical acquisition, a new interference suppression method, named ‘noise
neutralization method’, is proposed in this paper. Compared with C-DRL or DRL method, the
proposed method can effectively reduce the area of the driving electrode, and has a stronger ability to
suppress interference, especially for the situation of electrode interface impedance mismatch caused by
body motion.

Firstly, the performance of C-DRL method for non-contact acquisition is analyzed using the
equivalent circuit model, which shows that interference suppression degrades with the decrease of the
gain of the inversion amplifier and the area of driving electrode in the case of the interface impedance
mismatch of the acquisition electrode. Therefore, a noise neutralization method is proposed to suppress
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CMI and PDMC for non-contact bioelectrical acquisition by applying the reference electrode and a 50
Hz band-pass filter to obtain the CMI of the human body and adapting the gain k1 and k2 to neutralize
the CMI input of two acquisition electrodes and achieve the minimum CMI output. The proposed
method is characterized with that there is an optimal gain to achieve the minimum interference output
whatever for the electrode interface impedance mismatch and is more effective for the smaller reference
electrode area.

Subsequently, non-contact ECG acquisition devices based on C-DRL method and proposed
method are designed to verify the performance of the proposed method. From the experiment results,
it can be concluded that the proposed method has similar performance to that of the C-DRL method
with electrode interface impedance match, while it has better PDMC suppression ability using a smaller
reference electrode area and a smaller gain. This is the outstanding characterization of the proposed
method. In general, the proposed method is an effective method to suppress interference CMI and
PDMC under the situation of limited electrode area and unavoidable body motion.

It should be noted that the optimization method for adapting the gains k1 and k2 to optimal
values is dichotomous in this paper, it is an effective method but its adapting time is not enough
fast to suppress PDMC caused by strong body motion. Moreover, the variable gain amplifier with
high programmable precision is required to obtain the optimal k, which may create complexity of the
circuit structure.

In the future, a more effective adapting method will be studied to reduce the adapting time and
the circuit structure will be improved for wearable applications.
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ADC Analog to digital converter
Ag/AgCl Silver/silver chloride
C-DRL Capacitive driven-right-leg
CMI Common mode interference
CMRR Common mode rejection ratio
DRL Driven-right-leg
ECG Electrocardiography
MCU Micro control unit
PDMC Pseudo difference mode components
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Abstract: Applying the data encryption method used in conventional personal computers (PC) to
wireless communication devices such as IoT is not trivial. Because IoT equipment is extremely slow
in transferring data and has a small hardware area compared with PCs, it is difficult to transfer large
data and perform complicated operations. In particular, it is difficult to apply the RSA encryption
method to wireless communication devices because it guarantees the stability of data encryption
because it is difficult to factor extremely large prime numbers. Furthermore, it has become even
more difficult to apply the RSA encryption method to IoT devices as a paper recently published
indicated that it enables rapid fractional decomposition when using RSA encryption with a prime
number generated through several pseudo-random number generators. To compensate for the
disadvantages of RSA encryption, we propose a method that significantly reduces the encryption
key using a true prime random number generator (TPRNG), which generates a prime number that
cannot be predicted through bio-signals, and a disposable RSA encryption key. TPRNG has been
verified by the National Institute of Standards and Technology. The NIST test and an RSA algorithm
are implemented through Verilog.

Keywords: RSA; bio-signal; TRNG; data encryption; IoT; wireless communication

1. Introduction

The 4th Industrial Revolution is the convergence of information and communications.
Data resulting from the 3rd Industrial Revolution are shared among devices through wireless
communication and then used and processed for various purposes. A representative technology
of the 4th Industrial Revolution is the Internet of Things (IoT). IoT is an infrastructure that enables the
communication of objects by information exchange. It can control home devices in certain areas and
display all information pertaining to the present situation in real time through a video device such as a
camera. As such, human life has become more convenient; however, IoT devices do not guarantee
personal privacy when exchanging data through wireless communication. Therefore, data encryption
is required during data exchange.

Generally, the data encryption method is divided into symmetric and asymmetric key encryptions.
The symmetric key encryption method uses the same secret key for encryption and decryption between
the transmitting and receiving sides. To prevent the secret key from being leaked in advance, it must
be transmitted through a secure transmission method such as a secret communication network or a
direct transmission. The Advanced Encryption Standard (AES) [1] and Data Encryption Standard
(DES) [2] are typical symmetric key encryption methods. The symmetric key cryptosystem affords
fast encryption and decryption rates, but the data cannot be safely protected even if one of the two
sides of the transmitter side is leaked. In addition, the symmetric key cryptosystem is inefficient in
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many-to-many communication methods such as IoT because the key of each device must be separately
generated when a large number of devices is connected [3].

Asymmetric key cryptography or public key cryptography uses different keys for encryption
and decryption. The key for encryption is called the public key, and it can be easily used by anyone.
The secret key for decryption is kept in a safe place, accessible only by the receiving end that receives
the encrypted data. Even if encrypted data are acquired, it is extremely difficult to decrypt them if
the private key is not known. Typical asymmetric key cryptosystems are RSA [4] and ECC [5]. In an
embedded system such as IoT, power must be used efficiently. The RSA encryption method used in
conventional PCs cannot cope with the memory space and power consumption for calculation, as it
uses an extremely large key. Therefore, although the ECC encryption method has been developed,
the computation process is highly complicated, and it is limited to algorithm expansion because it is
developed to use only elliptic curves.

Generally, IoT primarily uses the ZigBee [6] or WiFi [7] communication method; similar
to most wireless communication methods, security problems exist in ZigBee communication.
High-performance wireless communication methods such as WiFi solve this problem through a
high-level encryption process; however, it is difficult to apply high-level encryption technology to
ZigBee because of the lack of performance of the terminal itself. The existing ZigBee communication
uses the AES-CCM [8] method for data encryption; however, the AES-CCM method does not guarantee
confidentiality if the key is leaked even if by only one device through the key transmission process or
various methods.

In the one-to-one communication method, the asymmetric key encryption method is primarily
used, and in the one-to-many or many-to-many communication method, the symmetric key encryption
method is effective. Therefore, the asymmetric key encryption method is effective in IoT equipment,
which is a communication method. However, it is difficult to apply RSA encryption to wireless
communication or small devices because it requires an extremely large encryption key for security.

Hence, the existing encryption methods used in PCs are not suitable to be used in devices that
exchange data in real time. Further, because information regarding temperature, time, etc., does not
require high security, it is inefficient to use the existing encryption method as it is. To secure the security
of the existing RSA encryption, a key size of 2048 bits is generally required. Transmission of 2048
bits through wireless communication such as ZigBee consumes considerable power, and arithmetic
computation with such a large bit number is expensive. Therefore, it is impossible to use the existing
RSA’s 2048 bit key. In addition, memory is required to store the 2048 bit private key, and preparation
for various side attacks is required because it has a memory to save the key.

We herein propose a feasible cryptosystem for situations where extremely high security is not
required but real-time encrypted data must be exchanged. It introduces a new encryption mechanism
based on the RSA algorithm with a small key and a true prime random number generator for discarding
and regenerating keys in real time.

2. RSA Overview

The RSA algorithm was first used to implement the concept of public key cryptography and has
been widely used because it is easier to understand and implement than other public key algorithms.
However, the RSA algorithm is computationally intensive with very large integer numbers. Strong
primes are required for RSA security. Thus, additional cost is indispensable for generating strong
primes in RSA [9]. The RSA key generation formula is defined as follows:
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Random prime number select = p, q (p �= q)

n = p × q

ϕ(N) = (p − 1)(q − 1)

(ϕ(N), e) = 1 < e < ϕ(N)

Calculate d → e × d mod ϕ(N) = 1

(1)

For encryption, e is made available to anyone. Furthermore, d for decryption is disclosed only to
users requiring decryption. Therefore, e may be leaked, but d should not be leaked. P is the original
message, and C is the encrypted message. The process of encrypting and decrypting data is defined
as follows:

C = Pe mod n

P = Cd mod n
(2)

The first step of the RSA algorithm is to generate two prime numbers, p and q, through a random
number generator. The values of p and q should be generated as unpredictable random numbers of
different values. The generated p and q are used to calculate ϕ(N) and n, respectively. Furthermore,
ϕ(N) is used to calculate e. e is used for text encryption, and d can be obtained via e. d is used to
decrypt the encrypted text and must be kept secure such that only the user can view it. If d is leaked,
the RSA algorithm is completely broken.

3. True Prime Random Number Generator

A prime number generator using a pseudo random number generator (PRNG) causes a fatal
defect in RSA security. Recently, a method for quickly obtaining the private key of the RSA algorithm
using PRNG has been reported [10]. Therefore, to maintain RSA security, an unpredictable true random
prime number generator (TRPNG) is required. A TRNG with high entropy is required to generate
random numbers that cannot be predicted. In this study, we use TRNG based on Linear-feedback
shift register (LFSR) using bio-signals [11]. Photoplethysmogram (PPG) sensors [12], which are built
into most wearable devices, measure values by capturing changes in the arterial perfusion rate of
light as the arterial blood flow varies with each heartbeat. The PPG sensor suffers from noise due to
physical and environmental factors such as light entering from the outside when moving a finger or
arm. However, this disadvantage is an advantage when implementing the TRNG. This is because
the value is changed every time according to the fine movement of the person or the surrounding
environment, which cannot be predicted.

We use the most representative 16 bit LFSR of the PRNG because PPG data alone cannot generate
the same ratio of zero and one, which are the most important factors in generating random numbers.
The fact that zero and one are equal implies that the maximum length sequence of the generated bits
is output, and the polynomial is set to x16 + x15 + x13 + x14 + 1 [13]. In this study, we use the initial
seed value as a physical source obtained from the PPG sensor because the LFSR requires an initial seed
value for random number generation. Because the physical sources that can be obtained from PPG
sensors are generally processed in wearable devices, no additional processing is required. When the 16
bit LFSR outputs the initial seed value and 65,535 random numbers, which is the maximum length
sequence of 16 bits, a problem arises in that the random number of the same pattern is repeated,
as shown in Figure 1. Hence, a new polynomial is added. An XOR gate is added, as shown in Figure 2,
to perform the XOR operation with the physical source value of the PPG sensor, in which the random
number generated in the LFSR cannot be predicted.
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Figure 1. Conventional LFSR random number pattern.

Figure 2. Proposed true prime number generator block diagram.

To use the random numbers generated by the TRNG as the p and q values of the RSA algorithm,
a discriminator is required to determine the prime number. Because a discriminator through the
factorial decomposition requires considerable time and hardware area to discriminate the prime
numbers, the random numbers generated from the TRNG are compared with the decimal values
stored as the parameter values to be determined as a prime number. If the random number generated
by the TRNG is equal to the decimal value stored in the parameter, it is determined to be a prime
number, and the output random prime is p, q in the RSA algorithm. The reason for using unpredictable
prime numbers as p and q values is that the prime factorization algorithm from a recently published
paper [10] cannot be applied.

4. Proposed RSA

The RSA algorithm requires a key of 2048 bits or more to guarantee security. The encryption
algorithm using such a large key size is not suitable for use in wireless communication devices, small
devices, or places requiring fast data processing. Therefore, the RSA algorithm is not used in IoT
devices or cell phones, which constantly exchange data and are being miniaturized increasingly.
AES encryption, a symmetric key encryption method, affords an extremely fast processing speed and a
small hardware area for encrypting and decrypting data; however, it is inefficient in one-to-many or
many-to-many communications. Further, even if one device key is leaked, the security of all devices
cannot be maintained. The use of symmetric keys is risky because IoT devices communicate with
many other devices. ECC exploits the idea that it takes a long time to find a discrete log of a random
elliptic curve for a particular known point [5]. As shown in Table 1 [14], ECC encryption can provide a
similar level of security while using a key with a much shorter length than that of the RSA. However,
the elliptic curve is complicated and expensive to operate.
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Table 1. Key size on equivalent strength between RSA and ECC.

Time to Break in MIPS Years RSA Key Size ECC KEY Size RSA Key Size Ratio

104 512 106 5:1

108 768 132 6:1

1011 1024 160 7:1

1020 2048 210 10:1

1078 21,000 600 35:1

As shown in Figure 3, the existing RSA encryption is primarily classified into three processing
modules. First, the key generator module receives a 1024 bit pseudo-random number and generates
both a private and public key. The second storage module is a memory that holds a 2048 bit private
key. It is highly vulnerable to side attacks because it stores a 2048 bit key in memory continuously.
If the side attack is successful, the security of the RSA encryption algorithm is lost regardless of the
encryption key size. Next, the security module uses 2048 bit private and public keys to encrypt
data. The algorithm for encrypting and decrypting through the 2048 bit key requires extremely large
hardware, which is virtually impossible to implement. In addition, it is difficult to exchange 2048 bit
private and public keys through wireless communication.

Figure 3. Conventional RSA block diagram.

To solve the problem of the conventional RSA, we herein propose a new RSA mechanism, as shown
in Figure 4. The proposed RSA mechanism obtains two 16 bit random prime numbers in the TPRNG
using unpredictable PPG data. The next two 16 bit prime numbers p and q are used to generate
32 bit public and private keys. When both a public and private key are generated, the public key
(e, n) is distributed to the device requiring encryption and the plain text is encrypted. Encrypted
cipher text is sent where data are required and decrypted via private key (d). When all the steps
from key generation to decryption are completed, the prime number, public key, and private key are
immediately destroyed and then regenerated. The RSA contains a key that is much smaller than the
key used by the RSA, which can be deciphered at a much faster rate than the existing 2048 bit key;
however, it can be estimated by constantly regenerating the key. In addition, real-time transmission is
possible when transmitting key and encrypted data through wireless communication because it has
extremely small keys. In terms of hardware design for encryption and decryption, the side attack does
not apply because of the destruction and regeneration through the process, rather than maintaining
the key in memory constantly.
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Figure 4. Proposed RSA encryption mechanism.

5. Implementation

For the proposed hardware design, we used the Verilog HDL, FPGA in Zynq UltraScale+,
xczu6cg-ffvb1156-2 device. This design was synthesized and implemented using the Vivado
design suite provided by Xilinx. NIST SP 800-22 was used to evaluate the randomness of the
implemented TRNG.

5.1. TPRNG

An unpredictable random number can be generated as shown in Figure 5 by performing an XOR
operation with the random number generated in the conventional LFSR and the physical source value
of the PPG sensor, as shown in Figure 1. The proposed random number generator is verified by all
passing the NIST test suite [15], as shown in Table 2. As explained in Section 3, to implement TPRNG,
the random numbers generated through the TRNG are compared with the numbers stored in the
parameters and then output as a decimal number. If the number of decimals stored as the parameter
value is extremely small, the decimal number is assessed whether it is real time. Thus, a decimal value
of 1000 or less is not stored as the parameter value. The TPRNG has an extremely small hardware area,
as shown in Table 3.
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Figure 5. Random number pattern generated in true random number generator.

Table 2. NIST test suite result. P: pass, F: fail.

Parameters Conventional Proposed

Frequency P P

Block Frequency P P

Cumulative Sums F P

Runs F P

Longest Run F P

Non-Overlapping Template F P

Overlapping Template F P

Approximate Entropy F P

Random Excursions F P

Random Excursions Variant F P

Serial F P

Linear Complexity P P

Table 3. True prime random number generator (TPRNG) resource usage.

Site Type Used Available

LUTs 188 214,604

Registers 86 429,208

BRAM 0 714

DSP 0 1973

5.2. RSA

We herein propose an RSA system architecture, as shown in Figure 4. The two prime numbers
generated by the TPRNG are p, q with the RSA. The private key (d) and public key (e) are computed
using the p and q values, respectively. Data are encrypted and decrypted through the generated e and
d, respectively. Once all the encryption and decryption processes have been completed through e and
d, the TPRNG is used to regenerate the key by inputting new p and q values. When the RSA algorithm
is implemented in hardware, the hardware area increases exponentially, as shown in Figure 6, as the
number of bits increases. The elements used for each bit are as shown in Table 4. Therefore, a 32 bit
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RSA encryption is suitable for IoT devices requiring small hardware area and low power. The RSA
encryption module implemented in hardware is shown in Figure 7 [16–18]. The p, q values and plain
text are input in the decryption module, and the keys (n, e, d) are generated according to the RSA
algorithm. The 1542 value of the plain text according to the RSA encryption formula C = Pe mod n
is encrypted to the 8,135,351 value cipher text. The decryption module implemented in hardware is
shown in Figure 8. Cipher text is transmitted to the input of the decryption module and decrypted to
the 1542 value plain text through the 3,849,029 value private key (d) according to the RSA decryption
formula P = Cd mod n. Once the decryption is completed, the encryption and decryption keys
are discarded.

Table 4. RSA implementation size by each bit.

32 bit 64 bit 128 bit 256 bit

LUTs 6367 25,139 100,375 412,391

Registers 301 741 2234 5310

DSP 13 44 148 964

Figure 6. RSA size by bit length.
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Figure 7. Encryption simulation results.

Figure 8. Decryption simulation results.

6. Conclusions

We herein proposed a new RSA mechanism applicable to small wireless communications devices
such as IoT. Conventional RSA algorithms use a very large key size, which requires large hardware
areas and expensive arithmetic calculations. For this reason, a traditional RSA encryption is not suitable
for devices used in IoT environments. The proposed RSA encryption mechanism has an extremely
small key, but compensates for the problem of small encryption keys by continuously changing the
key using an unexpected random number. Furthermore, side attack problems do not occur because the
key does not remain in memory continuously. The proposed method is highly suitable for IoT devices
that use many-to-many communications, as it does not suffer from problems in existing public key
encryptions, which hinder data encryption. Further, as the information exchanged between IoT devices
does not require high security, this method is feasible in that data are decrypted quickly with little
hardware. The RSA mechanism proposed in this paper exploits the randomness of the bio-signals with
a very small number of keys (e.g., 16 bits) for power and area efficiency in RSA encryption. For this
reason, the proposed method may not be sufficient for environments that require an extremely high
level of encryption. Future work will evolve into research that increases area and power efficiency
even with greater key size. This method is applicable to cases where data must be transmitted and
received quickly in real time, e.g., an unmanned vehicle.
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Abstract: In this paper, we report on an in-house developed electronic nose (E-nose) for use with
breath analysis. The unit consists of an array of 10 micro-electro-mechanical systems (MEMS) metal
oxide (MOX) gas sensors produced by seven manufacturers. Breath sampling of end-tidal breath is
achieved using a heated sample tube, capable of monitoring sampling-related parameters, such as
carbon dioxide (CO2), humidity, and temperature. A simple mobile app was developed to receive
real-time data from the device, using Wi-Fi communication. The system has been tested using
chemical standards and exhaled breath samples from healthy volunteers, before and after taking a
peppermint capsule. Results from chemical testing indicate that we can separate chemical standards
(acetone, isopropanol and 1-propanol) and different concentrations of isobutylene. The analysis of
exhaled breath samples demonstrate that we can distinguish between pre- and post-consumption
of peppermint capsules; area under the curve (AUC): 0.81, sensitivity: 0.83 (0.59–0.96), specificity:
0.72 (0.47–0.90), p-value: <0.001. The functionality of the developed device has been demonstrated
with the testing of chemical standards and a simplified breath study using peppermint capsules. It is
our intention to deploy this system in a UK hospital in an upcoming breath research study.

Keywords: breath analysis; electronic nose (E-nose); Internet-of-Things (IoT)

1. Introduction

The diagnostic potential of breath was first utilised by ancient Greek physicians who understood
that distinct odours and aromas could be related to specific diseases [1]. In recent years, applications of
breath analysis have focused on the non-invasive detection of volatile organic compounds (VOCs),
using different technological platforms. It has been suggested that there are over 3000 VOCs in
human breath that are a combination of by-products of normal metabolic activity and, in some cases,
specifically associated with a disease [2]. Changes in VOC composition or concentrations serve as
potential biomarkers for the detection and monitoring of disease, such as chronic obstructive pulmonary
disease (COPD) [3], colorectal cancer [4], and many more [5]. Gas chromatography-mass spectrometry
(GC-MS) is generally considered the “gold standard” for breath research and is the most commonly
used technique [6]. GC-MS is considered an offline method because samples need to be collected
(and potentially stored) onto, for example, thermal desorption (TD) tubes or sampling bags, prior
to analysis. Other commonly used technologies include proton-transfer-reaction mass-spectrometry
(PTR-MS) and selected-ion flow tube mass spectrometry (SIFT-MS) [5]. These technologies are on-line
methods (suitable for real-time analysis) and have been used for both disease diagnosis studies [7] and
monitoring pharmacokinetics effects [8]. Although these analytical platforms are highly reproducible
and accurate, they are very expensive, time-consuming, and lack portability.

To fully utilise the diagnostic potential of exhaled breath, Hunter and Dweik [9] argued that its
application must be extended beyond laboratories and pilot studies to standard clinical practice and at
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home. The latter requires a compact, personal and portable diagnostic device, capable of sampling
and analysing the breath of an individual at any time or place. The authors referred to this as a
“smart breath healthy diagnostic system” (SBHDS). Since this concept was first proposed in 2008, the
technological revolution of Internet-of-things (IoT) has invigorated the demand for smarter sensor
solutions. This also applies to the medical and healthcare domain (so-called IoMT: internet of medical
things), which seeks to integrate medical devices into IoT networks. Personalised tools for health
monitoring could reduce the overall costs of care and bring numerous benefits to health professionals
and patients [10]. Utilising the computing power of smartphones, these sensor systems could analyse
and transmit collected data from a patient to a hospital cloud computing-based framework. We believe
that personalised breath analysis devices for non-invasive diagnosis and/or monitoring of disease have
potential for integration into this future IoMT-framework. However, the currently used technologies
are unable to fulfil the requirements of such a device.

While no single VOC analysis technology can provide the complete diagnosis of an individual, the
electronic nose (E-nose) could be considered a good option as it has significant advantages. These include
low-cost, low-power (compared to GC-MS), user-friendliness, and portability. An ‘E-nose’ describes
an instrument consisting of an array of cross-reactive gas sensors, coupled with pattern recognition
software. It relies on each sensor in the array being different and therefore its response to an odour
being unique within the array. The pattern recognition software then learns the sensor responses
associated with a specific odour source [11]. This operating principle attempts to mimic the function
of biological olfactory receptors by detecting a complex pattern, instead of measuring the individual
constituents of a mixture. Gas sensors suitable for E-noses can be broadly divided into four main types,
namely resistive, catalytic, optical, and electrochemical [12]. Resistive gas sensors are often based on
semiconductor metal oxides that have been widely used for E-noses, due to their fast response/recovery
time, low-cost, and sensitivity to a wide range of target gases [13]. In recent years, the application of
micro-electro-mechanical systems (MEMS) technology has allowed metal oxide (MOX) gas sensors to
dramatically reduce in size and power consumption. Mass-production has allowed these sensors to be
produced at even lower cost. These developments provide new opportunities in medical diagnostic
applications, such as SBHDS-inspired E-noses.

In a 2018 review paper [14] regarding the applications of E-noses, at least 50 papers related to
non-invasive detection of human diseases; 27 of which analysed exhaled breath. The commercial
E-nose instrument most frequently used (14/27) for breath was Cyranose 320 (Sensigent, Baldwin
Park, CA, USA). This E-nose contains an array of 32 carbon black polymer composite (CBPC) sensors.
The advantage of CBPC sensors (compared to MOX) is that they do not require high temperature
operation and therefore have lower power consumption. The disadvantage of this sensing technology is
that they demonstrate poor repeatability and reproducibility, due to the random nature of the polymer,
and have a relatively short sensor life, compared to MOX sensors [15]. Other sensor technologies
included in the review were quartz crystal microbalance (QMB), nitric oxide sensor (NOS), gold
nanoparticle (GNP), and carbon nanotubes (CNT). Only three papers in the review used E-noses with
MOX sensors [16–18]. In a different review paper, regarding the use of E-nose technology for the
diagnosis of digestive and respiratory diseases using exhaled breath, MOX sensor-based E-noses are
similarly under-represented (four of 23 reviewed papers) [19]. These reviews demonstrate that MOX
sensors are currently under-utilised in E-nose applications for exhaled breath research. While new
prototype MOX-based E-noses are currently being developed for diagnostic purposes using exhaled
breath [20], these often use custom sensors or traditional commercial MOX sensors/E-noses, which
have been available for many years [21]. The latest generation of commercially available MEMS MOX
gas sensors have not been sufficiently evaluated for this purpose.

Some researchers have used a selection of these sensors in devices for air quality monitoring
purposes [22,23], but applications in breath research are limited. The breath E-nose developed by
Jaeschke et al. [24] uses many of the most relevant commercial gas sensors currently available. However,
this unit focuses on a modular approach with three exchangeable sensing compartments and has not
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been tested using exhaled breath samples. This provides an opportunity to utilise MEMS MOX gas
sensors and existing IoT platforms to develop a new generation of breath analysis E-noses.

In our previous work [25], we developed a E-nose which was referred to as WOLF (Warwick
OLFaction). This system utilised 13 gas sensors and multiple sensor technologies (10 electrochemical,
two optical and one photo-ionisation detector) and was intended for head-space gas analysis. In this
work, we report on the development of the latest in-house built WOLF E-nose, designed specifically
for breath analysis: WOLF Breath E-nose.

2. Materials and Methods

2.1. Breath Sampling

The developed unit comprises of 2 sub-systems: breath sampling and breath analysis. The breath
sampling system is made up of a 16 cm long, 2 cm diameter, aluminium tube with 3D printed tube
connectors on either end. These components serve as an interface between the sampling tube and the
enclosure and were printed on a Form 2 printer using F2GPWH-04 material (Formlabs, Somerville,
MA, USA). The front-end connector also acts as a holder for disposable one-way valve mouthpieces
(6020-1, Medacx, Hayling Island, UK). The back-end connector was designed with an opening to
embed a sensor module (SCD30, Sensirion, Stäfa, Switzerland). The assembly of these components
is shown in Figure 1, designed using SolidWorks (ver. 2018, Dassault Systèmes, Vélizy-Villacoublay,
France). The sensor module was fitted at the end of the sampling tube to monitor sampling-related
parameters, such as carbon dioxide (CO2), humidity, and temperature. Tracking these parameters
allows the subject (at home) or operator (in a clinical setting) to check the quality and repeatability
of samples.

Figure 1. 3D model of sampling tube components: (a) One-way mouthpiece; (b) Front-end tube
connector; (c) Sampling tube; (d) Back-end tube connector; (e) Sensor module.

The sampling tube has a volume of approximately 50 mL and can be heated to body temperature
(35–37 ◦C) using a low-cost digital thermostat and heater relay module (W1209, HiLetgo, Shenzhen,
China). The heater relay is connected to nichrome (NiCr) wire, which is coiled around the sampling
tube. The tube was then wrapped in high temperature resistant Kapton tape (436-2778, RS, Corby, UK)
and silicone thermal interface sheets (446-493, RS, Corby, UK) to provide some insulation. The heating
procedure is initiated at start-up and takes around 10 min. Heating the sampling tube avoids
condensation from forming inside, which could lead to cross-contamination from previous samples.

The integrated sampling system replicates that of the Bio-VOC breath sampler (C-BIO01, Markes
Intl., Llantrisant, UK). The Bio-VOC is a commercial breath sampling kit, consisting of an open-ended
hard plastic sampling tube. It has been used frequently in recent breath analysis studies [26] for the
sampling of end-tidal breath. This refers to the last portion of exhaled air, which has undergone
gaseous exchange with blood [27]. As the subject breathes through the tube, air is displaced, which
separates dead-space gas from end-tidal breath. This displacement principle has been replicated in
our sampling design. The use of one-way valve mouthpieces and heating the sampling tube further
improve on the design concept of the Bio-VOC.
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2.2. Breath Analysis

The breath analysis system includes a custom PCB and sensor chamber. The PCB was designed
using Altium Designer (ver. 19.1.6, Altium, Chatswood, Australia). The dimensions of the PCB
are 13 × 16 cm. The design has an 8 × 2.5 cm sensing area, which includes an array of 10 MEMS
MOX-based gas sensors. These include both thick film and thin film sensors and the AlphaSense dual
sensor is the only true ‘p-type’ material [28]. Both analogue and digital sensors were used. According
to the respective datasheets, most of the sensors provide ‘total VOC’ (TVOC) readings, which produce
a single measurement to represent a mixture of VOCs. The total cost of the sensors is around £200.
The deployed sensors are summarised in Table 1.

Table 1. Sensors deployed in WOLF Breath E-nose.

Interface Sensor Manufacturer Target Gas

Digital

CCS811 ams TVOC
SGP30 Sensirion H2, ethanol

BME680 Bosch TVOC
iAQ-Core C ams TVOC
ZMOD4410 IDT TVOC

Analog

MiCS-6814 SGX NH3, reducing, oxidising
Dual Sensor AlphaSense Reducing and oxidising

TGS-8100 Figaro TVOC
TGS-2620 Figaro TVOC

AS-MLV-P2 ams Reducing and CO

The sensing area is enclosed by a 3D printed sensor chamber (F2GPWH-04/Form 2, Formlabs,
Somerville, MA, USA), with dimensions of 4 × 9.5 × 1.8 cm. The chamber was sealed to the PCB using
an O-ring and the compartment volume is around 25 mL (excluding sensors). A miniature pump
(PMM1031-NMP015, KNF, Witney, UK) was used to create a negative pressure system, which pulls
gas through the sensor chamber. There is a 3-way valve (ETO-3-12, Clippard, Cincinnati, OH, USA)
between the sampling tube and sensor chamber. This creates 2 flow-paths to the sensor chamber:
ambient air (from the environment) or exhaled breath (from the sampling tube). Push-fit connectors and
1/8” PTFE tubing (06605-27, Cole-Parmer, St Neots, UK) were used to create the internal connections
(e.g., valve to sensor chamber). The pump runs continuously (flow rate set to 500 mL/min) and pulls
ambient air through the sensor chamber, when the device is in an idle state. The flow rate of the
pump is controlled using a simple digital-to-analogue converter (DAC) drive circuit. There is no flow
feedback, but the flow rate was measured using a flowmeter (7000 Flowmeter, Ellutia, Ely, UK) and
voltage set to the desired flow rate. The switching of the valve is also controlled using a DAC drive
circuit. When sampling is activated, using the LED-push button on the front-panel of the unit, the
valve is triggered to switch the flow-path to that from the sampling tube. The internal layout of the
components was modelled and arranged in SolidWorks prior to manufacture, as shown in Figure 2.
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Figure 2. Internal layout of WOLF Breath E-nose components: (a) Sampling tube; (b) Sensor module;
(c) Back plate with USB, exhaust, on/off button and DC power jack; (d) 3-way valve; (e) Heater relay
module; (f) Pump; (g) Custom PCB; (h) Sensor chamber; (i) Indicator LEDs; (j) Sampling button.

An internal system view of the WOLF Breath E-nose is shown in Figure 3. The red and blue arrows
indicate the different flow-paths through the device. The dimensions of the unit are 7 × 16 × 23 cm
and weighs less than 1 kg. An external view of the unit is shown in Figure 4.

Figure 3. Internal system view of the WOLF Breath E-nose.

Figure 4. WOLF Breath E-nose: (a) Mouthpiece holder; (b) LED status indicators; (c) Sampling tube
temperature indicator; (d) Sampling button.

The unit can be controlled from a laptop, via wired USB, or using Wi-Fi through a simple mobile
app that was developed using Blynk. This app provides a free IoT platform for Android or iOS
and is compatible with commonly used IoT hardware, such as Arduino, Raspberry Pi, ESP8266 and
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ESP32. The ESP32 (Espressif Systems, Shanghai, China) was used as the microcontroller for our
system, because it is a low-cost, low-power chip with integrated Wi-Fi and Bluetooth communication
capabilities. The custom ‘WOLF Breath E-Nose’ app includes 2 tabs: sampling and analysis, as shown
in Figure 5. The sampling tab includes 3 input fields to include details such as study name, subject ID
and sample name. In addition to this, status indicators from the front-panel of the device are shown, as
well as real-time readings of CO2, temperature and humidity from the SCD30 sensor. The parameters
can be selected and plotted on the graph, as shown with CO2 in Figure 5 (left). The analysis tab shows
the real-time readings from the gas sensor array. Individual or multiple outputs can be selected and
plotted on the graph, as shown with CCS811 and BME680 in Figure 5 (middle). The other readings can
be seen by scrolling down, as shown in Figure 5 (right). The sampling rate of the sensor data was set to
1 sample per second.

Figure 5. WOLF Breath E-nose Blynk app; (left) Sampling tab; (middle) Analysis tab with real-time
output graph; (right) Analysis tab with all sensor readings.

2.3. Electronic Design

The operating principle of MOX sensors is based on a reduction-oxidation (redox) reaction.
In ‘clean’ air, oxygen is absorbed onto the gas-sensitive layer of the sensor (e.g., tin oxide). When
exposed to a reducing or oxidising gas, the oxygen reacts to the target gas, which changes the
conductivity of the sensitive layer, resulting in a change in current [29]. The applied voltage is fixed,
to measure the change in resistance to characterise the sensor response. Traditionally, the limitations
of MOX gas sensors relate to high power consumption and temporal drift [30,31]. The emergence of
MEMS-technology MOX sensors has led to further miniaturisation of sensing chips and heater resistors,
which has drastically reduced power consumption. In general, thick film MOX sensors are more stable
than MEMS (thin film) devices, however MEMS sensors have faster response times [32]. To further
reduce power consumption, duty cycling using two temperature pulsing can be used. This involves
switching between a higher and lower temperature, to reduce baseline drift, decrease response time
and power [33]. For this application, a heating phase of 150 ms was implemented for the analogue
MEMS MOX gas sensors.

The power system of the E-nose is currently based around the input from a 12 V AC/DC mains
power supply unit (709-GEM30I12-P1J, Mouser, High Wycombe, UK). The system was designed around
12 V, because this is the required voltage for the valve and heater relay module. However, in future,
this device may be re-configured to be battery-operated. In addition to the improved sensor stability,
the possibility of utilising duty-cycle mode is likely to be beneficial for reducing power consumption
when battery-powered.
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The schematic shown in Figure 6 shows a simplified circuit diagram of sensor and heater drive
circuits for analogue MOX sensors. The 12-bit resolution DAC in the sensor drive circuit dictates
the sensor voltage (using a constant voltage configuration) and the previously referred to duty-cycle.
The second stage of the sensor drive circuit removes the offset of the voltage bias and amplifies the
sensor response, in this case with a gain of 2.2. The sensor output is then read using a 16-bit resolution
analogue-to-digital converter (ADC). The heater drive circuit is controlled by a DAC and provides
a fixed heater voltage to the heater of the gas sensor. The heater resistance of the sensor can be
calculated by measuring the voltage drop, using an ADC, across the heater load resistor. Table 2
provides a summary of the sensor and heater voltages and resistances for deployed analogue gas
sensors. The values in Table 2 relating to sensor resistances represent the real resistances of the sensors
used in the unit. The heater resistances are those provided by the manufacturer. The values of the
sensor and heater load resistors were optimised to allow for the measurement of the widest range of
RS/R0, according to their respective datasheets, where RS is the resistance of the sensor depending on
the concentration of target gas(es) and R0 is the resistance of the sensor at ambient air.

Figure 6. Simplified circuit diagram of sensor and heater drive circuits for analogue MOX sensors.

Table 2. Sensor and heater voltages and resistances for analogue VOC sensors.

Sensor Sensor Voltage Sensor Resistance Heater Voltage Heater Resistance

MiCS-6814 * 5.0 V 180/45/650 kΩ 2.4/1.7/2.2 V 72/66/72 Ω
Dual Sensor 5.0 V 500 kΩ 5.0 V 50–500 kΩ

TGS-8100 3.0 V 45 kΩ 1.8 V 110 Ω
TGS-2620 5.0 V 20 kΩ 5.0 V 83 Ω

AS-MLV-P2 5.0 V 500 kΩ 3.0 V 50–500 kΩ

* MiCS-6814 has 3 VOC outputs: reducing gases, oxidising gases, NH3.

2.4. Chemical Testing

The WOLF Breath E-nose was tested using chemical standards to calibrate the device and ensure
that all sensors were functioning correctly. This is a standard approach used to calibrate gas sensor
arrays [25]. For these tests, it is necessary to generate headspace gas from 3 chemicals; in this case,
acetone, isopropanol and 1-propanol with 99% purity (Sigma-Aldrich, Dorset, UK). The chemicals
were diluted using deionised water to concentrations of 0.1% acetone, 0.1% 1-propanol and 0.05%
isopropanol. A set of 6 headspace vials were prepared for each chemical, with 1 mL in each. These were
heated for 10 min at 40 ± 0.1 ◦C in a heater block (DB-2D Dri-Block, Techne/Cole-Parmer, Stone, UK).
For testing, the vials were connected to the sensor chamber using PTFE tubing and the headspace gas
was pulled into the sensor chamber using the miniature pump. The sequence of tested solutions was
acetone, 1-propanol, isopropanol, [repeat] to mitigate against effects of sensor drift. After pulling the
headspace gas into the chamber, the sample was disconnected to allow ambient air into the chamber.
A period of 5–10 min was sufficient for sensor responses to return to baseline levels between each
test. Principal component analysis (PCA) was conducted on the results. PCA is an unsupervised
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linear method, which reduces the dimensionality of the data by selecting a small number of linearly
uncorrelated principal components (PC) that explain the majority of the variation in the data [34].
For PCA analysis, feature extraction was conducted using the difference model, whereby the maximum
gas sensor response is subtracted from the stable baseline value, prior to the response [35].

In addition to these tests, the sensor array was evaluated using a gas rig to test the response to a
single chemical, isobutylene, at different concentrations. A gas cylinder with a nominal concentration
of 50 ppm was diluted with zero air from a zero-air generator (HPZA-7000-220, Parker, Warwick, UK)
to concentrations of 2, 4, 6, 8, and 10 ppm using a custom mass flow-controlled gas mixing system.
The total flow rate of the diluted gas was set to 300 mL/min and humidity was added using a water
bubbler (around 60% RH, measured using the BME680 gas sensor). The test started with 1 hour of zero
air, followed by 30-min of increasing concentration steps, with 30-min of zero air between each step.
The experimental set-up for the gas rig testing is shown in Figure 7.

Figure 7. Experimental gas-rig set-up for testing isobutylene concentrations.

2.5. Exhaled Breath Testing

To simulate a control vs. disease group case-control study, a peppermint breath test was
conducted. Ethical approval was obtained from local research ethics committee (BSREC reference:
REGO-2018-2168). A total of 18 subjects were recruited for these tests. All subjects were healthy
(self-reported), male, and between the ages of 21–30 (mean age of 25.4 years and standard deviation
1.8). Previous breath analysis studies have demonstrated that factors such as age, sex, weight, lifestyle
and medication can influence breath composition [36]. To minimise the effects of these confounding
factors, the recruited subjects were of the same sex and age (young adults, defined as ages 18–35 years).

Subjects provided breath samples pre- and post-consumption of a 200 mg peppermint oil capsule
(2851512, Boots, Nottingham, UK). The intended application of these capsules is to support a healthy
digestive system and aid the normal functioning of the digestive tract [37]. However, the consumption
of peppermint oil also produces a well-defined, but temporary, change in the breath profile of an
individual. As the ingested peppermint oil capsule dissolves, it releases volatile aroma compounds (e.g.,
menthol), which can be detected in breath for up to 10 hours [38]. Investigating the ‘wash-out’ profile
of peppermint oil in breath has been proposed as a method of standardising breath analysis methods
by benchmarking analysis techniques. Some work relating to this has already been published using
GC-MS and PTR-MS technologies [38,39]. To the best of our knowledge, this is the first peppermint
breath study conducted using E-nose technology. For this study, we used the standardised intervention
of peppermint oil capsules to change the breath composition of the ‘peppermint’ breath samples to
simulate a ‘disease’ group. The menthol intensity has been observed to peak after 30–45 min [39].
The sampling interval between ‘baseline’ and ‘peppermint’ samples was around 45-min for the
conducted experiments.

3. Results

3.1. Chemical Testing

The PCA results are shown in Figure 8 (left) as a score plot. Each sample is presented by a
single point, which demonstrates the relations (similarity) between all samples. Points that lie close to
each other have similar properties while points that are further away have different properties [40].
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This result demonstrates good separation between the three chemicals with no overlap. The principal
components PC1 and PC2 account for over 90% of the variance, which is considered a robust
result [41]. This indicates that the WOLF Breath E-nose has some selectivity at distinguishing between
individual chemicals.

 

Figure 8. Testing of chemical standards; (left) PCA results; (right) Isobutylene concentration steps
radar plot of normalised features.

The results from the isobutylene concentration gas rig tests are presented as a radar plot of
normalised features in Figure 8 (right). The radar plot demonstrates that the sensors consistently
responded to the concentration steps. Examples of the gas sensor responses from the SGP30 and
TGS-2620 sensors are shown in Figure 9.

Figure 9. SGP30 and TGS-2620 gas sensor responses to increasing concentrations of isobutylene.

3.2. Volunteer Testing

Prior to conducting the peppermint breath tests, the device was turned on and left to stabilise in
ambient air for over 1 h. A minimum start-up time of 10–15 min is necessary to allow the heater relay
to heat the sampling tube to body temperature. Furthermore, the gas sensors need some time to reach
operating temperatures and stable baseline output readings. The warm-up and baseline stabilisation
output response is shown in Figure 10.

119



Electronics 2020, 9, 84

Figure 10. Warm-up and baseline stabilisation output response.

For our volunteer experiments, subjects did not need to exhale until their lungs were as empty as
possible. Instead, only four seconds of exhaled breath were required. Subjects were asked to inhale
for four seconds, and then exhale normally into the device for around four seconds. This procedure
can improve the reproducibility of sampling, as shown in Figure 11. These readings are from the
sensor module, embedded in the back-end connector of the sampling tube. Figure 11 demonstrates
that using this standardised sampling procedure produces very consistent and reproducible outputs
for commonly used sampling parameters, such as CO2 and humidity. This procedure should therefore
minimise sampling-related variability in exhaled breath composition. A typical sensor array output
response to exhaled breath, from the same subject, is shown in Figure 12.

Figure 11. Breath sampling reproducibility using carbon dioxide and humidity sensor readings.
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Figure 12. Typical output response to exhaled breath.

Most applications of exhaled breath research aim to discriminate between disease states. These
applications require classification analysis to distinguish between groups and aim to build and train a
model that can be used as a diagnostic tool. In our previous work, a standard classification analysis
pipeline has been developed and applied to urinary and breath VOC studies using E-nose technology
to investigate diabetes and inflammatory bowel disease (IBD) [42,43]. The same analysis pipeline was
applied to this simulated case-control study between baseline (pre-consumption) and peppermint
(post-consumption) exhaled breath samples. Classification results are expressed as a receiver operating
characteristic (ROC) curve, as shown in Figure 13 (left). In ROC curves, the true positive rate (sensitivity)
is plotted as a function of the false positive rate (1-specificity) [44]. The area under the ROC curve
(AUC) is a measure of how well parameters can distinguish between groups [45]. An area of 1.0
represents a perfect test whereas an area of around 0.5 has no discriminatory power. Good separation
would result in an AUC of around 0.7 or higher [46]. The classification results were AUC: 0.81,
sensitivity: 0.83 (0.59–0.96), specificity: 0.72 (0.47–0.90), p-value: <0.001. These results were achieved
using the Support Vector Machine (SVM) classifier. This classifier has been used in E-nose breath
studies investigating cancer [47,48], pneumonia [49], and kidney disease [50]. When classification is
performed, a p-value can be calculated to infer whether the null hypothesis is true, i.e. no differences
exist between groups. Traditionally, a p-value smaller than 0.05 is used as an appropriate threshold to
reject the null hypothesis [5]. A radar plot of normalised features is shown in Figure 13 (right). This
demonstrates consistent differences in the sensor response between baseline and peppermint samples.

Figure 13. Baseline vs. peppermint exhaled breath samples; (left) ROC curve; (right) Peppermint
breath test radar plot of normalised features.
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4. Discussion

Testing of chemical standards, to discriminate between acetone, isopropanol and 1-propanol, and
concentration steps of isobutylene, were conducted to evaluate the functionality of the developed
unit. The results indicate that the WOLF Breath E-nose shows selectivity to distinguish between these
chemicals. Different concentrations of isobutylene were associated with changes in the sensor array
response. The concentration steps for the gas rig testing was 2 ppm. Since many exhaled VOCs are
observed in low ppb range, further testing is required to determine the sensitivity of the gas sensors at
lower concentrations. It should however be reiterated that the E-nose approach relies mainly on the
cross-sensitivity of the gas sensors to interpret a complex sensor response pattern, as opposed to the
individual sensor sensitivities to specific compounds.

The repeatability testing demonstrates that the sampling procedure can produce very consistent
outputs. These readings can be used to monitor the quality and consistency of collected samples.
For example, if multiple breath samples are to be collected from the same individual, the CO2 output
characteristics should be similar for each sample. If outliers or incorrect breathing (e.g., forced
exhalation) is identified, the sample should be excluded or repeated. Volunteer testing of the system
indicates that the unit is simple to use, for both the subject and operator, and comfortable for the
subject. This sampling approach is non-restrictive and likely to be suitable for sampling vulnerable
subjects, such as children or the elderly. The results from the peppermint study indicate that the WOLF
Breath E-nose is capable of detecting the subtle change in breath composition that was induced by
the consumption of peppermint oil. Restricting recruitment to young adult male subjects provided a
robust experimental design. Future tests will include different age ranges and sexes, to reflect a more
realistic sample group. Limited dietary control was enforced during the collection of exhaled breath
samples. Strict dietary protocols and increasing the number of volunteers is likely to further improve
classification results.

There are some limitations associated with the developed unit. A drawback of the MOX-based
gas sensor unit is that there is an inherent variability between sensors, as a result of manufacturing
processes [51]. To minimise these effects, it may be necessary to screen a large number of the same
sensors to choose those with similar characteristics (e.g., sensor resistance at room temperature).
While this increases development costs per unit, it is likely to be an effective method to reduce sensor
variability between units. In addition to screening, the circuit design can be utilised to reduce possible
problems of variability. For example, the heater drive circuit allows the real heater resistance to be
calculated, which varies for different sensors of the same model. The required heater supply voltage
can then be set so that the dissipated power is always the same.

If the proposed unit is intended to be used as a personalised breath analysis device, it will
be necessary to be able to compare the results to other users. A calibration protocol needs to be
developed to calibrate these devices regularly to evaluate whether the inter-variability between devices
is acceptable for comparing breath profiles from different individuals. Such a protocol could involve
benchmarking responses to a mixture of breath-related chemical standards. We have not yet evaluated
how many times or how regularly the sensor array needs to be calibrated. Long-term stability testing of
the system needs to be conducted in order to do this (e.g., tracking sensor drift over weeks or months).

Another limitation of MOX gas sensors is that the sensor response is affected by high levels of
humidity. A strong correlation between changes in relative humidity and MOX sensor responses has
been demonstrated [52]. However, since this E-nose was designed for applications in breath research,
samples will inevitably have relatively high humidity levels. This was taken into account during
gas rig testing by adding humidity using a water bubbler. Moreover, the effects of humidity will be
relatively constant during the analysis of exhaled breath, since all samples will be associated with
similar levels of high humidity.

As briefly discussed previously, sensor drift is also a critical factor for long-term monitoring
applications of the E-nose. The experiments presented in this paper were conducted in a short period
of a few days, where the external conditions of temperature and humidity were relatively constant.
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These may be considered overoptimistic testing conditions, since practical long-term testing of the
device would involve changes in background conditions (temperature, humidity, and composition
of ambient air) [53]. Implementation of the duty cycle mode for analogue MOX sensors is likely to
improve long-term stability of the unit; however, this needs to be further investigated. The electronic
circuit design also allows for further development of modulating approaches, for both the sensor and
heater drives.

5. Conclusions

In this paper, we have shown the development and testing of a compact, IoT-enabled, portable
E-nose for breath analysis, which deploys an array of 10 commercial MEMS MOX gas sensors.
The functionality of the device was demonstrated with the testing of chemical standards (discriminating
between acetone, isopropanol and 1-propanol) and a gas rig testing of isobutylene from 2–10 ppm, in 2
ppm steps. PCA results indicate that the developed unit has some selectivity at distinguishing between
individual chemicals. Gas rig testing results demonstrate that the sensor array consistently responded
to the concentration steps. To further evaluate the developed system, the exhaled breath of 18 young
male subjects was analysed before and after consuming a peppermint oil capsule. Classification analysis
of exhaled breath samples demonstrates that we can distinguish between pre- and post-consumption of
peppermint capsules with AUC: 0.81, sensitivity: 0.83 (0.59–0.96), specificity: 0.72 (0.47–0.90), p-value:
<0.001. These results suggest that the unit can separate subject groups based on subtle changes in
exhaled breath composition. It is our intention to deploy the unit in a UK hospital in an upcoming
breath research study.
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Abstract: Generally, ultrasound receive beamformers calculate the focusing time delays of fixed
sound speeds in human tissue (e.g., 1540 m/s). However, phase distortions occur due to variations of
sound speeds in soft tissues, resulting in degradation of image quality. Thus, an optimal estimation
of sound speed is required in order to improve image quality. Implementation of real-time sound
speed estimation is challenging due to high computational and hardware complexities. In this paper,
an optimal sound speed estimation method with a low-cost hardware resource is presented. In the
proposed method, the optimal mean sound speed is determined by measuring the amplitude variance
of pre-beamformed radio-frequency (RF) data. The proposed method was evaluated with phantom
and in vivo experiments, and implemented on Virtex-4 with Xilinx ISE 12.4 using VHDL. Experiment
results indicate that the proposed method could estimate the mean optimal sound speed and enhance
spatial resolution with a negligible increase in the hardware resource usage.
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1. Introduction

Digital dynamic receive beamforming has been adopted for improving spatial resolution and
contrast-to-noise ratios (CNRs) in medical ultrasound imaging [1–3]. In digital receive beamforming,
a constant sound speed in human tissue (e.g., 1540 m/s) is typically assumed when generating dynamic
receive focusing phase delays. However, phase distortions are introduced due to the variations of
sound speeds that occur in soft tissue, leading to defocusing and consequent degradations in image
quality [4]. Moreover, the degradation of image quality can significantly reduce diagnostic capability
in breast or obese patient imaging, since the sound speed in fatty tissues (e.g., 1450 m/s) is lower than
assumed value (e.g., 1540 m/s) [5].

Various phase aberration correction methods have previously been proposed to
compensate for the phase distortions [6–13]. Representatively, cross-correlation-based [6–9]
and speckle-brightness-based [10] phase aberration correction methods have been proposed.
Recently, methods combined with adaptive beamforming methods have been proposed [11–13]
that can improve the quality of whole images, but the implementation of these methods is
still challenging due to their high computational complexity [13,14]. In the nearest-neighbor
cross-correlation (NNCC) method [6,12,13], the number of multiplications is expressed approximately
as Nmult = (N − 1) × Kimage × Limage ×M, where N, Limage and Kimage are the number of channels,
scanlines and samples per a scanline in the whole image, respectively, and M is the total number
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of samples that contribute to the cross-correlation function. For an abdominal image with depth of
160 mm, the number of multiplications is approximately 1.3 billion ×M when N =128, Limage = 256 and
Kimage = 4k; thus, the implementation of these methods in real time would be challenging.

Using the correct mean sound speed can be an alternative solution for minimizing the phase
distortions and enhancing the image quality in medical ultrasound imaging. Various algorithms
for estimating sound speed have been proposed [14–20], and beam-tracking-based sound speed
estimation methods using two transducers has been proposed [15,16]. This method can provide
accurate local sound speeds; however, its clinical application is limited since the method uses two
transducers. A direct estimation method that estimates the sound speed based on best-fit of one-way
geometric delay patterns from the pre-beamformed radio-frequency (RF) channel data has also been
proposed [17,18]. However, the performance of this method is sensitive to the transducer array
geometry (i.e., the transducer’s position) [18].

More recently, region-of-interest (ROI)-based optimal mean sound speed estimation methods have
been proposed as a viable solution [14,19,20]. In these methods, the optimal mean sound speed that
can produce the best focusing performance in the ROI is estimated rather than the actual sound speed
in specific tissue type. The optimal mean sound speed is estimated using a lateral spatial fast Fourier
transform (FFT) magnitude of beamformed data as the focusing quality factor [19]. Phase variations at
each pre-beamformed RF channel data and coherent factors have been proposed as focusing quality
factors to estimate the mean sound speed [14,20]. These methods have shown that image quality in the
ROI can be improved by using optimal the mean sound speed in beamforming.

In this paper, we present a hardware-efficient optimal mean sound speed estimation method in
which the focusing quality factor is measured by computing the minimum average sum of the absolute
difference (MASAD) of pre-beamformed RF channel data, and thus enhance the spatial resolutions in
medical ultrasound imaging. The proposed method estimates the mean sound speed that can provide
improved image quality in the ROI for real-time imaging rather than full phase aberration correction.
The proposed method was evaluated with phantom and in vivo experiments, and was implemented
on a Virtex-4 FPGA (Field Programmable Gate Array) chip (Xilinx Instrument, San Jose, CA) with
Xilinx ISE 12.4 using VHDL.

2. Materials and Methods

2.1. Minimum Average Sum of Absolute Difference (MASAD)

In ultrasound imaging systems, the dynamic receive focusing delays are computed based on the
geometry of an ultrasound transducer and receive focusing points to adjust phase differences at each
channel. The dynamic receive focusing delay of the nth element at (xn, zn), for a focal point at (x, z),
is calculated by

τn =

√
(x− xn)

2 + (z− zn)
2 + R

c
(1)

where R is a distance between the transducer center and the focal point, and c is the assumed sound
speed in soft tissues (e.g., 1540 m/s) [21]. After applying receive focusing phase delay in Equation (1),
all RF channel data are coherently aligned when the assumed fixed sound speed is equal to the actual
sound speed in a propagation medium. However, when the sound speed of a medium is different from
the assumed one, the phase distortion cannot be avoided even when the receive dynamic focusing
is employed. Since the phase is directly related to the amplitude change of the RF data, these phase
distortions cause the amplitude variations [7].

In the proposed method, the optimal mean sound speed is determined by computing the minimum
average amplitude variance between all RF channel data after applying the receive dynamic focusing
in the region of interest (ROI). Furthermore, we utilized the sum of the absolute difference in place
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of computing the variance to reduce the computational complexity. Thus, the cost function of sound
speed estimation is defined by

copt = argmin
c=c+cincr

⎡⎢⎢⎢⎢⎢⎣ 1
LK

L−1∑
l=0

K−1∑
k=0

N−1∑
n=0

∣∣∣Xn(l, k) −Xmean(l, k)
∣∣∣ ∗w(n)

⎤⎥⎥⎥⎥⎥⎦ (2)

where N, L and K are the number of channels, scanlines and focal points per a scanline in the ROI,
respectively. Xn (l, k) is the delayed RF data of the nth element for the kth focal point at the lth scanline
in the ROI, Xmean (l, k) is the mean value of the delayed RF data and w(n) is the window function.
The ROI can be set to around or beyond a transmit focusing point to minimize the effect from phase
distortion in the near field. In the proposed estimation method, the pre-beamformed RF data in the
ROI are first captured after freezing the image upon a user’s request. With an initial sound speed,
the receive focusing delays are calculated using Equation (1). The focusing delays are applied to the
captured RF data, and the average sum of the absolute difference (ASAD) in Equation (2) is computed.
As indicated in Equation (2), the ASAD values are iteratively computed for the RF data in the ROI
while changing the sound speed, and the sound speed providing the minimum ASAD (MASAD) value
is determined as an optimal mean sound speed. Then, the estimated optimal mean sound speed is
applied to subsequent real-time ultrasound beamforming to achieve the enhanced image quality.

Figure 1a shows a block diagram of a conventional dynamic receive beamformer (DRB) based on
fractional delay beamforming architecture [22] with the proposed MASAD block, which is shaded
gray. Pre-beamformed RF channel data from analog-to-digital converter (ADC) were 12 bit, which is
typically used in medical ultrasound imaging systems. The signal to quantization noise ratio (SQNR)
of typical ultrasound RF data is 74 dB, which is defined by SQNR = 6.02b + 1.76(dB), where b is
number of bits of ADC (i.e., 12 bit) [23]. The block diagram of the proposed MASAD is shown in
Figure 1b. As shown in Figure 1b, the MASAD block can be implemented with N+2 register, N+2
adder, N absolute and N multiplier where N is the number of channels in the receive beamformer.
To implement the proposed MASAD, input registers (pre-beamformed RF data), window coefficients
and output register were 12 bits (12 integral bits), 8 bits (1 signed bit and 7 fractional bits) and 28 bits
(21 integral bits and 7 fractional bits), respectively. Since we calculated the ASAD values without any
truncation, the error between floating point calculation by PC and fixed point calculation by FPGA
was less than 0.03%. The additional hardware for the MASAD block is not be a significant burden to
the ultrasound imaging systems.

Figure 1. Cont.
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Figure 1. (a) Block diagram of the conventional dynamic receive beamformer (DRB) with the proposed
MASAD and (b) the detailed block diagram of MASAD.

2.2. Experiment Setup and Evaluation Metrics

To evaluate the proposed MASAD method, an ultrasound research system (Vantage 128, Verasonics
Inc., Redmond, WA, USA) was used to obtain pre-beamformed RF data using a 128-element convex
array transducer (C5-2v, Ultrasonix Inc., British Columbia, Canada). The center frequency and
sampling rate were 3.7 and 14.8 MHz, respectively. For the homogeneous medium experiment,
a tissue-mimicking phantom (ATS 539, ATS Laboratories Inc., Bridgeport, CT, USA) with a sound speed
of 1450 m/s (±1% error) was used. In the inhomogeneous medium experiment, a tissue-mimicking
phantom (040 GSE, CIRS Inc, Norfolk, VA, USA), for which the sound speed was 1540 m/s (±1% error),
was immersed in deionized water and pre-beamformed RF data were acquired. Note that the sound
speed of deionized water at room temperature is 1480 m/s [24,25]. The in vivo data were acquired from
the liver of a healthy volunteer. To compute the MASAD, the sound speed was changed from 1400 m/s
(cinit) to 1600 m/s (cmax) in 10 m/s (cincr) increments for each iteration process.

For quantitative evaluation, the lateral resolution was measured with the full width at half
maximum (FWHM) for each of the two cases where the conventional sound speed (i.e., 1540 m/s) and
the estimated one are employed. The contrast-to-noise ratio (CNR) values were computed for the cyst
region by [26]

CNR =

∣∣∣μc − μs
∣∣∣√

(σ2
c + σ

2
s )

(3)

where μs and μc are the average intensities in the speckle and cyst regions, respectively, and σ2
s and σ2

c
are the variances at each region.

The proposed MASAD sound speed estimation method was implemented on a FPGA (Virtex 4,
Xilinx, San Jose, CA, USA) chip. In the experiments, the captured pre-beamformed RF data within
a ROI were loaded in the custom-built FPGA platform [27], and then computed ASAD values were
transferred to a PC to estimate the optimal sound speed. The hardware complexity was estimated by
using Xilinx’s ISE 12.4.

3. Results and Discussion

The results from homogeneous phantom experiments are shown in Figure 2. Figure 2a shows the
B-mode image with a conventional sound speed (i.e., 1540 m/s); ROIs are indicated with white boxes
to compute ASAD. The ROIs were selected around the transmit focusing point at 80 mm, and one
ROI had a strong reflector while the other was a speckle region. Figure 2c shows the normalized
ASAD values for each ROI. As can be seen, the estimated mean sound speed was 1460 m/s, which was
within the fabrication error (i.e., 1450 m/s (±1% error)). The image with the estimated sound speed
is shown in Figure 2b. Under the visual assessment, the improved spatial resolution can be readily
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identified when the estimated sound speed is used in dynamic receive beamforming. For quantitative
comparison, the FWHM from the point target in the ROI was measured and showed 1.55 mm for the
conventional sound speed and 1.05 mm for estimated one, indicating that the FWHM was improved
by 33. 3% using the proposed method. The CNR of the cyst indicated with an arrow in Figure 2a was
measured for each image, which were 2.83 in Figure 2a and 4.20 in Figure 2b; the CNR was improved
by 48.4%. This result demonstrates that a higher CNR could be achieved using the estimated sound
speed in beamformation.

Figure 2. Experiment results of the homogeneous medium. B-mode image with a sound speed of
(a) 1540 m/s, (b) 1460 m/s and (c) normalized ASAD values for the region of interest (ROI) of the point
target (solid line) and speckle regions (dotted line).

The results of the inhomogeneous medium experiment are shown in Figure 3. In this experiment,
the sound speeds were estimated for the ROIs with and without a strong reflector, which are indicated
in Figure 3a. The ADAS values for each ROIs as a function of sound speed are plotted in Figure 3c,d.
As shown in Figure 3c,d, the same sound speed (i.e., 1490 m/s) was estimated for ROI-1, -2 and 3 using
the proposed MASAD, and 1500 m/s was estimated for ROI-4. The actual sound speeds for each ROI
were calculated by c =

(
dw + dp

)
cwcp/

(
cpdw + cwdp

)
, where dw is the propagation distance in water

(i.e., 50 mm), dp is the phantom (i.e., 10, 20, 30 and 40 mm) for each ROI; cw is the sound speed in water
(i.e., 1480 m/s) and cp is the phantom (i.e., 1540 m/s); and the actual sound speeds for each ROI were
1490, 1497, 1502 and 1506 m/s, respectively. These discrepancies between the estimation results and
actual sound speeds were within the range of fabrication error (i.e., ±1%). The B-mode image with
the estimated sound speed (i.e, 1490 m/s) is shown in Figure 3b. As can be seen, the image with the
estimated sound speed yielded a better quality image than the image obtained with a conventional

131



Electronics 2019, 8, 1368

sound speed (i.e., 1540 m/s). The FWHMs for ROI-1, -2, -3 and -4 with the estimated sound speed were
0.76, 0.69, 0.79 and 1.11 mm, respectively, while those with the conventional sound speed were 1.85,
1.34, 2.1 and 2.21 mm, respectively. The CNR values from the cyst indicated with a white arrow in
Figure 3a were 1.89 and 2.53 for sound speeds of 1540 and 1490 m/s, respectively. The improvement of
FWHM was 54.90% on average and CNR was improved by 33.9%.

Figure 3. Experiment results of the inhomogeneous medium. B-mode image with a sound speed of
(a) 1540 m/s and (b) 1490 m/s, and normalized ASAD values for ROI-1, -2, -3 and -4 for the (c) point
target and (d) speckle regions.

Figure 4a,b shows the liver images constructed by using the conventional and estimated sound
speeds, respectively. The ASAD as a function of sound speed is plotted in Figure 4c. As can be seen,
the sound speed of 1580 m/s yielded MASAD, which is within the typical range of sound speed in
human livers (i.e.,1550–1600 m/s) [28]. To clearly show the improvement of image quality, the profiles
of the blood vessel wall in the white box are plotted in Figure 4d. The image with the estimated sound
speed of 1580 m/s produced shaper edges than that with the conventional sound speed (i.e., 1540 m/s).
The wall thickness with the conventional sound speed was 2.18 mm while it was 1.60 mm for the
estimated one, indicating that the lateral resolution was improved by 26.6%. The CNR values inside
the blood vessel improved 22.0%, and were 1.27 and 1.55 for the conventional and estimated sound
speeds, respectively.
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Figure 4. In vivo experiment results for the liver. B-mode image with sound speeds of (a) 1540 m/s and
(b) 1580m/s, and (c,d) normalized ASAD values for the ROI. Cross-section of the vessel wall indicated
by a dotted line in Figure 4a.

The time for estimating an optimal sound speed depends on the size of the ROI and is expressed as
test = N × L×K ×Niter/ fclk, where Niter is the number of iteration processes and fclk is the system clock
used in the ultrasound imaging system. In the above experiments, we used L = 10, K = 200, N = 128,
Niter = 20 and fclk = 40 Mhz, and the processing time was 0.128 s. Note that the estimation of the
optimal sound speed was conducted to frozen images upon user request and subsequent beamforming
was performed using the estimated sound speed; thus, the time for the processing would not affect the
real-time operation.

The hardware complexity of the 32-channel dynamic receive beamformer with the MASAD block
was estimated by utilizing the Xilinx ISE 12.4. The hardware utilization of the conventional DRB and
the proposed DRB with the MASAD block are summarized in Table 1. As listed in Table 1, the hardware
utilization of the proposed DRB with the MASAD slightly increased over the conventional DRB; 0.8%
and 0.7% in slice LUTs and slice flip flops, respectively. These results indicate that the proposed method
is capable of substantially improving the spatial resolution in medical ultrasound imaging and can be
implemented with nearly a negligible increase in hardware complexity.
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Table 1. Hardware resource of conventional and the proposed beamformers.

Hardware Resource Conventional DRB Proposed DRB with MASAD

Slices 24,659 (36%) 24,722 (36%)
Flip Flops 21,641 (16%) 21,736 (16%)

Input LUTs 28,994 (21%) 29,083 (21%)
FIFO16/RAMB16s 144 (50%) 144 (50%)

4. Conclusions

In this paper, a hardware-efficient mean sound speed method based on the minimum average sum
of the absolute difference was presented for enhancing the spatial resolutions of medical ultrasound
imaging. From the phantom and in vivo experiments, FWHM and CNR improved by an average of
46.41% and 134.77%, respectively. The proposed method demonstrated that it can improve spatial
resolution with a negligible increase in hardware complexity. We believe that the proposed method
would be a viable solution for estimating optimal sound speeds and could provide improved image
quality. Further experiments in various clinical environments should be followed to validate the
performance of proposed method.
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Abstract: Thermal imagery for monitoring of body temperature provides a powerful tool to decrease
health risks (e.g., burning) for patients during medical imaging (e.g., magnetic resonance imaging).
The presented approach discusses an experiment to simulate radiology conditions with infrared
imaging along with an automatic thermal monitoring/tracking system. The thermal tracking system
uses an incremental low-rank noise reduction applying incremental singular value decomposition
(SVD) and applies color based clustering for initialization of the region of interest (ROI) boundary.
Then a particle filter tracks the ROI(s) from the entire thermal stream (video sequence). The thermal
database contains 15 subjects in two positions (i.e., sitting, and lying) in front of thermal camera.
This dataset is created to verify the robustness of our method with respect to motion-artifacts and in
presence of additive noise (2–20%—salt and pepper noise). The proposed approach was tested for the
infrared images in the dataset and was able to successfully measure and track the ROI continuously
(100% detecting and tracking the temperature of participants), and provided considerable robustness
against noise (unchanged accuracy even in 20% additive noise), which shows promising performance.

Keywords: infrared and thermal image analysis; incremental low rank noise reduction; incremental
singular value decomposition; segmentation; monitoring of body temperature; particle filter tracking

1. Introduction

Thermographic applications in medicine have been increasing over past years [1–3] and a great
variety of research has been conducted in different fields of medicine such as pain diagnosing and
treatment monitoring [4], breast cancer [5], psychology [6], dentistry [7], avian flu [8], and many
other applications. The application of thermography focuses on medical prevention and monitoring
particularly during radiology imaging, where external measurement tools could be the source of
a risk for the health of patients ([9–13]). An infrared tracking tool is proposed with robustness against
noise to tracking body temperature and is applicable to patients during medical imaging and can
be used for different modalities in radiology (one good example is functional magnetic resonance
imaging (fMRI) [14], or recording devices such as electroencephalogram (EEG) during fMRI [15] and
MRI [16–18]).
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Medical imaging provides vital information from patients and plays a big role in diagnosis
and prognosis of diseases. Among all medical imaging modalities, magnetic imaging [19,20] avoids
exposure to X-ray radiation [21] and involves no side-effects for the human body. However, there
are some reported cases of burning or issues for some patients with implants (e.g., metal or breast
implants [22,23]). Metallic materials, chips, foreign objects such as artificial joints, prosthetic devices,
pacemakers, metallic bone plates, and surgical clips can considerably affect the MRI imaging. In addition,
heart pacemakers, metal implants or metal clips in (or even around) the patient’s eyes cannot be
scanned by MRI due to the risk of metal objects movement in the magnetic field. This involves bullet
fragments, artificial heart valves, metallic ear implants, insulin pumps and even chemotherapy patients.
There are some cases of joint pain (hip joint) and tenderness, rib cage pain from fibrosing disease called
Nephrogenic Systemic Fibrosis (NSF).

One of the most probable issue is related to the adjustment of radiology instruments that is not
properly tuned for the patient. Electromagnetic exposure of the patient’s body has some biological
effects which can be categorized as thermal effects and non-thermal effects [24]. These effects are due
to direct energy transformation to living tissues and is associated with the frequency of the field [25].
Applying heating to the human body has different effects, and mostly depends on its sensitivity [26,27].
For example, permanent cosmetics and tattoos on the skin with metallic pigments (i.e., iron oxide) may
cause first or second degree burns on a patient’s body [28–30]. To alleviate such burns, dosimetric
parameters are commonly used as a safety standard, specially for the absorption rate (e.g., specific
absorption rate (SAR)) [31]. The standard level of SAR is approximately equivalent to an increase
in scanning temperature of 0.6 ◦C for 20–30 min time duration [32–34], which prevents hot spot
occurrence [35,36]. There are very few systems for early detection or prevention of such burns problem.
There is no possibility to insert a probe in the body since all metal is prohibited on the body during the
scanning. However, these complications can never overshadow the significance of medical imaging
as these instruments play vital role in diagnosis, and prognostic of diseases. Nevertheless, the issue
of over-heating remains partially unsolved. The objective of this research is to determine and track
the overheating spots using an infrared imaging system during radiology examination. There are
some similar approaches involving the tracking of body temperature (e.g., [37]) using a particle filter
to track the selected the region of interest (ROI) [38] or combined with a Kalman filter to mitigate
the effect of noise in tracking and thermal measurements [39] in the human body. The proposed
approach creates a thermal dataset from several volunteers in a lying position (similar to radiology
imaging environments) in front of thermal camera. For every frame, a color based segmentation
of the ROI was performed in the thermal image. Then, this region fed to a particle filter to track it
throughout the stream. Noise is an important problem which aggravates the performance in such
systems. Several research studies have been conducted to reduce or model noise in thermal imagery
(e.g., [40–42]). The proposed approach can monitor and observe the body temperature from a distance
(with initial calibration) which eliminates the possibility of direct contact with the patient while tracking
the temperature. Moreover, it implements a noise reduction approach which renders our system
more robust against environmental noise. The proposed system was challenged by additive noise
to a thermal image dataset created by 15 participants and achieved a very promising performance.
This paper starts with stating the problem. Then a brief review on burning and dermatological effects
is described next. The possibility of a 3D reconstruction of the patients in visible imaging is discussed
afterwards. Section 2 describes the methodology for the incremental low rank noise reduction and
tracking system, and is followed by the presentation of experimental results (Section 3). We discuss the
challenges and advantages of the approach in Section 4. Finally, we conclude and describe future work
in Section 5.

3D Analysis

For analysis of the human body temperature, a 3D thermal model of the body can be constructed
during MRI exposure (a visible 3D reconstruction is shown in Figure 1). By 3D analysis of the infrared
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image, the thermal 3D model of the body allows the overheating points to be detected. In this section,
a brief review of 3D processing analysis is presented. The human body is a living organism which has
changes in internal factors and external form and is constantly in motion. These variations involve
many factors such as pose shifts, fluid distributions in the body, sway, respiration and occlusion
which create many limitations and difficulties in the topology of the body. Scattering properties, skin
pigmentation and especially the radiology gown are considered as limitations that create problems
in accurate measurement. The use of infrared images helps to overcome the mentioned difficulties.
However, infrared images have their limits and face their own barriers. An explanation of the indoor
thermal radiation environment in the human body has been analyzed through 3D modeling of the
human body in some poses and situations [43].

Point clouds (reconstructed 3D)

a
SURF descriptors in visible images for 3D construction

Similar points using SURF descriptors in depth images using Kinect camera

b

c

Figure 1. An example of making 3D model of a participant using a Kinect camera. (a) shows a visible
image. (b,c) are depth images and reconstructed 3D images applying speeded up robust features
(SURF), finding most similar keypoints, using iterative closest points (ICP), and point cloud library
(PCL) for visualization, respectively.

A 3D X-ray microtomography image analysis of low density wood fiberboard has been conducted.
It was used for the prediction and modeling of local densification with material behaviour under
radiation exposure [44]. The study in 3D visualization of fiber is not limited to this investigation and
has been studied in greater detail (for example [45]). There is another application of 3D reconstruction
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using thermal images for detection of infection in the skin of patients. An integration of 3D and high
resolution far-infrared FIR thermal images of the body has been used for 3D structural binocular
profilometer [46]. Research on jet fuels toxicity concerning skin damage measured by 900 MHz skin
microscopy has been conducted. The authors applied three-dimensional spatial visualization that can
show the skin structure and help draw conclusion regarding the toxicity [47].

Many medical image processing research studies have been conducted on 3D visualization of
limbs and tissues under MRI scanning. The structural anatomy which has been considered by some
3D applications can be summarized as follows: vertebrae and Spin; Skull and brain (head); general,
hip joint, femur, tibia, knee joint (limbs); perineum, entire (pelvis); heart, ribs, entire (thorax) [48]. Most
research work on 3D (or even 2D) in biomedical image analysis adding the following areas: patient
motion tracking, patient positioning (radiotherapy), arteriovenous malformation (radio-surgery),
embolization, shunt angioplasty (vascular interventional radiology), neck, head, and spine, procedures
which are invasive (neuroradiology interventional), replacement of hip and knee, total arthroplasty
hip (orthopedic surgery), knee kinematics (kinematic study) with benefits for radiosurgery and
radiotherapy applications [48]. A 3D building construction using Infrared thermography images and
real images has been presented [49] which is not categorized in medical image analysis but the idea is
valuable in terms of the potential applications.

Applying an oriented scheme cubic for co-registration of the practical geometry of medical parts
of the human body using points and 3-plane has been presented based on localization properties
and fusion of MR, computed tomography (CT) and positron emission tomography (PET) images for
creating a 3D model [50]. The model includes images fused across modalities of PET+MR, CT+MR,
PET+CT, MR+CT+PET and has been tested on patients for detectability of tumors with significant
results. However, no thermal images or skin visualization was done. A very relevant research work
regarding 3D surface thermal image construction has been conducted for energy auditing which gives
a 3D surface temperature model [51]. This work is relevant however it was done for nonliving objects.
Applying this technique to humans would make it a very useful system for relevant applications.
Siewert et al. (2014) present a method for the analysis of body temperature in pig skin using thermal
infrared images. This approach has used the averaging value of the temperature for both ROI (from two
anatomical regions in IR images) to reduce noise [52]. One of the drawbacks of 3D reconstruction of the
patient during imaging besides the difficulties of setting points as references, relates to reconstruction
of 3D with thermal imaging. After camera calibration, a 3D object using two (or more) photos from
different angles (limited angles, e.g., less that 90 degree) is reconstructed by following steps:

1. Registration of depth to RGB (in order to align depth map with RGB image)
2. Applying speeded up robust features speeded up robust features (SURF) [53] to both images to

find keypoints;
3. Comparing keypoints’ descriptors to find most similar points
4. Estimating the required rotation and translation matrices to register keypoints pairs using iterative

closest points (ICP) [54]
5. Performing the transformations and calculating the final 3D coordinates
6. Accumulating the 3D coordinates and their colors in the final point cloud matrix
7. Visualize the point cloud using point cloud library (PCL) [55].

These steps were implemented in two phases, the first phase was to generate a 3D model of
an object using a left view (first image) and a right view (second image) of the object. Then, to reconstruct
a more detailed 3D model using an image sequence captured by a Kinect camera while it was moving
in front of the patient with limited angle. Figure 1 presents an example of making 3D model of a patient
(participant) using a Kinect camera with limited degree of freedom designed for installation in front of
imaging system. The information of depth and visible was used to reconstructed 3D images applying
speeded up robust features (SURF), finding most similar key-points, using iterative closest points (ICP),
and point cloud library (PCL) for visualization.
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2. Incremental Low Rank Robust Tracking

The necessity of employing the thermal infrared system to monitor thermal changes for medical
applications was discussed in the previous section. Here, the proposed method for monitoring the
thermal variations is presented (Figure 2). The process begins with lower rank noise reduction and
then an automatic detection of the ROI.

Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data
Hyperspectral 
Infrared Data

Hyperspectra
l Infrared 

Data

Infrared Image sequence 

Blackbody thermal 
reference

Region of 
interest 

C(i) i=1,…,k

Tracking the region of interest
Frame down-

sampling

Incremental low rank noise 
reduction 

Color-based clustering
Particle filter

Additive Salt & Pepper 
noise 

Flowchart of the proposed approach

Figure 2. Flowchart which shows the proposed approach for the estimation of down-welling radiance
among all of the possible points.

2.1. Low Rank Noise Reduction

Due to the nature of the process involving thermal cameras, the presence of noise in the thermal
images seems inevitable. The sensitivity of the acquisition also depends on the acquisition conditions
which may decrease the Signal to Noise Ratio (SNR) in the system.

Let X be an input matrix which has dimension p × q where p is the number of frames and q is
the vector corresponding to each image (q = image height(m) × image width(n)). The Singular Value
Decomposition (SVD) [56] gives a bilinear factoring of input matrix X, (X = UΣVT) which can be
shown to decrease the rank by r and ultimately reduce the noise level as the noise’s eigenvectors
correspond to the lower eigenvalues in Σ. The mentioned process can described as follows:

X′
(p×q)

SVDr→ Up×rΣr×rVT
r×q, r ≤ min(p, q) (1)

For higher r in low-rank representation, the data is represented in a more explanatory form due to
noise reduction (X′).

2.2. Incremental SVD

Performing the low rank noise reduction by SVD Equation (1) for the purpose of video processing
and possible online system enforces the SVD to function incrementally. Incremental SVD [57] can
handle randomly missing and incomplete or uncertain data. It is potentially an efficient robust subspace
projection. We already have the eigenvalue decomposition of X (UΣVT) and for the additional matrix
C to the previous data (X), we have:

[X′ C] =
[
UΣVT C

]
(2)

[
U
(
1−UUT

)
C/M

] [ Σ Y
0 M

] [
V 0
0 1

]T
(3)

[U Ψ]

[
Σ Y
0 M

] [
V 0
0 1

]T
(4)

Equations (2) and (3) are representing the procedure of adding the additional matrix C (as a new
infrared image from the stream) added into previous decomposition (X representing the components
from the previous batch of infrared images). Where �

(
I −UUT

)
C = C−UL, Y = UTC and M � ΨTT
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where Ψ is an orthogonal basis of T. Applying QR-decomposition (QR of an orthogonal matrix Q

and an upper triangular matrix R), there will be T
QR→ ΨM. In the Equation (3), the middle matrix is

denoted as Q and must be updated and diagonalized to lead to the answer for the whole process.
In the case of adding a single vector c = C the computation speed is increased by calculating the vector
ψ = Ψ =

(
c−UUTc

)
/m and scalar cTc− 2YTY+(UY)T(UY)→ m. First m ∈M, ‖m‖ → Σ, m/‖m‖ → U,

and V → 1 and is then updated by iteration for the above mentioned calculations with truncation [58].
In the proposed approach, the initial data matrix is constructed using initial frames and after noise
reduction, the additional frame (c) is added to the current data (X′) to complete the process.

2.3. Clustering and Tracking

After noise reduction for the initialization of the particle filter, a color based K-means
clustering [38,59] is used. Here, a brief review of the kernelled K-means [60] is presented.
Let S = {X1, · · · , Xn} ⊂ Rp be our observation set (p) and dissimilarities are calculated by ‖Xi −Xj‖22 for
Xi ∈ Rp and K is the number of clusters. Clustering of the data X is nothing more than a function C
assigning every observation Xi to a set of k ∈ {1, · · · , K}. The minimization of the following formula
is required:

Jk =
K∑

k=1

∑
C(i)=k

‖Xi −Xj‖22 (5)

Let X = 1/n
∑n

i=1 Xi and C(i) = k means that Xi is assigned to group k. A different observation
here is closely related to a different color base X. The color based clustering determines the ROI and
is labelled using the reference temperature provided by the blackbody during the experiment or in
thermal calibration process (one time for all). Tracking these labels is done using a particle filter which
is similar to the previously presented approaches [38]. The function updates the ROI and concentrates
the particles within the video stream.

2.4. Particle Filter

Clustering analysis detects and groups hot-spots and then a particle filter tracks these hot-spots
with temperature updates and thermal expansion during imaging occurs (experiment). The robustness
of tracking algorithm plays an important role due to presence of thermal fluctuations and noise (which
is suppressed by the propose algorithm). Particle filter tracking algorithm [61,62] is employed for
tracking and adaptation of thermal variations ( [63–65]), and provides a reasonably robust system within
thermal imaging stream. The following assumptions have been considered for the tracking algorithm:

- Thermal images are gray scale (0,255) corresponds to cold and hot representation;
- Thermal camera’s field of view (FOV) always has ROI;
- The ROI’s temperature is higher than the surrounding temperature;
- The ROI does not have a particular shape and is adjustable in the algorithm with the respect to

thermal increases (elevating image intensity);
- The ROI updates during the experiment (simulating medical test) and temperature updates by

an upward trend to find hot spots which are cause of the burning in patients.

Particle filter performs in time t and approximates tracking the target recursively by a finite set of
posterior distribution weighted samples. Particle filters simulate the class filters for approximating
random variables recursively. Let αt|Yt = (y1, y2, · · · , yt) be the random variables and α1

t , · · · ,αM
t are

particles, which have discrete probability mass of π1
t , · · · ,πM

t . Points for variable approximation are

shown by f (αt|Yt) and for π j
t are assumed to be equal to 1/M, which is the preferred amount of M

for particles to approximate the density value of αt|Yt. It is noticeable that particles are located in the
ROI, which is previously defined, and incrementally updated throughout experiment (medical exam).
The discrete support is used as true density and provides an approximation of density prediction using
particle support and empirical prediction:
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f̂ (αt+1
∣∣∣Yt) =

M∑
j=1

f̂
(
αt+1

∣∣∣∣α j
t

)
π

j
t (6)

Mixture of echoes while the filtering proceed and density. This provides the following modification
on previous equation:

f̂ (αt+1
∣∣∣Yt+1) ∝ f̂ (yt+1

∣∣∣αt+1)
M∑

j=1

f̂
(
αt+1

∣∣∣∣α j
t

)
π

j
t (7)

The above-mentioned equation is an approximation of true density filtering. New particles are
produced α1

t+1, · · · ,αM
t+1 with weights π1

t+1, · · · ,πM
t+1 and this iterates throughout thermal imaging

stream, which includes online tracking problems and an estimation of one-step-ahead density f (yt+1
∣∣∣Yt).

This is relevant to updates of the ROI and spreading of hot spots during radiology exam ( [61,66]).

3. Results

3.1. Experimental Setup and Thermal Image Database

The experiments were conducted at room temperature using an A65 FLIR camera (Manufacturer:
FLIR Systems, Inc., Wilsonville, OR, USA) for infrared image acquisition at wavelength
(7.5 μm < λ < 13 μm). The resolution of the IR-camera was 640 × 512 pixels with field of view
(FOV) of 45◦(H)× 37◦(V) and a 13 mm focal length. This provides 1.31 m rad Spatial resolution (IFOV).
The frame rate of the camera was able to reach 9Hz but it was 1 second interval time between the frames
to avoid high computational complexity. The object temperature range can be varied from −40 ◦C to
+160 ◦C. During the experiment the subjects were sitting at 1.2 m and lying at 3 m distance in front of
the camera. The camera was located at 1.7 m from the ground with an angle of 36.5◦ from the vertical
axis. Figure 3 shows the schematic experimental setup along with two examples of thermal images.
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Figure 3. The experimental setup of the approach is shown along with schematic design of the
experiment. (a) shows an example of a subject sitting in the field of view of the IR-camera. (b,c) are the
two thermal image samples of sitting and lying in front of the camera. (d) presents the infrared camera
and the camera’s interface on the computer during the experiment. The position of the blackbody and
subject as our ROI are highlighted.
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The thermal image database (The mentioned dataset is available for research uses. A sample set
of this database is provided at the following link: http://vision.gel.ulaval.ca/~{}bardia/web%20page/
ThermalDatabase.html) was created using 15 subjects for two minutes of acquisition while the subjects
are sitting or lying in front of the camera. The subjects were free to have arbitrary movements during
the acquisition to not only simulate the actual condition but also to verify the ability of the system to
deal with motion artifacts. The processing was carried out with a PC (Intel(R) Core(TM) i7 CPU, 930,
2.80 GHz, RAM 24.00 GB, 64 bit Operating System) and processing of the thermal data was conducted
using MATLAB computer program.

3.2. System Evaluation

To verify the performance of the system in the presence of noise, we added seven levels of additive
Salt and pepper noise into the input stream. The system showed considerable robustness against
noise due to the incremental low-rank noise reduction stage in the process. Figure 4 represents the
performance of the system involving additive noise and computational complexity of the proposed
approach. Figure 5 shows a participant during the simulation, during which is processed with Matlab
while a heating source was attached to the volunteer’s body. Figure 5a,b show two time points at
start and middle of the experiment when the temperature of the heating source has not increased yet.
Figure 5c represents segmented hot spots during imaging and their temperatures can be measured.
Figure 6 also shows two examples of system performance for 2% and 20% noise. The ROIs for both
cases are correctly found and tracked during the experiments.
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COMPUTATIONAL TIME
Particle Filter tracking (s) Clustering (s) Noise reduction (s)

Figure 4. The robustness of the tracking approach is tested against the additive noise and computational
load of this process is shown in the table and bar-plot from 2% to 20% additive noise.

Figure 5. Thermal measurement and tracking conducted by an experiment. (a–c) are thermal images of
a volunteer with its measuring temperature points before (a) and after (b) increasing the temperature of
a synthetic elevating thermal source, and heating spot were tracked and clustered by our algorithm (c).
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Figure 6. The results of the proposed approach are shown for two levels of noise (2% and 20%).

4. Discussion

This study has shown the application of infrared imagery in the 7.5–13 μm wavelength range
for temperature monitoring using unsupervised learning techniques. One of the requirements of the
proposed system is an initial calibration to obtain the real temperature. However this is not an issue
due to the use of a black-body as a reference temperature for the healthy body temperature (around
36.5 ◦C). The system interestingly covers the particles of the regions where the highest temperature is
located (which usually involves the face of the subjects). Following the results, the particle filter was
initiated on the group which showed the higher temperature and segmented by clustering then shifted
to the higher temperature points. That is because of the tendency of the particles in the particle filter to
track the higher value points. This process usually involved some initial time and then stabilized to
a certain region.

The other matter to be discussed is related to the noise reduction and the level of additive noise.
The system has shown a considerable performance to track the thermal regions while the system
was exposed to 2% to 20% additive salt&pepper noise and the results have provided a confirmation
for this matter. The good performance of the system is a result of the low rank noise reduction
which was carried out though an incremental Eigen-decomposition method (SVD). Incremental-SVD
improved the heavy process of batch-SVD but it is still a heavy stage in the proposed algorithm and
the system achieved a reasonable computational complexity due to down-sampling in the frame rate
to compensate for the processing time.

The contributions of the proposed approach lie under two major points of view, i.e., a modification
in applications of thermal object tracking and incremental noise reduction. In this application
modification, we have modified the previous approach ([38]) by concentrating more on normal
body temperature and adjusting this approach by using a black-body as a temperature reference.
This provides a more applicable system for medical and health care usages. Moreover, the contribution
involving low rank noise reduction has provided considerable novelty to the previous similar
approaches such as [38,39,67].

5. Conclusions

The approach presented is an automatic monitoring system for the patient’s body temperature
using incremental low-rank noise reduction and applying Incremental SVD and applied color based
K-means clustering to find the ROI and a particle filter to track the ROI(s) within the sequence.
The system was tested in an experiment conducted to simulate the hospital’s conditions which involved
15 subjects in sitting and lying positions. The robustness of the method was verified in the presence of
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subject’s arbitrary movements and additive noise. The system was able to function even in the presence
of 20% (salt & pepper) noise with reasonable computational load. As future work, the low ranking
noise reduction process can be modified to avoid the vulnerability of the system when facing a higher
level of noise. This objective can be reached by using an additional penalty term in the computing of
the low rank data representation or by adding a possible relaxation coefficient into the calculation.
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Abstract: Loss of muscle functions, such as the elbow, can affect the quality of life of a person.
This research is aimed at developing an affordable two DOF soft elbow exoskeleton incorporating
a dual motor-tendon actuator. The soft elbow exoskeleton can be used to assist two DOF motions of
the upper limb, especially elbow and wrist movements. The exoskeleton is developed using fabric
for the convenience purpose of the user. The dual motor-tendon actuator subsystem employs two DC
motors coupled with lead-to-screw converting motion from angular into linear motion. The output is
connected to the upper arm hook on the soft exoskeleton elbow. With this mechanism, the proposed
actuator system is able to assist two DOF movements for flexion/extension and pronation/supination
motion. Proportional-Integral (PI) control is implemented for controlling the motion. The optimized
value of Kp and Ki are 200 and 20, respectively. Based on the test results, there is a slight steady-state
error between the first and the second DC motor. When the exoskeleton is worn by a user, it gives
more steady-state errors because of the load from the arm weight. The test results demonstrate that
the proposed soft exoskeleton elbow can be worn easily and comfortably by a user to assist two DOF
for elbow and wrist motion. The resulted range of motion (ROM) for elbow flexion–extension can
be varied from 90◦ to 157◦, whereas the maximum of ROM that can be achieved for pronation and
supination movements are 19◦ and 18◦, respectively.

Keywords: elbow soft exoskeleton; dual motor-tendon actuator; PI control; flexion/extension;
pronation/supination

1. Introduction

Wearable robot exoskeleton can be used as a device to facilitate the user in carrying out an activity
or work. The exoskeleton robot can be used in the medical field as a healing therapeutic device for
people with paralysis due to stroke or paralysis due to accident, which is often called brachialis plexus
injury (BPI). Wearable exoskeletons are a very good development for people with disabilities and
provide mechanical assistance in their activities.

In terms of the material used, the exoskeleton robot is divided into two classes: Hard exoskeleton
and soft exoskeleton. A hard exoskeleton is widely used when high mechanical force, precise position,
and fast dynamics are required [1]. On the other hand, a soft exoskeleton is utilized when it needs
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portability and comfortability for people who wear the exoskeleton robot. In order to enhance the
performance of the exoskeleton, some researchers combine these two kinds of exoskeleton robots.

Researchers have developed a hard exoskeleton elbow for assisting people with the upper
limb [2–8]. They succeeded in building a hard elbow exoskeleton robot to provide mechanical
assistance for a user/wearer mostly for flexion and extension motion. A DC motor is widely used for
both elbow and hand exoskeletons. By applying this hard robot mechanism, high force and torque
can be achieved to provide mechanical support for the wearer. Surface electromyography is a widely
used sensor in exoskeletons. The surface electromyography sensor functions as interface between the
healthy muscle and the exoskeleton [9–12].

Soft robotics is one of the areas of robotic research aimed to solve a challenge faced by traditional
robotics. Wearable exoskeleton in this research is part of soft robotic area, which consists of manufactured
flexible structure [13]. There are some benefits gained from the use of a wearable exoskeleton robot as
health assisting device: A soft exoskeleton tends to be lightweight, thus, people can comfortably use it,
and, most importantly, the soft exoskeleton is flexible and can therefore accomplish difficult motions
that a traditional robotic can not [13,14].

Actuator design plays an important role in soft exoskeleton development. A soft robotic elbow
sleeve designed by a researcher from the National University of Singapore used the combination of
flexion and extension actuator. Flexion actuator is being forced into a stiff fixture with the intention
of nonlinear effect minimization. An experiment is conducted to test the deflection of the extension
actuator. Weight variation is attached at one side of the extension actuator. Meanwhile, the other
end is being put to fix [13]. Soft robotic wearable elbow exoskeleton made by researchers from
Carlos III Univesity of Madrid, Spain, used a shape memory actuator (SMA) with some advantages,
e.g., lightweight, minimal noise when operated, and low cost to be produced. SMA actuator transducer
material uses wires or springs to convert thermal energy into mechanical energy. Electric current
circulates through SMA, causing a heated effect in SMA. Electric energy is converted into mechanical
energy in SMA, called the Joule effect. The thermal energy leads to the SMA element recovery process
to its original form. The SMA’s recovery energy then being transformed into mechanical work [15].

One of the most widely used actuators in the soft exoskeleton is Bowden cable connected to a DC
motor. A researcher from the Czech Technical University developed a smart upper limb orthosis
utilizing Bowden cable attached to one end of a limb and a motor stepper to another end [16].
Another upper limb exoskeleton employing the Bowden cable transmission in their actuator is made by
some researchers from China [17]. In this study, Bowden cable is used to minimize the man–machine
interaction force. Bowden cable is commonly used as a transmission force in an elbow and hand
exoskeleton [18–22]. Some researchers have conducted a study in combining pneumatic with Bowden
cable [23,24] for the exoskeleton actuator system.

In this study, an affordable and lightweight soft elbow exoskeleton incorporating dual
motor-tendon actuation is developed. The actuation system consists of a Bowden cable connected
to a lead screw, which is coupled with a DC motor in order to move the elbow or wrist. An infrared
sensor is placed in the actuator system to measure the obstacle movement. This non-back drivable
mechanism enables the proposed soft elbow exoskeleton to provide mechanical support/force for the
elbow to move the user’s elbow and wrist in two DOF, i.e., flexion/extension and pronation/supination.
This actuation system is easy to manufacture and the components are widely available in online and
offline stores. Proportional-Integral (PI) control is utilized for controlling the linear displacement of
the motor-tendon actuation for pulling/pushing the elbow and wrist. PID and PI compensators are
widely used in controlling the motion of both hard and soft exoskeletons [7,13,25,26]. The proposed
soft elbow exoskeleton is tested by a user to provide the mechanical force for flexion/extension and
pronation/supination movements.

Most of the elbow exoskeletons resulted from previous research. Both hard and soft elbow
exoskeletons can provide mechanical support for flexion and extension movements without assisting
the pronation and supination motion [7,12,13,22,24–26]. Therefore, we propose an affordable dual
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motor-tendon actuator that can provide mechanical force for flexion/extension and pronation/supination
movements. The flexion/extension motion can be attained by pulling/pushing the two Bowden cables
simultaneously, whereas the pronation/supination movement can be obtained by pulling and pushing
the two Bowden cables in the opposite direction.

There are some advantages of the aforementioned exoskeleton compared to other soft and hard
exoskeleton designs that have been studied. User comfortability is one of the concerns in producing
this soft exoskeleton which is achieved through the usage of fabric that is delicate yet has the ability to
assist in supporting mechanical force and support. It has a simple method for fixing, alignment, and is
easy to use for a user. The soft exoskeleton uses affordable materials and spare parts are easy to
find, which can be beneficial to the exoskeleton user when there is any need for replacement during
exoskeleton usage. As a result, the soft elbow exoskeleton can be affordable. The non-backdriveable
mechanism allows holding/maintaining a user’s hand during the flexion/extension movement without
consuming more electric power from the battery. This indicates that the proposed exoskeleton is
an energy-efficient device. The motor-tendon actuation system enables to convert motion directly from
linear displacement from the actuator output to flexion/extension and pronation/supination motion on
the user’s arm. This also increases the safety of a user when the exoskeleton is worn and operated.
The challenge for this exoskeleton is to provide a range of motion ability for flexion/extension and
pronation/supination. The mechanism requires more space in the actuator system for a longer range of
motion (ROM).

2. Soft Elbow Exoskeleton and Motor-Tendon Actuator Design

A user has to wear the elbow exoskeleton comfortably. Based on this consideration, the fabric is
selected as a material of the proposed soft exoskeleton elbow which is worn by a user. Bowden cable is
chosen as a force transmission in the soft exoskeleton actuation system. The proposed exoskeleton
elbow is equipped with an upper vest exoskeleton suit. Figure 1 below is a soft elbow exoskeleton with
two DOF in elbow and wrist movement. Two motor-tendon actuators are implemented for controlling
each DOF. The first DOF is for flexion and extension motion while the second DOF is for pronation
and supination movements.

  
(a) (b) 

Figure 1. Soft elbow exoskeleton (a) proposed 2D design; (b) proposed 3D design in computer-aided
design (CAD) software.

2.1. Fabric-Based Soft Elbow Exoskeleton Design

At this stage, 3D modeling of the robot elbow exoskeleton is conducted according to the dimensions
of the arm of the patients with brachialis plexus injury. Modeling is conducted by developing a 2D
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design and modeling them into a 3D model using SolidWorks computer-aided design (CAD) software.
The modeled component is a vest, wrist strap, and upper arm hook designed based on the average size
of the Indonesian people. Figure 1 shows the resulted design of the soft elbow exoskeleton which is
worn by a user. The hook design in the upper arm and wrist is presented in Figure 2.

 
(a) (b) 

Figure 2. Hook design for soft exoskeleton elbow. (a) Wrist hook; (b) upper arm hook.

2.2. Motor-Tendon Actuation Design

In this study, actuator motor-tendon was chosen because of the ease in the manufacturing process
which only requires a motor and a tendon to pull and stretch/push the hook on the upper arm and
wrist. The motor used is a DC motor, and the Bowden cable is utilized as a tendon in this actuator.
This wire/tendon is used as a connector between the arm hook and the nut that is on the lead screw on
the actuator to move the elbow. In addition, an important component used is the infrared sensor which
functions as a proximity sensor to provide feedback on the control system that is applied. The sensor is
employed to measure an obstacle that represents the displacement or length of pull/push performed
by the DC motor. The illustration of the motor-tendon actuator mechanism is shown in Figure 3.
Limit switches are applied to limit the number of rotation of the DC motor.

 

 

Figure 3. The mechanism of the proposed motor-tendon actuator.

2.2.1. Components

High precision lead screw with 8 mm in diameter and 150 mm in length is assembled to a nut
serving as Bowden cable puller that is connected to the arm hook of the soft exoskeleton and driving
the flexion and extension motion. A coupler is placed between the lead screw and DC motor to stretch
the Bowden cable which acts as tendon which is connected to the arm. In this study, a DC motor with
a JGA25-370 encoder is chosen and a L298N type motor driver is employed to regulate the direction
and speed of the rotation of the motor. Arduino MEGA is used as the center of embedded control and
data acquisition (DAQ) through serial communication.

SHARP GP2Y0A51SK0F infrared sensor is selected to measure the linear displacement of the
Bowden cable, which will pull/push the user’s arm. The sensor is able to measure at a distance from
2 cm to 15 cm with a size of 29.5 × 13.0 × 21.5 mm with analog output voltage. This range is suitable
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for the proposed motor-tendon actuation system. All mechanical and electrical components are placed
strategically in actuator case and housing in order to produce an efficient and neat case design as well
as comfortable to use. The actuator is powered by three 18650 Li-ion batteries with 3000 mAh and 3.7 V.

2.2.2. Infrared Sensor Calibration and Filter

The output voltage from the infrared sensor needs to be converted into a suitable signal
(displacement of the actuator). Several signal acquisitions are recorded in the voltage read in
terms of analog to digital converter (ADC). The polynomial equation obtained from third order
polynomial curve fitting is expressed in (1).

y = −3 × 10−7x3 + 0.0003x2 − 0.1193x + 19.006 (1)

The result from the obtained polynomial equation is applied to software processing. Because the
infrared sensor produces noise signals in high frequency, a low-pass filter is employed in the filtering
stage with the selected transfer function as expressed in (2). The measured infrared output voltage and
the obtained third order polynomial are shown in Figure 4.

H(s) =
1

0.1 s + 1
(2)

Figure 4. Obtained distance vs. analog to digital converter (ADC) infrared sensor output in the
actuator system.

3. Two DOF Soft Elbow Exoskeleton and Control

3.1. Wearable Soft Elbow Exoskeleton System

When the soft exoskeleton is worn, the position of the attachment of the arm connected to the
vest on the user’s chest must be considered because it will affect the desired movement. In addition,
the actuator case position must also be treated carefully because it is very influential for comfort in the
use of soft exoskeleton. Figure 5 is an image of the 3D model of soft exoskeleton elbow, which was
assembled and worn by a user.
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Figure 5. Final assembly of the proposed soft elbow exoskeleton.

3.1.1. Vest, Arm, and Wrist Hook

Figure 6a,b is the result of a prototype of a vest and an overall arm hook when it is worn by
a user. Two Bowden cables are connected from the wrist hook to the two DC motors trough vest.
The DC motors can rotate independently and allows the wrist hook to provide mechanical force for
flexion/extension and pronation/supination. The total mass of the resulted soft elbow exoskeleton
including arm and wrist hook is 358 g.

 

               (a)                                   (b) 

Figure 6. Final prototype of the proposed soft exoskeleton elbow (a) flexion; (b) extension

3.1.2. Motor-Tendon Actuator with Case

In this study, actuator motor-tendon incorporating lead screw is preferred to the soft exoskeleton
because it can produce force high enough to assist flexion/extension and pronation/supination
motion. Figure 7 reveals the result of the proposed motor-actuator tendon case. This actuator has
several components where the function is to move the elbow soft exoskeleton on the user’s arm.
Several components contained in the actuator case can be seen clearly in Figure 7, and the parts of its
components are described as in Table 1. The resulted prototype of the motor-tendon actuation system
with the case design is presented in Figure 8. The dual motor-tendon actuator has a mass of 1655 g.
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Figure 7. The dual motor-tendon actuator system.

Table 1. Proposed actuator components.

No Dual Motor-Tendon Component Total

1 Bearing stand 4
2 Coupler 2
3 Upper/first motor stand 2
4 Lower/second motor stand 2
5 Base 2
6 Push Rod 4
7 Lead screw 2
8 Bearing 2
9 Nut 2
10 Motor DC 2
11 Limit Switch 4
12 Infrared Sensor 2
13 Case 1

 
Figure 8. The result of dual motor-tendon actuator system.

3.2. PI Control

3.2.1. PID Tuner

Auto-tuning process is performed to identify the transfer function from the plant which is
implemented in the PID tuner. It is utilized to identify the transfer function parameters for both
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motor-tendons. The parameters obtained are in the forms of K and τ (time constant) values. The transfer
function parameters of both motors are identified according to the best result from the experiments that
have been carried out. In this study, a PWM signal in the form of a step signal with a final value of 100 is
employed as the input signal. The output signal is the linear displacement of Bowden cable measured
by an infrared sensor. The acquired input and output signals are processed using the Matlab plant
identification toolbox. The measurement and identification are performed twice to the exoskeleton
when it is attached or not attached to the user.

From the identification of the plant that has been performed by using the MATLAB software,
the obtained transfer function for the first and second motors in the form of second-order plant are
expressed in Equations (3) and (4).

Gm(s) =
1.2

0.63 s2 + 17 s
(3)

Gm(s) =
3.2

1.9044 s2 + 45 s
(4)

Plant identification is also applied when the exoskeleton is paired/worn with the user. The user in
this study is a person who has a normal healthy arm and hand. From the identification of the plant that
has been conducted, the attained transfer function of the first and the second motor can be approached
by a second-order plant as written in Equations (5) and (6).

Gm =
0.1464

0.36 s2 + 15 s
(5)

Gm =
1.5

1.9881 s2 + 35 s
(6)

3.2.2. Proportional-Integral (PI) Control

In this study, proportional-integral (PI) control aims to obtain better and appropriate position
control for assisting the elbow flexion/extension and pronation/supination movements. The command
used in this study is a potentiometer and programmed automatic signal as the input position/angle
command and a proximity sensor to determine the displacement of the wire to move the arm while
the motor as an output pulls or extends the Bowden cables. To obtain the optimal PI value, tests are
performed when the exoskeleton is worn and not worn by a user. These tests are conducted to acquire
the proportional constant (Kp), and the Integral constant (Ki) which are the most appropriate so
that the control runs well between inputs and outputs for both with or without a user. The basic
equation of PI control is expressed in Equation (7). The Simulink PI control block which is used in
this study can be seen in Figure 9, while the embedded control block of controlling the soft elbow
exoskeleton with PI control is presented in Figure 10. This block diagram is embedded into an Arduino
Mega microcontroller.

PWM = Kp e(t) +

t∫
0

Ki e(t)dt (7)

Figure 9. Proportional-Integral (PI) control block for the motor-tendon actuator.
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.

Figure 10. Embedded PI controller for controlling the dual motor-tendon actuator.

To obtain the optimum PI values, experiments are performed several times so that the best values
of Kp and Ki are acquired. The tuning process of the PI parameters is easier to conduct in Simulink
embedded control using Simulink Support Package for Arduino Hardware. The obtained parameters of
the PI compensator should have a good response and precision control, which the output signal is able
to follow the input signal well, and has a low steady-state error, less time constant, and a fast response.

4. Result and Discussion

The constant parameters of Kp and Ki are acquired based on the experimental works when the
exoskeleton is attached and not attached to the user. A study participant with a normal healthy hand
and arm at the age of 24 was selected for this test. The exoskeleton was designed with a range of
motion (ROM) for flexion/extension of up to 70 degrees. This ROM was chosen because of the safety
purpose of a study participant in wearing the exoskeleton. The study participant will not get an injury
when he carries out experimental tests to determine the optimal values of Kp and Ki. Based on the tests
conducted for attaching or not attaching to the study participant, the acquired optimal parameters for
Kp and Ki were 200 and 20, respectively. The results of transient performance for the selected Kp and
Ki are presented in Figure 11. It provides the transient response for both worn (without an exoskeleton)
and not worn (with an exoskeleton) by a study participant for the first and second motor, respectively.
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(a) 

(b) 

Figure 11. Step input response for the (a) first motor and (b) second motor.

In Figure 11, the command signal is represented by a continuous blue line, the response when it
is not worn by a user is depicted by a red graph, and the response when it is worn is illustrated by
a yellow graph. Based on the result test in Figure 11, the steady-state response for the second motor is
higher than the steady-state error that occurred from the first motor.

The summarized transient performances of the proposed PI control are shown in Tables 2 and 3. In
terms of transient response for the exoskeleton when it is worn and not worn, there is a slight difference
in the transient performance in both the first and the second motor. However, if it is viewed on the
steady-state performance, the occurred steady-state error in exoskeleton which is worn by a study
participant has a higher value than that of an exoskeleton which is not worn by a user. The obtained
time constant of 1 s is fast enough for the user and it will not harm the user.

Table 2. Performance of transient response on the first motor.

Performance Symbol Unattached Attached Unit

Time constant τ 1.095 1.106 s
Rise time Tr 1.129 1.148 s

Settling time Ts 4.384 4.427 s
Delay time Td 1.072 1.079 s

Steady-state error Es 0.21 0.95 cm

160



Electronics 2019, 8, 1184

Table 3. Performance of transient response on the second motor.

Performance Symbol Unattached Attached Unit

Time constant τ 1.102 1.059 s
Rise time Tr 1.135 1.093 s

Settling time Ts 4.409 4.237 s
Delay time Td 1.078 1.040 s

Steady-state error Es 0.23 1.93 cm

In this study, the approached transfer function of the exoskeleton is simulated by giving the step
input and then compared to the experimental result. The test results are shown in Figure 12 for both
motors. In the figures, the simulated signal is represented by a blue line and a red graph illustrates the
experimental signal. The performance for steady-state response in the experimental work has a higher
steady-state error than the steady-state error in the simulation based on the transfer function model
in Equation (3) through (6). This can occur because of the un-modeled dynamic of the friction force
between lead screw and nut, as well as Bowden cable and the exoskeleton.

(a) 

 

(b) 

Figure 12. The result of simulation vs. experiment during flexion movement: (a) First motor;
(b) second motor.

The obtained Kp and Kd from the previous test are then utilized as the controller for controlling
the motion for flexion/extension and pronation/supination. The command for flexion/extension

161



Electronics 2019, 8, 1184

can be achieved by giving the same linear displacement command for both motors, whereas the
pronation/supination movement for the exoskeleton is performed by providing the same linear
displacement command signal in the opposite direction. The direction of pronation and supination
implemented in this study is presented in Figure 13. The first motor is connected to the right side of
the wrist hook while the second motor is connected to the left side of the wrist hook. The soft elbow
exoskeleton is worn by the user on the left arm as shown in Figure 13.

 

Figure 13. Pronation and supination movements in the exoskeleton.

In the first test for pronation/supination assistance, the exoskeleton is given by a commanded
signal to provide the mechanical assistance for pronation movement from a neutral position. In this
case, the Bowden cable from the second motor will pull the exoskeleton worn by the user and the
Bowden cable from the first motor will stretch with the actuator initial position of 6 cm. Because of this
mechanism, the resulted steady-state error on the second motor has a higher value than the occurred
steady-state error on the first motor as shown in Figure 14.

 

Figure 14. Pronation test.

In the second test, the soft exoskeleton is provided by commended signals to move the user arm
and wrist from the neutral position to supination motion and hold for five seconds, then go back to the
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neutral position again. The first motor will pull the wrist and arm, and the second motor will stretch
the Bowden cable. In this test, the initial position on the actuator starts at 6 cm. This will contribute to
the resulted steady-state error in the first motor as shown in Figure 15.

 
Figure 15. Supination test.

The soft exoskeleton is worn to provide mechanical support for combined motion such as
flexion, extension, pronation, and supination movements. In this test, the user is grasping bottled
water weighing 300 g. The exoskeleton is assigned to provide mechanical force assistance in the
following order: The initial position, flexion motion, hold, supination, hold, back to the neutral
position, hold, pronation, hold, back to the neutral position, hold, extension, back to initial position.
The commanded signal and the response for both motors are presented in Figure 16. The sequence images
of the test are documented in Figure 17. Based on the test result, the developed soft elbow exoskeleton can
successfully provide mechanical assistance for the user for flexion, extension, pronation, and supination
movements. Moreover, the soft exoskeleton is easily attached and detached on the user’s arm and wrist.

 

Figure 16. Two DOF mechanical assistance for flexion/extension and pronation/supination motion.
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Figure 17. Sequence images of two DOF mechanical assistance for flexion/extension and
pronation/supination motion.

In order to determine the correlation between the motor-tendon displacement and the resulted
angular displacement on the elbow (flexion/extension motion), the motion test is performed by
providing the displacement input signal on the motor-tendon actuation system and recording the
angular displacement of the elbow. This test is carried out by attaching the soft exoskeleton to the user
and then record the changes in the rotational motion of elbow movement that occurs in the soft elbow
exoskeleton per unit of distance of the motor-tendon displacement implemented in this study. Table 4
shows the summarized results of the motion tested by acquiring the changes in the angular motion of
movement at the elbow.

Table 4. Testing for flexion motion assistance.

No Obstacle Position Motor-Tendon Actuator and Soft Elbow Position

1. Initial/Normal Position
The reading of the IR-Sensor starts
from 2 cm which is the starting point (=
0 cm in the starting position).

 

2. 134.91◦ Position
The IR-Sensor reading is 4 cm in
position, moving the arm to an angle of
134.91◦.
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Table 4. Cont.

No Obstacle Position Motor-Tendon Actuator and Soft Elbow Position

3. 124.58◦ Position
The IR-Sensor reading is at 6 cm,
moving the arm to form an angle of
124.28◦.

   

4. 90◦ Position
The IR-Sensor reading is 9 cm in
position, moving the arm in the angle
of 90◦.  

The working principle of the proposed motor-tendon actuation system for flexion/extension
motion is illustrated in Figure 18. It shows the displacement on ‘x’ axis coordinate measurements in
the soft elbow exoskeleton test. This displacement affects the angular changes in elbow movement
which occurs on the ‘y’ axis shown in Figure 19. The initial position starts from 2 cm which means the
zero point (0 cm) testing is at 2 cm because the sensor reading starts at 2 cm and the maximum pulling
distance is 12 cm. The initial position of 2 cm is the normal position when the device is attached to the
study participant (157.33◦) and 9 cm is the final position in the test (90◦). In this study, the elbow angle
of 90◦ is sufficient for the flexion/extension motion. This angle is selected based on the consideration
of the possible displacement and the safety reason in the actuator although the maximum possible
displacement is 12.5 cm.

Figure 18. Obstacle displacement in motor-tendon actuator.
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Figure 19. Displacement of the motor-tendon actuator vs. elbow output angle for
flexion/extension assistance.

The tests carried out on the movements of the angular elbow motion in accordance with Table 4
produces a form of movement in Figure 18. This change is obtained from the displacement of the
obstacle distance (cm) to the changes in angular displacement of an elbow in a degree (◦). Based on the
obtained elbow angle measurement with respect to the linear displacement on the actuator, the soft
exoskeleton can provide flexion-extension motion from 157◦ to 90◦ as shown in Figure 19. On the other
hand, the resulted ROM for flexion/extension motion is 67◦. This ROM can be increased by giving the
linear displacement command more than 9 cm and less than 12.5 cm.

The resulted angles of the pronation and supination movements are presented in Figure 20.
This test is performed without grasping an object. The pronation and supination angles are measured
on the user’s wrist. Based on the test result, there is similar pattern between the pronation and
supination angles as shown in Figure 20. The obtained ROM for the maximum pronation angle is 19◦
while the acquired maximum supination angle is 18◦. These angles are attained when the upper right
arm hook is connected to the right wrist hook and the left upper arm hook is connected to the left side
of the wrist hook.

 
Figure 20. Displacement of the motor-tendon actuator vs. output angle for pronation and
supination assistance.
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5. Conclusions

A motor-tendon actuator system for the soft elbow exoskeleton mechanism which is able to assist
two DOF elbow and wrist motion is presented. Compared to another actuator mechanism in other
previous research, this research employs a motor-tendon actuator which can accommodate elbow
and wrist movement in two DOF. Flexion and extension movement for the first DOF, pronation and
supination for the second DOF. PI control with a gain value of Kp = 200 and Ki = 20 are applied in
both motors resulting in good precision and transient response performance. The output signal from
both motors can follow the input with a low value of steady-state error and fast response. When the
exoskeleton is worn and not worn on the tests, there is a slight difference in the transient performance
on the motor-tendon actuator. The resulted steady-state error in exoskeleton worn by a user has
a higher value than that of exoskeleton that is not worn by a study participant. The Bowden cable
mechanism applied on the motor-tendon actuator can provide mechanical support for the user’s elbow
which is needed for a person with muscle function loss in the elbow.

The proposed exoskeleton can provide mechanical assistance for flexion and extension motion
ranging from 90◦ to 157◦. The selected maximum ROM for the flexion/extension motion is 67◦.
This angle can be increased by providing the linear displacement on the actuator more than 9 cm
and less than 12.5 cm. The acquired maximum for pronation and supination angles is 19◦ and 18◦,
respectively. In the next study, the maximum of pronation and supination angles will be improved by
connecting the left upper arm hook to the right wrist hook and the right upper arm hook to the left
wrist hook. This can extend the moment arm for pronation-supination motion.

The proposed soft exoskeleton elbow has a lightweight mass that can be worn by the user
comfortably. The total mass of the resulted soft elbow exoskeleton including arm and wrist hook
is 358 g, while the dual motor-tendon actuator has a mass of 1655 g. The soft exoskeleton can be
easily attached and detached by a user. The detailed specification of the proposed soft exoskeleton is
summarized in Appendix A. The Simulink block diagram of embedded control and data acquisition
block can be found and downloaded in the Supplementary Materials. The PI control block is embedded
into Arduino MEGA and the data acquisition block is run on the computer. The 3D design in
SolidWorks, engineering drawings, and the STL files, as well as the video of the exoskeleton can be
downloaded in our website. It can be found in the Supplementary Materials.

Based on the conducted previous test results, the soft upper arm exoskeleton was successfully
developed in providing the mechanical force/support for flexion, extension, pronation, and supination
movements. This two DOF movement is relatively easy to control by employing the PI control.
The control is commonly widely used for upper arm hard and soft exoskeletons which are mostly
used for flexion/extension motion. The performance of the proposed elbow soft exoskeleton for
providing mechanical assistance in flexion/extension and pronation/supination tests can be seen online
on YouTube at http://y2u.be/M1AKREg3WaY.

In the future, the prototype of the soft exoskeleton will be enhanced in terms of the control
input using two channels sEMG signals incorporated machine learning technique such as a neural
network. The machine learning will be implemented to discriminate the intended gesture to drive
the flexion/extension and pronation/supination movement. A nonlinear control technique will be
developed in order to reduce the steady-state error. The size of the actuator system for soft exoskeleton
is still big enough to wear. The size of the motor-tendon actuation system will be optimized in order
to achieve the optimal size, which is easy to attach on a user’s waist. Inertial measuring unit (IMU)
which is comprised of accelerometer, gyroscope, and magnetometer will be incorporated on the elbow
soft exoskeleton. The IMU will enable the exoskeleton to be controlled directly by flexion/extension
and pronation/supination angle command.

Supplementary Materials: The Simulink block diagram for controlling the soft exoskeleton utilizing PI
compensator, technical drawings, STL files, and 3D design can be downloaded from the following website:
https://cbiom3s.undip.ac.id/elbow-exoskeleton/.
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Appendix A

To provide a clear technical specification of the developed soft exoskeleton, this appendix
summarizes the test results that have been carried out and presented in this study.

Table A1. The developed soft elbow exoskeleton specification.

Specification Value

Upper arm and wrist hook Polylactic acid (PLA)
Vest material Polyester

Vest mass and hooks 358 g
Dual motor-tendon actuator 1655 g
Dual motor-tendon actuator 29 × 9.5 × 21 cm

Bowden cable length of the first motor and second
motor 70 cm

Input voltage 12 V DC
Microcontroller Arduino MEGA 2560

Maximum of the actuator linear displacement 12.5 cm
Feedback Infrared sensor
Control Proportional-Integral compensator

Feedback Infrared sensor
Motor type Brushed DC motor

Mechanical drive system Precision lead screw
Number of DOF Two (flexion/extension and pronation/supination)

Limit or home sensing Limit switch
Maximum pull force of the first motor 33 N

Maximum pull force of the second motor 31 N
Input sensor as a command potentiometer
Communication interface USB
ROM for flexion/extension 90◦–157◦

ROM for pronation 0◦–19◦
ROM for supination 0◦–18◦
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Abstract: This review deals with a comprehensive description of the available electromagnetic travel
aids for visually impaired and blind people. This challenging task is considered as an outstanding
research area due to the rapid growth in the number of people with visual impairments. For
decades, different technologies have been employed for solving the crucial challenge of improving
the mobility of visually impaired people, but a suitable solution has not yet been developed. Focusing
this contribution on the electromagnetic technology, the state-of-the-art of available solutions is
demonstrated. Electronic travel aids based on electromagnetic technology have been identified as an
emerging technology due to their high level of achievable performance in terms of accuracy, flexibility,
lightness, and cost-effectiveness.
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1. Introduction

It is estimated that 188.5 million people worldwide have mild vision impairment, 217 million
have moderate-to-severe vision impairment, and 36 million people are blind [1].

This is a continuously growing number that has fueled the interest of many in in the pursuit of
improving the quality of life of those affected by blindness [2–6].

Usually, the mobility of visually impaired people is addressed by the use of travel supports, with
the traditional white-cane being the most renowned and still the most popular. However, there are
many electronic travel aids (ETAs) available to make mobility safer and more familiar for both inside
and outside use.

The National Research Council published a list of the most important requirements of an ETA [7,8]:

1) Detection of obstacles from ground level to height of the head;
2) Information about the travel surface;
3) Detection of objects bordering the travel path for shore-lining and projection;
4) Distant object and cardinal direction information for the projection of a straight line;
5) Location of landmarks and identification information;
6) Information for enhancing self-familiarization and for creating a mental map of the environment.

These six points represent the landmark for designing an effective ETA. The first three requirements
provide indications about the obstacles that an ETA should be able to detect. Points four to six suggest
additional information is needed for easier and safer movement in a complex environment.

Since eighty years ago, when the first ETAs were introduced, the work of researchers has
concentrated on the design of better aids, but as yet these have not materialized. [9]. To date, none of
the available aids has fulfilled all the requirements to fully satisfy users’ expectations.
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The ETAs are usually divided into two categories: primary and secondary aids. Primary aids
allow autonomous movement without other aids since they provide all the required information
independently. Secondary aids only enhance the mobility and must be used in conjunction with other
aids (e.g., primary aids). Moreover, ETAs can be classified as mobility and navigation aids, where the
former help the user in detecting and avoiding obstacles in their path and the latter allow to the user to
find the path itself from the starting point to the destination [10].

Different technologies have been used with the aim of creating better devices, the most significant
being based on ultrasonic sensors and optical/vision systems [11–17].

Although technological advancement has reached an elevated level of maturity and a variety of
devices are available on the market, ultrasonic systems have limitations [10]. To specify, the maximum
detectable range is limited when smooth surfaces need to be detected, even worse if the angle of
incidence of the ultrasonic beam is small. Furthermore, due to the relatively large radiation beam,
it is difficult for small apertures to be accurately detected (e.g., the presence of doors). Nevertheless,
this kind of aid is widely used due to the easy-to-access technology and the availability of low-cost
ultrasonic sensors.

ETAs based on optical technologies are very robust in terms of object detection capabilities under
normal operating conditions. They typically employ cameras, and the target recognition is provided by
means of complex algorithms [18]. The main drawbacks are due to the high sensitivity to ambient light,
which can seriously limit the system performance, especially in outdoor environments [10]. Additional
issues are the strong dependence on the optical properties of obstacles and the bulky dimensions of
the devices.

Due to the lack of a competitive and robust technology, ETA devices based on the electromagnetic
technology have only been developed in the past decade; These devices usually achieve target detection
by sending electromagnetic waves into the space and analyzing the reflected signal.

Most aids are radar-based systems, where the frequency-modulated continuous wave (FMCW)
is the typical mode of operation [19–25]. In a FMCW radar, the information about the target is
contained in the frequency of the received signal. The transmitted signal is modulated (e.g., using a
linear frequency modulation or phase modulation), reflected back by the target, and conditioned by a
homodyne receiver. Thereafter, it is possible to extract the range information from the intermediate
frequency (IF) signal. For example, by considering a saw-tooth modulation, the range (R) of the target
can be computed by using (1):

R =
c fIFτ
2B

, (1)

where B and τ are the modulation bandwidth and the duration of the signal, respectively, c is the speed
of light, and fIF is the frequency of the IF signals whose amplitudes overcome a certain threshold [26,27].

The advantages of this technology compared to ultrasonic and optical systems can be summarized
as follows:

• Since higher frequency corresponds to a smaller wavelength, at frequencies typical of microwave
and millimeter waves, the circuits become very compact and lightweight [28,29].

• The larger the modulation bandwidth of the transmitted signal, the better the resolution [28,29].
This feature allows, for example, for two near objects to be distinguished from each other.

• The radiation pattern can be tailored by modifying the design of the antennas, thus accurately
detecting small apertures or suspended obstacles.

To the best knowledge of the authors, this is the first review article concerning ETAs based on
electromagnetic technology. This review is necessary due to the previous lack of a paper that collects
and illustrates the main results in this field.

In Section 2, the pertinent studies and prototypes based on the electromagnetic technology are
reported. Particular attention is given to the illustration of both practical and technological aspects by
clearly explaining the basic modes of operation of the considered aids.

172



Electronics 2019, 8, 1281

In Section 3, the particular differences between the devices are analyzed providing, in the authors’
opinion, the possible future developments of this technology. Finally, the conclusions are outlined in
Section 4.

2. Electromagnetic Aids for Visually Impaired and Blind People

The idea of employing an electromagnetic system as an aid for visually impaired people is
quite recent. In [30], a vector network analyzer and a double-ridge horn antenna were used for
transmitting and receiving a sequence of pulses from 1 to 6 GHz. Then, an inverse Fourier transform
was applied to the frequency-domain measurements in order to recreate a very short time-domain
pulse. The measured delay of the received pulse corresponds to the round-trip time-of-flight (TOF) of
the electromagnetic wave from the transmitting antenna to the obstacle. Thereafter, the range of the
object could be easily computed [31]. The diagram of the system and the echo pulse reflected by a
25 × 25 cm2 metal plate at a distance of 2 m are shown in Figure 1.

Figure 1. Diagram of the system.

The proposed approach was compared with an ultrasonic system, making the two experimental
set-ups as equivalent as possible. The proposed system showed better precision and the ability to
detect obstacles that are not detectable by ultrasonic systems (e.g., a partially open door). Although
the system is very bulky and expensive, its future miniaturization has been claimed.

An enhanced version of the system proposed in [30] has been reported in [32]. A portable vector
network analyzer was employed for testing the effectiveness of the methodology in both indoor and
outdoor scenarios. The maximum range was fixed to 3 m, whereas the operating frequencies from 4 to
6 GHz achieved a spatial resolution of 12 cm. The tests were carried out by a blind volunteer during
different test conditions (i.e., obstacles located in different arrangements). The test set-up was arranged
in order to have the obstacles aligned, shaped as a cage, and with an obstacle at chest level—as depicted
in Figure 2. The system could correctly detect the presence of one or more obstacles even at the level of
the head or chest (e.g., an open window or a tree branch).

Figure 2. Cont.
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Figure 2. Test set-up with (a) aligned obstacles, (b) obstacles shaped as a cage, and (c) obstacles at
chest level.

A peculiar application of an electromagnetic aid for visually impaired people is reported in [33],
where a system capable of guiding a blind athlete during running and physical activities was designed,
realized, and tested. This arose from the need to enhance the runners’ freedom during competitions or
training. As a matter of fact, athletes currently need to be guided by a non-extendible cable carried by
another runner, thus limiting the possibility of free movement [34].

The proposed system is composed of: (a) a mobile unit preceding the runner that generates two
“electromagnetic walls” (i.e., two electromagnetic waves radiated on the left and right sides of the
athlete) and (b) a receiving unit worn by the runner equipped with vibro-tactile devices.

A representation of the guiding system is shown in Figure 3.

Figure 3. Representation of the guiding system [33].

The mobile unit generates a vibro-tactile warning when the athlete is leaving the area delineated
by the electromagnetic walls, to guide them towards the center of the path.
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In this circumstance, the use of electromagnetic waves ensures confinement of the wall to a narrow
and well-defined area. The operating bandwidth of the system is inside the X-band, thus reducing
the dimension and weight of the antenna in the receiving unit worn by the blind runner. To achieve
this, the antenna was designed with lightweight and compact microstrip technology. The system was
tested by a blind athlete using four different paths as reported in Figure 4, demonstrating the proper
operation of the prototype. A video of the tests can also be watched online [34].

 

Figure 4. Paths traveled by the athlete in a rectangular room (20 × 17 m2): (a) square, (b) spiral, and
(c,d) complex paths [33].

In [19], the challenge of avoiding collision with obstacles for visually impaired users was
achieved by creating a radar-based navigation device. The system employs a frequency-modulated
continuous-wave signal. Although the authors plan to have a main sensor working at the center
frequency of 80 GHz with a bandwidth of 24 GHz, a bandwidth of 4 GHz—from 80 GHz to 84 GHz—was
adopted for the tests. With this frequency bandwidth, a spatial resolution equal to 6 cm can be obtained.
The radar sensor was attached on the head of the blind person, whose position was continuously tracked
by an inertial sensor. This sensor scanned the surrounding environment and detected the position of
obstacles up to 5 m. The intention of the authors is to scan the scenario using a beam-steering antenna.
Its design is shown in [19], but since it is still under development, the rotation was mechanically
achieved by a stepper motor. Due to the size of the setup, the radar was placed on a large mounting.
A virtual map of the environment was created and mapped into a 3D audio signal. The authors assert
that a long training process is not required.

A superior system performance compared to camera-based systems is claimed in terms of
independence from light conditions, ability to detect transparent obstacles such as glass doors, and
better visual range in rain or fog [35,36].

The challenge of tailoring a suitable electromagnetic aid is shown in [20], highlighting the
effectiveness of the authors’ solution. A clinical investigation was performed with 25 visually impaired
people wearing a radar-based assistive device.
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The working frequency of the system was 24 GHz, selected to facilitate a lightweight wearable
device, because at this frequency the signal can penetrate textiles, making it possible to wear the device
under clothing. The system automatically compensates small tilt errors or notifies the person if the
incline is excessive. It is able to detect obstacles up to 3.5 m, within a horizontal sector of 25◦ and a
vertical sector of 70◦.

The maximum usage time of the prototype was measured as between 4 and 5 h, but this can be
improved in a future designs. The warning about the presence of obstacles is fed back to the user by
means of acoustic or haptic feedback. In Figure 5, the operating principle of the system and a picture
of the device is shown.

Figure 5. Operating principle of the system and picture of the device [20].

The clinical investigation was implemented during an observation period of two weeks, using the
electromagnetic aid during everyday activities.

The results of an interview after usage of the device are shown in Figure 6a in response to
the question “Does the assistive device help you to perceive your environment better?”, whereas
in Figure 6b the question was “Does the assistive device increase your confidence in independent
walking?”.

Figure 6. Results of the interview questions: (a) “Does the assistive device help you to perceive your
environment better?” and (b) “Does the assistive device increase your confidence in independent
walking?” The answers reported on the X-axes are: (1) not at all, (2) not much, (3) to some extent,
(4) significantly, (5) very significantly [20].

For both graphs in Figure 6, the answers recorded on the X-axes are: (1) not at all, (2) not much,
(3) to some extent, (4) significantly, (5) very significantly.
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In the results, 92% of the participants stated that the perception of the surrounding environment
was enhanced by the electromagnetic aid, whereas 80% noticed an increased confidence in
independent mobility.

Solutions employing 24 GHz radars based on FMCW modulation are presented in [21–23], but
different choices were made concerning the way the users employ the devices.

Despite the extensive range of available ETAs, the most widespread aid is still the traditional
white-cane, due to its ease of use and cost effectiveness [37,38].

Therefore, the authors decided to create a device so small and lightweight that it can be integrated
into a white-cane—a kind of “microwave cane”. The authors based their design on feedback from
users during interviews and the remarks of visually impaired and blind users, considering the positive
reaction to a new device as the main task. Volunteers testing ETAs usually suggest the simultaneous
use the white cane.

Since the self-confidence that the traditional white cane is reported to give users is absent in ETAs,
the authors chose to go down this route.

Of course, this new device must overcome the limitations of the traditional cane (i.e., it does
not provide any protection against obstacles at head or chest height and the range is confined to the
length of the cane). At the same time, the system has to be cost effective and easy to use without
extensive training.

In [21], great attention is paid to the design of a customized antenna. It was designed by employing
microstrip technology in order to have a compact system that can be attached to the cane. They
highlight the advantages of the system compared to ones based on ultrasonic or optical technology,
overcoming the limitations of limited range and poor performance operating within a low incidence
angle on smooth surfaces. The system was tested up to 5 m, with a spatial resolution of 60 cm
(24.0–24.25 GHz).

In [22], a feasibility study was undertaken with the aim of accurately identifying the technical
specification of the microwave cane. The behavior of the entire system was simulated using
computer-aided design (CAD), with preliminary results obtained from newly designed transmitting
and receiving antennas. The first experimental activity using the microwave cane is outlined in [23].

The authors obtained system spatial resolution close to 14 cm, reduced energy consumption,
a maximum range of 5 m, and horizontal and vertical antenna patterns close to 12◦ and 40◦, respectively.

A picture of the prototype is shown in Figure 7.

Figure 7. Picture of the radar prototype [23].

The radar system was tested with different obstacles commonly used for daily tasks, that is,
a wooden chair, a chest of drawers, and a human subject. The targets, characterized by different
materials, dimensions, and shapes, were located at the range of 1.5 m and successfully detected,
as shown in Figure 8.
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Figure 8. Intermediate frequency (IF) signals obtained from obstacles at the range of 1.5 m. From the
top to bottom, results are shown for a wooden chair, a chest of drawers, and a human target [23].

An interesting solution is illustrated in [24,25], where the radar technology was employed in
conjunction with an RGB-D sensor. The radar operated from 77 to 81 GHz, implementing an FMCW
signal. This 4 GHz bandwidth gives a spatial resolution of 6 cm. The purpose of the exercise was
to enhance the features of object detection and localization. Whereas mm-wave radar is capable of
providing speed information and a relatively high spatial resolution in the radial direction, the RGB-D
sensor accomplishes the task of distinguishing two targets at the same distance. A block diagram of
the system is shown in Figure 9.

Figure 9. Schematic diagram of the system in [24]. FMCW: frequency-modulated continuous wave.

Obstacles at the same distance are recognized using color information and the application of a
single deep neural network or object instance segmentation [39,40].

In Figure 10, results relating to tests performed in an indoor environment are shown.
In Figure 10(a1,a2) the mask R-CNN (Region convolutional neural network) was used for detecting
and recognizing the targets, whereas in (b1,b2) the SSD (Single Shot MultiBox Detector ) network was
used. In (c1,c2) the image results are shown with, detection results enclosed in a red box, whereas
in (d1,d2) the data detected by the radar are illustrated. Finally, in (e1,e2), the data are fused using a
particle filter.

The potential of this technology is also highlighted by the Integrated Smart Spatial Exploration
System (INSPEX H2020 project), where the main goal is to take advantage of the automotive techniques
concerning spatial exploration and obstacle detection in the design of portable sensors [41]. Potential
applications employing radar-based sensors range from safer human navigation in reduced visibility
to navigation for visually impaired people. The authors intend to integrate the INSPEX system into a
smart white cane.
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Figure 10. Tests performed in an indoor environment and related results [24]. (a1,a2) Detection
performed by R-CNN, (b1,b2) detection performed by SSD network, (c1,c2) image results, (d1,d2) data
detected by the radar, (e1,e2), data fused using a particle filter.

3. Discussion

In Section 2, the main contributions in the field were reported, showing properties of the proposed
systems such as working principle, maximum range, cost, size, spatial resolution, operating frequency,
and the existence of a final prototype. These aspects are organized in Table 1.

Table 1. Properties of the main electromagnetic aids for visually impaired people.

Ref.
Working
Principle

Maximum
Range (m)

Cost Size
Spatial

Resolution
(cm)

Operating
Frequency

(GHz)

Final
Prototype

[32] VNA-based 3 High Bulky 12 4.0–6.0 No
[19] Radar 5 Medium Bulky 6 80.0–84.0 No
[20] Radar 3.5 Low Small ND 24.0 No
[21] Radar 5 Low Small 60 24.0–24.25 No
[23] Radar 5 Low Small 14 24.0–25.1 No
[24] Radar + RGB 12 Low Medium 6 77.0–81.0 No

By analyzing the properties shown in Table 1, we can conclude that different devices could be
market ready very quickly, which would provide useful products that could offer a good compromise
between the capability of scanning the environment, cost-effectiveness, and size.

Therefore, it is legitimate to ask why there is still no valid electromagnetic aid available on the
market. We believe that it can be explained by the fact that there is insufficient collaboration between
research groups and industry, which would provide a more effective transition from laboratory
prototypes to the final engineered product. Indeed, since the core technology is based on radar,
the necessary components, used by the relevant advancement in the automotive field, are readily
available for use Moreover, the miniaturization of the operating frequencies in a typical of microwave
and millimeter waves could be utilized to minimize size and weight, affording easy integration in
everyday activities.

Although the electromagnetic aids exhibit better performance than ultrasonic or camera-based
solutions, recent years have seen these technologies more broadly diffused due to their wider availability
in the market. Moreover, in published papers only limited attention has been given to finding the best
solution for providing feedback to the user. A greater effort in this direction could be very beneficial
for enhancing the usability of this category of travel aid.

4. Conclusions

In this review, the most recent developments relating to electromagnetic travel aids for visually
impaired and blind people are presented. The main contributions in the field were analyzed,
highlighting the working principle, the impact on the end user’s life, and the main properties.
The presented solutions mostly employ radar-based devices, with only one system exploiting a (vector
network analyzer) VNA-based technology. Overall, the trend is towards employing ever-higher
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operation frequencies in order to realize compact systems and to increase the resolution capabilities.
The electromagnetic technology shows better performance than other types of electronic travel aid,
as they have a more reliable signal processing technique, smaller dimensions, higher precision and
resolution, and better immunity to noise. Although the “perfect” aid has not yet been realized, this
contribution highlights that the technology is mature and different solutions can be adopted for
fulfilling this challenging task.
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