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Preface to ”Future Advances in Basin Modeling”

This volume describes the nature, causes, and consequences of the diverse fluid movements

that produce energy and mineral resources in sedimentary basins. The contained papers point

to new capabilities in basin analysis methods and models. The processes that operate in the

resource-producing thermo-chemical-structural reactors we call sedimentary basins are reviewed.

Efficient ways to infer the tectonic history of basins are described. Impacts on hydrocarbon

maturation and migration of glacial tilting, magmatic intrusion, salt migration, and fracturing are

illustrated. The conditions under which subsurface flow will channel with distance traveled are

identified. Seismic methods that can image and map subsurface permeability channels are described.

The surface maturation, surface charge, and chemical reaction foundations of creep subsidence are

set forth. Dynamic aspects of the hydrogen resource in basins are analyzed. There is much that is

new that is presented in these papers with the intent of stimulating thinking and enthusiasm for the

advances that will be made in future decades.

Willy Fjeldskaar, Lawrence Cathles

Editors
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1. Introduction

The objective of this volume differs from that of the usual review of current advances. While the
state of the art remains the basis for departure, our main objective is to identify areas where advances
in understanding and modeling could significantly impact exploration effectiveness. Our criterion is
not what is the most exciting and important current science, but what could be the most important in
the future. We encouraged our authors to avail themselves of the increased latitude for speculation
that this future focus affords, and solicited the papers contained in this volume with this perspective.

A first step in any discussion of basin processes must be an observational appreciation of their
scale and diversity. The scale of operation is huge, and the driving forces planetary. The first paper is
an overview that reminds us of this. Subsequent papers address more specific basin phenomena:

• Two papers illustrate how changes in the stress tensor can be inferred and used.
• Two papers show how oil migration is impacted by glacial changes in strata tilt.
• Two papers calculate the delay in hydrocarbon maturation caused by salt diapirism.
• Three papers assess the impact of magmatic intrusion on the timing of hydrocarbon maturation

and sediment alteration.
• Two papers address the progressive focusing of flow with distance traveled and how flow

pathways can be detected seismically.
• One paper investigates the nature of compaction and alteration that is related to water flooding.
• Three papers describe and analyze basin hydrogen seeps and the possibility of a “new”

nonhydrocarbon (H2) basin energy resource.

2. Review of Volume Papers

2.1. Overview

In the first overview paper, Cathles [1] reminds us that basin formation is driven by global
plate tectonics and that the basin fluids that accumulate resources can move over many hundreds of
kilometers. Brine and petroleum fluid movements produce alteration patterns that can be vectors to
resource accumulation. Flow can be steady or episodic. Different styles of flow produce different types
of mineral and hydrocarbon resources. Permeability is not always an intrinsic property of a strata but
is often dynamically controlled either by pressure or the presence of nonaqueous fluids. Shosa seals
(the kind that can trap variably pressured gas for hundreds of millions of years) can massively fail and
then reheal, repeatedly propelling large volumes of gas into subsurface aquifers. Seals can migrate
through the stratigraphy, and porosity profiles record this migration and the causative pore pressure
changes. Departures from the expected path of paleomagnetic pole migration may indicate the style of

Geosciences 2020, 10, 506; doi:10.3390/geosciences10120506 www.mdpi.com/journal/geosciences1
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resource that should be sought in a basin. Basin processes are dynamic, diverse, and so large-scale that
they are easy to overlook.

2.2. Stress

Who could guess that two weeks of outcrop mapping could reveal all the tectonic events that
impacted the White Mountains over the last 410 Ma? Barton and Angelier [2] show how slip indicators
on oriented outcrop faults can be inverted to identify the changes in the stress tensor that mark these
events. The fresh, glacially exhumed New Hampshire outcrops are ideal for this purpose, but the
dramatic success of the inversion suggests efforts to collect similar data (from drill holes, seismics, etc.)
could quickly yield very valuable tectonic information.

The paper by Bouziat et al. [3] suggests one way this might be done. They determine the stress
tensor by coupling a basin simulator with a finite element mechanical solver. Evaluating this method
on a set of synthetic passive margin siliciclastic sediment accumulation histories, they predict the
spatial–temporal pattern of stress tensor rotation and zones of weakness in the section from the growing
sediment load and the changing basement tilt. For common basin parameters, the distal part of the
sediment wedge is at all times compressive, the proximal part of the wedge is always extensional
(but more so during lowstands), and areas of weakness develop under the continental slope late in the
sedimentation history.

2.3. Reservoir Tilting

Many of the Earth’s sedimentary basins are affected by glaciation. Repeated glaciations over the
last millions of years have had great influence on the physical conditions in sedimentary basins and
basin structure. Sedimentary basins near the former ice margin can be tilted enough to significantly
alter the pathways of hydrocarbon migration. Løtveit et al. [4] present some of the major effects that
ice sheets have on sedimentary basins by modeling data from the Norwegian part of the Barents Sea.
Among the most important effects are movements of the solid Earth caused by glacial loading and
unloading and related flexural stresses. Future basin models should include glacial loading/unloading
when dealing with petroleum potential in former glaciated areas.

Cerroni et al. [5] describe a new model of the hydromechanical changes induced by a glacial cycle.
They address the generation of the computational grid and the algorithm for the numerical solution.
They present a multiscale approach that accounts for the global deformation of the lithosphere and
couple it with the thermo-hydro-mechanical feedback of the ice load on a representative domain of
smaller scale.

2.4. Salt Diapirs

Salt diapirs act as heat pipes and can depress temperatures in the nearby oil window by nearly
100 ◦C, delaying hydrocarbon maturation enough to affect exploration strategies. Two studies of the
specific analysis of the impact of salt on basin temperature illustrate how the modeling of salt diapirs
can be integrated into future exploration models. Cedeño et al. [6] used Slumberger software to analyze
the impact of salt diapirism on the subsurface temperature and the timing of maturation in a confined
salt-bearing basin in the Norwegian Barents Sea, showing that the densely packed diapirs depress
temperatures by 50–70 ◦C and delay maturation. With examples from the Nordkapp Basin, they show
that the temperatures along the diapir flanks are 70 ◦C cooler and are exceptionally low (~150 ◦C) at
depths of ~9 km beneath the salt.

Grunnaleite and Mosbron [7] show that salt structures on the Eastern flank of the Central Graben
of the Norwegian North Sea depress temperatures by 85 ◦C and vitrinite Ro by up to 1.0%. They use
the BMT (Basin Modeling Toolbox) software to accurately track the changing shape of the diapirs
(especially the retraction of the root), and present what may be the most realistic salt model of a specific
site yet published. They show the timing and geometrical evolution of salt structures depends critically
on correctly defining the geometry of salt volumes and having a good geohistory model.
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2.5. Magmatic Sills

Magmatic sills can increase the temperature of organic-rich strata and cause them to mature earlier
than otherwise expected. Brown and Kim [8] set the stage by reviewing crustal reflection profiling
seismic data to show how common sills are in the crystalline crust that underlies all basins. These sills
can transfer heat from the mantle, change crustal rheology, and potentially affect overlying basin
evolution in a fashion that impacts hydrocarbon and mineral resource potential.

Sydnes et al. [9] report the results of a sensitivity study of the impact of sills on temperature and
maturation when attendant faulting is taken into account. They show that omitting structural changes
related to magmatic intrusion may lead to over- or underestimation of the thermal effects of magmatic
intrusions and the timing of maturation.

Sydnes et al. [10] evaluate the impact of sill emplacement on diagenetic processes and stress
accumulations. Based on data from the Vøring Basin (Norwegian Sea), the modeling shows that basins
with magmatic intrusions have thermal histories that enhance diagenetic processes during and after
sill emplacement. Areas located between clusters of sills are particularly prone to diagenetic changes.
The chemical alteration changes the stress pattern.

2.6. Fluid Flow

Fluids transport and concentrate all resources. Understanding and identifying the pathways of
flow is perhaps the most important challenge for the explorationist. Two fundamental questions arise:
First: how are the flow pathways likely to change with the distance of flow? Second: particularly if
the pathways are increasingly concentrated, where are they located in a specific subsurface volume?
Malin et al. [11] address the first question by showing that two factors control whether flow will
concentrate with distance traveled: the spread (standard deviation) of log permeability about its mean,
and whether permeability is distributed in a scale-invariant fashion. If the spread is substantial and
the distribution scale invariant, flow will become increasingly concentrated with distance traveled.
The spread of permeability is notoriously large, and fractures are scale-invariant in their distribution.
This is a matter of observation. The reason is probably that the Earth’s crust is in a state of near failure
and scale-invariant systems are commonly observed near the critical point of failure. Knowing that
flow is likely concentrated in any particular volume is a good perspective, but of little use if the actual
flow channels in the volume cannot be located.

Sicking and Malin [12] describe how subsurface flow channels can be located from the seismic
energy emitted by Krauklis waves trapped on water-filled fractures. The contrasting seismic wave
velocity between water in the fractures and the surrounding rock traps seismic energy, and seismic waves
bounce back and forth from the ends of the fracture. Episodes of harmonic humming, often minutes or
more in duration, can be extracted from what is usually considered seismic noise using specialized
processing techniques. Permeable channels are presumed to be where fluid-filled fractures are most
abundant. A substantial number of field studies support this hypothesis. Necessary analysis can be
carried out by processing existing 3D seismic data.

2.7. Chemical Alteration

Compaction is important in basin models; decompaction is an indispensable step in their
construction. Compaction is of practical importance in Norwegian North Sea petroleum production.
The Ekofisk platform has subsided 9 m over 40 years. Half of this subsidence is due to production-related
decreases in pore pressure, which can be arrested by maintaining reservoir pressure; but half is due to
the injection of water for secondary hydrocarbon recovery, which results in a slow plastic creep that
declines with time and is independent of the elastic compaction that immediately attends changes in
pore pressure (effective stress). Minde and Hiorth [13] analyze this second kind of creep compaction,
first in terms of sliding block observations, and then in terms of water chemistry and chemical alteration.
Sliding blocks slip at a declining rate after the initiation of slipping because the contact surface area

3



Geosciences 2020, 10, 506

between them increases with time. Creep experiments can be interpreted similarly for the slip between
grains. The activity of water affects this creep.

When SO4 is present in the pore fluid, creep is faster than expected from the sliding block model.
This is because sulfate ions make the surface charge of calcite much more negative and produce
a disjoining (osmotic) pressure, which pushes the grains apart and weakens the chalk. Flooding with
MgCl2 causes still more rapid compaction: three times more rapid than flooding with sulfate. This is
because during the core flooding calcite is replaced volumetrically with magnesite, which is 10% more
dense. Chalk creep compaction is thus due to at least three factors: changes in grain contact area,
changes in the surface charge of calcite, and chemical replacement reactions. Translating from the
laboratory to the reservoir requires taking into account the movement of the thermal front associated
with the injection of cold seawater and chemical reactions tied to this thermal front, as well as the
changes in water salinity (displacement of connate brine with injected seawater) that move more rapidly
through the reservoir. Minde and Hiorth [13] show how careful interpretations of reservoir production
phenomena identify concepts that might be transferred to more sophisticated future basin models.

2.8. H2 Basin Resources

The last three papers discuss a completely new and surprising kind of nonhydrocarbon basin
energy resource. Hydrogen gas has been observed venting from circular depressions (fairy circles)
in many basins. As described by Cathles and Prinzhofer [14], H2 concentrations at 1 m depth in the
Sao Francisco Basin in Brazil occur mainly at the margins of a circular depression ~550 m in diameter,
and are nonzero for about 6 h a day with peak concentrations occurring at ~1:00 pm. The periodic
venting could be caused by atmospheric pressure tides, which have a very regular diurnal cycle at
this location. The maximum rate of atmospheric pressure decrease occurs at 1:00 pm. The changing
atmospheric pressure pushes air into and pulls it out of the subsurface in an accordion-like fashion.
The volume of the gas pulled in and out of the shallow subsurface vents must be 1000 times less than
the volume of gas in the subsurface reservoir that is compressed and decompressed. H2 losses to the
atmosphere can be supplied by a H2 flux of ~0.1 m3 m−2 d−1.

Donzé et al. [15] address the critical question of whether the H2 venting observed in many basins
could constitute a significant energy resource by placing the venting rate analyzed by Cathles and
Prinzhofer in contest with the local geology and global venting rate estimates. The H2 generation
rate expected from the 108 km2 of Precambrian lithosphere, scaled to the 300,000 km2 area of the Sao
Francisco basin, suggests the entire basin could generate 90 to 266 tons H2/y by radiolysis and/or 113 to
1018 tons H2/y by serpentinization. Both generation mechanisms are possible in and under the Sao
Francisco Basin: faults cut deeply into the crust, and storage reservoirs are present. However, the H2

venting rate estimated by Cathles and Prinzhofer of 200 to 5400 tons H2 per year from a single vent is
as high as that expected from the entire Sao Francisco Basin, which suggests either the global estimates
are too low or the venting at the study site is presently unusually strong.

Finally, Simon et al. [16] discount the possibility that solid Earth tides could be the cause of the
variable venting in the Sao Francisco Basin by showing that solid Earth tides at the site have two
co-equal peaks per day, but the H2 venting has only one. We are just beginning to understand the H2

system. We are at a stage similar to when we knew of a few hydrocarbon seepages, but had no concept
of the magnitude or importance of the petroleum system.

3. Discussion

Perhaps what stands out most from the papers in this volume is the magnitude of the challenge
of properly incorporating the diverse basin processes into models that can be usefully deployed to
analyze basins in a resource context. The application papers in this volume indicate the potential of this.
Capturing the stratigraphy, faulting, and salt diapirism realistically impacts the timing of hydrocarbon
maturation and suggests the pattern of metamorphic alteration. Calculating stress changes from
sediment loading predicts the locations of rock failure (fracturing). Strata tilting, sediment compaction,
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and fluid flow driven by glaciers can be analyzed with important resource implications. However,
the effects of magmatic sill intrusion (even in the basement) can change everything, and assuming
pressure depends on regular compaction is probably inappropriate. The movement of Shosa-type
capillary seals can shift the pattern of overpressuring and fluid flow, and nonlinear stress feedbacks
can be expected from alteration, faulting, and slumping. Identifying and properly incorporating all the
process interactions will be very challenging.

The flip side of this incorporation challenge is the insights that can be obtained from diverse
observations. Compaction is a process that changes physically with grain comminution and with the
chemical activity of water, water chemistry, and rock alteration. Insights from investigations of the
subsidence of oil platforms can be transferred to future basin models. Chemical alteration tied to water
flooding can be transferred to mineral exploration basin models.

Basins reflect physical fundamentals, and the fundamentals pose powerful constraints. The scale
invariance of strata and fractures, a consequence of the state of incipient failure of the atmosphere
and lithosphere, indicates that the progressive channeling of fluid flow with distance traveled must
be expected. It is thus of the greatest significance that subsurface permeability might be mapped by
the intensity of seismic energy trapped on fluid-filled fractures. The ability to define the permeability
structure at a specific site could change resource exploration in the most dramatic and exciting fashions.

Basins are giant thermo-chemical-structural reactors that produce mineral and diverse hydrocarbon
resources. Hydrogen, seeping from Proterozoic basins worldwide, is a basin energy resource that
combusts only to water vapor and generates no CO2. The size and significance of this resource is yet
to be determined, but the periodicity of venting reveals much about near-surface permeability and
reservoirs of H2.

New ground is cut by nearly all the papers in the volume. Shosa seals have many important
implications. The pulses of flow they allow can reset the paleomagnetic pole on a subcontinental
scale. Fault slip and other stress change-related observations are most powerful if interpreted as
temporal changes in the stress tensor. Glaciation can tilt strata sufficiently to change the directions of
petroleum migration. Sill intrusions are common in basins and the underlying lithosphere, and can
change temperature and stress. There is a fundamental tendency for flow to become increasingly
channelized with distance traveled. Seismic waves trapped in fluid-filled fractures indicate flow
channels. Grain comminution, changes in water activity, aqueous chemistry-related changes in surface
change, and replacement reactions all contribute to reservoir creep compaction. The H2 system is
a new and exciting kind of basin energy resource whose significance is yet to be defined.

The papers in this volume by no means cover all the topics that could be of interest and significance
in basin modeling. We would, for example, have liked to include papers on gas adsorption and
desorption. Gas seepages in glaciated areas may reflect the release of absorbed gas following the
very recent glacial unloading (Jay Leonard, pc 2018). Hydrocarbon alteration during migration is
touched upon in the overview, but gas washing is only one part of this important phenomenon, and it
would have been nice to have a good overview paper summarizing what is known and what is not
about organic chemical changes related to phase fractionation (the separation of supercritical gas–oil
into distinct gas and oil phases), gas condensation, mixing, and bacterial and thermal degradation.
Secondary hydrocarbon migration is also not treated at all in this volume. Crustal flexure is important
in basin margins, and there is much yet to be learned from observed deformation patterns.

There is surely also much that is important that we do not currently perceive. As a community,
we have stumbled over some things that could have been obvious much earlier (such as the potential
significance of glacial tilting). We have addressed H2 venting enough to recognize that we know
almost nothing about the importance of this noncarbon energy system. We know a bit about the CO2

generation–migration–trapping system in basins, but there are probably other chemical systems that
are of significance. It would be wonderful to know more about the general chemical chromatography
of basins.
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Basins host mineral and nonhydrocarbon energy resources that will be important in the future.
Knowledge of basins, in part an important heritage of the hydrocarbon era, provides a strong foundation,
yet there is a lot that remains to be learned about the thermo-chemical-structural reactors we call
sedimentary basins. The future is very bright for the next generation of researchers that will seek
to address basin processes and resources. We hope that this volume will stimulate enthusiasm and
encourage the research into basin resources that is necessary to meet the mineral and energy needs of
the future.
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Abstract: Sedimentary basins are near-planetary scale stratigraphic-structural-thermochemical
reactors that produce a cornucopia of organic and inorganic resources. The scale over which fluid
movements coordinate in basins and the broad mix of processes involved is remarkable. Easily
observed characteristics indicate the style of flow that has operated and suggest what kind of resources
the basin has likely produced. The case for this proposition is built by reviewing and interpreting
observations. Features that future basin models might include to become more effective exploration
and development tools are suggested.

Keywords: sedimentary basins; fluid flow; capillary seals; chemical alteration; resources;
basin modeling

1. Introduction

Sedimentary basins might seem dead and uninteresting. They are, after all, simply the places
where the Earth deposits its debris. In fact, they are remarkably dynamic and host a wide diversity of
processes that have broad implications. We know a lot about basins because the energy and mineral
resources they host have inspired the collection of massive amounts of data and funded extensive
research. This paper reviews the mantle, fluid, capillary, and gas-generating processes that observations
indicate operate in basins. The review is brief and intended to convey the scale and diversity of the
processes involved, indicate why they matter for resources, and suggest how identification of the
particular processes operating in a particular basin might be used in resource exploration.

2. Basin Processes

2.1. Mantle Dynamics

2.1.1. McKenzie’s Stretching Model for Basin Formation

McKenzie’s [1] lithosphere-stretching model was the first to quantitatively tie basin development
to mantle dynamics. In this model the crust and its underlying lithosphere were assumed sutured
together and stretched by tensional tectonic forces such that their original thickness (individually and in
sum) was reduced by a factor β−1, and the width of any portion of the crust/lithosphere was increased
by β. The temperature at the base of the lithosphere/top of the asthenosphere was considered to be
1350 ◦C, and the lithosphere and any ocean water load on it was considered to be in isostatic equilibrium
(e.g., the crust/lithosphere floated on the underlying asthenospheric mantle). The consequence of the
stretching was an immediate increase in heat flow, an immediate subsidence or uplift depending on
the thickness of the crust, and an ensuing slow subsidence as the thinned lithosphere lost heat and
grew back to its original thickness. For typical crust and mantle density and thermal expansion, ocean
water loading, and complete oceanization (β large) of a portion of continent, the initial subsidence
is ~4.2 km if the crust is 35 km thick, 0 km if it is 15 km thick, and −3.2 km (3.2 km of uplift) if the
crust is initially 0 km thick. The thermal subsidence over the next ~60 million years is 3.2 km. The heat
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flow as a function of time can be calculated from the stretching factor, and the maturation of organic
material in the sediments can be computed from this time-temperature history. Sediment loading
causes additional isostatic subsidence, but this can also be taken into account.

The McKenzie stretching model proved a very useful baseline for analyzing when buried organic
material in a basin might generate hydrocarbons and fill structural traps. It spawned a vast literature
investigating the cooling effects of pore fluid movement, modeling the thermal conductivity of
sediments, taking into account the impact of differential stretching of the crust and underlying
lithosphere, accounting for the effects of gradual stretching and crustal flexure, the cooling effects
of rapid sediment deposition, heating by sill intrusion, etc. There proved to be so many factors that
needed to be taken into account that most exploration companies chose to use maturity indicators to
calibrate the heat flow history in their basins rather than try to predict it from the ground up. However,
where from-first-principle predictions can be made they are very informative. An example is given in
what follows.

2.1.2. Rifting and Base Metal Deposition

Focused rifting can produce another kind of basin resource. Japan provides a good example [2].
Japan has been subject to multiple episodes of focused rifting. As illustrated in Figure 1A, Japan
detached from China ~60 million years ago by the rifting and spreading that opened the Japan Basin.
Between 38 and 20 Ma Japan rifted again, and the Yamato Basin opened. The Yamato Rise is a fragment
of Japan that was left behind. Thirteen million years ago Japan rifted again, splitting its volcanic
chain in half. This rift failed, although the volcanoes on either side of the segmented basin network
remain active.

 
Figure 1. Formation of Kuroko-type volcanogenic massive sulfide (VMS) deposits in failed rifts,
an example from Japan. (A) The rifting history of Japan. (B) The pattern of districts in Japan
superimposed on hypothetical rift segments. (C) A floating wood block illustration of how dynamic
loss of asthenosphere head can explain the inferred vertical movements associated with VMS formation.
(D) VMS deposits may lie beneath rift basin centers. Figure panels A–C are from [2].

Just as suggested by McKenzie’s stretching model, the rifting produced basins. One is the
Hokuroku Basin indicated in Figure 1B. Sediments flowed into the Hokuroku Basin from all sides.
A good analogy is the Guaymas Basin in the Gulf of California, which overlies a seafloor spreading
segment of the East Pacific Rise and hosts hydrothermal circulation today. The Hokuroku basin
contains a collection of volcanogenic massive sulfide (VMS) deposits called the Hokuroku mining

10



Geosciences 2019, 9, 520

district. VMS deposits are formed by the same processes that are producing seafloor massive sulfide
(SMS) deposits at ocean ridges today. Hundreds of these SMS deposits have been documented [3].

The SMS deposits form when non-boiling 350 ◦C fluids are thermally quenched near the seafloor,
producing black smokers and massive sulfide deposits containing copper, zinc, and gold. Boiling
would produce a vein deposit, so the Kuroku VMS deposits, which are mined today at ~500 m depth,
must have formed at depths >1.5 km below sea level. Thus, the Hokuroku basin must have subsided
more than a kilometer before the VMS deposits formed, and then uplifted after the rifting aborted.
This kind of vertical tectonic behavior is expected. There is a dynamic loss of asthenospheric hydraulic
head as the asthenosphere seeks to fill the void opened by the extension of the lithosphere and crust.
As illustrated in Figure 1C, what happened in Japan is similar to what happens when two wood blocks
in a bathtub are pulled apart. When the blocks are moving apart viscous resistance to the upwelling
of water between the blocks causes the water level to be depressed. When one stops pulling the
blocks apart, the fluid level returns to the bathtub level. If one thinks of the bathtub water being the
asthenosphere, and the blocks the rifted Japanese lithosphere, the vertical motions of the Hokuroku and
other rift basins in Japan can be understood. Basins such as the Hokuroku can have quite a dynamic
history, can be expected to be bounded by significant faults, and may be underlain by hydrothermally
altered rock and VMS mineralization (see [2] for more discussion).

2.1.3. Juxtaposition of Sediments of Contrasting Oxidation State

Brines form where surface conditions favor net evaporation, and being denser than fresh water
they sink into the stratigraphy. This tends to happen nearly everywhere. Water with salinity low
enough to be potable is usually confined to within 300 m of the surface.

Where there is net evaporation from isolated seas, the seas often become saline enough to stratify.
This is the case in the Black Sea today, for example. The stratified waters tend to be stagnant and
any flux of organic material into them will cause them to become anoxic. Thereafter, any organic
material that settles to the floor of the basin will not be consumed by biological organisms or oxidized.
Therefore, this is an excellent setting for the production of hydrocarbon source rock, and hydrocarbons
can be expected to have associated pore waters that are highly saline. Metal solubility increases very
strongly with salinity and so a relationship between basin oil field brines and base metal resources
might be anticipated.

There are tectonic connections that are important. Eugster [4] noted that Red Beds tend to be
capped by shales and evaporates. Oxidized sediments will be deposited in arid, rifted continental
settings. As the lithosphere cools and subsides, marine waters will incur, restricted access to the ocean
is likely, stratified brines pools with unusually high the primary productivity are likely to form, and
organic rich shales will be deposited and covered by evaporates. Saline lakes have high primary
productivity, and shales tend to be the first member of an evaporate sequence. Physical and chemical
processes can in such circumstances be linked in what Eugster called an orderly (by which he meant
expected) succession.

2.2. Fluid Dynamics

2.2.1. Dynamic Permeability

Fluids extract resources from one location and deposit them in a location where they accumulate.
One might think that fluid movement requires basin sediments be permeable, and that intrinsic
sediment properties are in control. In some cases, this is certainly true. But in others fluids make their
own permeability.

Consider mud depositing in a basin and converting first to mudstone and then to shale as it is
buried. Regardless of induration, the sediments compact as they are buried. Porosity, near 90% at
the sea or lake bottom, is ultimately reduced to a few percent at depth. The reduction in porosity
pressurizes the pore fluids up to ~0.85 of the total weight of sediments and water above (e.g., up to
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~0.85 of lithostatic). The fluid pressure does not rise further because at ~0.85 lithostatic the fluids
hydro-fracture the rock and create the permeability needed for their escape to the surface.

The rate of decrease in porosity caused by a specified rate of sedimentation can be calculated for
both a pore pressure gradient 0.85 of lithostatic, and 10% greater than hydrostatic. The permeability
required for water expelled from the pores to escape to the surface can then be calculated.

Figure 2 shows that the dynamic permeability calculated in this fashion depends surprisingly
weakly on sedimentation rate, and is similar to that measured for shales. Pore fluid expulsion
and the associated hydro-fracturing seem to set the permeability of low permeability rocks such as
shales in sedimentary basins. Malin et al. [5] suggest, for quite different reasons, that generally pore
fluids conspire with mechanical processes to control not only the permeability but the distribution of
permeability in the crust.(Calculations and additional discussion can be found in [5,6]).

 
Figure 2. Shales have the permeability needed for pore fluids to escape as compaction occurs. The
horizontal hachure shows the measured permeability of shale as a function of porosity. The red curve
shows the permeability required for pore fluids to escape under overpressured conditions, and that
the required permeability depends only very weakly on the sedimentation rate (scale at end shows
how the curve would shift if the sedimentation rate was 2 km/ma or 0.5 km/ma instead of 1 km/ma).
Sandstone permeability is from [7,8], shale permeability is from [9]. Figure is from [6].
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2.2.2. Hydrocarbon Migration

Basin sediments are heated as they are buried and move downward through thermal gradients
typically 20 to 30 ◦C km−1. Organic material is thermally cracked, first to oil (between 90–110 ◦C), and
then to progressively dry (pure CH4) gas (between 110–130 ◦C). Oil and gas under basin conditions are
lighter than water, and both will thus rise buoyantly through the sediments. If their rate of generation is
slow compared to the rate at which they rise, they will rise as isolated rivulets of oil or in gas chimneys.
If their rate of generation is fast compared to the rate at which they can rise, they will displace the
pore water and completely fill the pores with oil or gas. The former is the conventional oil and gas
scenario where the rising hydrocarbons are ponded beneath low permeability strata forming oil and
gas reservoirs. The latter is the unconventional oil and gas scenario that has been of much interest
recently. We’ll return to this latter case later. First consider conventional hydrocarbon migration.

If hydrocarbons mature in a basin with extensive sand layers that are more permeable than ~1
millidarcy (10−15 m2), vertically migrating hydrocarbons can be intercepted and diverted laterally over
hundreds of kilometers. The oils migrate along only the upper centimeters of the carrier beds and fill
reservoirs where the carrier beds are folded or offset by faults. The North Sea presents many examples
of this kind of lateral migration and trapping, and the process is well described in [10]. Even a slight
change in the tilt of the North Sea carrier sands can be important, and Løtviet et al. [11] show how
tilting by glacial isostatic adjustment can redistribute oil in the North Sea.

The Gulf of Mexico is a currently active hydrocarbon generating area where there are no strata
permeable enough to laterally divert the rising hydrocarbons in a very substantial fashion. In the 1990s
we selected a portion of the Gulf of Mexico basin we thought would be large enough to capture the
processes operating there. We called this ~200 × 100 km area of offshore Louisiana the “GRI Corridor”
after our funding source, the Gas Research Institute. The corridor tells quite a remarkable story [12–17].
Briefly (elaboration follows): the oils in reservoirs in the northern half of this Corridor were sourced by
Jurassic carbonate and Eocene shale strata, but in the south only by Jurassic carbonates. The deeper
Jurassic oils matured and migrated first. The Eocene oils matured and migrated later, mixing with the
earlier Jurassic oils in the north but not in the south. The Jurassic carbonates then generated gas which
altered the oils by “gas washing” in a fashion that allows both the depth of washing and the amount of
washing gas to be determined. This small area of one basin generated more hydrocarbon resources
than have been extracted and consumed by humans over the entire petroleum era. Ninety percent
of the generated oil was either expelled into the ocean or retained in the source strata. Discovered
reservoirs in the Corridor constitute less than a fifth of the hydrocarbons currently migrating within it.
The current reservoirs were filled recently (all perhaps in the last 100,000 years). In this flow-through
hydrocarbon system “the present is the key to the present” (statement by Glen Gatenby, 2001).

Perhaps the most immediately obvious and remarkable feature of the GRI Corridor is the regular
N-S change in the chemistry of its reservoir oils (Figure 3) [14]. Over 90 wt% of the +10 n-alkane
component of the oils in the Tiger Shoals field at the north end of the Corridor have been removed by
gas washing. At the South Marsh Island Block 9 field (SMI 9) slightly to the south, 50% have been
removed. At South Eugene Island Block 330 15% have been removed. At the Jolliet field at the south
end of the transect, the oils have not been washed at all, and 0 Wt% of the n-alkanes have been removed.

Figure 3B illustrates how the n-alkane depletion is measured. Unaltered oils have a linear
logarithmic decrease in the n-alkane mole fraction with carbon number, called the Kissen slope.
This unaltered trend is shown by the black slanted line that melds to the measured n-alkane mole
fractions of the un-depleted oil (red squares) at carbon numbers greater than 24. The mass depletion (in
this case 90 wt%) is the purple shaded area. The depletion results from dry gas (methane) interacting
with the oils. At basin pressures, methane can dissolve a lot of oil, and the lower carbon numbers are
more soluble than the higher ones, which accounts for the greater depletion of the low carbon numbers
(the rollover of the mole fraction curve). The depletion caused by gas washing can be distinguished
from other kinds of alteration such as bacterial degradation. Modeling [18–21] shows that the break
number at which the oil composition departs from the Kissen trend measures the depth at which the

13



Geosciences 2019, 9, 520

oil was washed, and the degree of n-alkane depletion measures the amount of gas that washed the oil.
The reservoir oils in the transect appear to have been gas washed in the first sand layer encountered by
the hydrocarbons rising to fill the reservoirs.

 

Figure 3. Systematic changes in the n-alkane chemistry of 138 oils from N to S across a 202 km (N-S) by
125 km (E–W) transect in the offshore Louisiana Gulf of Mexico. (A) The transect is red rectangle in the
insert. Below the insert the sample locations are shown on the left, and the percent n-alkane depletion
on the right. (B) Illustration of how the n-alkane depletion is calculated (purple area) with reference to
the un-washed n-alkane distribution (bounding straight line melding onto the measured n-alkane mole
fractions indicted by red squares). The illustration is for Tiger Shoals. Figure simplified from [18].

Extensive modeling was carried out to determine if the washing could have been produced by
the oil and gas generated in the Corridor [15]. First the McKenzie stretching factor was determined
from the sediment thickness and water depth along a 1050 km section near the Corridor that was
contributed by Exxon. The section ran from the Lousiana border with Mississippi to the Sigsbee
Knolls in the Gulf of Mexico. The evolution of the basin was reconstructed by back-stripping and
decompaction. Heat flow, temperature, and vitrinite reflectance were calculated using a finite element
grid tied to deposited strata and extending to the 150 km depth. The mantle heat flux determined
from the stretching factor was applied there. Radiogenic heat production in the crust and sediments,
changes in the surface temperature with water depth, the cooling due to sediment deposition, and the
effect of compaction on lithology-specific thermal conductivity were taken into account. This modeling
matched Exxon’s measured heat flow data as well as temperature and vitrinite reflectance depth
profiles using unadjusted literature parameters. Heat flow is about half normal (30 mW m−2) near
the shelf edge due to cooling by rapid sedimentation there, and about half this low heat flow is due
to radiogenic heat production in the basin sediments. Despite the low heat flow, the temperature
gradient is ~20 ◦C km−1 because of the low thermal conductivity of shales in the vertical direction.
Agreement between the model and observations is excellent, and identification of the sources of heat is
instructive, but great care had to be taken to include and properly specify all the important parameters
in the model.

Heat flow at the base of the sediment section was then extracted from the portion of the Exxon
line corresponding to the Corridor, and temperature calculated for the evolution of a much more
realistic stratigraphy. Radiogenic heat production in the sediments was included, and the stratigraphic
evolution included inversion of the Louann salt to a surface sill which was then buried. Salt diapirism
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and mini-basin formation was simulated. Maturation of a 100 m thick 5 wt% TOC (total organic
carbon) carbonate Jurassic source strata (Type II kerogen) across the full section, and a 30 m thick 4 wt%
TOC Type III Eocene coal across the northern half of the section was then calculated. The matured
hydrocarbons were moved vertically out of the source strata once the saturation in the source strata
exceeded 20 vol%, and moved upward thereafter when the pores of an element were filled to a specified
migration saturation.

Gas is venting actively at hundreds of locations along the Corridor and there are many discovered
hydrocarbon reservoirs. The modeling indicates that for gas to vent, the pore saturation of migrating
hydrocarbons must be much less than 0.5%. The oils in the northern half of the section contain oleanane,
a biomarker from plants that evolved in mid-Cretaceous time. The northern oils are also low in sulfur.
Both indicate these oils came from the silicate Eocene source rock. For the Eocene oils to be dominant
in the northern half of the Corridor, the migrating hydrocarbon pore saturation must be <0.05%. For a
migration pore saturation of 0.025%, the oils are 85% Eocene at Tiger Shoals and 50% Eocene at the
middle of the Corridor close to the end of the Eocene section, and there is sufficient late-generated gas
to wash the oils as observed. Overall, the Corridor generated 184 Btoe (billion tons of oil equivalent) of
hydrocarbons, mainly from Jurassic source beds, 37 Btoe were retained in the source rocks, 15 Btoe
are in migration pathways between the source strata and the surface, and 131 Btoe (~1000 billion
barrels- about 20% more than humans have consumed across the entire petroleum era) have been
expelled into the ocean. Most of the oil has either been expelled (71%) or retained in the source strata
(20%). The hydrocarbons discovered in the Corridor (1.4 Btoe) constitute ~9% of the hydrocarbons
expelled from the source but not yet vented from the Corridor. The migration and filling is ongoing
and the reservoirs were all filled recently, some very recently. The Jolliet reservoirs are hosted in
0.6 to 1.8 Ma strata. The model hydrocarbon flux across the 0.95 Ma horizon at the Jolliet location,
assuming draw from a 40 km diameter mini-basin size area, is 190 and 110 tons of oil and gas per year
respectively. Thus the Jolliet reservoirs (4400 kt oil and 3100 kt gas) could have been filled in 23 and 29
ka, respectively. The gas venting rate at Bush Hill near the Joliet field is estimated to be 900 t per year,
which suggests the filling rate could be even more rapid [22].

2.2.3. Nature of Fluid Flow in Basins

Steady Expulsion: The Kupferschiefer Deposits in Germany and Poland

Base metal enrichment of the Kupferschiefer shale in Germany and Poland provides one of the
most spectacular and best-documented examples of basin base metal mineralization.

The Kupferschiefer is the lowermost unit of the Zechstein evaporate sequence that extends from
the England across the North Sea to southeastern Poland. It is a thin (usually 30 to 60 cm, but sometimes
up to 1m thick), 258 Ma old pyrite and organic rich (~6% carbon) black shale, enriched in Cu, Pb, Zn,
Au and other metals, and mined since at least 1199 AD. The technical challenges of mining made the
Germans early leaders in technology. The deposits in Poland were discovered in 1957.

In the early Carboniferous (~350 ma) the 1700 × 500 km area later covered by the Zechstein
sediments was the site of Hercynian clastic foreland basin sedimentation. In the Autunian (295–285 Ma),
wrench tectonics extended the area and heated the lithosphere. Oxidized Rotliegende sediments
accumulated in a basin and range topography with sill injection and some mafic volcanism. Erosion
in a semi-desert setting of seasonal rivers and playa lakes leveled the topography. The peneplane
was then partly covered by white aeolian dune sands (the Weissliegendes) which were later partially
reworked into beach sands. As the lithosphere cooled, the area that would become the Permian
Basin subsided in a broad down warp to 100 s of meters below sea level, but remained subaerial
until ~259 Ma when it was suddenly flooded [23]. The laminated shale/shaly limestone or dolostone
Kupferschiefer could thus be deposited throughout the basin below wave level in calm, shallow
waters. The waters in this restricted basin were saline, the organic productivity high, and the bottom
anaerobic [24]. The reduced, ubiquitous Kupferschiefer starkly contrasted with the oxidized sediments
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below. Four to five carbonate-anhydrite-salt cycles were then deposited in a shallow marine setting on
top of the Kupferschefer. By the end of the Cretaceous up to 8 km of sediments had accumulated over
the Kupferschiefer [6,23–29].

The mineralization occurred as post-Kupferschiefer sediment deposition loaded and compacted
the underlying sediments. Oxidized brines, expelled from the compacting pores, forced their way
through the Kupferscheifer and immediately adjacent strata, and pushed through in greater quantities
where these strata were less resistive to flow. The metal-bearing oxidized brines were reduced as
they moved through the reducing strata, and base metals were deposited. Where there was sufficient
brine throughput, the Kupferschiefer was completely oxidized (called Rote Fäule or red fooling
rock because it is barren of mineralization and red because the iron-bearing sulfides have been
replaced by hematite) [24,27,30]. This process of metal deposition is not unusual. It also occurred in the
midcontinent Proterozoic rift in the upper Peninsula of Michigan, for example, where reduced siltstones
and shales of the Nonesuch Formation were oxidized by brines expelled from the underlying Copper
Harbor conglomerate [6,31–33]. What is remarkable about the Polish Kupferschiefer mineralzation
is the documentation of its metallization by 774 drillholes (50,000 analyzed samples) across all of
Poland [34] (now there are 1700 drill holes [26]). The metallization maps allow us to estimate the
volume of brine required to produce the metal enrichment. The estimated volume is so large that a
large fraction of the brine expelled from the basin must have participated in the mineralization.

Figure 4 shows the copper surface density in kg/m2 from one of the maps in the Metallogenic
Atlas of the Zechstein Copper-bearing Series in Poland [34]. Similar maps in the Atlas show the zinc
and lead metal surface density. The metal surface density shown in Figure 4D is the kilograms of metal
in the Kupferschiefer and adjacent strata under each m2 of plan area. The entire mineralized portion
of the Lower Zechstein was analyzed down to a cutoff grade of 0.1%. The maximum thickness of
the mineralized interval was 123 m, but typically the thickness analyzed was between 10 and 60 m.
The metal density contours can be integrated to obtain the total metal added. I did this by tracing
and summing the area of each metal density interval (e.g., 1–5, 5–10, 10–50 kg m−2, etc.) in the Atlas
maps, and multiplying by the log average metal density added in each interval, as shown in Table 1.
For example, the metal added between the 1 and 5 kg m−2 contours equals the area of this contour
interval times 2.24 (= 100.5(log 1 + log 5)). The metal added between the 5 and 10 kg m−2 contours equals
the area of this contour interval times 4.83. The 4.83 kg m−2 metal added equals the metal under this
contour (7.07 = 100.5(log 5 + log 10)) minus the 2.24 kg m−2 log average surface density of the first contour
interval. Table 1 shows that 824, 927, and 1523 million tons of Cu, Pb and Zn, respectively, were added
to the Kupferschiefer and immediately adjacent sediments in the area covered by the Atlas maps.
The reserves of the Lubin, Polkowice-Sieroszosice and Rudna mining districts (near the black mining
symbol at the north border of the red-outlined Fore-Sudetic Block in Figure 4D) are 30.4 Mt Cu [26].
The mine reserves thus constitute only 3.6% of the metallization.

The 9th row of Table 1 (labeled Brine in column 1) indicates the concentration of metals that
would have to precipitate from the brine to account for the metallization in the 8th row of the table, if
the brine volume expelled through the Kupferschiefer were 200,000 km3. For this volume of brine,
4.1, 4.6 and 7.6 ppm of Cu, Pb, and Zn respectively would have to precipitate for the observed metal
tonnages to be deposited. Metal concentrations more than those required have been measured in oil
field brines (last 3 rows in Table 1). The 200,000 km3 volume of brine is very large. It could be supplied
if compaction reduced the porosity of a 4 km thick strata covering a 500 × 500 km area (the area of
Poland) by 20%. Such a reduction of porosity is possible (see discussion below), so the hypothesis of
mineralization-by-brine-expulsion is plausible. Much could be discussed (e.g., the magnitude of the
porosity change early and later in burial, how much basement rocks might compact, how much brine
was expelled unrecorded through the Rote Fäule vents, etc.). The important point made by this rough
calculation is that the brine expulsion recorded by the metallization mapped in Poland constitutes
a significant portion of the brine that could be expelled by compaction from the sub-Kupferschiefer
eastern portion of the Southern Permian Basin.
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Figure 4. Key aspects of the Kupferschiefer mineralization in Poland. (A) Pyrite in the Kupfereschiefer
is replaced first by Zn, then Pb, then increasingly copper rich sulfides and finally flushed completely
of metals (Rote Fäule). (B) The metallization and Cu enrichment and depletion is zoned around
sites of more intense brine discharge near the Fore-Sudetic Block (red outline in D). Figure from [34].
(C) The Zechstein (blue cross hatched) and its basal Kupferschifer shale are underlain by the Rotliegend
sediments (orange), Carboniferous sediments (blue), and Variscan (light brown), Caledonian (red),
and pre-Cambrian (pink) basement rocks. Section from [28]. (D) Copper surface density determined
by 774 drill holes through the Kupferschiefer [34]. Red outlines the Fore-Sudetic Block. The Lubin,
Polkowice-Sieroszosice and Rudna mines are all adjacent to this block at the location marked by the
black crossed rock picks.

Table 1. Integration of metal surface densities in Metallogenic Atlas of Poland [34]. The first column
indicates the metal surface density interval in the Atlas maps, and the second the log average metal
content added by the interval, as discussed in the text. The next 3 columns show the area covered by
each surface density interval, and the last 3 columns the additional metal introduced in each surface
density interval, (e.g., the metallization) in millions of tons of Cu, Pb, and Zn. The 7th and 8th rows
(labeled Sum and Brine in columns 1 and 2) show the total Cu, Pb, and Zn introduced in the area covered
by the map, and the ppm that must have been extracted from a brine volume of 200,000 km3 to account
for the introduced metals. The last 3 rows show metal concentrations observed in oil field brines.

Surface Density
Interval

Log Average
Metal Added

ACu APb Azn MCu MPb MZn

(kg m−2) 1000 km2 106 tons

1 to 5 2.24 60.0 70.0 162.0 134 157 363

5 to 10 4.83 32.0 42.9 82.4 155 207 398

10 to 50 13.05 20.0 27.0 58.0 261 352 757

50 to 100 39.04 3.3 5.4 0.1 129 211 5

100 to 500 121.23 1.2 145 0 0

Sum 116.5 145.3 302.5 824 927 1523

Brine (km3) 200,000 ppm 4.1 4.6 7.6

Rotliegende [35], ppm 1 50 50

Akkrum field [36], ppm <0.5 50 60

Chelekin, 50–80 ◦C, [37], ppm 0.9 to 15
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Another remarkable aspect of the Kupferschiefer mineralization, illustrated schematically in
Figure 4A,B, is a regular regional scale metal zonation. As shown by a color-coded metal dominance
map in the Atlas (but not reproduced here), the northeast of the map area in Figure 4D is largely
unenriched in base metals and the original Kupferschiefer pyrite dominates. To the west of this pyrite
zone lies an NE-SW trending band of about equal area where Zn is dominant. To the west of this lies a
smaller band where Pb is dominant, to farther still to the lies an area where Cu is dominant, and still
further west is an area of barren Rote Fäule.

What this suggests is that the oxidized brines have forced their way through the Kupferschiefer.
Where only a little brine was forced through, sphalerite is the dominant mineral and Zn dominates.
With more brine throughput Zn is flushed out, and Pb is the dominant metal. With still more throughput,
successively more Cu-rich sulfides (chalcopyrite, then bornite, then chalcocite) dominate. With still
more brine throughput, all the sulfides are oxidized, all the base metals are flushed out, and only
hematite remains (Rote Fäule). Gold and platinum-group metals precipitated at the base of the zone
of copper enrichment and the top of the encroaching Rote Fäule [38]. The metal enrichment process
involves oxidative titration of the reduced Kupferschiefer shale by brine throughput. This story is a
common one and applies to other types of base metal deposits, for example Kuroko-type volcanogenic
massive sulfide deposits [39].

The progressive westerly increase of brine movement through the Kupferschiefer in Poland
suggests the brines below the Kupferschiefer moved to the west. Near the Fore-Sudedetic Block the
leakage through the Kupferschiefer was optimal for metal enrichment and the mines are located
there, as indicated in Figure 4. Why was leakage easier through the Kupferschiefer in western Poland,
and why does the brine throughput per unit area change so regularly? The brines must have had
remarkably equal access to the base of the Kupferschiefer. Perhaps this is not surprising. The first
Zechstein deposition was a thin basal limestone which could be very permeable and the Variscan
sediments could be permeable. If the leakage was slow, uniform access to the base of the Kupferschiefer
could be expected provided only that the underlying rocks were dramatically more permeable, as
seems very likely. What is important here is that the metal zoning is remarkably coherent, so brine
access must have been relatively uniform, and, in this case at least, the regular increase in leakage can
be followed westward to the locations where it produced mineral deposits.

A couple of brief comments: First, transgressive reduced black shales lying between evaporates
and red beds of continental origin are commonly enough mineralized that a “Kupferschiefer” sub-type
of the sediment-hosted statiform copper deposit class has been distinguished [40]. Second, the estimate
of the volume of brine expelled is for the eastern portion of the Southern Permian Basin. An equally
large area of the western part of the basin would be required to produce the German Kupferschiefer
deposits. Third, the few mm thick horizontal chalcocite and other veins in the Kupferschiefer indicate
the brines forcing their way through were nearly lithostatically over-pressured, and that flow persisted
through the Kupferschiefer for protracted periods of time. Near lithostatic pressures were required to
jack the horizontal veins open, and time was required to fill them with mineralization. Over 80% of the
mineralization is disseminated (replacement of framboids) which appears to have occurred early in the
mineralization history, but the veins indicate overpressure. Fourth, convective flow is not responsible
for the metal zoning. The Kupferschiefer is underlain by very permeable strata (the Weissliegend sands
and conglomerates) which preclude the possibility of horizontal pressure gradient even vaguely large
enough for brine convection to drive flow horizontally through the Kupfersciefer. Flow was driven by
fluid overpressures (pressures greater than hydrostatic) produced by compaction, or possibly positive
volume change hydrocarbon maturation reactions. Overpressured fluids were driven vertically (with
perhaps slight, few meter scale, lateral diversions) through the Kupferschiefer. The metal zoning is
due to the amount of brine throughput, as discussed above. Finally, the Kupferschiefer metallization
records regional scale brine flow and documents leakage through a sealing shale capped by evaporites.
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Episodic Expulsion: Mississippi Valley Type Pb-Zn Deposits

The sediment-hosted base metal deposits, of which the Kupferschiefer is a sub-type, seem to have
formed by quiet, steady expulsion of over-pressured brine. Mississippi Valley-Type (MVT) Pb-Zn
deposits formed by short, sudden pulses of brine expulsion. Ore deposition is by cooling rather
than reduction.

From the homogenization temperature of sphalerite fluid inclusions we know that ore deposition in
MVT deposits occurred at T > 80 ◦C (Figure 5A), but the low maturation of conodonts indicates the sites
could have been heated, cumulatively, for only a short period of time (<200,000 yrs; [41]). The deposits
formed within a kilometer of the surface. Figure 5B shows that for the near subsurface to be even
slightly warmed, a million years of compactive brine expulsion must occur in a few years. Temperature
constraints thus suggest that the ore deposition occurred in short pulses. Other observations support
this conclusion. For example, 8 pulses of mineralization have been documented in the Buick mine in
the Viburnum Trend (carbonate reef escape hatch; [42]). Eight episodes of chalcopyrite deposition,
6 of sphalerite, 5 of galena and quartz have been documented in the Tri-state district [43]. Thermal
pulses are indicated by cathodoluminescent banding in hydrothermal dolomite that is coherent over
275 km south of the Viburnum Trend [44]). The ore minerals show corrosion between pulses of
deposition, and the cathodoluminescent bands show unconformities, as would be expected if the
hydrothermal discharge were pulsed, and between pulses, cool meteoric water incurred and partly
dissolved the mineralization.

Figure 5. (A) Mississippi Valley-Type (MVT) lead-zinc deposits formed at shallow depths and
temperatures >80 ◦C. From [45]. (B) To warm the near-surface significantly requires a million years
of compactive expulsion to occur in <10 years. (C) Cross basin hydrologic flow warms the discharge
margin but also cools the basin. Temperatures at 1 km depth can be raised only to half the maximum in
the basin. From [46].

Hydrologic flow across the basin is too steady to easily explain pulses in mineralization (topography
changes slowly), cross basin flow would flush the brines before the margins are warmed, and cross
basin flow at the rates required to warm the margins will cool the basin as shown in Figure 5C (see
reviews in [6,41]). What caused the pulses of brine expulsion? For over 30 years I could find no good
explanation, but now there is a mechanism that might just work: gas suddenly introduced to the
brine-filled aquifer following the failure of a capillary seal, as discussed below.
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2.3. Capillary Dynamics

2.3.1. Basin Pressure Compartments

On 30 July 1987 Dave Powley (Amoco Production Company) made a presentation to the Gas
Research Institute (GRI) in Chicago entitled “Subsurface Fluid Compartments” [47]. His presentation
described how, over the previous two decades, Amoco studies by John S. Bradley and himself showed
that basins are commonly over-pressured (but sometimes under-pressured) and compartmented at
depths greater than 3 and sometimes just 1 km. The pressure is different between compartments, but
the gradient is hydrostatic within compartments. He described the compartments as “huge [beer]
bottles [which have been variably shaken]. Each one has a thin, essentially impermeable, outer seal and
an internal volume which exhibits effective internal hydraulic communication.” Figure 6A reproduces
his presentation figure. He stated: “ . . . the compartments have an amazing longevity” and can “ . . .
cut indiscriminately across structures, facies, formations, and geologic time horizons . . . ”. He gave
examples from Romania, Norway, Burma, and Alaska. He urged GRI to investigate the causes of basin
pressure compartmentation.

Over the next 10 years, the Gas Research Institute funded research on basin compartmentation
and sealing. The first phase independently confirmed pressure compartmentation. AAPG Memoir
61 [48] documented that basins are commonly pressure-compartmented. Its poster child example
is the Anadarko [49]. A highly over-pressured, gas-rich (20 tcf), ~240 × 113 × 5 km thick portion
of this basin is overlain and underlain by normal hydrostatic pressures, as illustrated in Figure 6B.
This zone has been overpressured for >250 Ma. It is so internally compartmented that Zuhair Al-Shaieb
termed it a megacompartment complex. Compartments are nested within compartments in an almost
fractal fashion.

 
Figure 6. (A) Buried bottle illustration of basin pressure compartmentation from Powley’s 1987 address
to the Gas Research Institute (GRI) [47]. (B) Overpressure in the Anadarko Basin (gray) from [49]. (C)
Top of overpressure (12 pound per gallon mudweight) from 2131 wells in the GRI Corridor. Deepest
portion of the surface lies about 3.8 km under central Louisiana. (D) topographic highs in the top of
overpressure tend to underlie oil reservoirs. For relation in full Corridor see [12].

That overpressure compartments can cross cut stratigraphy and have irregular surfaces is
illustrated by Figure 6C, which shows the top of overpressure in the offshore Louisiana GRI Corridor
(located in the insert in Figure 6C). The top of overpressure (TOOP) is defined in this figure by the
12 lb/gal mud weight surface (lithostatic is ~22.7 lb/gal) interpolated from mud weights in the header
logs of 2131 wells and Krieged to produce the surface shown. The TOOP transgresses from 112 Ma
Cretaceous to 2.4 Ma Quaternary strata as it shallows toward the continental slope from ~3.8 km under
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central Louisiana to <1 km depth on the slope. The TOOP surface is highly irregular, with topographic
highs rising ~1km from the baseline surface. The topographic highs are spatially associated with
discovered oil fields (Figure 6D; [12]). Twenty of 29 hydrocarbon fields in the Corridor are near
topographic highs in the TOOP.

2.3.2. Capillary Seals

The second phase of GRI funding addressed the origin of the seals that bound the pressure
compartments. How capillary forces impede the migration of hydrocarbons was understood: Water
typically wets silicate surfaces and surface tension pulls water strongly into a shale. Oil, on the other
hand, must be compressed to move from the large pores of a sand into the finer openings of a shale,
and, unless the required entry pressure is exceeded, it will pond below the shale [50]. How a capillary
seal of this nature could impede the movement of both brine and water was not clear, and Bradley and
Powley [51] were careful to distinguish the compartment “pressure seal” that impedes both brine and
hydrocarbons, from a capillary seal which impedes just hydrocarbons.

As illustrated in Figure 7, experiments carried out by Jennifer Shosa [52] show that, under the
right circumstances, capillary seals can impede both brine and hydrocarbons. The right circumstance
is that sufficient quantities of both wetting and non-wetting fluid phases be present in the pore space.
Shosa passed CO2-laden water through a 0.5 m long 12.7 mm inner diameter sand-packed tube that
contained 2 to 8 fine-grained impeding layers. The impeding layers consisted of 13 to 15 mm thick
intervals of 2 μm diameter sand held in place by adjacent 45 μm diameter sand layers ~11 mm thick, as
illustrated in the insert. Flow was driven through the tube and through these fine impeding layers
by a high-performance liquid chromatography (HPLC) piston pump. Pressure was controlled with a
backpressure regulator at the discharge end, and reduced slowly with time. Until the pressure dropped
below 290 psi and the CO2 began to exsolve, flow through the tube was single phase and the pressure
difference between the entry and exit ends was very small (first 5 1

4 h in Figure 7). When the CO2 began
to exsolve, flow through the tube was terminated and the pressure at the discharge and was reduced to
atmospheric. The pressure at the entry end dropped to 163 psi over a short transition period (cross
hatched band), and then remained unchanged for 3 weeks. The pore fraction of CO2 gas after this
decompression was 54%.

 

Figure 7. Pressure changes as CO2-laden water is driven across a sand-packed tube with 5 fine-sand
barriers as pressure is reduced. Until the pressure is reduced to the point that CO2 exsolves, the pressure
difference between in inlet and outlet is small and predicted by the darcy flow equation. After CO2

exsolves, the flow of both gas and water stops despite a 163 psi pressure drop. The fine-sand barriers
are illustrated in the insert, as is the nature of the sealing (red gas bubbles blocking flow into all the
pores of the fine-grained layer). Figure modified from [52].
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The total pressure drop is linearly related to the number of barriers. Six barriers have twice
the pressure drop of 3 barriers and six times the drop of one barrier. Re-pressuring past 290 psi
restores single phase flow and the single phase permeability is unchanged and predicted well by the
Kozeny-Carmen relationship. The capillary pressure drop is predicted well by the Laplace relationship
(insert) which equates the pressure drop across a fine-grained layer to the product of twice the
CO2-water interfacial tension, σ, and the difference of the inverse radii of the fine and coarse pores on
either side of the interface. The Laplace relationship does not contain permeability, and the temperature
dependence of the capillary pressure drop, measured between 20 and 100 ◦C, is that of CO2-water
interfacial tension. The two-phase barrier to flow in the experiment is thus clearly of a capillary nature.
The capillary seals remained intact when 0.3 tube pore volumes of CO2-saturated fluid were passed
through them. The flow blockage can be visualized as gas bubbles preventing flow into all the pores
in the fine sand like toilet plungers (see insert). Capillary seals are remarkably easy to form in the
laboratory, and remarkably durable.

The kind of seal formed in Shosa’s experiments has many new properties and implications.
It is not a lithologic seal. Although it may seem tied to lithology because it forms at a particular
fine-grained layer or sequence of fine-grained layers, it can shift to other fine-grained layers. The top
of overpressure can migrate upwards. Since sealing depends on both wetting (brine) and non-wetting
(usually gas) phases being present, where either is dominant the seal does not exist. In a gas chimney,
for example, gas is free to move inside the pipe and water is free to move outside the pipe. Only in the
transition zone between gas and water are both fluids present in sufficient quantities to be immobilized.
A proper-mixture-proportion impermeable sheath confines the pipe. A consequence is that a Shosa
seal can fail completely, and release a great volume of gas from a pressurized compartment, and
then re-heal. Finally, Shosa seals should form naturally and spontaneously in basins, and produce
just the kind of pressure compartments observed. While recognizing that there is much we don’t
know about the kind of seals formed in Shosa’s experiments, the following paragraphs discuss our
current perceptions.

Pressure Compartmentation is Spontaneous and Natural

Shosa seals should form spontaneously and pressure compartment basins just as observed.
Hydrocarbon maturation will saturate brines in a basin, and compaction and reactions with positive
volume change will oblige those brines to move through the stratigraphy. As the brine moves upward
and decompresses, a bit of gas will exsolve and plug some of the pores in a shale parting or other
comparatively fine-grained barrier, reducing its permeability. The decrease in permeability will divert
the brine to an adjacent location, and exsolved gas will reduce its permeability. Eventually, enough
partings will be sealed that the flow is stopped. In this fashion local pressure compartments will form.
The overpressures in the compartments will be variable, and they will exchange brine as they are buried,
further compacted, and further pressured. The details will be complicated and probably unpredictable,
but pressure compartments in basins can be expected to form naturally and spontaneously.

Incarcerated Gas

Gas flowing upward in a gas chimney is in a sense incarcerated by its bounding Shosa seals. Gas
chimneys are common in hydrocarbon basins and are generally cylindrical, with diameters up to 3 km
or more. But the best example of incarcerated gas is basin center gas (see [6] for a more extensive
summary than offered here). Huge volumes of gas are incarcerated in the centers of basins where
the permeability is <0.1 md (<10−16 m2), and the gas is typically under-pressured with respect to
hydrostatic. Examples are the Appalachian basin from New York to Tennessee documented with over
76,500 wells [53,54], and the Western Canada Sedimentary basin, well documented by [55]. In the
600 × ~100 km portion of the Western Canada basin it is not possible to drill a well that does not hit
gas; the issue is only to find zones permeable enough to produce it. This is also the situation in the
Arkoma Basin which lies just east of the Anadarko Basin discussed above. The water saturation is so
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low in the Arkoma that it is impossible to produce water from it. The pressure gradient is gas-static
(~1 MPa km−1), 1/10th the usual hydrostatic gradient. The Marcellus Shale is dry as a bone and contains
over-pressured gas [56].

In all these cases, except the gas chimney, the gas has been incarcerated for geologic periods of
time (hundreds of millions of years). The incarceration is by Shosa-type capillary seals. The basins are
rich enough in organic material that enough gas has been generated to not only expel all the water
but also, in some cases, blow dry the pore space to desiccation. Normally, capillary forces would
draw water into the formations, but Shosa-type capillary seals formed in the transition zone to water
saturated sediments prevent the imbibition of water.

Seal Migration

Shosa seals can migrate, and porosity profiles record the history of their formation and movement.
Under hydrostatic conditions porosity is reduced almost linearly with depth. But because compaction
depends on effective vertical stress (the weight of the overlying sediments and water minus the pore
pressure), over-pressuring will arrest compaction.

Figure 8 illustrates how porosity changes with depth can be interpreted in terms of seal formation
and migration. The black points indicate the porosity determined by density log. The yellow band
is the model interpretation. The width of the band reflects the range in initial sediment porosities
indicated by the measurements.

The pore pressure is hydrostatic and the compaction normal above 1430 m. If the blue-shaded H.
selli shale became impermeable when its base was at 550 m water depth, the fixed seal compartment
beneath it would have steadily increased in pressure (with no compaction because the pressure increase
would keep the effective stress constant) until it began to hydrofrac and leak at a burial depth of 1430 m.
As the seal top was buried from 1430 and the 2020 m depth, leakage caused the top of overpressure to
migrate upward with sedimentation, capturing porosity at a constant depth and leading to a constant
porosity-depth profile. The theoretical background and analysis of porosity depth profiles for 40 Gulf
of Mexico wells can be found in [57]. The point here is that a porosity profile can tell us about when
seals formed and how they migrated.

Fluids Migrate Together

One implication of a compartmented basin is that brines and hydrocarbons will tend to migrate
together more than they otherwise might. Both will pass through the compartment seals only where
and when they leak. Because the effective stress is lowest there, seals will tend to leak at topographic
highs in the top of overpressure. Thus it is no surprise that hydrocarbon reservoirs are located
preferentially near these highs. Brines will also flow preferentially through the topographic highs, and
flow down the pressure gradient of the seal (and the higher temperature gradient it tends to host) will
alter the seal. In the final volume of the GRI report, Jennifer Shosa lays the foundation for using the
alteration as a flow meter for expelled brine [16].

Fluid Release Valve

Shosa seals can open and shut like valves. When open, very large volumes of gas can be released
very quickly. Figure 9 gives a calculated example for a series of three 1cm-thick partings with 0.1 md
permeability. The caption explains the valve-like operation.
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Figure 8. Observed (black points) and modeled (yellow band) porosity-depth profile from Gulf of
Mexico. Profile records initiation and migration of a seal. Figure from [57].
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Figure 9. Illustration of Shosa seal operating as a pressure release valve. (Top) The capillary-blocked
pressure drop across the 3-parting seal is 22.5 bars. (Middle) If gas were to penetrate the seal, as shown
in the second panel, resistance to flow would be only the permeability of the partings. An expulsion
Darcy flux of 10 m y−1 would produce a pressure drop across all three partings of less than 0.2 bars.
Gas in the compartment could be expelled rapidly and completely. (Bottom) Once pressure in the
compartment had been dissipated, water would be imbibed into the seal strata until the seal was
restored, as shown in the bottom panel. Pressure in the compartment might then build up again if gas
generation continued, until a second rupture and discharge occurred. Figure modified from [41].

Gas Pulsar Formation of Mississippi Valley-Type (MVT) Deposits

Figure 10 illustrates how failure of the seal between the gas-filled Arkoma and the darcy
permeability aquifer system underlying the interior of the North American continent could have
delivered pulses of hot brine to the sites of metal deposition. Weathering of Precambrian rocks in
North America produced the extensive mid-continent darcy permeability Lamotte and Mt. Simon
sandstones. These were subsequently overlain by karstic (and therefore very permeable) carbonates.
The bines that produced the mid-continent MVT deposits discharged from these aquifers where the
basal sands or carbonates approached the surface or were intersected by numerous or major faults.
The pattern of hematite reduction in the Lamotte and the decrease northward from the Hicks Dome
source of anomalous flourine in the St. Peter sandstone, suggest the mineralizing brines came from the
Arkoma (Figure 10).
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Figure 10. Periodic massive expulsion of gas from the Arkoma into the Lamotte and karstic Cambrian
carbonates could displace sufficient volumes of brine rapidly enough to form the MVT deposits found
in the North American interior (grey stippled areas). Brine flow from the Arkoma is suggested by the
pattern of hematite reduction in the Lamotte, and the pattern of F carried north from the Hicks Dome
and associated intrusions. Figure from [41] is a composite of figures from [58–60].

How could the presently gas-filled and under-pressured Arkoma have propelled the brines?
The hypothesis is that back in the Permian when the Arkoma was actively generating gas it was
overpressured. Periodically the capillary barrier between the Arkoma and the Lamotte and overlying
carbonate was invaded by gas, rendered permeable, and perhaps as much as 3240 km3 of gas was
rapidly injected into the aquifers. The brine displaced by this gas exited the aquifer system rapidly at all
the most permeable excape locations, e.g., at exactly the sites of MVT deposition. After decompression,
imbibition of water resealed the barrier seal, the Arkoma repressured and then delivered a second
pulse of gas which caused a second pulse of brine and mineralization, etc. The expulsion could be
rapid enough to warm the sites of MVT deposition as observed [41]. The underpressured state of the
gas in the Arkoma indicates that the gas pressure after the last expulsive pulse was, and is presently,
controlled by capillary seals at the top of the gas zone (e.g., [55]).

Late Paleozoic Remagnetization of the North American Mid-Continent

A plethora of paleomagnetic studies have confirmed that the entire mid-continent of the U.S. was
re-magnetized in the Late Paleozoic. The area re-magnetized, by magnetite deposition, is that shown
in Figure 10, but extends into Indiana, Kentucky and Ohio as well. It is considered a consequence of
tectonically-driven brine migration [61], and occurred at the time the MVT deposits formed [62–64].
It is logical that the pulses of massive brine expulsion discussed in the previous section were also
responsible for this continent-scale re-magnitization.
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Impact on Oil Production

If gas exsolves from oil during production, capillary seals may reduce production.
Capillary barriers can be accounted for by changing Darcy’s law to a plastic flow law wherein
a small pressure gradient must be exceeded for any flow to occur. For a typical reservoir system gas
exsolution and capillary barriers might reduce hydrocarbon flow to a well by 20% in 183 days. The
damage will be fastest and greatest for the best producing wells because the drawdown cone for such
wells extends further and encounters more capillary barriers. If production is stopped, the pressure
will recover, the exsolved gas will dissolve, and the well will produce as it did initially [65]. Shosa
seals have production implications.

2.3.3. Mud Volcanoes

Mud volcanism, such as is occurring in Azerbaijan, results when sediments lack sufficient
induration to allow maturing gas and oil to escape. Hydrocarbons maturing at ~14 km depth in
Azerbaijan produce overpressures that make the sediments quick (as in quick sand). The result is
oil- and gas-spewing mud volcanoes 1 to 3.5 km in diameter. As illustrated in a spectacular geologic
atlas [66], the stratigraphy is literally turning itself inside out, and there is an observed triad of oil, gas,
and diapiric structures (Figure 11).

 

Figure 11. Mud volcanoes result when hydrocarbons are generated in un-indurated sediments. Mud
Volcanoes of the Azerbaijan Atlas [66].

2.4. Non-Hydrocarbon Gas Dynamics

Non-hydrocarbon gases generated in basins contribute information on how basins operate.
Consider two: CO2 and H2.

2.4.1. CO2 Generation and Titration

Some reservoirs trap almost pure CO2, and it is not uncommon for gas in reservoirs to contain a
few percent CO2. In the latter case, the partial pressure of CO2 depends systematically on temperature,
which indicates chemical equilibrium with siderite or magnesite [67], as shown in Figure 12A.
Most reservoirs contain almost no CO2. These observations can be understood and modeled as
indicated in Figure 12.
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Figure 12. (A) Log partial pressure of CO2 in equilibrium with aluminosilicates and various carbonate
minerals. From [67]. (B) Whether basin reservoirs can contain almost no, a few percent, or nearly 100%
CO2 depends on whether the sediments along the pathways between the CO2 source at >330 C and the
reservoir contain Ca aluminosilicates (almost no CO2 at location A), just Fe or Mg aluminosilicates
(a few percent CO2 at location), or no aluminosilicates (~100% CO2 at location C). From [68]. (C) shows
how the titration process has been implemented in basin models. From [68].

At 350 ◦C the partial pressure of water vapor and CO2 exceeds the fluid pressure in over-pressured
basins, and a separate gas phase is formed. But dissolved CO2 is highly reactive, and as it migrates
upward it will react with any silicate minerals that contain Ca, Mg, or Fe to form carbonates. The CO2

in the rising gas will be consumed. So long as the stratigraphy contains calcium aluminosilicates, the
partial pressure in the gas and in reservoirs will be very low. If the Ca aluminosilicates have been fully
reacted but Mg or Fe aluminosilicates remain, the partial pressure of CO2 in the reservoirs will depend
on temperature and lie on the Smith and Ehrenberg (S&E) [67] buffer trend shown in Figure 12A. When
the Mg or Fe aluminosilicates are titrated, there is no buffer control, and the reservoirs can be filled
with pure CO2. The titration is illustrated in Figure 12B. Reservoirs at location C can contain 100% CO2,
reservoirs at location B a few percent CO2, and reservoirs at location A will contain no CO2. Figure 12C
shows how this titration process has been implemented in basin models (see [68]). Documentation of
titrated migration pathways could reveal a lot about how gas migrates over substantial intervals of
time in basins.

2.4.2. H2 Generation

Prinzhofer and Cathles [69] describe how H2, generated at 250 ◦C from ammonium breakdown,
migrates to the surface to vent in pulses in Brazil. The daily pulses of H2 appear to be related to
atmospheric tidal pressure changes. Modeling the pulses could help constrain the economic potential
of the H2 resource.
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3. Summary and Discussion

The above discussion by no means reviews all the interesting phenomena in basins, but hopefully
has reviewed enough to ground a discussion of what might be beneficially incorporated into future
basin models.

Space for sediment deposition is produced by rifting and spreading, processes governed by plate
tectonics. On occasion models can be constructed that successfully predict the warming of sediments
from first principles, and when this is done large scale basin properties are constrained, such as the
degree of cooling by sediment deposition and warming by sediment radiogenicity. When first-principle
models deviate from measured temperature or maturity profiles, processes such as cooling or warming
by ground water circulation, or warming by sill intrusion may be inferred and perhaps quantified.
Thus, ground-up models could produce insights useful enough to justify the effort required to construct
them. Papers in this volume that assess the impact of sill emplacement are a step in this direction and
illustrate the practical value that could be realized.

Defining permeability is perhaps the most important step in exploring for and producing basin
resources. But what if permeability is set by the rate of fluid escape required by the sedimentation rate
as suggested above? What if the distribution of permeability must be scale invariant as suggested
by Malin et al. [5]. What if the most permeable flow pathways in this distribution could be imaged
seismically as suggested by Sicking and Malin [70]. Incorporating such considerations and methods
could produce far more accurate basin and production models.

Fluid flow is what we want to know because it is what redistributes and accumulates basin
resources. The scale of flow in basins is stunning. Half the eastern portion of the Southern Permian
Basin contributed the brine that mineralized the Kupferschiefer and produced the deposits in Poland.
Pulses of brine flow remagnetized a substantial portion of the North American mid-continent while
producing the MVT deposits found there. Knowing that a basin does not follow its paleomagnetic
polar wander path, and therefore that it has been remagnetized, might be a clue to look for MVT
deposits in that basin. Knowing that a basin has experienced pulses of rapid fluid flow (the kind that
can remagnetize large areas) suggests the basin did not sustain the overpressured conditions for long
periods as is required to produce Kupferschiefer style mineralization. Pulses of brine expulsion may
not be optimum for hydrocarbon accumulation, or may displace accumulations from their expected
positions. But pulses can produce MVT deposits.

Chemical alteration tells a lot. It is striking that the Cu enrichment of the Kupferschiefer and
immediately surrounding strata is 28 times larger than the Cu in the discovered Polish deposits.
The ubiquity of the Kupferschiefer metallization is remarkable. Large areas in Poland show metal
enrichment (Zn, Pb, or Cu) well above background. The relative enrichment of Zn, Pb, and Cu shows a
regular westward increase in leakage through the Kupferschiefer that ultimately produces ore deposits
near the Fore-Sudedetic-Block. The Polish example suggests that if enriched metal content in a shale
overlying red beds is noted, particularly if the shale shows indications of fluid overpressuring at the
time of mineralization, one should look for base metal zoning in the shale and follow the gradient
toward more intense leakage and mineralization. Similarly, measured reservoir CO2 concentrations on
the Smith and Ehrenberg concentration-temperature trend indicate CO2 reservoirs might be found
down section. A lot of useful information might be extracted from the patterns of chemical alteration.
Patterns of chemical alteration could be used to train more capable basin models.

Capillary seal dynamics of the Shosa type deserves a lot of attention. Porosity profiles that tell
when seals formed and how they migrated constrain the timing of hydrocarbon maturation and
overpressuring. Since Shosa seals require a non-aqueous (usually hydrocarbon) fluid phase, basin
flow was completely different before organic material was buried in sufficient quantity to produce
hydrocarbon fluids. Paleozoic MVT deposits should not exist, and this seems to be the case [71].

It is hoped that this short paper has convinced the reader that sedimentary basins are indeed giant
stratigraphic-structural-thermochemical reactors with surprising and fascinating characteristics and
useful mineral and hydrocarbon products. Thanks to the focused exploration and research over the
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last 100 years we know enough about basins to begin to appreciate how they operate and how their
processes interact. But, I suspect our understanding is just beginning. In the future we will understand
a great deal more about their large scale interactions, and models that incorporate this understanding
will be more effective exploration and extraction tools.
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Abstract: The orientation and relative magnitudes of paleo tectonic stresses in the western central
region of the White Mountains of New Hampshire is reconstructed using the direct inversion method
of fault slip analysis on 1–10-m long fractures exposed on a series of road cuts along Interstate 93,
just east of the Hubbard Brook Experimental Forest in North Woodstock, NH, USA. The inversion
yields nine stress regimes which identify five tectonic events that impacted the White Mountain
region over the last 410 Ma. The inversion method has potential application in basin analysis.

Keywords: direct inversion method of fault slip analysis; paleo tectonic principal stress orientations;
west-central New Hampshire

1. Introduction

Previous studies have shown fault slip analysis at the outcrop scale provides a means to deduce
the orientation of the principal stress fields and their evolution through successive tectonic events [1–7].
Additional information obtained from other structures, such as joints [8] tension gashes, and stylolites [9],
is also important but will not be presented here. In this paper, we define a fault as simply a parting in
rock with no claim whether it formed as a Mode 1 (opening), Mode 2 (shearing), or Mode 3 (tearing) [10].
If a fault shows shear offset (Mode 2). The input for fault slip analysis is field data collected on the
surfaces of individual faults which includes the orientation of the, slip direction, and sense of slip.
The latter two are determined by one or more of the following displacement indicators visible on the
fault surface: slickensides, asperity ploughing, slickolite spikes, crescent marks, the growth of mineral
patches on the lee side of hills on a rough fault surface, mineral fibers and steps, and Reidel shears [11].

The basic assumptions behind fault slip analysis are that: (1). conjugate fault sets result from a
single brittle deformation event, and (2). slip on a fracture surface occurs in the direction of maximum
resolved shear stress. The first step in the analysis consists of reconstructing the “reduced stress tensor”.
The reduced stress tensor differs from the actual stress tensor only in that the absolute magnitudes of
the principal stresses: σl (maximum compressional stress), σ2 (intermediate stress), and σ3 (minimum
stress) are not determined, only their relative magnitudes. However, the relative magnitude, order,
and orientation of the three principal stresses are the same as for the actual stress tensor and enable
one to define the directions of compression and extension which prevailed during tectonic events.
Knowing the stress state, one determines the shear stress and hence the slip orientation expected on
any plane. The first attempt at formulating and solving the inverse problem was [12]. Numerical
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methods have since been developed for reconstructing paleo-stress orientations from fault slip data.
In the general case illustrated in this paper, any planar discontinuity in a rock may be activated as
a fault. The discontinuity may be either a pre-existing fracture activated or reactivated (inherited
fault) by the tectonic stress. The basic properties of the reduced stress tensor and its determination is
summarized below. The indicators of the direction and sense of shear on a discontinuity reactivated in
shear is to collect and analyze fault slip data. The method of direct inversion used in this paper can be
found in [1–6,13,14] and in [15].

2. Geologic and Tectonic History of the Southwestern White Mountain Region

The bedrock geology of the study site and Hubbard Brook valley has been mapped (sheet 1)
at a scale of 1:12,000 [16] and at a scale of 1:10,000 [17]. The study site is also included in earlier
bedrock maps [18,19] and at a scale of 1:250,000 [20]. The bedrock underlying the study site (Figure 1)
consists of metamorphic rocks intruded by igneous rocks and belongs to the Central Maine Trough [20].
The metamorphic rocks of the Rangeley and Perry formations were deposited as sandy, clay-rich
marine sediments [21] on a continental shelf, rise, and abyssal plain of the Rheic Ocean [22] over
a time spanning the Silurian (approximately 443–428 Ma). These sediments were then buried and
multiply folded by at least two deformation episodes [17] in the Acadian orogeny (early Devonian,
410–390 Ma), as the Rheic Ocean closed and Avalon collided with eastern North America. At this time,
the rocks were metamorphosed to the lower sillimanite grade (approximately 600 ◦C and 4 kb pressure,
equivalent to a burial depth of approximately 15 km), which resulted in local melting (migmatization).
At approximately 410 Ma, these rocks were at or near the conditions of maximum pressure and
temperature and were intruded locally by the southern portion of a large pluton of the Kinsman
granodiorite of the New Hampshire plutonic series. The Kinsman granodiorite underlies most of the
western half of the Hubbard Brook Valley immediately to the west of the study site [16] see Figure 1.
Near the bottom of Figure 1 is a low angle thrust called the Thornton Fault on [20]. This fault thrusts
older Silurian rocks over younger Devonian rocks. The fault is cutoff by and therefore must be older
than the intrusion of the Kinsman Granodiorite, but younger than the Littleton Formation. This fault
extends below the study site and below the Rangeley Formation at the study site. This fault may
have formed during Tectonic Event 1 in Tables 1 and 2. During the late Devonian (370–365 Ma) the
metamorphic rocks and the Kinsman intrusion were multiply intruded by small tabular dikes and
small discordant bodies of Concord granite, also of the New Hampshire plutonic series. The Concord
granite is shown on the map at a scale of 1:200 [16] and in well logs [23], but is not shown in Figure 1
which is modified from the map of [20] (scale of 1:500,000).

The Alleghenian orogeny (325–260 Ma) created the Appalachian Mountains principally by collision
with North Africa. While it may not have resulted in large scale deformations at the study site, it was
strong enough to create or reactivate fractures.

From early to late Jurassic (194 to 155 Ma) the are immediately to the east and north of the study
site was a region of extensive granitic intrusion expressed by the huge batholiths and ring dikes of
the White Mountain plutonic/volcanic series [24]. During that time or possibly later (130 to 100 Ma),
the metamorphic and igneous intrusive rocks at the study site were intruded by tabular diabase dikes,
emplaced as part of continental rifting associated with the opening of the present Atlantic Ocean basin.

From the time of the Acadian Orogeny to the present, erosion and uplift have brought the bedrock
from a depth of approximately 15 km to at or near the Earth’s surface. The last episode of deformation
was the loading and unloading of the bedrock by the advance and retreat of multiple glacial ice sheets
over this region in the past 100,000 years [25]. Reconstructions of the thickness of the Laurentide ice
sheet yield a glacial ice loading and unloading of three kilometers for New England [26].
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                        Explanation  
Jurassic 

         Jc1b - Conway Granite (Late? and Middle Jurassic) 
        Jo1h - Mount Osceola Granite (Early and Middle Jurassic) 
        J9B - Gabbro 

 
Devonian                
        Dc1m - Concord Granite (Late Devonian)    
                      DS1-6 - Spaulding Tonalite (Early Devonian) 

  Db2b - Bethlehem Granodiorite (Early Devonian) 
  Dk2x - Kinsman Granodiorite (Early Devonian) 

           Dlu - Littleton Formation - unnamed upper member 
        Dll - Littleton Formation - unnamed lower member 
          

Silurian 
        Sm  -  Madrid Formation (upper Silurian?)    

    Sp -  Perry Mountain Formation (Middle? to Lower? Silurian) 
    Sru - Upper part of Rangeley Formation 

           Srl - Lower part of Rangeley Formation 
 
              Contact 
 
             Thornton Fault Low Angle Thrust- Generally Folded (Teeth on Upper Plate) 
 
              I-93 Roadcuts – Study Site 1 
 

                     I-93 Roadcuts – Study Site 2 

Figure 1. Bedrock geologic map for the area immediately surrounding the two study sites along the I-93
roadcuts in Woodstock, NH, USA. (After [20], sheet 1). Location map is shown in upper left. The study
site is located in the Lower Rangeley Formation.
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Table 1. Results of inversions for nine tectonic regimes based on the direct inversion method [4]
with additional refining process [13]. Reg. = reference number of regime, also referred to in Table 2.
MIFL = the control parameter, indicates the minimum individual fit level finally retained (see the term
ω in [13] for detailed discussion of MIFL). NA = number of fault planes found acceptable at this level
of fit. NR = number of fault planes rejected. The stress tensor obtained is characterized by the trends
and plunges of the three principal stress axes, σ1, σ2, and σ3, and by Φ = (σ2 − σ3)/(σ1 − σ3), the ratio
of the principal stress differences where 0 ≤ Φ13 [2]. υm = average value of the main estimator [4],
τ*m = ratio of the average shear stress to the maximum shear stress. αm = average value of the
calculated shear-actual slip angle.

Reg. MIFL% NA NR σ1 degrees σ2 degrees σ3 degrees Φ υm % τ*m% αm degrees

1 40 17 2 133 3 226 45 40 45 0.13 75 83 17
2 55 18 2 257 48 139 23 33 33 0.46 86 87 4
3 40 62 13 184 80 20 10 290 3 0.49 79 84 14
4 45 5 1 239 5 330 8 117 80 0.44 70 71 9
5 55 23 1 83 17 238 71 351 7 0.50 80 85 15

6–7 45 52 17 188 14 315 67 93 17 0.45 76 79 14
8 50 6 0 330 7 235 30 72 59 0.23 74 77 11
9 45 12 1 130 5 350 80 40 8 0.44 78 78 10

Table 2. Tectonic paleo-stress chronology including: tectonic events (compressional or extensional),
relative chronological order, regime number, fault type, and orientation of the three principal stresses,
as determined by fault-slip analysis in the present study. The time ranges are from the published
literature where known tectonic events in the region have been dated as presented in Section 2 above.
The orientation of the principal stresses for each tectonic event has one oriented vertical and two
horizontal with azimuthal angles as shown.

Tectonic Events Time (Ma) Regime Fault Type 1 2 3

1. Compression 390–375 1 Reverse 130 46 vertical

2. Extension 375–325 2
3

Normal
Normal

Vertical
vertical

139
20

33
290

3. Compression 335–260 4
5

Reverse
Strike-slip

239
83

330
vertical

Vertical
351

4. Compression
and Extension 190–95 6–7

8
Strike-slip
Reverse

188
330

Vertical
235

93
vertical

5. Current
Compression 15–present’ 9 Strike-slip 130 vertical 40

Based upon the orientation of glacial striations, the last Wisconsin Ice sheet moved over the study
site from WNW to the ESE [16]. At the last glacial maximum 14,000 years ago, the minimum thickness
of the ice at the study site was approximately 1.6 km [27]. The glaciers swept away the thick loess,
soils and vegetation that previously covered the bedrock. In some places, the advancing glacial ice
plucked automobile-sized blocks from the leeward side of the ridges and small hills in the Hubbard
Brook valley. Throughout the valley, glacial ice and water carved and polished the top of the bedrock
to a smooth, undulating surface. Finally, as the ice sheet melted in place, the rock debris within the
glacier, worked by rivers and streams on top of, within, and beneath the melting ice, was deposited
as discontinuous layers on top of the bedrock surface with thickness increasing from 0 at and near
the ridge crests and stream beds to as much as 50 m in the lower part of the valley [27]. Because of
the glaciation-related erosion, the present-day rock condition of bedrock exposures is extremely fresh,
which makes our study of brittle structures much easier than if it were weathered rock.

The geology and faults studied in this report are exposed in roadcuts along Interstate 93 (Figure 2)
which were mapped at a scale of 1:200 by [16] sheet 2. All naturally occurring fractures greater than one
meter in scale are shown on the map. Fracture orientation, trace length, aperture, surface roughness,
and interconnectedness were measured and analyzed [16,28]. The compositional variability in the
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schist persists to the millimeter scale. The schist has a well-defined foliation, which has been refolded
at least twice, and the foliation can be highly variable at length scales less than a meter. At larger scales,
the foliation strikes from 25 to 45 degrees east and dips steeply to the southeast, consistent with the
regional tectonic fabric.

 

Figure 2. Photograph of a N5E striking roadcut exposure at the study site on I-93 containing NE
striking, SE dipping faults included in this study. Note, most of the faults fractures exhibit dark planar
surfaces. The rock type is primarily Concord granite (dark gray) with a Lower Rangeley schist block
(light grey/white) exposed to the right of center above where the grass meets the bedrock and between
the first and fourth drillhole from the left side of the photo. The subvertical lines are drill holes used in
blasting the roadcut surface. Targets were used for rectification of photographs on which the geology
and fractures were mapped by [16] (sheet 2).

The granitic rocks intrude the schist in the form of small tabular dikes and large anastomosing
fingers ranging from 1000′s of meters to the meter scale. The intrusion was prolific, and granitic rocks
account for approximately 50% of the rock area mapped in the road cuts, Figure 2 [16] sheet 2. and in
the 40 boreholes (totaling 4.6 km of wellbore) drilled in the Mirror Lake watershed, located at the
eastern end of the Hubbard Brook valley [23]. Changes in lithology between granite and schist occurs
every 5–9 m in the roadcuts [16] and the boreholes [23].

Bedrock fractures in the roadcuts, natural outcrops and the bedrock wells include joints (formed
as Mode 1 fractures), faults (formed as Mode 2 fractures), and reactivated faults and joints. Fractures
formed prior to the maximum burial and temperature (410–390 Ma) would have been destroyed
by metamorphic recrystallization. We therefore assume that all the fractures that we observe in
outcrop were formed after the peak metamorphic event at approximately 390 Ma. It is not possible to
determine the age of fracture formation or reactivation using relative or radiometric dating. The brittle
tectonic activity since 390 Ma could result from events during the Alleghenian orogeny (Permian,
299 to 251 Ma) and to younger tectonic events, such as the extension related to the opening of the
northern Atlantic ocean approximately 200–175 Ma or to the glaciation-deglaciation cycles of the
Quaternary (2.6 Ma to present) [27]. Little evidence for the age of brittle events can be obtained
from stratigraphy or rock dating, although thin (~1 m) NE-SW striking diabase dikes occur in the
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study site during the early Jurassic 200–146 Ma may be a brittle episode related to the opening of the
Atlantic Ocean. Large numbers of fracture surfaces display syntectonic mineral infill or fiber growth.
Because syntectonic minerals like quartz could not develop during the brittle events at very shallow
depth, such mineralization indicates that most of the brittle tectonic activity that produced the fault
slips took place at depths up to 15 km., and hence is related to tectonic episodes that predate the
glaciation-deglaciation events

3. Data Collection and Stress Inversion Method of Analysis

Two hundred and eight fault-slip data were collected at roadcuts in bedrock at two locations on
Interstate-93 in Woodstock, New Hampshire as shown in Figure 1. The first location includes four
sub-parallel vertical roadcut faces approximately 40 m apart, whose bedrock geology and fractures had
been previously mapped [16]. The second location is a roadcut on the east side of the northbound lane
of I-93, 1.3 km north of the first location. Figure 2 is a photograph of a section of a portion of roadcut at
location 1 showing NE striking, SE dipping fractures in the Concord granite 370–365 Ma.

Faults were easily identifiable in the roadcuts, most of them bearing slickensides resulting from
slip-parallel quartz growth. Numerous faults show minor (~1–2 mm) but clearly observable offsets of
cleavage, schist-granite contacts, quartz-pegmatite veins, and along contacts of the diabase dikes and
the schist and granite. Evidence of slip-parallel quartz growth was common. The strike and dip of
the fault plane, the rake of the slickenside lineations, and the sense of relative offset were measured
for each observable fault. The faults were numbered. All types of fault slips were found: dip-slip,
strike-slip and oblique slip, with normal, reverse, right-lateral and left-lateral components of motion.
This variety of fault slips indicates polyphase brittle tectonism, which was confirmed by differences in
mineral fillings. The inferred tectonic regime/relative chronology (by number) and level of certainty,
the roadcut location, and the fracture number on [16], were all noted. All the information recorded is
listed in Appendix A Table A1.

Particular attention was paid to determination of the sense of motion on each fault. A variety of
criteria were used, including: (1) offset of granite-schist and other metamorphic boundaries, (2) mineral
growth along the slip direction, (3) presence of rough and polished facets along the fault surface,
(4) asymmetrical striation markers, (5) striation-related micro-veins, (6) offsets of older fractures or
veins, (7) presence of small Riedel’s shear fractures, mainly R in type. Where possible, these criteria
were cross-checked. As a result, three levels of certainty were considered concerning the senses of
motion (see Appendix A, Table A1). The letter C refers to a slip sense that could be determined with
certainty in the field, based on one or several unambiguous criteria. The letter P indicates that the slip
sense is considered probable, which means that despite good observation some ambiguity could not be
removed. The letter S refers to a poorly recorded sense of motion, in the absence of reliable criterion or
with conflicting criteria. In that case an inferred “supposed” sense of motion was attributed, based on
both the low-quality criterion (if any) and the behavior of the neighboring faults with well-recorded
sense of motion and similar dip direction, attitude, and slip orientation.

Many faults were associated in conjugate or Riedel’s type patterns with particular symmetries.
Fault subsets were defined based on common geometry in terms of fault attitude, slip orientation
and sense, fault dip direction, relation to other faults, and mechanical consistency. The relation
between conjugate fault systems and stress has been highlighted by Daubrée’s experiments [29] and
Anderson’s analysis [30]. In addition, Riedel’s shears [11] often explain the relationships between
faults at different scales.

Most fault slip data in the outcrops studied could not be interpreted in simple geometrical terms,
because they resulted from reactivation of earlier faults or mechanical discontinuities (older faults, joints,
veins, cleavage, contacts between rock types, etc.). Such inherited faults may have various attitudes
oblique to all stress axes, contrary to the “newly formed” faults discussed above, which generally
contain one principal stress axis and form symmetrical systems. For this reason, we undertook
systematic inversion of the fault slip data to reconstruct the stress regimes. Such inversions are based
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on consideration of the stress-slip relationships proposed by [31,32], which were used by [12], who first
addressed the inverse problem in their pioneering work. Later studies demonstrated that the basic
assumptions underlying the method were acceptable in the first approximation and well accounted for
actual slip distribution (e.g., [2,3]), and numerical modeling experiments showed that deviations from
the model are significant but remain statistically minor with regard to other sources of uncertainty [33].

The direct inversion method’ used here is based on a least-square minimization, with a criterion
called υ (upsilon) that depends on both the angle between the calculated shear and the actual slip,
and the shear stress amplitude relative to maximum shear stress. For details, the reader is referred to
the paper that describes this method [4]. We also use a robust refining process that was not described
in the original formulation of the method but is presented in the use of another method especially
designed for the stress inversion of earthquake focal mechanisms [13]. This additional process was
facilitated by the negligible runtime of the inversion method, which involves analytical means instead
of numerical search. A crucial parameter is the minimum fit level required for defining acceptable data.
We use a scale from −100% (total misfit) to 100% (perfect fit). The lowest bound involves maximum
shear stress acting in the direction opposite to slip. At the highest bound, the shear stress is also
maximum but acts in the same direction and sense as the slip. A zero value indicates that slip occurs
with shear stress perpendicular to slip, as the limit between consistent and inconsistent senses of
motion. Note that this minimum fit level is linearly related to the RUP % estimator defined by [4],
the values −100% and +100% corresponding to the values 200% and zero (respectively) in the RUP
estimator and differs from the ω estimator defined by [13].

To determine a stress regime, υ is minimized as a function of the four unknowns that describe a
reduced stress tensor: the orientations of the three principal stress axes and the ratio Φ = (σ2 − σ3)/
(σ1 − σ3). One obtains the smallest slip-shear angles and the largest possible shear stresses that can
simultaneously exist for all the data taken together.

The real data dispersion, which depends on complex geological factors, is larger than the angular
uncertainty of about 5◦ in our field data collection. To determine whether a stress inversion is significant
or not, we use an iterative refining process that involves successive inversions with a progressively
increasing demand for good individual fits. This process allows determination of the level of data
rejection consistent with the data accuracy.

4. Results

Based on consideration of relationships between fault slips (crosscutting relationship, reactivation
of fault surface, etc.), spatial association between faults (e.g., conjugate patterns) and syntectonic
mineral growth (e.g., quartz fibers), and taking into additional account the mechanical consistency
within each subset of fault slips, it was possible to separate nine data subsets (regimes), as listed in
Table 1 below.

The number of Regimes is large (9). High confidence can be placed in the definition of the regimes
themselves, their sequential order, and especially the directions of compression and extension of the
inferred stress tensor. A second step involves grouping the Regimes into tectonic Events where the
known regional tectonics coincides with the direction of the principal stresses and the time sequence of
known regional tectonic events. The grouping into Events is shown in Table 2 and discussed below.

Each Regime is depicted on a lower hemisphere equal area projection below showing the great
circles of each of the fault planes determined. Arrows indicate the slip on the fault planes. A separate
companion plot displays the same arrows and the poles to the fault planes (open circles) and the trend
and plunge of the intermediate stress (σ2). Arrows pointing toward the center of the projection indicate
compression. Arrows pointing to the perimeter of the projection indicate extension. Solid circles with
two arrows pointing in opposite directions indicate the sense of strike-slip movement. Those with no
arrowheads have an indeterminate sense of movement.
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4.1. Event 1—Regime 1

This regime is characterized by reverse faults compatible with a NW-SE compression (Figure 3).
The frequent presence of quartz veins and along-slip quartz growth indicate that slip probably occurred
close to the ductile-brittle transition. The relatively deep and hot character of this tectonic deformation
suggests that this event is the oldest event.

Figure 3. Regime 1. Lower Hemisphere Equal Area projection of (a) great circles of fault plane
orientation, and (b) poles to fault planes (open circles) and (*) the calculated trend and plunge of
σ2. The arrows indicate the rake of slickenlines on the fault planes and point in the direction of slip.
Arrows pointing toward the center of the projection indicate compression, those pointing away from
the center indicate extension. Solid circles with two arrows pointing in opposite directions indicate the
sense of strike-slip movement. Those with no arrowheads have an indeterminant sense of movement.
M =magnetic north, N = true north.

The stress inversion of fault slip data for this data subset shows that for a reasonable threshold,
MIFL = 40%, only 2 of the 19 fault slip data are considered unacceptable. Similar solutions were
obtained for minimum individual fit levels of 20% (no data being eliminated) or 40% (4 data eliminated).
The stress regime determined is thus stable.

The calculated stress regime indicates a nearly horizontal compression that trends 133◦ N.
The stress axes σ2 and σ3 are oblique, with plunges of 45◦, in agreement with the low value, 0.13, for the
ratio Φ = (σ2 − σ3)/(σ1 − σ3). This low Φ reveals σ2 and σ3 are closer in magnitude than either is to
σ1. The solution cannot be considered very accurate because the number of acceptable fault planes
inversions is small (17). The direction of compression is constrained within ±10 degrees, but the values
of Φ and the attitudes of stress axes σ2 and σ3 may vary widely as a function of data removal within
this set. In summary: the oldest brittle tectonic episode that we can recognize corresponds to a NW-SE
compression that reactivated deep fractures in reverse faulting.

4.2. Event 2—Regimes 2 and 3

In contrast to Regime 1, both Regimes 2 and 3 are dominated by normal fault extension (Figure 4).
Most are dip-slip, which suggests a low level of structural inheritance and reactivation of earlier
structures. Most fault surfaces are planar with relatively steep dips, which suggests that they developed
at shallower crustal levels than the reverse faults of Regime 1. However, the gentle dips of some of the
normal faults suggests the reverse faults of Regime 1 have been reactivated as normal slips. Note that
the dominate trend of normal faults in Regime 3 are the same as for the reverse faults of Regime 1
(e.g., the fault poles are similar). Syntectonic quartz is common on the surfaces of these inherited
normal faults, with the quartz probably inherited from Regime 1.
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Figure 4. Regime 2 (top) and Regime 3 (bottom). Lower Hemisphere Equal Area projection of (a) great
circles of fault planes; and (b) poles to fault planes (open circles) and of calculated trend and plunge (*)
of σ2. Symbols are as in Figure 3.

The two subsets of faults strike at right angles. The normal faults of Regime 2 strike NW-SE.
and the normal faults of Regime 3 strike NE-SW. Regime 2 faults indicate NE-SW extension whereas
Regime 3 faults indicate NW-SE extension.

The stress inversion of fault slip data for Regime 2 is stable (2 faults rejected at MIFL= 55%, no faults
rejected at 20%, and only 4 of the 20 faults rejected at MIFL = 80%), but is only loosely constrained
because of the limited number of data (18 acceptable faults). As with Regime 1, the numerical results
are good, but the solution is highly dependent on the grouping of data. For example, removing the
two nearly vertical faults results in a significantly different solution. The stress regime at MIFL = 55%
indicates a 33◦ ± 10 degrees trending extension with oblique σ1, σ2 and σ3 axes. The σ3 axis plunges
33◦ NE, which is not surprising in light of the presence of nearly vertical faults with the downthrown
side to the northeast. The Φ ratio of 0.46 indicates triaxial stress.

In contrast, the large number of fault slip data in Regime 3 provides a highly constrained stress
tensor solution. The solution is stable (13 of 75 faults rejected at MIFL = 40%, 4 at 20% and 20 at 55%).
The stress orientations and Φ are similar regardless of the MIFL, which indicates that the stress tensor
is well constrained. On the other hand, the slip vectors have a large scatter (Figure 4). The number
and geometrical variety of the data are more important than the average of parameter estimates and
their standard deviations. Removal of fault slip data does not change the inversion results within the
range of uncertainties, which confirms that geometrical constraints on the stress tensor exerted by
the variety in fault slip attitudes is more important to a good interpretation. At MIFL = 40% the σ1

axis is nearly vertical and indicates a 110◦ azimuth of extension (the σ3 axis plunges only 3◦ to the
west). The direction of extension is constrained within ±5 degrees. A Φ ratio of 0.49 indicates typical
triaxial stress.

No clear chronological difference could be established between Regimes 2 and 3. The perpendicularity
in fault trends and corresponding directions of extensions strongly suggest that these two regimes are
linked through a permutation (relative magnitude switch) between the intermediate and minimum
principal stresses, σ2 and σ3. These two regimes thus probably belong to a single major extensional
event which we identify as Event 2. Because Regime 3 is represented by a much larger number of brittle

43



Geosciences 2020, 10, 464

structures than Regime 2, the dominating direction of extension is inferred to be WNW-ESE (azimuth
110◦). A tensor inversion with Regimes 2–3 taken together shows that the influence of the fault slip data
from Regime 3 prevails, and the combined tensor solution resembles that of Regime 3. For a MIFL
= 30% the Φ ratio is lower (0.35) but the direction of extension is similar (115◦). The stability of the
solution is much less, which suggests the distinction between Regimes 2 and 3 is in fact significant
in terms of stress states, even though both are produced by the same tectonic event. Brittle tectonic
analyses have revealed significant changes in stress regimes within a single tectonic episode [4–6,13,15].
The duality of stress regimes (2 and 3) may simply result from a permutation between the σ2 and σ3

axes, a common phenomenon in fault tectonics.
Although there remains some indication of ductile-brittle transition for some faults with abundant

quartz coating and slip-parallel quartz growth, most Event 2 faults are typically brittle, as shown
by both the fault surface characteristics and their steep dips. Relative chronologies with respect to
other events show that Regimes 2 (certainly) and 3 (probably) post-dated the Regime 1. Our data thus
suggest that the extension of Regimes 2–3 post-dated the compression of Regime 1 and suggests that
Regimes 1–3 reflect the oldest two faulting events well represented at the site.

4.3. Event 3—Regime 4

Regime 4 is poorly represented. It is characterized by only a few reverse faults that are compatible
with a NE-SW compression. The stress inversion provided stable results, which has little meaning
because of the very low number of faults (5). The tensor solution is very loosely constrained. Had more
fault slips been identified, the result would have been subject to significant variations. For a MIFL= 45%
one of the five faults is considered unacceptable, and the calculated stress regime indicates a 59◦
compression direction with a nearly vertical σ3 axis and a Φ ratio of 0.44. The direction of compression
may however vary within ±20◦.

The reverse faults shown in Figure 5 are younger than those of Regime 1, but there is little
indication of their age. Two display the same attitude, but different oblique slip vectors from the
reverse faults of Regime 1 from which they are inherited.

Figure 5. Regime 4. Lower Hemisphere Equal Area projection of (a) great circles of fault planes and (b)
of poles to fault planes (open circles) and of calculated trend and plunge (*) of σ2. Symbols are as in
Figure 3.

4.4. Event 3—Regime 5

Regime 5 (Figure 6) is better represented than Regime 4. The stress tensor inversion indicates
strike-slip faulting consistent with a nearly E-W compression and N-S extension. These strike-slip
faults clearly postdate the reverse faults of Regime 1. The stress tensor inversion is stable (1 of
24 faults rejected at MIFL = 55%, none rejected at 25%, and 7 rejected at MIFL = 70%). Another
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indication of inversion stability is that the removal of dextral fault slips does not significantly modify
the inversion results.

Figure 6. Regime 5. Lower Hemisphere Equal Area projection of (a) great circles of fault planes and (b)
of poles to fault planes (open circles) and of calculated trend and plunge (*) of σ2. Symbols are as in
Figure 3.

The stress regime calculated at the MIFL = 55% level is characterized by a nearly horizontal σ3

axis that trends 0◦ and a gently plunging σ1 axis whose azimuth trends 83◦. The direction of extension
is not more tightly constrained than ±10 degrees because only 2 left-lateral faults were measured.
A typical triaxial stress is indicated by the Φ ratio of 0.50.

Contrary to the typical, most strike-slip faults of Regime 5 are far from vertical. Many of the
right-lateral faults dip towards the NW or SE, which suggests that they were inherited from the normal
fault planes of Regime 3. Two left-lateral faults have gentle SW dips, which suggests that they were
inherited from normal fault planes of Regime 2.

Although the faults of Regime 4 are reverse and the faults of Regime 5 are strike-slip, the directions
of compression are similar considering the large angular uncertainty in the trend of compression of
Regime 4. For this reason, we combine Regimes 4 and 5 within a single Event 3 that is dominated by a
roughly E-W compression and can generate both reverse and the strike-slip faulting. The stress tensor
for this combination resembles that for Regime 5 because of the larger number of faults in Regime 5.
Unlike the combination of Regimes 2 and 3, the combination of Regimes 4 and 5 shows good stability
(1 of 30 faults eliminated for MIFL = 20%, 9 for 55%). But the rejected faults are 2 of the 5 reverse
faults of Regime 4, and the individual misfits of the three remaining Regime 4 reverse faults are large.
The simplest solution suggests mixing Regimes 4 and 5 are indeed distinct.

For a reasonable fit level of 35% (2 faults rejected), the Φ ratio is 0.43, indicating triaxial stress
despite the mixture of strike-slip and reverse faults. The stress regime is characterized by a gently
plunging σ3 axis with a trend azimuth of 351◦ and a nearly horizontal σ1 axis with a trend of 83◦.
The data indicate stress regimes 4 and 5 belong to a single event dominated by WNW-ESE compression
and that a permutation between σ2 and σ3 changes the faulting from reverse to strike slip.

4.5. Event 4—Regimes 6, 7 and 8

The strike-slip faults of Regimes 6–7 are shown and analyzed together (Figure 7). These regimes
are dominated by strike-slip faulting. Sixty-nine faults are observed, the largest ones forming typical
strike-slip zones composed of two walls on either side of a 1–3 m wide deformed zone with numerous
smaller faults, fractures, rotated blocks, and gouge. The strike-slip faults strike approximately
NNW-SSE for right-lateral faults, and NNE- SSW for left-lateral ones, indicating N-S compression.
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Figure 7. Regime 6–7. Lower Hemisphere Equal Area projection of great circles of fault planes (a);
and (b) of poles to fault planes (open circles) and of calculated trend and plunge (*) of σ2. Symbols are
as in Figure 3.

The stress tensor solution is tightly constrained by the large number of the faults and the variety
of their orientations (17 faults rejected at MIFL = 45%, 5 at 20%, and 23 at 55%). The stress orientations
remain extremely stable as the MIFL increases. In addition, removal of fault slip data does not
significantly affect the inversion. The geometrical constraints exerted by the variety in fault slip
attitudes are strong. Because a significant overlap in stress trends is present between right-lateral and
left-lateral faults, several data displayed incompatible senses of motion. This explains why faults were
eliminated even for low levels of MIFL. Separation into two Regimes, 6 and 7, solved this problem and
reduced the number of inconsistent senses to zero for each of the stress tensors, but was not retained
because no independent qualitative evidence supported a separation of these Regimes.

The stress regime calculated at MIFL = 45% is characterized by gently plunging σ1 and σ3 axes
(plunges of 14◦ and 17◦ degrees respectively), with a nearly N-S trending, azimuth 188◦, compression.
This direction of compression is constrained within less than ± 5◦. The Φ ratio of 0.45 indicates typical
triaxial stress.

Relative chronology data provides good evidence that this major strike-slip event postdated the
normal faults of Event 3. Although some strike-slip faults of Regime 6 and 7 have relatively gentle dips
suggesting that they were inherited from earlier regimes of reverse and normal faults, most of these
strike-slip faults are vertical or steeply dipping, cutting through all pre-existing structures rather than
reactivating them. It is likely that several NE-SW trending faults result from right-lateral reactivation
of the left-lateral faults of Regime 5, but observation is speculative because of the right-lateral friction
that generally destroyed the criteria supporting the evidence of an earlier left-lateral motion.

Regime 8 is represented by only a few dip-slip reverse faults (Figure 8). The relative chronology
data indicate that this regime occurred before the Regimes 6 and 7. As with Regime 4, the stress
inversion provides very stable solutions, but this stability is not significant because the number of
faults is so small. The tensor solution is in fact poorly constrained. For MIFL = 50%, all data are
acceptable, and the calculated stress regime indicates an azimuth 330◦ compression with a nearly
horizontal σ1 axis, a steeply plunging σ3 axis and a Φ ratio of 0.23. The direction of compression is
constrained within ±20◦.

Because the direction of compression suggested by this pattern of reverse faults is not far from
N–S (with an azimuth of compression approximately 160), they may be related to regimes 6–7 through
a relative magnitude shift between the intermediate and minimum stress axes. If Regime 8 is added
to 6 and 7 the inversion rejects all 4 faults in Regime 8. As in the case of Regimes 2–5, this suggests
a common tectonic event involving a stress permutation between σ2 axis and σ3 axes. There is no
evidence that Regime 8 resulted from a separate tectonic event.
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Figure 8. Regime 8. Lower Hemisphere Equal Area projection of (a) great circles of fault planes and (b)
of poles to fault planes (open circles) and of calculated trend and plunge (*) of σ2. Symbols are as in
Figure 3.

Event 4 comprising Regimes 6–8 was certainly more recent than the reverse and normal faults of
the ductile-brittle transition (compression of Regime 1, and the extension of Regime 2). The contacts of
the diabase dikes of Jurassic age are reactivated as strike-slip faults of Regimes 6 and 7 indicating that
the faulting and diabase dike intrusion in these regimes occurred 200–146 Ma or later. The NW-SE
extension is compatible with the regional extension (based on local NE-SW diabase dike trends, [24])
affecting the study area during the initial opening of the north Atlantic Ocean 200–175 Ma [34], Figure 5.

4.6. Event 5—Regime 9

Regime 9 (Figure 9) corresponds to three strike-slip faults, which trend NW-SE (left-lateral) and
WNW-ESE (right-lateral), and hence indicate a roughly NW-SE compression which we label as Event 5.
This event is the most recent at the study site. Designation of Regime 9 and calculation of the stress
tensor by three fault slips results in a high level of uncertainty.

Figure 9. Regime 9. Lower Hemisphere Equal Area projection of (a) great circles of fault planes and (b)
of poles to fault planes (open circles) and of calculated trend and plunge (*) of σ2. Symbols are as in
Figure 3.

5. Interpretation

We relate the relative stress tensor in our Events (Table 2) to known tectonic events summarized
above in Section 2.
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5.1. Event 1—Acadian Compression

This major event is the oldest episode recorded by fault slip at the study site. It was dominated by
NW-SE compression (Regime 1) and took place at depth, near the ductile-brittle transition at the or
near the end of the Acadian orogeny (390–375 Ma).

5.2. Event 2—Post Acadian Extension

This major event was responsible for widespread normal faulting at a depth, not far from the
ductile-brittle transition. Its faults developed under a pure brittle regime at shallower depths, and the
faulting was later (375–325 Ma)-than the faults in Event 1. The major NW-SE extension that occurred in
this Event parallels the major NW-SE compression of Event 1. This suggests that the extension in Event
2 resulted from the exhumation of metamorphic basement that followed the major compressional
phase of Event 1.

5.3. Event 3—Late Alleghenian Compression

The reverse and strike slip faulting of Regimes 4 and 5 are not numerous enough to tightly
constrain the corresponding paleo-stresses, and these two Regimes are poorly located in time. They are
represented by pure brittle features, and certainly postdate the brittle-ductile deformation, but may
not predate Event 4. We tentatively relate these two regimes to the late tectonic evolution of the
Alleghenian orogeny (325–260 Ma).

5.4. Event 4—Atlantic Extensional Opening (?)

The strike-slip faulting of Regimes 6 and 7 and the reverse faulting or Regime 8 indicate N–S
compression and E-W extension. The presence of a strike-slip fault zone 1–3 m wide suggests that the
offsets are relatively large (10–100′s of meters) [35–37]. The contacts of the diabase dikes of Jurassic age
are reactivated by the strike-slip faults of Regimes 6–7 indicating that the faulting and diabase dike
intrusion in these regimes occurred 200–146 Ma or later. The NW-SE extension is compatible with the
regional extension (based on local NE-SW diabase dike trends, [24]) affecting the study area during the
initial opening of the Atlantic Ocean 200–175 Ma [34], Figure 5.

5.5. Event 5—Recent or Present

This Regime is represented by only a few strike-slip faults with minor offsets. The direction of
compression (NW-SE) is consistent with the present state of stress in this region based on earthquake
focal mechanisms [38]. We did not observe sheeting joints (sub-horizontal fractures) that can form in
response to the unloading of glacial ice [39] over the past 100,000 years.

6. Discussion

This paper illustrates a method to identify distinct regional tectonic events and put them in relative
chronological order from fault slip data collected on a few local roadcuts. The data was collected in
this case over a period of 10 days. The volume of fault orientation and slip data is relatively small
compared to regional field mapping of large scale structures field studies, but by explicitly considering
the stress tensors that could have produced the observations, the fault data can be sorted and grouped
into Regimes that yield compatible stress tensors that can be further grouped into distinct tectonic
Events. In the southwest White Mountain region, the Events identified correspond to known tectonic
events based on large scale structures over the last ~400 Ma. The orientation and relative magnitudes
of principal stresses producing major regional tectonic deformations can be obtained relatively quickly
from a study at one locality.

The conditions for this study were close to ideal because the roadcuts exposed unaltered rocks
recently exhumed by the last glaciation. The direct inversion method could potentially be applied
using oriented cores from boreholes where there are no outcrops. This paper illustrates how, if the
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stress tensor can be constrained, the history of overprinted deformation that could have impacted
basin resources can be deduced from features on the surfaces of fractures reactivated by sequential
tectonic events.
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Appendix A. List of Data Collected in This Study

Explanation to Columns in Table A1
Column A–Fault Reference Number
Column B–Fault Strike (azimuth)
Column C–Fault Dip and Direction
Column D–Rake of Slip Striations
Column E–Regime Number/Relative Chronology (1 = oldest, 9 = youngest)

Certainty (C = certain, P = probable, S = inferred)
Column F–Fault Location on Interstate 93:

SBLW = Southbound Lane, West Side of I-93, [10] sheet 2
SBLE = Southbound Lane, East Side of I-93, [10] sheet 2.
NBLW = Northbound Lane, East Side of I-93, [10] sheet 2
NBLE = Northbound Lane, West Side of I-93, [10] sheet 2

Column G–Fracture Reference Numbers on [10] sheet 2
Column H–Site location (see Figure 1)

Table A1. Fault Data Collected and Analyzed in This Study.

A B C D E F G H

1 173 77W 43N 6C SBLE 1 1

2 41 40E 45N 2C 4C SBLE 42 1
3 32 38E 62N 2C 4C SBLE 42 1
4 95 64N 40W 1C 1C SBLE 42A 1
5 163 83W 40N 6C SBLE 11A 1
6 163 83W 40N 1C SBLE 11 1
7 166 85W 44N 6C SBLE 11A 1
8 165 83W 38N 6C SBLE 11A 1
9 159 77W 9S 7C SBLE 19 1

10 152 88W 20S 7C SBLE 14B 1
11 159 78W 17S 7C SBLE 14B′ 1
12 153 89W 34S 7C SBLE 22 1
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Table A1. Cont.

A B C D E F G H

13 137 89W 41S 7C SBLE 22 1
14 153 77W 46S 7C SBLE 22 1
15 165 84W 46S 7C SBLE 22′ 1
16 146 81W 25S 7C SBLE 21 1
17 141 88W 43S 7C SBLE 21 1
18 139 88W 36S 7C SBLE 20 1
19 136 77W 33S 7C SBLE 20 1
20 158 76W 24S 7C SBLE 19′ 1
21 3 69W 31S 7C SBLE unmapped 1
22 157 77W 23S 7C SBLE 19′ 1
23 3 69W 31S 7C SBLE unmapped 1
24 55 48N 52W 3C SBLE unmapped ou 18A 1
25 61 46N 47W 3C SBLE unmapped ou 18A 1
26 48 77N 76W 3C SBLE unmapped ou 18A 1
27 29 63W 73S 3C SBLE 24 1
28 28 52E 68S 1C SBLE 25 1
29 47 87S 29W 7C SBLE unmapped 1
30 42 88E 3S 1C 7C SBLE unmapped 1
31 177 42E 61N 2C 4C SBLE 48 1
32 178 44E 21S 1C 7C SBLE 48 1
33 178 44E 60N 2C 4C SBLE 48 1
34 18 48E 51S 3C SBLE 49 1
35 26 77E 25N 1C 6C SBLE 67 1
36 26 77E 79S 2C 3C SBLE 67 1
37 13 51E 37S 3C SBLE 98? 1
38 12 88W 12S 7C SBLE unmapped 1
39 176 60E 46N 6C SBLE unmapped 1
40 48 87N 7E 1C 5C SBLE 107 1
41 48 87N 75E 2C 3C SBLE 107 1
42 30 87E 82N 3C SBLE 106 1
43 41 78E 17N 5C SBLE 116A proche 1
184 43 80E 15N 5C SBLE 116A proche 1
182 28 70W 23S 7C SBLE 116 1
183 41 75E 74S 3C SBLE 116 1
44 54 87N 29W 5C SBLE 116 1
45 32 66E 33S 5C SBLE unmapped 1
46 30 71E 81N 3C SBLE 123 1
47 30 71E 18N 5C SBLE 123 1
48 39 72E 83S 3C SBLE unmapped 1
49 51 84S 72W 1C 3C SBLE 130 1
50 18 20W 53N 2C 1C SBLE 138 1
51 51 84S 10E 1C 5C SBLE 130 1
52 17 21W 53N 2C 1C SBLE 138 1
53 50 83S 73W 3C SBLE 130 1
54 50 83S 9E 5C SBLE 130 1
55 73 34S 63E 1C SBLE unmapped 1
56 67 41S 66E 1C SBLE 139 1
57 59 76N 28E 5C SBLE 146 1
58 66 63N 28E 5C SBLE unmapped 1
59 57 76S 15W 5C SBLE 162 1
60 24 74E 12N 1P 5C SBLE 166 1
61 24 74E 30N 2P 7C SBLE 166 1
62 24 74E 64S 1P 3C SBLE 166 1
63 25 75E 30N 2P 6C SBLE 166 1
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Table A1. Cont.

A B C D E F G H

64 47 87N 22E 6C SBLW 66 1
65 96 89S 67E 1C SBLW 49 1
66 57 86S 37E 5C SBLW 48 1
67 17 88E 73S 3C SBLE unmapped 1
68 25 56W 61S 2C 1C SBLW 25 1
69 25 56W 62N 1C 1C SBLW 25 1
70 25 56W 16S 2C 5C SBLW 25 1
71 25 54W 64N 1C 1C SBLW 25 1
72 71 33N 82E 1C 8C SBLW 24 1
73 71 33N 42E 2C 6C SBLW 24 1
74 52 32N 63E 8C SBLW 24 1
75 76 22S 58E 1C 8C SBLW 24 1
76 71 31N 82E 2C 8C SBLW 24 1
77 78 21S 84E 8C SBLW 24 1
78 75 23S 88E 8C SBLW 24 1
79 7 70E 62S 3C SBLW unmapped 1
80 10 43E 76S 3C SBL unreferenced 1
81 29 71W 24N 5C NBLW 1 1
82 37 76W 29N 5C NBLW 1 1
83 42 74W 35N 5C NBLW 1 1
84 48 72N 12E 5C NBLW 1 1
85 142 19W 85S 4C NBLW unmapped 1
86 68 33S 64E 3C NBLW 9 1
87 69 35S 37E 3C NBLW 1
88 46 52S 63E 3C NBLW 12-11月 1
89 52 47S 63E 3C NBLW 12-11月 1
90 51 38S 52E 3C NBLW 12 1
91 46 42S 84E 3C NBLW 13 1
92 45 44S 83E 3C NBLW 13 1
93 14 20E 73S 3C NBLW near F29 1
94 22 25E 85S 3C NBLW near F29 1
95 21 33E 74S 1C NBLW 28 1
96 21 54E 72S 1C NBLW 28 1
97 58 33S 67E 1C NBLW unmapped 1
98 46 58S 66E 3C NBLW unmapped 1
99 41 27E 77N 1C NBLW 35 1
100 29 50E 72N 3C NBLW 71 1
101 31 81E 18S 5C NBLW 73 1
102 67 81N 6E 7C NBLW unmapped 1
103 38 89E 9S 7C NBLW unmapped 1
104 24 54E 64S 3C NBLW 79 1
105 15 30E 73S 3C NBLW 79 1
106 10 36E 68S 3C NBLW 79 1
107 29 46E 87S 3C NBLW 80 1
108 29 48E 89S 3C NBLW 80 1
135 29 48E 88S 1C NBLW 80 1
109 110 69N 11E 9C NBLW unmapped 1
110 139 89E 19S 9C NBLW unmapped 1
111 20 85W 12N 5C NBLW 1
112 165 57W 60S 3C NBLW 1
113 63 86N 1W 5C NBLW 1
114 21 65E 76N 3C NBLW 86 1
115 160 83E 4S 7C NBLW 122? 1
116 161 80E 14S 7C NBLW 123? 1
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Table A1. Cont.

A B C D E F G H

117 150 75E 10S 7C NBLW 123? 1
118 166 84E 7S 7C NBLW 118 1
119 25 83E 2N 7C NBLW unmapped 1
120 177 76E 2S 7C NBLW unmapped 1
121 26 51E 64N 3C NBLW unmapped 1
122 1 82E 2S 7C NBLW 130? 1
123 170 86E 7S 7C NBLW 133? 1
124 4 82E 1N 7C NBLW 131? 1
125 14 47E 79S 3C NBLW unmapped 1
126 47 47S 33E 5C NBLW 135 1
127 179 62W 80N 3C NBLW unmapped 1
128 1 67W 84N 3C NBLW 151 1
129 156 77W 2S 7C NBLW unmapped 1
130 12 69W 87S 3C NBLW 156 1
131 33 77W 3S 7C NBLW 156 1
132 7 57W 71S 3C NBLW unmapped 1
133 13 64W 77N 3C NBLW unmapped 1
134 8 55W 72S 3C NBLW unmapped 1
185 155 62E 80S 3C NBLW unmapped 1
186 28 82E 77S 1C 3C NBLW unmapped 1
187 28 82E 4N 2C 7C NBLW unmapped 1
136 32 79W 79N 3C NBLE unmapped 1
137 34 72E 74N 3C NBLE 36 1
138 34 85E 8S 7C NBLE large fault 1
139 36 66E 2N 7C NBLE large fault 1
140 174 75E 17N 7C NBLE unmapped 1
141 176 83W 27N 7C NBLE 46 1
142 175 88E 15N 7C NBLE 46 1
143 178 79E 2S 7C NBLE 53 1
144 30 39E 10N 2C 7C NBLE 51 1
145 30 39E 75S 1C 3C NBLE 51 1
146 32 88W 6N 7C NBLE 55 1
147 41 86E 3S 7C NBLE 64 1
148 37 82W 1S 7C NBLE 64 1
149 17 61E 83S 3C NBLE 58 1
150 35 73W 63S 3C NBLE unmapped 1
151 114 84N 5E 9C NBLE 68 1
152 42 85E 1S 7C NBLE 70 1
153 50 89S 7W 7C NBLE 74 1
154 35 82W 12S 7C NBLE 74 1
155 44 88E 6S 7C NBLE 74 1
156 40 72W 11S 7C NBLE 87-89 1
157 39 81W 1S 7C NBLE 87-89 1
158 29 85W 36N 7C NBLE 87-89 1
159 10 83W 14N 7C NBLE 87-89 1
160 32 80E 84N 3C NBLE 91 1
161 29 84E 28N 7C NBLE 91 1
162 46 72N 88E 3C NBLE 98 1
163 58 68S 76E 1C 3C NBLE 105 1
164 58 68S 22E 2C 7C NBLE 105 1
165 35 42E 82N 3C NBLE unmapped 1
166 19 73E 66S 1C NBLE unmapped 1
167 22 47E 80N 3C NBLE unmapped 1
168 52 73S 13E 7C NBLE 111 1
169 46 89N 12E 7C NBLE 130? 1
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Table A1. Cont.

A B C D E F G H

170 36 82E 34N 2C 7C NBLE 136? 1
171 36 82E 1C 3C NBLE 136? 1
172 22 49W 64S 3C NBLE unmapped 1
173 42 53W 53S 3C NBLE 163? 1
174 25 67W 52S 3C NBLE 164? 1
175 44 67W 49S 3C NBLE unmapped 1
176 16 49W 74N 3C NBLE unmapped 1
177 36 87E 82S 1C NBLE unmapped 1
178 23 52W 85N 3C NBLE unmapped 1
179 23 62W 85S 3C NBLE unmapped 1
180 26 65W 83S 3C NBLE unmapped 1
181 15 42W 89N 3C NBLE unmapped 1
188 35 77E 66N 3C NBLE 2
189 32 74E 88N 3C NBLE 2
190 33 80E 66N 3C NBLE 2
191 36 72W 77N 3C NBLE 2
192 26 83W 77S 3C NBLE 2
193 146 65E 72N 2C NBLE 2
194 106 44S 63W 1C 2C NBLE 2
195 106 44S 19E 2C 5C NBLE 2
196 33 52E 65S 3C NBLE 2
197 133 87N 74W 2C NBLE 2
198 145 65E 68N 2C NBLE 2
199 125 48S 77W 1C 2C NBLE 2
200 125 48S 2E 2C 5C NBLE 2
201 174 51E 68N 2C NBLE 2
202 6 71W 86N 3C NBLE 2
203 159 76E 62N 2C NBLE 2
204 24 57W 81S 3C NBLE 2
205 11 67W 82S 3C NBLE 2
206 148 63E 72N 2C NBLE 2
207 127 87N 71W 2C NBLE 2
208 128 89N 68W 2C NBLE 2
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Abstract: Capturing the past and present hydro-mechanical behavior of passive margin sediments
raises noticeable interest, notably in geo-hazard risk assessment and hydrocarbon exploration. In this
work, we aim at assessing the stress states undergone by these sedimentary deposits through geological
time. To do so, we use an iterative coupling between a basin simulator and a finite element mechanical
solver. This method conciliates a computation of the full stress tensors with a dynamic and geologically
detailed modelling of the sedimentation. It is carried out on a dedicated set of 2D synthetic basin
models, designed to be representative of siliciclastic deposition in passive margins and integrating
variations in their geological history. Contrary to common assumptions in operational basin modelling
studies, our results imply that passive margin sedimentary wedges are multidimensional mechanical
systems, which endure significant non-vertical stress without external tectonic input. Our results
also highlight the variability of the stress states through space and time, with a strong control
from the geometry and lithological heterogeneities of the deposits. Lastly, we used the simulation
results to predict a location and timing for the development of weakness zones in the sedimentary
stacks, as privileged areas for rock failure. The outcome underlines the influence of the basal tilt
angle, with a slight tilt impacting the wedges stability to a similar extent as a substantial increase
in sedimentation rate. Altogether, this study emphasizes the need for careful consideration of
non-vertical stresses in basin simulations, including in passive tectonic contexts. It also suggests that
the iterative coupling method employed is a promising way to match industrial needs in this regard.

Keywords: basin modelling; hydro-mechanical coupling; passive margins; rock failure

1. Introduction

Passive margins represent a cumulated length of 105,000 km of coastal areas around the world
and are privileged locations for marine sediment deposition [1]. They are well-studied environments,
notably in terms of morphology, geology, and underground resources [2,3]. On the latter topic,
passive margins are historically key areas in the hydrocarbon industry, as they host more than 300 giant
oil and gas fields [4].

Passive margin sediments are subject to a large range of hydraulic and mechanical phenomena,
which creates specific interests. Remarkably, understanding their hydro-mechanical behavior is critical
in civil engineering and geo-hazard prediction, as passive margin sediments are naturally likely
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to collapse at local or regional scales [5,6]. In petroleum exploration, analyzing slope instability
and mechanical compaction through geological ages helps to accurately estimate the location of distal
sand reservoirs and their volumes at the present time [7,8]. Furthermore, in all conventional petroleum
systems, hydrocarbon migration is controlled by gradients of fluid overpressure and impacted by
natural fracturing of cap rocks [9,10]. Lastly, assessment of present-day pore pressure appears
as a crucial step to ensure drilling safety [11,12].

In the present study, our objective is to assess the stress states undergone by siliciclastic sediments
in passive margins and the development of weakness zones as favorable locations for rock failure.
To do so, our simulation strategy is rooted on an iterative hydro-mechanical coupling between a basin
simulator, ArcTem [13], and a finite element mechanical solver, Code Aster [14]. The hydro-mechanical
coupling was applied on a set of synthetic basin models, designed with the target to be representative
of siliciclastic sedimentation in passive margins and of operational models in the hydrocarbon industry.
This aims at depicting the stress states endured by the different parts of the sedimentary wedges
through deposition, with an emphasis on non-vertical effects. Our goal is also to appraise how basal
slope tilting and sedimentation rate variations affect the location and expansion of weakness areas,
thus addressing the geological control on rock failure preconditioning through passive margins history.

2. Observations

Passive margins are locations of siliciclastic sediment accumulations, up to 12 km thick [15].
These accumulations usually consist of a stacking of several stratigraphic units, following well-described
patterns in terms of geometry and lithology [16]. Most layers present a clinoform shape, with maximal
slopes ranging from 1 to 10◦ in siliciclastic environments [17].

Passive margin deposits are highly compactable and experience significant volume reduction,
but important under-compaction and fluid overpressure are also observed [18]. This excess of pore pressure
is notably induced by high sedimentation rates and low permeability layers, keeping the hydrodynamic
system out of equilibrium [19,20]. Sequence stratigraphy patterns, controlling the relative distribution of
sealing shaly facies and draining sandy ones, reflect on the pore pressure profiles and cause substantial
lateral flows [21,22].

Sedimentary wedges in passive margins are dynamic and unstable systems, leading to failure
events of different scales and amplitudes. Locally, buried and overpressured sediments are prone to
natural hydraulic fracturing, known to damage the sealing capacity of shaly layers [23,24]. At a larger
scale, instability can lead to the failure of the sedimentary slope, triggering important mass transport,
from superficial sliding to wider slumping and even broad landslips [25–30]. Lastly, at a regional scale,
gravity collapse of passive margin sediments set common structural features, with normal faulting
observed in the proximal part of the wedge and fold-and-thrust belts in the most distal areas [31,32].

Although punctual and exceptional events are often needed to trigger the amplest incidents,
failure at all scales is favored by preconditioning factors resulting in weakness areas in the sedimentary
stack [5,6,33]. Pore pressure rise is noted as a key factor, in relation to sealing lithology or high
deposition rates [34–37]. However, the geometrical evolution of the wedge is also reported to play
a major role in its destabilisation, with an influence of the clinoform slopes [38,39], progradation
rates [40], and basal angles [41,42]. Lastly, mechanical heterogeneities can be decisive, with regional
collapses facilitated by deep low-friction layers, for instance evaporites [43] or overpressured shales [44].

3. Simulation Strategy

3.1. Traditional Approaches

Several methods are described in the literature to model the hydro-mechanical behavior of passive
margin sediments. They can be sorted into two main families.

A first approach relies on slope stability analysis. It covers a range of methods of
increasing complexity, including critical Coulomb wedge theory, infinite slope and limit analyzes,
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their combinations, and their extensions [45–51]. These methods use slope and pore pressure estimates
to compute the shear stress and the rock strength, leading to a likelihood of failure for the wedge.
However, they are often based on a strong idealization of the sedimentary stack, notably in terms of
geometry, lateral facies variations, and overpressured layers [6]. In addition, this kind of modelling
is essentially static. Even when it is implemented in a sequential manner, each time step remains
independent from the previous ones, with no consideration of fluid flows and past stress states [52].

A second approach relies on basin simulation technologies [53–59]. From a representation
of the basin at the present day, the evolution of its geometry through geological ages is restored
with a backward process. Then, the physical variables of interest are computed for each geological
event with a forward simulation using this geometrical framework. This methodology can handle
a high degree of realism in the description of the sedimentary deposits, notably in terms of slope
breaks, truncated layering, lateral lithological heterogeneities, and complex overpressure distribution.
The resulting models are also intrinsically dynamic: the simulation results at a given geological age
are strongly dependent on the flow and stress history of the margin, and they are also significantly
impacted by the evolutive geometry previously restored [60].

Nonetheless, using basin simulation methodologies, it is classical to reduce the stress state to its
sole vertical component, to overcome numerical complexity or absence of calibration data [56,57,61,62].
Implicitly, the contribution of lateral efforts to porosity loss, fluid overpressure build-up and system
instability is then estimated as marginal. Horizontal stresses are often considered as direct functions of
the burial depth or simple ratios of the vertical stress. In the latter case, the ratios are homogenous in
the sedimentary stack or solely variable with depth and lithology [57,63].

The limitations of the usual stress state simplification and their impact on hydro-mechanical
simulation results have already been documented [64,65]. Notably, they can imply incorrect estimates for
sediment compaction and rock failure likelihood. In a petroleum exploration context, this may produce
misleading conclusions on cap rock integrity, migration flowpaths, and present-day overpressure.
These observations motivated the design of several alternative methods aiming to better account
for the 3D nature of the stress tensor [66,67]. Nevertheless, the focus is traditionally on basins
overcoming important lateral tectonic solicitations, with large shortening or extension rates. As a result,
the value of integrating non-vertical stresses in the modelling of passive geological settings appears more
questionable, especially when considering the associated increase in computation costs. Basin modellers
often deal with passive margin sediments as one-dimensional mechanical systems through geological
ages [68–70], in line with simplistic models for horizontal stresses computation and the assumption
that the maximal principal stress is perfectly aligned with the vertical axis [18].

3.2. Iterative Hydro-Mechanical Coupling

In this work, we aim at conciliating the geological realism and dynamic aspect of basin simulations
with the integration of lateral mechanical effects. To do so, we use a coupling between two codes:
ArcTem, a basin simulator [13], and Code Aster, a finite element mechanical solver [14]. ArcTem relies
on the classical 1D stress simplification while Code Aster computes a full stress tensor.

The coupling is implemented in a prototype software named A2 [71]. Following an iterative
procedure, the two codes exchange inputs and outputs at each simulation step, until providing
a consistent set of porosity, permeability, fluid pressure, and stress tensor in each cell of the basin
model. This differs from the integrated numerical model of [72] but shares similar objectives.

The coupling algorithm uses an updated Lagrangian approach and is inspired from the work
of [73] and [74] for reservoir simulations. The same grid is used by the two codes and the convergence
criterion is based on a comparison between the porosity values they compute. A full description can
be read in [71] and [75].
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3.3. Rheology

The ArcTem simulator uses a direct relationship between porosity and vertical effective stress,
known as the Schneider’s law [76,77]. This law is widely used in the basin modelling community for
its practicability, notably to reproduce porosity–depth data measured from cores or well logs [57].

In the iterative coupling, we model the rheology of passive margin sediments with a tensor
extension of the Schneider’s law. Concretely, the model describes an elasto-plastic behavior, with the rock
stiffness varying with compaction. It accounts for the full stress tensor but is designed to trigger
the same volume variations as the Schneider’s law in the case of tabular sedimentation with no lateral
deformation (i.e., oedometer test conditions). It is presented in detail in [71]. Other relevant models
describing sediment compaction can be found in the literature [78,79]. However, we see the one used
herein as a suitable compromise with several practical needs, notably applicability on geologically
detailed passive margin models, easy comparison with classical basin simulators, and integration in
the iterative coupling at a reasonable computation cost.

4. Set of Synthetic Basin Models

This study relies on a dedicated set of five synthetic 2D basin models, designed to be representative
of actual siliciclastic sedimentation in passive margins. They share a common design, but differ in
geological history, with variations in basal slope tilt and sedimentation rate.

4.1. Design

4.1.1. Geological Setting

Our modelling work focuses on a few stratigraphic sequences of siliciclastic deposition.
It aims at representing the sedimentary dynamics classically observed in a passive margin, notably
the morphology of stratigraphic system tracks, with gradating deposition, discordant stratification,
and lateral facies’ variations. These geological features are commonly integrated in operational basin
models of the petroleum industry, but more rarely in published hydro-mechanical simulations, as they
often involve a higher level of idealization.

Among other inspirations, the modeled sequences can be related to the sediments of Eocene age
in the Brazilian oil-bearing Santos basin, as described in [80]. In this example, they were deposited
in a relatively short amount of space and time (30 km and 12 My). More generally, the modeled
sequences represent common sedimentation patterns, but the accumulations in passive margin basins
usually consists in their repetition through longer time periods and deposited volumes. Consequently,
the structural evolution of passive margins at large time or space scales (i.e., hundreds of km and My)
is beyond the scope of this work.

4.1.2. Common Features

All models in the set correspond to a 33 km long section and a succession of 40 gradating
sedimentary layers, distributed in stratigraphic sequences of transgressive, highstand, lowstand,
and turbiditic system tracks (Figure 1). The sedimentation is globally prograding and most layers
present a clinoform morphology, with a slope dipping up to 10◦. This angle refers to the highest value
measured in clastic deposits on passive margins around the world [17]. Maximum sediment pile
thickness is 3 km. Under the sediments, 2 km of a stiff geo-material are previously set up to create
a hard basis to the model.
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Figure 1. Geometry and stratigraphy of the study-case in the present day; vertical exaggeration × 3.

4.1.3. Variations between Models

Keeping a common design, we introduced different geological histories for the models in the set.
Our objective is to appraise the geological control on failure preconditioning in passive margin
sediments, and to assess the development of weakness areas in terms of timing and expansion.
Among the numerous geological factors varying through a margin history, we specifically focused on
the sedimentation rate and on the angle of the basal slope, which usually undergoes a progressive tilt
during the subsidence of the sedimentary stack.

High sedimentation rates favor fluid overpressure build-up, and in the literature previous
physical simulations illustrate how rapid deposition can create weakness zones in deeply buried
parts of the sedimentary wedges [35,46]. However, weakness and rock failure are also observed in
margins with slow sedimentation, and other published simulation studies showed that additional
preconditioning factors than overpressure should be considered [33,49]. In this regard, the models
presented in this work are a way to specifically evaluate the impact of the basal angle tilt
during sedimentation.

Table 1 presents the three sedimentation rate scenarios simulated in this study. In each case,
a specific duration is assigned to all sedimentation events regardless of their thickness, which makes
the sedimentation rate vary with time. However, the resulting values are consistent with the ones
estimated on actual passive margins around the world [26,81,82]. Table 2 presents the three tilting
scenarios simulated. In every model, the bottom horizon starts horizontal and then tilts at an increment
angle at each transgressive event, until reaching the target value in the present day.

Table 1. Values of sedimentation rate in the models set.

Model
Duration of Each Event

(My)
Lowest Rate

(m/My)
Average Rate

(m/My)
Highest Rate

(m/My)

Low rate 2 37 82 165
Base case 1 75 165 330
High rate 0.5 150 330 660
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Table 2. Values of subsidence tilt angle in the models set.

Model
Initial

Basal Slope
Tilt in Each

Transgressive Event
Present-Day Basal Slope

Low tilt 0◦ 0.0625◦ 0.75◦
Base case 0◦ 0.125◦ 1.5◦
High tilt 0◦ 0.250◦ 3◦

4.2. Present-Day Grids

For all models, a grid was built from the present-day geometry by dividing the 40 layers
by 70 vertical pillars. The total number of cells is then 2760, but 47% of them are flattened because of
the discordant nature of the sedimentation.

The sediments were filled with five lithological types, representative of different shale-sand
proportions: “sandy” (70% sand 30% shale), “intermediate” (50% sand 50% shale), “quite shaly”
(30% sand 70% shale), “shaly” (20% sand 80% shale), and “very shaly” (10% sand 90% shale). High-stand
and transgressive system tracks are wholly filled with “very shaly” facies, turbiditic deposits are
wholly filled with “sandy” facies, and low-stand system tracks show the full gradation from “sandy”
to “very shaly” based on distality (Figure 2).

Figure 2. Mesh and lithology distribution of the study-case in the present-day; vertical exaggeration × 2.

4.3. Past Geometries

The restoration of past geometries for all models was performed with a backstripping method [83,84],
implemented in the TemisFlowTM software (2016 version, Beicip-Franlab, Rueil-Malmaison, France) [85].
The uncompacting used a different Porosity vs. Depth table for each lithological type. Shalier facies have
larger deposit porosities but compact more quickly with burial than the sandier ones (plots available
in Figure A1 in the Appendix A).

The model bottom was used as a reference horizon. Its shape was arbitrarily input for each
deposition event in order to model a progressive subsidence and tilting for the margin basement,
following Table 2. The paleo-bathymetry profiles were then computed by the algorithm from
the compaction tables and the basement shape. Lastly, absolute sea level variations were input by
translating the full model upward or downward from the 0 mark on the vertical axis. These variations
were set in accordance with the sedimentary track being deposited, and keeping the full model
immersed during the whole simulation.

4.4. Simulation Parameters

Once built and restored, all models were simulated with the same parameters.

4.4.1. Mechanical Properties

The Schneider’s law and its tensor extension were used with specific coefficients for each
lithological type, in order to model different compaction behaviors (plots available in Figure A1
in the Appendix A). These coefficients were all calibrated to be perfectly consistent in hydrostatic
conditions with the Porosity–Depth tables used in the backstripping restoration. In addition, the whole
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model was given a solid density of 2.7 g·cm−3 and a Poisson’s ratio of 0.32, seen as average values for
well-consolidated siliciclastic sediments [86,87].

4.4.2. Permeability

Different Permeability–Porosity tables were associated with each of the six facies (plots available
in Figure A2 in the Appendix A). These tables were designed to be representative of the actual
petro-physical properties of layered siliciclastic sediments at the basin scale. Insights from various
references were combined, notably experimental data and empirical relationships for shale rocks [88,89]
and sandstones [90,91], literature review [92], and basin-modelling guidelines [57].

For the two sandier facies, permeability decreases with compaction following a classical
convex-shaped profile. Still, for the three shalier facies, a high permeability drop is modelled between
0.35 and 0.2 porosity to represent the mineralogical transformations observed during the burial of
shaly sediments, with kaolinite-rich clays converting to less permeable illite-rich ones [93]. In addition,
permeability anisotropy was added to the model to represent the stratification of the sedimentation.
The ratios between horizontal and vertical permeability range from 1 for the sandiest facies to 18 for
the shaliest one, in accordance with diverse data available in the literature [57,94,95].

4.4.3. Boundary Conditions

When running the iterative coupling, the geo-mechanical solver was strongly constrained by
the backstripping restoration, and no external tectonic loading was added. Practically, the input
boundary conditions were fixed nodal displacements for the bottom horizon and normal displacements
blocked on lateral boundaries.

The basis was given a very stiff behavior with very little deposit porosity, similar for instance
to an intact Barre granite [96]. Its permeability was defined accordingly, from several laboratory
measurements on such granites [96–98].

5. Simulation Results

In this section, we analyze the simulation results in three steps. First, we observe on the base
case model the classical basin modelling outputs which are porosity and pore pressure, to verify their
consistency with our modelling objectives. Second, we focus on the additional output provided by
the iterative hydro-mechanical coupling technology: a computation of the full stress tensor in every
cell of the model at every geological age. We characterize the multidimensional nature of the simulated
stress states and appraise their variability through space and time. Lastly, we use the stress tensors
simulated to predict the development of weakness areas in the sedimentary stack, seen as favorable
locations for rock failure. We benefit from the full set of basin models to compare the influence of two
geological factors impacting the sedimentary wedge stability: deposition rate and basal angle tilting.

5.1. Pore Pressure and Porosity

Figure 3 depicts the simulation results on the base case model in terms of present-time porosity and fluid
overpressure evolution through geological ages. We can assess whether compaction and overpressure
levels are sufficient to be representative of actual passive margins, and whether their changes through
space and time can be related to the lithology and the geometry of the modelled deposition.

Despite moderate burial, strong overpressure is simulated, with a maximum of 21.8 MPa in
the present day. The highest values are located in a proximal and deep area, where the overlying
sediment stack is the thickest. The simulated overpressure rises in this area during the deposition
of highstand system tracks, increasing its burial. During the deposition of lowstand system tracks,
the simulated overpressure rather rises beneath the continental slope, in the previously deposited
lowstand wedges. The lateral facies variations then reverberate on the pressure profile: the simulated
overpressure build-up concentrates in the inferior part of the wedges, presenting a shaly lithology,
while the sandier superior part remains well drained.
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Meanwhile, the simulated sediment compaction is significant but not extreme, with the lowest
present-day porosity value at 25%, which corresponds to approximately half of the value at deposition.
For a given burial, porosity estimations reflect both the lithological heterogeneities and the pore
pressure profile, with higher values in the areas of sandy lithology or strong overpressures.

Figure 3. Porosity and overpressure simulated on the base case scenario. (a) reminder of the lithological
facies distribution; (b) present-day porosity; (c) overview of the fluid overpressure evolution from six
geological events; vertical exaggeration × 2.

At first-order and considering the strong differences in sediment stack thickness, the simulation
results in the present day appear consistent with those previously predicted in real passive margins
from seismic data, in situ measurements or idealised basin models, notably in New England [18,34,99],
the Gulf of Mexico [36,100] or the Storegga slide area offshore Norway [46].

5.2. Stress States

With the iterative hydro-mechanical coupling, a stress tensor is computed in each cell of the basin
model at each geological event. It represents the total stresses endured by the passive margin sediments
during this event. In this study, we note S as this stress tensor, X the distality axis oriented from onshore
to offshore, and Z the depth axis oriented downward. Consequently, SXX corresponds to the horizontal
stress, SZZ to the vertical stress, and SXZ to the shear stress. We use the sign convention with positive
compressive stresses. The stress tensor is then diagonalized to determine the principal stresses. We note
SMAX the maximum principal stress and SMIN the minimum one. In addition, effective stresses are
computed from total stresses and pore pressure values using Terzaghi’s theory [101]. The resulting
tensor is noted S′.

We note p′ the confinement pressure, or average effective stress, computed from S′:

p′ = 1
3
× (S′XX + S′YY + S′ZZ) (1)

With the confinement pressure, it is possible to isolate the deviatoric part Q of the effective stress tensor:

Q = S′ − p′ × I (2)
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In rock mechanics, the multidimensional nature of the stress states is then commonly characterized
by the equivalent deviatoric stress q, defined as follows:

q =

√
3 × Q × Q

2
(3)

The value of this equivalent stress is not necessarily meaningful on its own, and should be
compared to the confinement pressure, notably in rock failure predictions. However, from a physical
standpoint, a rise in deviatoric stress can be related to two phenomena: (1) development of shear
stresses, leading to the rotation of the principal stress system, and (2) higher anisotropy in the principal
stresses, leading to a more strongly extensional tectonic regime [102]. Consequently, in the following,
we evaluate the significance of these two mechanical effects in our models and consider their variability
through space and time, in relation to the lithology and geometry of the sediments deposited.

5.2.1. Shear Stress and Rotation of Principal Stresses

The shear stress in the present day simulated on the base case model is presented in Figure 4.
The highest absolute values are concentrated in a deep area, located beneath the center of the continental
slope. These values are quite moderate, as they do not exceed 3.5 MPa (Figure 4a). However, they
appear much more significant when expressed as a ratio of the vertical effective stress. On the base
case model, the shear stress in the present day represents up to 40% of the vertical effective stress
(Figure 4b). The greatest ratios are simulated in the area of strongest shear but also in the inferior part
of the overlying lowstand wedges, where the vertical effective stress is lowered by high overpressure.

Figure 4. Shear and rotation of principal stresses simulated on the base case scenario. (a) present-day
shear: absolute values; (b) present-day shear: ratios of vertical effective stress; (c) overview of the rotation
of the principal stress system through time from six geological events; vertical exaggeration × 2.

Shear stresses reflect on the local rotation of the principal stress system, measurable by the angle
from vertical for the orientation of the maximal principal stress. Figure 4c presents these rotations in
the margin sediments through geological time, as simulated on the base case model. Rotations up to 32◦
are observed. The highest rotation angles are found in the area of highest absolute shear, deep beneath
the center of the continental slope. However, strong rotations are also simulated in much shallower
areas, due to low vertical stresses and sloping geometries for the deposits. These shallow zones of
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principal stress rotation mostly appear downslope during the deposition of the lowstand system tracks,
and upslope during the deposition of highstand system tracks.

5.2.2. Extension and Compression

Even if substantial rotations of the principal stresses are simulated, the angle values displayed in
Figure 4c show the normal efforts remains higher than the tangential ones in every part of the model.
This means the tectonic regime of all sediments in the model remains extensional through their history.
However, the ratio between minimal and maximal principal stresses varies with space and time,
delineating areas and ages where the regime nears compression. These variations simulated on the base
case model are represented in Figure 5.

Figure 5. Minimal principal stress simulated on the base case scenario. (a) reminder of the lithological
facies distribution; (b) present-day minimal principal stress: absolute values; (c) overview of the minimal
principal stress evolution from six geological events: ratios of maximal principal stress; vertical
exaggeration × 2.

A clear zoning is visible in the simulation results: the proximal part of the model hosts the lowest
principal stress ratios and the most extensional regimes, while the distal part gets very close to
compression with ratios above 95%. This is in line with the structural style commonly observed after
the collapse of passive margin sediments. Extensional normal faults usually appear in a proximal
section of the wedge and compressional fault-and-thrust belts in a distal one. However, if the principal
stress ratios simulated in the distal area remain quite constant through time, those in the proximal
area varies significantly with the stratigraphic units being deposited. They appear significantly lower
during the lowstand periods, with large areas under 80%, than during the highstand periods, with most
of the model above 85%. This can be related to a more proximal and deeply immersed sedimentation
during the highstand ages.

5.3. Failure Preconditioning

5.3.1. Weakness Prediction

The simulated stress states can be used to estimate a timing and spatial distribution for
the development of weakness areas in the sedimentary wedge, considered as privileged locations for
local natural fracturing or wider failure initiation. In this study, we introduce a weakness criterion
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based on the work of [103]. As presented in [71], this criterion corresponds to the shear plasticity
threshold of the rheology used in the iterative hydro-mechanical coupling and can be assimilated to
a critical state line. It is defined from the confinement pressure and the equivalent deviatoric stress.
Concretely, a sediment is considered weak when:

q > A × p′ + B (4)

A and B are usually deduced from the internal friction angle and cohesive strength of the rock
material. In this work, we used A = 1 (friction angle equal to 25◦) and B = 0.5 MPa.

At each geological age in the model, the simulation results are post-processed to highlight the areas
above the weakness criterion. It is worth mentioning the permeability of the sediments in these areas
remain unchanged, as the criterion is considered to only represent a favorable pre-condition to failure
and not directly natural fracturing. However, the corresponding cells in the model are tagged for
the rest of the simulation, thus recording the progressive expansion of the weakness in the wedge.
Practically, this methodology is only applied on the sediments qualified as sufficiently consolidated,
which is previously defined with a porosity cut-off of 35%.

The results on the base case model are presented in Figure 6. The weakness zone in the present
day corresponds to 144 cells of the base case model, covering approximatively 10% of the sedimentary
wedge. Weakness appears quite late in the sedimentation history, at the 24th event out of 40. It initiates
deep beneath the center of the continental slope, in a location of strong shear (visible in Figure 4).
Next, the weak area grows downward and upward, forming a stripe roughly parallel to the continental
slope, which seems in line with the slip plane orientations commonly observed in passive margin
sediments [5,35]. Afterwards, a second weakness stripe initiates at the 33th event, also beneath
the center of the continental slope, but in a shallower location. Then, both weakness areas expand
through time, until joining in a single continuous weak zone. This result suggests that several levels of
different shallowness can simultaneously be preconditioned to failure. This seems also in line with field
observations, where superficial slides can coincide with more deeply rooted instabilities [6,26].

Figure 6. Weakness area simulated on the base case scenario. (a) reminder of the lithological facies
distribution; (b) event of criterion first reach: the stronger the red color, the earlier the area becomes
weak; (c) overview of the weakness expansion through time from six geological events; vertical
exaggeration × 2.
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5.3.2. Influence of Sedimentation Rate

The influence of sedimentation rate on failure preconditioning is addressed with the variations
introduced between the different basin models of the set. The iterative hydro-mechanical coupling was
run on the three models described in Table 1 and the development of weakness areas predicted from
the simulated stress states. The results are presented in Figure 7.

Figure 7. Influence of sedimentation rate on weakness development: globally. (a) present-day fluid
overpressure simulated on the three scenarios; (b) event of criterion first reach in the three scenarios:
the stronger the red color, the earlier the area becomes weak; vertical exaggeration × 2.

As expected, a sedimentation rate increase reflects on higher fluid overpressure. For instance,
the strongest present-day overpressure simulated in the high rate scenario is 22.7 MPa when it only
reaches 20.5 MPa in the low rate one. This leads to a weakness area of earlier initiation and wider
expansion. Weakness appears at the 15th event and covers 186 cells in the high rate scenario, when it
initiates 10 events later and only covers 88 cells in the low rate one. These differences between scenarios
can be explained physically. With high sedimentation rates, the increase in pore pressure engenders
a decrease in confinement pressure, while the shear stresses remain identical. Consequently, the ratio
between confinement pressure and deviatoric stress rises compared with lower sedimentation rate
scenarios, which results in the sediments getting closer to the weakness criterion.

Our physical interpretation can be confirmed by local analyses—for instance, tracking the ratio
between confinement pressure and deviatoric stress through time for a given cell and comparing
scenarios. Such analysis was carried out for a cell corresponding to deep shaly sediments directly
overlying the deepest turbiditic deposits (Figure 8a). In a petroleum exploration context, these sediments
could form a sealing cap rock above a sandy reservoir. Assessing their likelihood of failure through
geological ages would then be critical to appraise the economic interest of the prospect. The output
is displayed in Figure 8b. The decrease in compaction originated by the increase in pore pressure
is then clearly visible, with higher sedimentation rates conducing to stress paths shifted leftward in
the p′-q system. This leads the corresponding sediments to reach the weakness criterion at an earlier
age in the high rate scenario than in the base case one, while the criterion is never reached in the low
rate hypothesis.

5.3.3. Influence of Subsidence Tilt

Thanks to the variations in subsidence tilt angle introduced between the different basin models of
the set, the influence of the basal slope on failure preconditioning can be compared with the influence
of sedimentation rate. This aims at providing insights on the instability likelihood in situations of
slow sedimentation, and at appraising the relative weight of geometrical factors (such as basal angle,
clinoform slopes, or progradation rates) and hydro-dynamical ones (such as sedimentation rate or

68



Geosciences 2019, 9, 469

seal permeability) in the geological control of weakness development through the margin history.
The iterative hydro-mechanical coupling was run on the three models described in Table 2, and weaker
zones were delineated at each age from the simulated stress states. The results are presented in Figure 9.

Figure 8. Influence of sedimentation rate on weakness development: locally. (a) location of the cell
whose mechanical state was tracked through time; (b) evolution of the tracked cell in the p′–q system
for the three scenarios. The rightmost curve corresponds to the low rate scenario and the leftmost
curve to the high rate scenario. The weakness criterion is reached earlier in the high rate scenario due
to higher fluid pressure resulting in lower confinement pressure.

Figure 9. Influence of subsidence tilt on weakness development: globally. (a) present-day shear
simulated on the three scenarios; (b) event of criterion first reach in the three scenarios: the stronger
the red color, the earlier the area becomes weak; vertical exaggeration × 2.

An increase in tilt angle, contrary to an increase in sedimentation rate, barely changes the simulated
pore pressure. However, it engenders stronger shear stresses and rotations of the principal stresses.
In the high tilt scenario, the absolute value of the shear stress SXZ reaches 3.9 MPa when it does not
exceed 3.0 MPa in the low tilt scenario. This also leads to an earlier initiation and a wider expansion of
the weakness area. In this regard, the differences between our tilt scenarios are of similar magnitude
as the differences between our sedimentation rate scenarios (visible in Figure 7), and even slightly
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more. Weakness appears at the 15th event and covers 192 cells in the high tilt scenario, when it initiates
10 events later and only covers 73 cells in the low tilt one.

The physical interpretation for the impact of subsidence tilt on weakness development differs
from the sedimentation rates one. With high tilt angles, the average effective stress is merely impacted,
but the increase in shear stress results in an increase in deviatoric stress. Consequently, the ratio
between confinement pressure and deviatoric stress rises compared with lower tilt angle scenarios,
which results in the sediments getting closer to the weakness criterion. This different way of reaching
failure-prone conditions is confirmed by analyzing the local stress paths in the basal tilt scenarios,
with exactly the same methods as done for the sedimentation rate ones. The output of this analysis is
displayed in Figure 10. The increase in deviatoric stress originated by the increase in shear stresses
is then clearly visible, with higher subsidence tilts leading to stress paths shifted upward in the p′–q
system. This upward shift has similar consequences as the leftward shift caused by high sedimentation
rates. The studied sediments reach the weakness criterion at an earlier age in the high tilt scenario than
in the base case one, while the criterion is never reached in the low tilt hypothesis.

Figure 10. Influence of subsidence tilt on weakness development: locally. (a) location of the cell whose
mechanical state was tracked through time; (b) evolution of the tracked cell in the p′–q system for
the three scenarios. The upmost curve corresponds to the high tilt scenario and the downmost curve to
the low tilt scenario. The weakness criterion is reached earlier in the high tilt scenario due to higher
shear resulting in higher deviatoric stress.

The simulations presented herein confirm that geometrical factors like the evolution of
the basal angle can be decisive in the destabilisation of passive margin sedimentary wedges.
Although the influence of sedimentation rate is more often invoked and more thoroughly studied in
the scientific literature, our study indicates a slight tilting of the sedimentary stack can be of equal
significance in failure preconditioning. This advocates for not overlooking geological and geometrical
uncertainties in petroleum exploration or geo-hazard risk management, as they can crucially impact
predictions of local natural fracturing or wider collapse for the passive margin sediments.
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6. Conclusions and Perspectives

6.1. Stress States in Passive Margin Sediments

Altogether, our simulation results reflect the complexity of stress states in siliciclastic passive margin
sediments. Notably, the geo-mechanical effects simulated are far from purely vertical, with significant
rotations of the principal stress system and stress regimes nearing compression in the distal part of
the wedge. It is noticeable that no external tectonic solicitation is needed to trigger the simulated
non-vertical effects. They are only driven by the geometric evolution of the sedimentary wedge,
with a moderately sloping clinoform deposition and a slightly tilting basis as the two key features.

Another finding is the variability of the non-vertical mechanical effects through space and time.
Their magnitude differs considerably depending on the zone considered in the sedimentary wedge.
For instance, in our models, the proximal part of the margin hosts the most extensional regimes,
whereas the tangential stresses are close to the amount of the normal ones in the abyssal plain.
Meanwhile, the highest shear stresses are concentrated beneath the continental slope. These lateral
variations are directed by the geometry of the sedimentary stack and reflect the lithological
heterogeneities, inferring a strong geological control on the stress distribution. The magnitude
of the non-vertical mechanical effects simulated also changes with the stratigraphic age considered.
As an example, the highstand periods coincide with higher principal stress ratios in the proximal area,
while the lowstand periods coincide with higher downslope rotation of principal stresses.

The significance and variability of the simulated non-vertical effects suggest their integration in
physical simulations worth the computation cost, even when studying passive geological contexts.
Our work implies that considering passive margin sedimentation as a one-dimensional mechanical
system or assessing non-vertical stresses with too simplistic methods may prove misleading.
For instance, simply comparing the simulated pore pressure to 85% of weight of the overlying layers,
which is often the default option of industrial basin modelling software, would result in predicting
rock failure on the most proximal and deep areas of our models, which host the strongest overpressure
values, rather than under the shelf break and the continental slope. Likewise, as the magnitude
of non-vertical mechanical effects in our simulations appeared strongly controlled by the changing
geometry of the wedge and the represented lithological heterogeneities, modellers should beware of
excessive idealization of these two elements considering passive margin sediments.

6.2. Geological Control on Rock Failure Preconditioning

The importance of considering non-vertical mechanical effects in passive margin sediments was
further illustrated by comparing the relative impact of sedimentation rate and subsidence tilt on our
simulations results in terms of weakness development and failure preconditioning. Our models suggest
that the rise in deviatoric stress caused by the tilting of the deposits can affect the stability of the wedge
as significantly as the pore pressure rise caused by an increase in sedimentation rate. This could explain
how rock failure arises in margins of slow sedimentation with relatively well-drained accumulations.
However, appraising the impact of this kind of geological and geometrical uncertainty on rock failure
predictions cannot be achieved easily with traditional basin models relying on a one-dimensional
mechanical scheme. It requires alternative technologies accounting for the 3D nature of the stress
states, as the one used in this study.

6.3. Modelling Hypotheses and Way Forward

This study relies on several modelling choices, and we find it useful to remind the main ones
here. A first series of choices relate to the synthetic basin models used for the simulation. Notably,
the slope of the modelled clinoforms corresponds to the steepest siliciclastic wedges actually observed.
A second series of choices relate to the physical simulation itself. Average values were picked for
the solid density and the Poisson’s ratio of the rock material. Thermal effects were neglected for
the sake of simplicity and to focus on the hydro-mechanical phenomena. We also chose not to increase
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the permeability of the sediments reaching our weakness criterion, as it only represents a favorable
precondition to failure. Lastly, the rheology law implemented in the coupling remains quite simple
and was essentially implemented for its practicability in terms of comparison with classical basin
simulations and numerical cost.

The following step in this research would be to apply a similar methodology to an actual passive
margin where the results can then be related to abundant geological knowledge. Doing so, the level of
geological realism of the models could be further increased by linking the iterative hydro-mechanical
coupling with a forward stratigraphic simulator [104]. First attempts in a carbonate platform context
are addressed in [105].

6.4. Integration of Non-Vertical Stresses in Basin Simulators

The results of this study highlight the value of integrating non-vertical mechanical effects in basin
simulations. In our passive margin context, it notably appeared paramount to appraise the impact
of geometrical and geological factors like basal angle tilting on the timing and location of failure
preconditioning in the sedimentary wedge. In a petroleum exploration context, this would facilitate
estimates and risk assessment for reservoirs’ location and cap rocks’ integrity. Logically, integrating
non-vertical mechanical effects is even more crucial in more structurally complex areas, enduring
significant lateral tectonic input. Nonetheless, before meeting industrial needs, 3D hydro-mechanical
simulators must reach an appropriate compromise between detailed physical models, easy integration
in existing basin modelling software, and applicability on operational basin models. This still remains
a stimulating topic for research and development activities.

In this work, we appraised a method based on a sequential and iterative coupling between
a classical basin simulator and a finite element mechanical solver, as described in [70] and [74]. It showed
satisfactory applicability on our set of 2D synthetic basin models, designed to be representative of
siliciclastic sedimentation in passive margins, including laterally gradating deposition, discordant
stratification, and lateral variations of lithological and mechanical properties. It also proved to be
moderately expensive in computation cost as the total simulation time for a given model did not exceed
15 minutes with a standard workstation. Consequently, we consider this method as a promising way
to capture and incorporate 3D mechanical effects in basin simulations, notably in an industrial oil
and gas exploration context. Further appraisals must include heavier and 3D basin models as well
as simulation of hydrocarbon maturation and migration.
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Appendix A Petro-Physical Properties of the Modelled Lithological Facies

Figure A1. Porosity for the backward restoration and the forward basin simulator. At significant burial
depths (e.g., 1 to 8 km), the shalier the facies, the less porous the sediment. However, this ranking is
inverted at deposition.

Figure A2. Horizontal and vertical permeability. For a given porosity, the shalier the facies, the less
permeable the sediment.
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Abstract: Many of the Earth’s sedimentary basins are affected by glaciations. Repeated glaciations
over millions of years may have had a significant effect on the physical conditions in sedimentary
basins and on basin structuring. This paper presents some of the major effects that ice sheets might
have on sedimentary basins, and includes examples of quantifications of their significance. Among
the most important effects are movements of the solid Earth caused by glacial loading and unloading,
and the related flexural stresses. The driving factor of these movements is isostasy. Most of the
production licenses on the Norwegian Continental Shelf are located inside the margin of the former
Last Glacial Maximum (LGM) ice sheet. Isostatic modeling shows that sedimentary basins near
the former ice margin can be tilted as much as 3 m/km which might significantly alter pathways
of hydrocarbon migration. In an example from the SW Barents Sea we show that flexural stresses
related to the isostatic uplift after LGM deglaciation can produce stress changes large enough to result
in increased fracture-related permeability in the sedimentary basin, and lead to potential spillage of
hydrocarbons out of potential reservoirs. The results demonstrate that future basin modeling should
consider including the loading effect of glaciations when dealing with petroleum potential in former
glaciated areas.

Keywords: Glaciations; isostasy; flexural stress; faults; hydrocarbon migration

1. Introduction

It is commonly accepted that major changes in Earth’s climate started in Gelasian (~2.6 million
years ago), and initiated the growth of ice sheets in the Northern Hemisphere (e.g., [1]). Over the last
2.6 million years, there have probably been more than 30 glaciations with cycles of ice sheets advancing
and retreating on time scales of 40,000 to 100,000 years. A glaciation cycle of 40,000 years dominated
in the early period, while the 100,000 year cycle has dominated in the past million years or so [2].
The most extensive glaciations are traditionally referenced in the last million years (Late Quaternary;
cf. [3]) and the covers on North America and Europe have been estimated to be around 2–4 km
thick near the centers of maximum ice accumulation (cf. e.g., [4]), and tapered towards the ice
sheet margins. Repeated episodes of growth and withdrawal of huge ice sheets, glacial erosion,
and associated sediment deposition lead to geologically dramatic changes in surface loading. The
lithosphere responds to these changes by subsiding under loading, and by uplifting when loading is
removed. The driving mechanism for this is isostasy.

Differential vertical movement of the lithosphere related to glacial isostasy lead to repeated tilting
of sedimentary formations and potential petroleum reservoirs therein, which may have greatly affected
hydrocarbon migration pathways in the former glaciated areas [5]. In addition, the upward and
downward bending of the lithosphere due to glaciation leads to flexural stresses [6] likely to affect
faults and their permeability, which could add to the changes in hydrocarbon migration pathways.

In parts of the Barents Sea, there are clear indications of hydrocarbon spillage (e.g., [7]). Some of
the hydrocarbon spillage is linked to isostatic movements due to cycles of Pliocene-Pleistocene ice sheet
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loading/unloading and glacial sediment redistribution [8–12]. It is suggested that the recent discovery
of the giant Johan Sverdrup oil field in the Norwegian North Sea was oil charged during Quaternary,
and that the area more than likely underwent tilting and possible leakage several times over the last
one million years [13]. Other research, related to the North Sea, showed that influence of ice sheet
loading does not result in a significant tilting [14], which may be the result of smaller gradients of the
ice thickness. Anyway, detailed control on the glacial isostasy is important and so far an insufficiently
utilized factor for identification of the remaining hydrocarbon resources in sedimentary basins formerly
covered by ice sheets.

Faulting related to the last glaciation is reported from northern Scandinavia, where several fault
with up to 30 m high fault scarps [15]. Examples include the 80 km long Stuoragurra fault in northern
Norway [16] and the 150 km long Pärvie fault in northern Sweden [17]. There is also evidence of such
faults in Denmark [18], Germany, Poland, and the United Kingdom ([19–23]). Thus, such faults are
found in the center of former ice sheets, as well as at their margins and beyond [24,25].

For the offshore areas, the situation is more complicated. However, the number of seismic events
recorded in the Barents Sea in the last 20 years is significant ([26,27]). For the Barents Sea, the impact of
the glacial isostasy on triggering earthquakes has not yet been investigated. A better understanding
of the origin of the seismicity will help to recognize which faults and related areas exhibit a risk of
leakage of hydrocarbons from traps.

Stress changes induced by glaciations are related to two main effects: 1) direct load introduced by
the weight of the ice on the surface and 2) flexural load caused by the subsidence and uplift of the
lithosphere due to glacial isostasy [10,28]. Horizontal stress due to stress migration, which is depending
on loading time and mantle viscosity, is an additional effect that is modeled by Steffen et al. [29].
Grollimund and Zoback [30] investigated, by a 2D approach, lithospheric flexure as an alternative
mechanism to explain the local stress perturbations observed in the northern North Sea. They found
that flexural stresses due to glaciations/deglaciation could explain the observed lateral stress variations.

Johnston [31] used the Mohr–Coulomb theory for the study of faulting and explained the lack of
seismic activity in areas of large continental ice sheets. Turpeinen [32] use finite-element models of
rheologically layered lithosphere with a thrust fault to investigate its slip evolution during the glacial/
postglacial period. Their modelling results suggest that the rate of thrusting decreases during ice sheet
loading and strongly increases during deglaciation. Steffen et al. [33] introduced a new approach that
is based on a Glacial Isostatic Adjustment (GIA) model. They combined the GIA model with a fault
surface to investigate the fault slip and fault activation time during a glacial cycle. Their model allows
estimation of the fault throw for former glaciated areas. One of their conclusions is that faults start to
move close to the end of deglaciation.

Our approach is flexural isostasy modelling, and we are dealing with two effects of the glaciations
which we believe future basin modelling has to consider:

1. Possible glacially induced tilting of reservoirs. Here, we calculate the glacially induced tilting
of the Norwegian Continental Shelf due to the last ice age, with particular focus on the SW
Barents Sea.

2. Assessment of the flexural stresses induced by the lithospheric flexure related to glacial isostasy
and tilt, and their effect on faults during glaciations and interglacials, here illustrated by an
example from the SW Barents Sea where the stress modelling is limited to the flexural stress
effects of deglaciation after LGM. The stress effects of vertical ice load and related stress migration
are not calculated here.

2. Glaciations

The last glacial period began about 110,000 years ago and ended 10,000 years ago. A model of
the deglaciation history for our area is given in [34]. The glaciations that occurred during this glacial
period covered many areas of the Northern Hemisphere. The extent of the Eurasian Ice Sheet during
the Last Glacial Maximum (LGM) has been long debated in the literature. Researchers [35] argue for a
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highly asynchronous ice sheet with regional differences in the age of maximum ice-sheet positions.
However, in this paper we use the LGM (~20,000 BP) reconstruction of [36], which suggests the SW
Barents Sea was glaciated from 24,000 to 18,000 BP. In the following calculations, we assume the Earth
reached isostatic equilibrium during this period.

2.1. Ice Thickness

Glacial isostasy is calculated based on the palaeo ice extent (from dated marginal moraines) and
models of the ice thicknesses. Observational data increasingly constrain the extent of the Quaternary
ice sheets. The thickness and volume of these ice sheets are much harder to reconstruct and generally
need to be inferred from indirect evidence and modeling.

Several models of ice thickness of LGM and the late-glacial deglaciation are published; the
loading scenarios are produced using different methods and sets of constraints. Some of them consider
thermomechanical coupling (e.g., [37]). A number of models of the LGM ice thickness are presented
in [38]. We follow the work of [36]; their LGM extent model is shown in Figure 1.

 
Figure 1. Extent (based on [36]) and maximum thickness model for the Last Glacial Maximum (LGM),
from [3]. The production licenses (from www.npd.no) in the Norwegian continental shelf are shown by
grey polygons.

2.2. Glacial Isostasy and Tilting of Reservoirs

The Earth’s response to deglaciation shows that the lithosphere acts as an elastic shell overlying
a viscous mantle. If a load is applied to the elastic lithosphere, part of the applied load will be
supported by the elastic lithosphere, and part by buoyant forces of the mantle underneath, acting
through the lithosphere.
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In the literature, there is disagreement on the elastic thickness of the lithosphere; the elastic
thickness of the lithosphere of Fennoscandia in GIA (Glacial Isostatic Adjustment) modeling varies from
30 to 160 km [39]. Our modeling of the post-glacial isostatic response, calibrated with the observations
onshore Norway, gave best fit with an elastic thickness of 30 km; see [34]. Calibration with the Barents
Sea gave similar results; see [40]. The method used in the isostatic calculations is described in [41] and
in the Appendix A. The spatial resolution is 10 km.

There will be significant subsidence of potential sedimentary basins formerly covered by ice
sheets. Sedimentary basins that are located in the periphery of the former ice sheet will be notably
affected by tilting of the Earth’s surface as the subsidence (or uplift after the melting) is gradually
decreasing towards the periphery of the former ice sheet. Therefore, the largest tilts of the Earth’s
surface are found in the more peripheral areas of former ice sheets. This is clearly seen along the entire
Norwegian coast and in the Barents Sea (Figure 2). Sedimentary basins located in the peripheral areas
in the SW Barents Sea could be tilted by up to 2.7 m/km due to the LGM ice sheet (Figure 2), and even
more in the previous greater glaciations [3]. The ice sheets will act as seesaw during the total glaciation
period (Quaternary); the Earth will subside under the ice sheets and rise again in interglacial periods.

m/km 

Figure 2. Cont.

82



Geosciences 2019, 9, 474

 

 
m/km 

Figure 2. Calculated tilts (m/km) due to glacial isostasy for the LGM ice sheet (based on [3]). The
white box in a) marks the Norwegian part of the Barents Sea that is open for petroleum exploration
(production licenses are marked in grey). The tilts of this area are shown in b).

This process is, of course, important for migration modelling. Figure 3 shows how a simple
structure behaves during one glacial cycle. It is assumed, for illustration purposes, that the structure
is filled with hydrocarbons to the spill point at the onset of glaciation. When the lithosphere and
the structure subside due to the glacial load, the reservoir is tilted hydrocarbons start to spill out of
the structure. This goes on until the maximum tilting is reached (Figure 3, upper right). The closure
volume will be reduced.

When the lithosphere and structure are uplifted due to deglaciation, a new hydrocarbon-water
contact (HCWC) will be established (Figure 3, bottom). Paleo-HCWCs can theoretically be found at
the spill point level for the positions before and after deglaciation. Residual oil can be found in the
water zone down to the original spill point level. In a gas-filled reservoir with an oil leg originally,
residual oil can also be found in the gas-filled part, limited by the uppermost HCWC.

The effect of the glacially induced hydrocarbon migration is determined by several factors:

• The number of glacial events. Tilting will result from each isostatic event. A number of glacial
events will create chaotic patterns of paleo contacts and residual oil which will be very difficult
to interpret.

• The geometry of the receiving area. If a saddle area is opened, the fluids can migrate into higher
lying traps or be lost to the surface. A surrounding flat area, on the other hand, can become part
of the trap during the subsidence, and fluid can migrate back into the trap under uplift.

• Additional potential factors that determine the migration effect are: i) the geometry of the
deformation, ii) the geometry of the hydrocarbon filled structures, iii) the initial fill of the trap,
and iv) the spill point location and orientation of the structure.

The isostatic response on the Pleistocene sediment redistribution and ice loading has been
evaluated for the Bjørnøyrenna Fault Complex in the Barents Sea [11]. The isostatic impact on
hydrocarbon trap capacity changes and hydrocarbon maximum spillage was assessed in that study
and the conclusion was that tilting together with gas volume expansion might have been responsible
for some part of the hydrocarbon loss during the Cenozoic.
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Figure 3. Illustration of tilting during one glacial cycle (redrawn from [5]). Upper left shows the
situation prior to tilting; upper right during tilting. Lower panel shows the situation after deglaciation.
“Spill point” is the structurally lowest point in a hydrocarbon trap that can retain hydrocarbons. Once a
trap has been filled to its spill point, further storage or retention of hydrocarbons will not occur. The
illustration assumes the trap filled to the spill point. HCWC is the hydrocarbon-water contact.

3. Flexure-Related Stress Effects

As mentioned above, the flexural stresses that occur during glaciations will be related to the
isostatic response of the lithosphere, which is a time-dependent process. The lithosphere is subsiding
under the weight of ice, and uplifted back to original state during unloading. During this process, the
stresses in the elastic part of the lithosphere will change.

The estimation of stress regime in the lithosphere due to flexural stress during glaciations depends
on the timing of crustal stress equilibrium. Two elastic models have been proposed for the estimation
of stress changes by flexural stresses during glaciations. Stephansson [42] assumes that the lithosphere
is in equilibrium before the ice load is introduced (Figure 4, left). The resulting stress state during ice
loading then becomes compressive underneath the ice sheet, and extensional outside the margin of the
ice sheet (forebulge area). During ice withdrawal, the horizontal stresses slowly diminish until the
uplift ceases and a new equilibrium is reached. Stein et al. [43] present a model where the lithosphere
is assumed to have reached equilibrium after some time of ice loading (Figure 4, right). Thus, during
melting and uplift the area originally covered by ice experiences extensional stresses, and the area
outside the former margin of the ice sheet becomes subject to compressive stresses. These stress
changes decrease with depth and are inverted in the lower half of the lithosphere.

If we assume that the duration of ice loading and unloading is long enough for the lithosphere to
reach equilibrium during both glaciation and deglaciation, then both models are applicable during
one glacial cycle. The average duration of glaciations and interglacials during Quaternary has been
40,000 to 100,000 years. The last ice age ended around 10,000 years ago, and at present the crust is
nearly in isostatic equilibrium. The assumption of crustal equilibrium during both glaciations and
interglacials is therefore not unrealistic, as the relaxation time for the Fennoscandian uplift is less than
4000 years [34,44].
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Model 1 [42] Model 2 [43] 

Figure 4. Left: Flexural stress model ([42]) assuming crustal stress equilibrium prior to the ice load.
The resulting stresses are large during loading and diminish during unloading. The resulting stress
state is compressional beneath the ice sheet and extensional in the hinge zones. Right: Flexural stress
model ([43]) assuming crustal stress equilibrium after a period of ice loading. From [28].

3.1. Identification of Glacially Flexured Areas

To identify if a certain study area has been affected by glacially-induced flexure, we need
information of the glaciation history. The lithospheric flexure is calculated based on the glacial isostasy
(Figure 5), which is derived from the ice extent and thickness, as well as the properties and thickness of
the lithosphere and mantle.

Figure 5. Derivative of the glacial isostasy used to identify areas of high flexural stresses.

Here, we will provide numerical models of flexure-related stress effects in the Hoop Fault Complex,
located in the SW Barents Sea (Figure 6). The modelling will be limited to the stress effects related
to the isostatic response during the deglaciation after LGM. For identifying the areas of SW Barents
Sea that are affected by flexural stresses, we use the glacial isostasy of the LGM ice sheet calculated in
Section 2 as input.

Based on the resulting glacial isostasy, we can identify the areas of maximum bending of the crust,
and the hinge zones with minimum flexure. The derivation results of a function are illustrated in
Figure 5. The first function illustrates the glacial isostasy on a vertical section through the lithosphere
near the ice margin. The gradient (or tilt) can be derived from the first derivative of the glacial isostasy,
the curvature or flexure of the lithosphere can be found by the second derivative.

The second derivative of the glacial isostasy of the LGM ice for the SW Barents Sea is shown in
Figure 6. According to this, it is clear that the SW Barents Sea was greatly affected by lithospheric
flexure during the deglaciation after LGM. There is a pronounced hinge zone (white area) extending
from west of Bjørnøya over the Stappen High and into Loppa High. From here it extends eastwards
over the Samson Dome onto the Finnmark Platform. Areas in the hinge zone are less likely to be
affected by the flexural stress after the LGM deglaciation.
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m/km2 

Figure 6. Second derivative, or curvature (m/km2), of the isostatic response of the LGM ice sheet
(Figure 1) in SW Barents Sea license area (white square of Figure 2). Yellow, orange, and green areas
have high curvature and are likely to be influenced by stress effects during and after the glaciation.
(cf. Figure 5). The black square marks the area included in the stress modeling, and the blue arrows
show the orientation of maximum flexure-related extension after LGM deglaciation within that area.

3.2. Model Setup

The stress modelling is done in 2D using the state of plane stress, and carried out using the
commercial software Comsol Multiphysics 5.2 and the add-on structural mechanics module. Comsol
Multiphysics is a FEA (Finite Element Analysis) software, where the problem domain is divided by
a mesh of triangular elements in which the calculations are done. The set-up of a stress model in
Comsol Multiphysics includes defining model geometry, then adding material properties, loads and
boundary conditions.

The model geometry includes faults geometries based on a published continental shelf map of
Norway [45] with scale 1:2 mill, interpreted at the base of Top Jurassic. The model includes an area
of approximately 300 × 300 km in the SW Barents Sea that was covered by ice during LGM. All fault
geometries are manually traced in a CAD tool, and then imported into Comsol Multiphysics.

Every geometry unit of the model is assigned material properties, that is, Young’s modulus and
Poisson’s ratio for the lithologies included. In the models presented here, the host rock is modelled as
soft shale with a Young’s modulus of 5 GPa and a Poisson’s ratio of 0.25, which is within the typical
values for shales [46]. Fault zones normally consist of numerous fractures and smaller faults which
lower the general stiffness, or Young’s modulus, of the host rock [47]. The faults are therefore given a
Young’s modulus of 0.1 GPa and Poisson’s ratio of 0.25.

Next, boundary conditions are assigned to the model. As the model represents the base of a
geological unit at depth, the sides of the model cannot deform freely. Two opposite boundaries of the
model are therefore fixed. The other two boundaries are assigned a load representing the flexure-related
extension originating from the isostatic response during the deglaciation after LGM. The orientation of
the flexure-related extension is perpendicular to the curvature trends, with an orientation ~SW–NE.
(Figure 6). In a study of the post-glacial lithospheric flexure in the North Sea, analytical and numerical
calculation of glacial unloading (assuming isostatic equilibrium before the onset of unloading) of a
1 km thick ice sheet and a lithosphere with elastic thickness of 30 km resulted in bending stresses in the
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order of 20 MPa [30]. We have used 5 MPa, which is a more conservative magnitude for this effect.
The model does not take into consideration possible tectonic background stress at the time of glacial
unloading. This modelling may therefore be considered as a study of the effect of stress changes due to
the glacially induced flexure.

3.3. Results

In the resulting models (Figure 7), the stress is calculated based on the assumption of a linear elastic
material. Rocks normally behave elastic up to 1%–2% strain at low temperature and pressure [46,48,49].
The elastic behavior of rocks is limited by their strength, that is, the maximum applied compressive or
tensile stress the rock can withstand before failure occurs. The tensile strength of most rocks is in the
range 0.5 to 6 MPa, most commonly 2–3 MPa [46,50]. This means that crustal tensile stress exceeding
these values is not very common, as it is likely to result in tensile failure of the rock. The shear strength
of rocks is twice their tensile strength, as follows from the Griffith failure criterion [46,51]. Thus, in the
models, the tensile stress is truncated at 6 MPa, and the shear stress at 12 MPa. Areas concentrating
stress above these values are likely to fail in tension or shear. However, due to uncertainties related
to the material properties for the involved sedimentary units and the flexure-related load, the stress
magnitudes in the models below should be read in terms of relative values. The stress is likely to be
released by failure in the high magnitude areas (marked in yellow and red), and less likely to lead to
failure in low magnitude areas (marked in blue).

The first model (Figure 7, top) shows the resulting maximum principal tensile stress (σ3) when
the area is subject to extension during LGM deglaciation. Tensile stress can be described as stretching
stress, and can lead to opening up of new extension fractures (when the tensile strength of the rock is
exceeded) or opening up of preexisting fractures. The SW–NE extension causes large areas between the
faults to concentrate high magnitude tensile stress, whereas other parts of the host rock are located in a
“stress shadow”. Here, the host rock surrounding SW–NE trending faults accumulate high magnitude
tensile stresses, whereas the fault zones themselves show minimal effect. This indicates that due to the
LGM deglaciation, the host rock surrounding SW–NE trending faults is likely to experience increased
local fracture-related permeability, which may lead potential hydrocarbons towards and along the
faults. Focusing on the exploration wells, the result suggests that wells 7324/2-1 and 7324/8-2 are placed
within areas of high fracture-related permeability during the LGM deglaciation. Potential hydrocarbon
may have migrated along faults out of a potential reservoir during the deglaciation. According to the
results, the other wells are located in areas of low tensile stress, and therefore less likely to have been
affected by flexural stresses during and after LGM.

The von Mises shear stress results (Figure 7, bottom) show similar tendency. Most of the wells are
located in areas of low magnitude shear stress, whereas wells 7324/2-1 and 7324/8-2 are located in areas
of higher shear stress magnitudes. Well data for exploration wells drilled in the area show that all
wells included here are oil or gas discoveries, except for well 7324/2-1 and 7324/8-2 which are dry with
shows, indicating former presence of hydrocarbons.
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Figure 7. Stress models covering an area of 120 × 90 km in the Hoop Fault Complex, SW Barents Sea.
The results include related exploration wells with data made public prior to 2017. Top: Resulting
distribution of maximum principal tensile stress (σ3) during SW–NE extension due to deglaciation of
LGM. Bottom: Resulting distribution of von Mises shear stress during flexure-related SW–NE extension.
Scale in megapascals.
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4. Discussion

4.1. Glaciation Model

Our glaciation model is not intended to include time-varying ice sheet geometries. However,
LGM was the ice sheet configuration that was latest influencing the SW Barents Sea. The SW Barents
Sea was glaciated around 24,000 BP and starting to melt away at 18,000 BP [36]. The LGM ice sheet is
thus a reasonable ice sheet configuration for modelling the flexural stress effects in SW Barents Sea.

4.2. Earth Model

In the isostatic calculations we have assumed an elastic lithosphere thickness of 30 km
(flexural rigidity 5 × 1023 Nm). As mentioned above this Earth model has been shown to match other
Fennoscandian post-glacial data, but most of the published GIA Earth models of Fennoscandia have a
thick elastic lithosphere, between 80 and 160 km [34,39]. However, a thick lithosphere is not a viable
option for data on tilted palaeo shorelines of coastal southwestern Norway and not for the Barents
Sea [34,52]. However, a recent study of the Tapes transgression along the Norwegian coast indicates
a thicker effective elastic lithosphere thickness of 70 km (flexural rigidity 3 × 1024 Nm) in Northern
Norway [53].

The glacial isostatic tilt caused by a 70 km thick elastic lithosphere is shown in Figure 8. Sedimentary
basins located in SW Barents Sea could be tilted by up to 2.0 m/km due to the LGM ice sheet, which is
about 70% of the tilt with lithospheric thickness of 30 km (cf. Figure 2). The flexural stress due to a
70 km thick lithosphere is thus somewhat lower than for a thinner lithosphere, but the stresses will
be located basically in the same area. We believe, however, that a model with thin elastic lithosphere
of 30 km better describes the Earth rheology of the Barents Sea than a model with thicker elastic
lithosphere (see [52,54]).

m/km 

Figure 8. The isostatic tilts for lithosphere thickness of 70 km.

4.3. Stress Models

The way the stress distributes in a material is depending on existing fractures and weaknesses
and their orientation to the added load. In the stress model examples we have shown here, a published
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regional interpreted fault map was used as basis. A more detailed fault interpretation will be needed
for a more local study of the stress effects of glacially induced flexure.

4.4. Implications for Basin Modeling

Repeated ice loading during the Quaternary could have significant impact on sedimentary basins
and add a degree of difficulty to petroleum exploration. The isostatic effects of ice sheets, (in addition to
possible glacial erosion/deposition) could give significant tilting of sedimentary basins in the peripheral
areas of former glaciated area. The tilting of the reservoirs at the Norwegian Continental Shelf could
be up to almost 3 m/km and could alter hydrocarbon migration pathways. The ice sheets will act as
seesaw during glacial/interglacial period, while the isostatic response of erosion and sedimentation
will grow iteratively during the glaciations, depending on the stability of the depocenters.

Differential vertical movement of the lithosphere related to glacial isostasy leads to repeated
tilting of sedimentary formations and potential petroleum reservoirs therein, which may have greatly
affected hydrocarbon migration pathways in the former glaciated area [3]. In addition, the upward
and downward bending of the lithosphere lead to flexural stresses likely to affect faults and their
permeability, which could add to changes in hydrocarbon migration pathways. The flexural stresses
are adding to background stresses in the area.

The map of the flexural effect based on glacial isostasy shows that the SW Barents Sea is affected
by flexural stresses due to the last ice age. Stress models suggest that this effect may have caused high
magnitude stresses to accumulate and therefore lead to an increased fracture-related permeability and
escape of hydrocarbons in certain areas.

Most of the production licenses on the Norwegian Continental Shelf are located inside the former
Last Glacial Maximum ice sheet (Figure 1). The results of our study demonstrate the importance of
including the effect of glaciations in basin modeling studies of areas of petroleum potential. Adding
to this are the temperature effects of glaciations and the effects of glacial erosion on temperature and
stress discussed in more detail in [3].
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Appendix A

Glacial Isostatic Model

The ultimate isostatic compensation achieved by any harmonic component is given by [44,55]:

h(k) =
F(k)α−1

ρg
(A1)

where F(k) = transformed ice load, ρ = density of the upper mantle, and g = gravity.
The ’lithosphere filter’ is α = 2μk

ρg

(
S2 − k2H2

)
+ (CS + kH)]/(S + kHC), where k=wavenumber,

H = elastic thickness of the lithosphere, μ = Lame’s parameter, S = sinh kH and C = cosh kH. The
relation between the flexural rigidity (D) and the elastic thickness of the lithosphere (H) is given by the
equation D = EH3

12(1−ν2)
, where E = Young’s modulus and ν = Poisson’s ratio.
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Abstract: We present a computational framework that allows investigating the Thermo-Hydro-
Mechanical response of a representative part of a sedimentary basin during a glaciation cycle.
We tackle the complexity of the problem, arising by the mutual interaction among several phenomena,
by means of a multi-physics, multi-scale model with respect to both space and time. Our contribution
addresses both the generation of the computational grid and the algorithm for the numerical solution
of the problem. In particular we present a multi-scale approach accounting for the global deformation
field of the lithosphere coupled with the Thermo-Hydro-Mechanical feedback of the ice load on a
representative part of the domain at a finer scale. In the fine scale model we also include the erosion
possibly caused by the ice melting. This methodology allows investigating the evolution of the
sedimentary basin as a response to glaciation cycle at a fine scale, taking also into account the large
spatial scale movement of the lithosphere due to isostasy. The numerical experiments are based on
the analysis of simple scenario, and show the emergence of effects due to the multi-physics nature of
the problem that are barely captured by simpler approaches.

Keywords: multiscale/multiphysics basin modeling; thermo-hydro-mechanical model; isostatic
adjustment; computer simulations; finite element method

1. Introduction

Reconstructing the stress and deformation history of a sedimentary basin is a challenging and
important problem in the geosciences and a variety of applications [1]. The mechanical response of
a sedimentary basin is the consequence of complex multi-physics processes involving mechanical,
geochemical, geophysical, geological and thermal aspects [2]. The strongly coupled nature of the
deformation problem may be understood in terms of the feedbacks underlying crustal dynamics.
The pore fluid pressure affects stress, stress changes can lead to fracturing, and fracturing can affect
pore fluid pressure [3,4].

Basin scale compaction processes involve mechanical and chemically induced transformations
that take place during the accumulation of sediments [2]. In this context a number of approaches have
considered the geochemical and mechanical compaction problem from a one-dimensional perspective,
i.e., by considering mass, momentum and energy balances along the vertical direction, applied to fluid
and solid phases [3–6]. These simplified one-dimensional approaches may be effective in interpreting
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qualitatively well data (e.g., [7]), however, they cannot capture inherently three dimensional processes
that may arise due to the coupling of mechanical deformations and fluid mechanics in geological
bodies that play an important role in the presence of glaciations [8].

Hydro-mechanical effects of continental ice sheets are widely recognized to cause movements
and stresses of overridden terrains by ice load. The effect of the ice load on top of the sedimentary
basin can be represented by the combination of two effects. The first is a large scale effect where we
consider the action of the ice load on the entire lithosphere. The second is a fine scale analysis where
we take into account the thermo-hydro-mechano-chemical (THMC) effects of the ice load into a small
portion of the crust, such as a sedimentary basin [8].

In the global large scale framework, the interaction between the lithosphere and the glaciation
cycle is modeled by means of a viscoelastic model. This choice is based on significant previous efforts
devoted to define a proper mathematical model for the description of glacial isostatic adjustment.
Initially this problem has been considered by Rayleigh [9] which studied the problem of a pre-stressed
elastic compressible layer as an approximation of a “flat” planet. After Rayleigh’s work other authors
enriched his theory, including many other details, like the effect of viscosity or the stratified structure
of the Earth. First of all, Love [10] gave a more detailed theory and defined the basic concepts which
are included in more recent works. Peltier and his coauthors in a series of articles [11–13] gave a
detailed description of a more realistic viscoelastic model of stratified Earth. The Peltier’s model is
essentially an extension of Love’s model, where a viscoelastic rheology is used instead of an elastic
one. All the mathematical details of this theory are contained in the works of Biot and, more recently,
Ogden [14,15].

In this work we apply these models to describe the global deformation field of the lithosphere and
to extract from it the information of the movement of a selected part of the sedimentary basin. Since the
spatial scale of such region is very small compared to the global scale, we describe it as a rigid motion.
More precisely, the rigid motion of the fine scale basin model is extrapolated from the lithosphere
displacement fields and used at run time to move the computational grid in the simulations. In what
follows we describe in more details this the workflow of this multiscale approach.

A number of numerical simulation tools have been presented to model THMC processes [16–18].
While considering a similar mathematical approach, our work introduces the following new features
with respect to previous studies:

(i) it combines the global deformation of the lithosphere with the local simulation of pressure and
temperature fields;

(ii) it is built on available geophysical and geological information on the whole sedimentary system
and relying on information available at selected wells;

(iii) it allows considering the effects of erosion induced by glaciation, which is often neglected in
previous studies.

Our work focuses on the integration of THM simulation of a single glaciation cycle with larger
scale information available on basin scale compaction and lithosphere dynamics, thus the proposed
THM simulation of glaciations can be cast within a multi-scale geological simulation framework.
A visual sketch of the multiscale model outline is provided in Figure 1.
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Figure 1. A visual sketch of the multiscale model outline.

2. Isostatic Glacial Rebound Model

From the mechanical point of view the interior of the Earth can be considered as composed of
four main layers: the inner and outer core, the mantle and the lithosphere [19]. During the growth of a
continental ice sheet, the lithosphere under the ice load is deformed into the mantle and the removal
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of the ice load during deglaciation initiates a rebound process. The uplift is well known in formerly
glaciated areas, e.g., North America and Scandinavia, and in currently deglaciating areas, e.g., Alaska,
Antarctica, and Greenland. Compared to water, the mantle viscosity is 1022–1025 times higher, therefore
the uplifting will be slowed down and continue long time after the ice has gone. The entire process of
subsidence during the glacial growth, followed by uplift during and after deglaciation, is referred to as
glacial isostatic adjustment.

The glacial isostatic adjustment process is dependent on the viscosity structure of the mantle,
as well as the elastic thickness of the lithosphere. Observations of this process can therefore be used
to gain insight into these properties of the Earth and this is important for an understanding of the
dynamics of the Earth’s interior.

A well established assumption for the computation of the solid Earth response to surface ice loads
over glacial timescales is that the Earth can be considered as a viscoelastic body ([20]). In particular the
lithosphere can be assumed to be elastic and the solid mantle beneath behaves as a viscous fluid.

A complete review of the state of the art concerning the modeling and simulation of the glacial
rebound can be found in [21,22] whereas the importance of this phenomenon in the context of basin
simulation is discussed in [23–25].

In the next section the physical model adopted for the simulation of the post-glacial rebound is
presented; the details of the numerical method can be found in Appendix A.

A Viscoelastic Model for the Earth

In accordance with the previously cited works the Earth has been modeled has a linear viscoelastic
spherical shell Ω ⊂ R

3 since the dynamics due to the glacial isostatic adjustment does not involve the
core of the planet. Following the approach presented in [26] we assume that the viscoelastic stress
tensor is given σ = σe − q, where σe is the elastic stress and tensor q is an internal variable used to
model the effects of viscosity. Denoting with u the displacement field, the elastic stress tensor σe is
given by the sum of the deviatoric and the volumetric parts

σe = 2μ e(u)− pI ,

where I denotes the identity matrix. The deviatoric part is the product between the shear modulus μ

and the deviatoric strain e(u) defined as

e(u) :=
1
2
(∇u +∇ut)− 1

3
(∇ · u)I.

The volumetric part depends on the pressure p which is defined by the equation

∇ · u +
3

2μ

1 − 2ν

1 + ν
p = 0, (1)

where ν is the Poisson ratio.
The internal variable q is defined by the evolution equation

⎧⎪⎨
⎪⎩

q̇ +
1
τ

q =
1
τ

2μ e(u),

q(0) = 0,
(2)

where q̇ denotes the derivative of the quantity q with respect to time and τ is called relaxation time
and it is related to the viscosity η through the relation τ = η

2μ .
The Equation (2) can be rewritten in the integral form as:

q(t) =
∫ t

0

1
τ

e−
t−s

τ 2μ e(u(s)) ds.
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By means of the previous expressions the viscoelastic stress tensor σ is evaluated through a
convolution integral defined as

σ(t) = −pI +
∫ t

0
e−

t−s
τ 2μ e(u̇(s)) ds .

This equation coupled with the Equation (1) and with the equation of conservation of linear
momentum give us a system of partial differential equations that describe the motion of a
viscoelastic body: ⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∇ · σ + f = 0 in Ω,

∇ · u +
3

2μ

1 − 2ν

1 + ν
p = 0 in Ω,

σ = −pI +
∫ t

0
e−

t−s
τ 2μ e(u̇(s)) ds in Ω.

(3)

The unknowns of this system of equations are the displacement field u, the pressure field p and
the stress tensor field σ. The volumetric force field f is the gravitational force field, how this term has
been modeled will be discussed later.

Since our domain is a spherical shell its boundary is the union of two connected components:
the inner and the outer surfaces of the shell. The outer surface Γout is the surface of the Earth and on
this portion of the boundary we assume to know the history of the load due to the presence of the ice
or other type of loads, like sediments. According to these data the following boundary condition is
assumed: σn = sload on Γout, where n denotes the outer normal defined on the boundary. The inner
surface Γin of the shell is chosen in such a way it corresponds to the core-mantle boundary (about
2900 km of depth). On this portion of the boundary the displacement u is assumed to be equal to zero,
since the deformation due to the glacial isostatic adjustment involves only the shallow part of the
mantle, until few hundreds of kilometer, namely u = 0 on Γin.

The force field f is given by the product between the density field ρ and the acceleration gravity g.
Since we are dealing with a model of the whole Earth we cannot assume a constant value for the
gravity and its value must be computed in accordance with the density field using the Gauss’s law for
the gravity {

g = −∇φ,

∇ · g + 4πGρ = 0,
(4)

where G is the universal gravitational constant and the boundary conditions are g = −gsurfacen on
Γout and φ = 0 on Γin. Even though the displacement u is small if compared to the characteristic length
of problem (1 km vs. 6371 km) the gravity acceleration acting on the point change in accordance with
the displacement field, so the force field f is given by ρg(x + u) ≈ ρg(x) + ρ(∇xg)u. From a physical
point of view the first term ρg(x) is a static component, it does not change in time, on the other side
the second term ρ(∇xg)u is the buoyancy term that determine the uplift and subsidence processes.
This physical interpretation can be justified from a mathematical point of view. Exploiting the linearity
of the problem the stress tensor σ is decomposed as a sum of two components: a static stress term σ0

(which is not important for our purposes) and a dynamic term σd which is the solution of Problem
Equation (3) with f = ρ(∇xg)u and the boundary conditions.

3. The Thermo-Hydro-Mechanical Model Including Erosion

In this section we focus the attention on the mathematical framework describing the mechanical
and thermal evolution of the basin. First, we show how the basin model is built and how we basin
tilting is extracted from the large scale isostasy model. Second, we use mathematical models to
describe the thermal and mechanical evolution of the basin under the effect of a glaciation cycle.
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The combination of these models consist in the multiscale modeling of glacial loading illustrated in
Figure 1.

In the next sections the THMC model is introduced; the details of the numerical method can be
found in Appendix B.

3.1. The Geological Model of a Sedimentary Basin

We assume that information about sedimentary units thicknesses, porosity and/or mineral
composition are available at selected locations across a sedimentary system, typically from well logs,
i.e., along the vertical direction (as sketched in Figure 1). In this framework we employ the stochastic
inverse modelling procedure implemented in [7] to interpret vertical distributions of system properties
with a one-dimensional model, which was developed in [5] starting from classical approaches to
vertical compaction modeling (e.g., [2]). At each location such one-dimensional model provides an
approximation of layers interface locations, whose characterization under uncertainty is investigated
in detail in [27]. These interface locations can then be approximated in the whole domain starting
from these data. This task is here performed using an interpolation based on ordinary kriging [28].
Our procedure assumes a smooth spatial variation of the sedimentary unit thicknesses. While this
hypothesis can be restrictive in practical cases (e.g., in the presence of fault zones), our procedure is
still able to handle geological settings of interest such as the occurrence of pinch out layers.

3.2. Extraction of the Basin Tilting from the Isostasy Model

The isostatic movement of the basin is taken into account as a rigid motion. In particular, we
locate the computational cell that embed the fine scale geometrical model from the isostatic adjustment
simulation, as shown in Figure 3. From the displacement field of the selected cell we evaluate
the deformation gradient and the vertical rigid motion. We then isolate the rotational part of the
deformation gradient that is uniquely defined by the polar decomposition [29], F = R · U, where F
is the deformation gradient, U is the symmetric stretch tensor and R, such that det(R) = 1, is the
rotation matrix that we want to determine. In particular, from the deformation gradient we evaluate
the Right Cauchy-Green Deformation Tensor namely matrix G := FT · F. Using the definition of F,
we obtain that G = (RU)T · (RU) = (UT · RT) · (R · U), and using the orthogonality of the rotation
matrix, namely RT = R−1, we obtain G = UT · U. We recall that U is a diagonalizable matrix so
can be represented by U = Q−1 · Λ · Q, where Q is the square matrix in which the ith column is the
eigenvector qi of U and Λ is the diagonal matrix composed by the corresponding eigenvalues, namely
Λii = ζi. We recall that U is a symmetric matrix so UT ·U = U ·U, so using the spectral decomposition
we obtain that G = (Q−1 · Λ2 · Q) where Λ2 is a diagonal matrix defined by Λ2

ii = ζ2
i . From the

previous considerations, it follows that by computing the eigenvalues and the eigenvectors of G, which
is a known matrix, we calculate the matrix Q, Λ2, and, as a consequence, Λ. Using U = Q−1 · Λ · Q we
compute the matrix U so that we finally retrieve the rotation matrix R using R = F · U−1.

The collection of the rotation matrices together with the axial displacement evaluated at every
time step of the isostatic adjustment simulation, defines the rigid motion that we consider in fine
scale model. In particular we use a Lagrangian and an Eulearian approach for the mechanical and the
thermal problems, respectively. More precisely, in the mechanical problem the imposed rigid motion
does not causes any additional stress so that the calculation of stress and the strain can be performed
in the reference (static) configuration, while the rotation matrix is used to change the orientation of
the gravity vector. In this framework, we let pressure, flow and displacement evolve under the action
of the weight of the basin and of the ice. Concerning the thermal evolution of the basin we account
of the variation of the heat flux with the isostatic movement of the sedimentary basin by means of
the Eulerian approach, that is we actually move the domain in the computational model. In this way,
both the vertical displacement and the rotation matrix are taken into account in the evaluation of the
thermal source, as it will be discussed later.
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3.3. A Poromechanical Approach to Coupled Hydro-Mechanical Effects

For the mechanical evolution of the basin we rely on the theory of poroelasticity introduced by
Biot in [30] under the quasi-static assumption for modeling a linearly elastic fully saturated porous
medium. Such approach is widely used in literature, see [1,16,31,32] for a non exhaustive list of
examples. Given a domain Ω ∈ R

d, we consider for simplicity an isotropic material (named the
skeleton) filled with an isothermal single-phase fluid. A sketch of a typical domain together with the
frame of reference is shown in Figure A1. In this framework the momentum equation reads

−∇ · σ(u) + α∇p = f in Ω(t) , (5)

∂t

( p
M

+ α∇ · u
)
−∇ · K∇p = 0 in Ω(t) , (6)

where (with little abuse of notation with respect to the isostatic adjustment model) here u denotes
the solid matrix displacement vector and p is the variation of pore pressure from the hydrostatic
load. We notice that ∂t denotes the standard partial derivative with respect to time in the Eulerian
framework. The parameters α, M and K are the Biot coefficient, the Biot modulus and the hydraulic
conductivity, respectively. We recall that the hydraulic conductivity is defined as the ratio between the
permeability ks and the dynamic viscosity of the fluid μ f , namely K = ks/μ f . Finally f is the gravity
load of the porous material evaluated as f = (ρs − ρ f )g, where ρs, ρ f and g are the fluid density,
the solid density and the gravity vector, respectively. We remark that in the mechanical model the
isostasy movement coming from the isostatic adjustment simulation is taken into account by means of
a Lagrangian approach. As a consequence, the gravity vector g varies during the simulation according
to a prescribed profile. Such profile is defined by the angles evaluated from the polar decomposition
of the deformation gradient of the computational cell, of the large scale simulation, that contains the
portion of the sedimentary basin we consider. To complete the definition of the problem we recall
the linear elasticity behavior for the skeleton. This implies that the stress tensor σ, appearing in (5), is
defined by σ(u) := 2με(u) + λ∇ · u , where μ and λ are the Lamé coefficients and ε(u) is the symmetric
gradient of the skeleton displacement. For further details on poromechanical modeling, the interested
reader is referred to e.g., [32,33].

For a well-posed problem we must complement the previous governing equations with
appropriate boundary and initial conditions. Concerning the initial condition, the following constraints
u = 0 and p = 0 are considered at the initial time t = t0. Let us label with Γ the top surface
of the basin, while ∂Ωb and ∂Ωl are the bottom and the lateral boundary of the domain Ω, as
show in Figure A1. According to this notation, we consider the following boundary conditions,
p = 0 , σ(u) · n = σice(t) on Γ(t), u = 0 ,∇p · n = 0 on ∂Ωb(t) , u · n = 0 ,∇p · n = 0 on ∂Ωl(t), where
n is the unit outward normal to the boundary and σice(t) is the load resulting from the ice sheet on
top of the basin. We further assume that the load relative to the solid component of the ice sheet
transfers only to the solid matrix of the basin, while the fluid phase at the top surface is subject to the
hydrostatic load.

3.4. Thermal Effects

The heat transfer is modeled through the following advection diffusion equation

ρbcb
∂T
∂t

+ ρ f c f vD · ∇T −∇ · (b∇T) = qr , (7)

where T is the temperature field, ρ f and c f are the fluid density and specific heat, respectively; ρb
and cb are the bulk density and the bulk specific heat defined as ρbcb = φρ f c f + (1 − φ)ρscs with
φ, ρs and cs being the porosity, the solid density and specific heat capacity; vD is the Darcy velocity
defined as vD = −K∇p, b is the bulk thermal conductivity which is an average of the conductivity
of the solid and the fluid phase and finally qr is the heat source. Concerning the initial condition,
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we consider an homogeneous temperature field, namely T = 0 ∀x ∈ Ω(t = t0). According to the
nomenclature shown in Figure A1, we consider the following boundary conditions,T = Tice(t) on Γ(t),
∇T · n = 0 on ∂Ω(t) \ Γ(t), where n is the unit outward normal to the boundary and Tice(t) is the basin
top temperature. Following a widely used approach in literature, see for example [16,25], the presence
of the ice on top of the basin is taken into account by means of a variation of the top temperature of the
basin (Tice(t)) during the glaciation cycle.

4. Results and Discussion

4.1. Results of the Glacial Rebound Model

The glacial rebound simulation addresses the deformation of the lithosphere of the whole Earth,
based on a viscoelastic model. The forcing term of such simulation is the load of the ice sheet under a
glaciation cycle.

The approach presented in this work is different from the one presented in the previously cited
articles [11–13]. In these articles the authors describe a model for the deglaciation, the initial condition
of their model is a glaciated Earth, the authors take into account the presence of this load at the initial
condition defining a prestressed configuration. We rather simulate a full cycle of glaciation-deglaciation
process to avoid the definition of a prestressed configuration, in our model the initial condition
considered is a fully relaxed configuration, without enforced load.

In this case we consider a benchmark problem, where a circular sheet of radius R = 1111 km
(equivalent to an angular sector of 10◦) centered at the North pole is formed and melt over a time
window of 26 × 103 years, according to the variable thickness profile shown in Figure 2. More precisely,
we assume that the glaciation phase starts 26 × 103 years ago and ends at present. We split this time
window in three uniform intervals of 8.6 × 103 years each. In the first one we assume formation
of the ice sheet up to a maximal thickness of 4 km. In the central phase, we assume that the ice
is static, while in the last term we model ice melting with a linearly decreasing profile of the ice
thickness. The results of such simulation are reported in Figure 3. In Figure 4 we show a zoom of
the computational cells on the crust layer of the glacial rebound simulations. The zoom is taken in
correspondence of the computational cell used to calculate the deformation gradient F. More precisely,
the numerical calculation of the deformation gradient involves the displacement field in the x, y and
z direction at the nodal points of of the selected cell. The time history of the displacement at these
time points is shown in Figure 5. Even if the presented test is just a synthetic example, the order of
magnitude of the obtained vertical displacement is reasonable and in good agreement with the results
reported in [24,25].

t[ky]-26 -17.4 -8.7

h ice[km]

4

0
0 t[ky]-21.65

T[C]

0

-10
-26 0

Figure 2. The evolution of the height of the ice sheet is shown on the left and the prescribed temperature
field on top on the basin is reported on the right.
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Figure 3. The simulation of isostatic adjustment with visualization of the selection of the location where
the deformation tensor is extracted.

Figure 4. A zoom of the computational cells on the crust layer of the glacial rebound simulations.
The magnitude of the vertical displacement is shown (meters). The black edges highlight the
computational cell used to calculate the deformation gradient F.
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Figure 5. We show the average displacement field over time in the x, y and z direction at the nodal
points of of the selected cell. Precisely, the light regions mark the minimum and the maximum
displacement sampled at the nodes of the selected computational cell.
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4.2. Results of the Kriging Algorithm for the Geological Basin Model Setup

An example of a simple reconstructed basin geometry is represented in Figure 6. These results
are obtained on a synthetic example which considers a domain of 50 by 20 km in planar dimension.
The one-dimensional simulations consider sediment deposition for a total period of time of 40 Ma.
The sedimentation velocity is assumed to be fixed in time and is assigned at each x, y location between
a maximum value 90 m/Ma (at the domain center) and and a minimum of 40 m/Ma (at the domain
boundaries, i.e., at x = 0 and x = 50 km). Interfaces between different layers are approximated in
such a domain by applying ordinary kriging starting from interface depths calculated at 20 locations
randomly placed in the computational domain. Four interfaces are considered in total, including the
top and bottom surfaces. We assume that two interface collapse on each other, i.e., the second and
third interface correspond for x > 35 km. This means that one of the layers is not found at locations
x > 35 km, and that a layer pinch-out occurs.

Note that in the simulation approach presented in Section 3 the effects of chemical compaction
processes, such as quartz precipitation and smectite to illite transformation [6,34,35], are not explicitly
included. However, the effects of chemical processes are considered in the one-dimensional model
employed to approximate the interfaces [5,36] at selected locations, and therefore are implicitly
embedded in the system geometry. The geometrical reconstruction of the sedimentary system obtained
in this way can then be further enriched by mapping mineral compositions, porosity, permeability
or other properties which may be available at selected location, e.g., through compositional kriging.
These data are not considered in the following for simplicity.

x (km)y (km)

z 
(k

m
)

Figure 6. Kriging-based basin-scale reconstruction of layers interfaces.

4.3. Results of the Thermo-Hydro-Mechanical Effects of Glaciation

In this section we consider the application of the solver described in Section 3. As introduced in
Section 3.3, the mechanical effect of the glaciation is taken into account by means of a variable load.
This load is related to the height of the ice accumulated on top of the basin and follows the curve
shown in the left part of Figure 2. Concerning the thermal problem, adiabatic conditions are considered
at the bottom and the lateral surfaces of the physical domain while a time-dependent temperature
profile is imposed in the top boundary of the basin. This profile models the thermal effect of the ice
and it is shown in the right panel of Figure 2.

The configuration of the basin simulated in this section and the physical parameters used to
initialize the THM model are reported in Figure 7. More precisely, to perform the three-dimensional
THM simulation, we consider a portion of the basin of 4× 4 km size with an average depth of of 2.8 km
located at the x, y coordinates (32.5, 36.5)×(8, 12) km of the basin shown in Figure 6. The domain is split
into three layers (numbered as 1,2 and 3 from bottom to top, as shown in the left part of Figure 7) and
one of them is not continuous across the whole planar domain size resulting in a geological model with
a pinch-out, consistent with the data in Figure 6. The material properties of all the different components
of the basin are summarized in the right panel of Figure 7. We assume that the intermediate layer has
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a permeability that is significantly higher than the other ones and we consider the evolution of the
basin during a time window of 26 ky with a time step of 0.14 ky chosen to follow with enough detail
glaciation evolution.

Young Modulus E1 1011 Pa
E2 2 1010 Pa
E3 1010 Pa

Rock density ρs 2.2 103 kg/m3

Rock permeability K1 10−18 m2

K2 10−12 m2

K3 10−16 m2

Thermal diffusivity b1 10−6 m2/s
b2 2 10−6 m2/s
b3 10−6 m2/s

Water density ρl 103 kg/m3

Water viscosity μl 10−3 Pa s
Dimension l 4 103 m
Radiogenic source q 10−7 W/m3K

Figure 7. On the left we show a sketch of the physical domain, ot top of which is superposed a layer
visualizing the ice sheet. The labels 1, 2, 3 mark the different materials. On the right the list of materials
properties is reported.

In the example of this section, the surface erosion on top of the basin is active during the last 8.7 ky
of the simulation. It is modeled as the prescribed evolution of the upper part of the sedimentary basin.
More precisely, we assume that during the last part of the simulation a certain amount of material is
removed from the upper part of the basin. As a consequence the top surface of the physical domain
evolves from S1 to S2, as shown in Figure 8. From the modeling standpoint, the motion of the top
surface is described by means of a the level set function, that is defined in terms of spatial coordinates
x, y and time t,

ls(x, z, t) = −(−0.285x + 1.6z + 12353) + 400(1 + a) , (8)

a = 0 if t < −8.7Ky , (9)

a =
t + 8.7Ky

8.7ky
if t ≥ −8.7Ky . (10)

Finally, in the simulations presented in this section, we consider that the basin is exposed to a
spatially dependent heat source qr, determined by the heat flux from the mantle and by the internal
radiogenic thermal source. The combination of these factors is accounted as a volumetric thermal
source of this form qr(x) = qr(z) = q0 f (z). Following [37], the baseline source q0 is determined by
means of a heat balance equation that distributes over the basin volume the heat flux coming form
the bottom surface (i.e., the one closer to the mantle) and the radiogenic source. Precisely, we set
q0 = φS/V + qr,0 where φ is the surface heat flux from the bottom surface, S, V is the basin volume
and qr,0 is the baseline radiogenic source. In this way we obtain q0 = 0.1 μW/m3 .To account for the
exponentially decreasing radioactivity with depth, this source is evaluated as a function of the actual
position of the domain according to the following empirical formula q = q0e−z/D where the parameter
D = 5 km.
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t[ky]-26 -17.4 -8.7

h ice[km]
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Figure 8. The evolution of the top surface of the basin due to erosion form configuration S1 to S2 is
shown during the last part of the simulation, from −8.7 ky to the present.

The kriging-based horizon reconstruction addressed before approximates the interface locations
on a user-defined spatially uniform grid (with uniform size equal to 0.5 km in our example), so that
each interface is represented by a point cloud. Such point clouds are used to generate the internal
surfaces of the basin as shown in the left panel of Figure 9. Then the boundaries of the horizons are
used for the creation of the lateral surfaces of the geological model as shown in the middle panel.
These operations result in the definition of a water tight geological model and are performed using the
platform GOCAD. The geological model is then used as the input of the mesh generator RINGMesh [38]
that produces the 3D a labeled computational grid shown in Figure 9, right panel.

Figure 9. A sketch of the pipeline to build the geological model and the mesh. On the left we show
the point cloud and corresponding reconstruction of the horizons. In the middle we show the lateral
surfaces together with the internal horizon. On the right we report the final Computational grid of the
geological model.

For the analysis and the interpretation of the results we subdivide the simulation in three different
phases: phase A (formation of the ice sheet) from −26 to −17.4 ky where the ice is growing, phase
B (isostatic adjustment) from −17.4 to −8.7 ky where the ice load is steady and most of the isostatic
motion takes place and the phase C (erosion) from −8.7 to 0 ky where the ice on top of the basin
vanishes and the erosion takes place. A schematic of this temporal subdivision is reported in Figure 10.
The current configuration of the domain Ω(t), rotated according to the rigid motion coming from
the isostatic adjustment simulation at different time steps, is shown in Figure 11. The evolution of
displacement and pressure along the phases A, B and C of the simulation is shown in Figure 12. In the
first phase (A), the action of the ice load generates the mechanical compaction of the basin. According
to the Biot model the compaction leads to an increase in the pore pressure in the different layers of
the basin. This effect is more evident in the top layers, 2 and 3, while layer 1 is almost unperturbed,
because it is the most impermeable and it is subject to zero displacement conditions on the bottom
surface. Moreover, we notice that the pressure field in the pinch out layer (layer 2) is almost uniform
and equal to the value at the interface with the upper layer (layer 3). This effect is due to the fact
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that layer 2 is the most permeable. According to the Darcy law, this is the region where the smallest
pressure gradients are observed.

In the second phase (B) we can observe the effect of the isostatic adjustment. The interaction
between the isostatic motion end the poromechanical problem is illustrated in Figures 12 and 13,
where we show at tB = −13 ky the pressure field in an internal slice of the domain, together with the
displacement direction inside layer 3. We observe that the imposed rotation generates a tangential
component of the load applied on the top of layer 3, namely σice

n · t 	= 0. This effect, combined with
the boundary conditions enforcing zero normal displacement on the lateral surfaces of the basin,
generates a mechanical compression effect along the tangential direction of the top and bottom surface
planes of layer 3. Because of the poromechanic coupling, this tangent stress induces the pressure peak
observed at the left corner of the basin. Furthermore, in the right part of Figure 13, an internal slice
along the xz plane is shown. From this view, the transition from layer 1 to layer 2 (at the pinch out) is
visible. In this visualization, the effect of the permeability jump can be appreciated. More precisely, the
pressure increases only along the interface between layers 1 and 3, while the pressure gradients are
significantly smeared out along the contact line with layer 2 as a consequence of the high permeability
of it. Finally, we notice that these effects are difficult to appreciate in the bottom layer, where the high
young modulus limits the displacement field and the low permeability almost blocks the diffusion of
the pressure peak occurring in the top layer.

phase A phase B phase C

-26ky -17.4ky -8.7ky 0ky

tA = −21.7 ky tB = −13 ky tC = −4.3 ky

hice

Ttop
erosion

Figure 10. Timeline of the simulation. On the top we show the height of the ice, on the bottom
temperature profile (red) and the thickness of the eroded material (green).
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Figure 11. Time variation of the relative total thermal source (qr) during the evolution of the domain
because of isostasy and erosion.
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Rigid motion

Displacement

Pressure

tA tB tC

Figure 12. Evolution of the isostatic adjustment, the displacement and the pressure fields along the
different phases of the simulation. In particular, we show on the top we show an the imposed rigid
motion. The displacement (middle row) and the pressure fields (the variation from the hydrostatic
pressure profile is shown, bottom row) are reported at times tA = −21.7ky tB = −13Ky and tC =

−4.3Ky, from left to right.

Figure 13. Front (on the left) and lateral (on the right) view of the basin. The color marks the pressure
field, the arrows shows the direction of the solid displacement (in the interior and on the boundary of
the domain, that is u · n = 0) and the black lines show the direction of gravity. The configuration of the
basin layers is also shown, to facilitate the interpretation of the results.
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To appreciate the impact of taking into account the isostatic response, we compare the pressure
field in the top layer with the one obtained through a different numerical experiment in which we
neglect the isostatic adjustment and the erosion. In the second scenario the basin model is completely
static. In such case, because the load on top of the basin is constant, the general temporal trend of
the pressure is to progressively reach a steady state in all the layers of the basin according to the
characteristic temporal scale determined by the different permeability values.

The comparative study of the two scenarios described above is reported in Figure 14. In this
Figure we compare the pressure field along two transversal lines r1 and r2, obtained switching on
(first scenario, solid line) and off (second scenario, dashed line) the isostatic motion of the basin.
As previously observed in the central panel of Figure 12, we notice that in the first scenario the pressure
reaches a peak in the left corner of the layer 3 (as also illustrated in Figure 14). Such peak is not present
in the second scenario, where we neglect the isostatic movement of the basin, as we can see from
Figure 14 (dotted line). From that comparison we notice that limited spatial variations of the pressure
are generate without taking into account the rigid motion of the basin, Conversely, the introduction of
the isostatic rebound significantly increases the pressure variability, generating local peaks that depend
on the morphology of the basin. Then, we conclude that the motion due to the isostatic adjustment
simulation is the primary reason of the overpressure generation.
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Figure 14. Pressure field on the lateral (on top) and front (on the bottom) lines r1 and r2, respectively.
Solid (Piso) and dashed line (Pno−iso) mark the results obtained considering and neglecting the effect of
erosion and of the isostasy movements, respectively.

We now focus on the final phase (namely phase C) when the ice sheet is disappearing from the
top of the basin and the erosion takes place. In this phase the mechanical load due to the ice weight
goes to zero. The reduction of mechanical compaction is also augmented by the erosion of the top part
of the basin. The combination of these effects leads to a general decrease of the pore pressure in all
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layers, as shown in the right panel of Figure 12, right column. More precisely, the lowest values of
pressure (in terms of variations from the hydrostatic load) are located in the softest layer.

Concerning the temperature field, the model is initiated with a temperature field at thermal
equilibrium and it evolves according to the (time dependent) heat equation under the action of a space
dependent heat source. To analyze and validate the simulation of the thermal field we address two
indicators: the overall thermal gradient from the top to the bottom of the basin and the temporal
variations of the temperature from the steady state. Concerning the vertical temperature gradient,
we observe from Figure 15 that a difference of 60 degC along the vertical axis is established as a
consequence of thermal balance between the thermal source and the imposed temperature at the top
of the basin. This results is in good agreement with the thermal gradients expected in literature, see
for example [37,39] for thermal properties and, in particular [37] for expected temperature profiles.
For a more detailed analysis of the thermal variations from the initial equilibrium state, we report,
in Figure 16, difference of the temperature field at time tA = −21.7ky tB = −13Ky from the one at
t0 = −26Ky. We notice that at tA and tB, the main temperature variations are driven by the increase of
surface temperature from −10 degC to 0 degC at the top of the basin, due to the protective effect of the
ice cap, that is progressively forming in this phase. Comparing more in detail the profiles at tA and
tB, we observe that at time tB the temperature in the central part of the basin has slightly increased
with respect to the one at tA, by the effect of the thermal source . The profile at tC differs significantly
form the others, because of the erosion, active in the time interval from tB to tC. During erosion, the
reference temperature of 0 degC enforced at the contact interface with the ice, progressively shifts
downwards, swiping a region of the basin that was previously hotter than 0 degC. For this reason, the
temperature in the basin after erosion significantly decreases with respect to the initial time. Finally, in
Figure 11 we report the variation of the total thermal source term, relative to the initial state, that is the
spatial integral during the evolution of the domain Ω(t) of the heat source

∫
Ω(t) q(x)dω/

∫
Ω(t0)

q(x)dω.
These data suggest that variation of the basin volume due to erosion decreases the thermal source
more significantly than the progressive increase of basin depth due to isostasy.

Figure 15. Comparison of the initial (t = −26 ky on the left) and final (t = 0 ky on the right) temperature
fields. It is observed, at the depth of 4 km, temperature gradient of approximately 60◦C as qualitatively
expected in [37].
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tA tB tC

Figure 16. The difference of the temperature field at time tA = −21.7 ky, tB = −13 ky and tC = −4.3 ky
from that at t0 = −26 ky is shown from left to right.

The analysis of the thermal field confirms that, in the short time window of one cycle of glaciation,
the surface temperature, possibly modulated by erosion, is the main diving factor that determines
temperature variations from the equilibrium state. This finding is in accordance with the detailed
analysis of the effects of glaciations on sedimentary basins provided in [25]. It should also be observed
that using a time dependent heat equation correctly models the natural inertia of the basin to change
its equilibrium state. As a result, it is expected that the repetition of many glaciation cycles is required
to significantly cool down the entire basin.

5. Conclusions

We have developed a fully coupled multiphysics and multiscale description of the evolution
of a sedimentary basin under the effect of a glaciation cycle. To the best of our knowledge,
thermo-hydro-mechanical effects are combined with isostatic adjustment and erosion within a fully
time dependent three-dimensional simulation for the first time. Although the geological model that
has been considered does not represent yet the complexity of a real sedimentary basin, we have
described a pipeline of steps that could handle the most complex cases as well, thanks to a multiscale
approach that decouples phenomena occurring at very different space and time scales. For example,
our methodology establishes a quantitative framework to transfer information from the definition of a
large scale geological architecture to local fluid displacement and deformation dynamics. Preliminary
numerical results suggest that the combination of all these phenomena reveals the emergence of effects
that were not expected or predictable using simpler approaches. In the considered synthetic test case
we have quantified the effects of large scale isostatic displacement on local pressure and displacement
field, in the presence of layer a pinch-out. Moreover, our results demonstrate the effect of erosion on
the temperature dynamics of the sedimentary system. We believe that our results show the predictive
potential of this holistic description of sedimentary basins subject to glaciations.
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Abbreviations

The following abbreviations are used in this manuscript:

THM Thermo-Hydro-Mechanical

Appendix A. The Numerical Solver for the Isostatic Glacial Rebound Model

The numerical solver for the glacial isostatic adjustment is implemented using the deal.II
library [40,41]. This library provides the tools for an efficient implementation of a parallel solver
based on the Discontinuous Galerkin method. Let Th be a subdivision of the geometric domain Ω
consisting of non-overlapping hexahedra with characteristic mesh size h, we introduce the finite
dimensional spaces

Vk
h = {v ∈ L2(Ω;R3) : v|K ∈ P

k(K;R3) ∀K ∈ Th},

Qk
h = {q ∈ L2(Ω) : q|K ∈ P

k(K) ∀K ∈ Th}.

Let Eh =
⋃

K∈Th
∂K denote the set of the faces of Th then E0

h = Eh\∂Ω is the set of internal faces.
Let e ∈ E0

h be a face shared by two elements K+ and K−, define the unit normal vector n+ and n− on
the e pointing exterior to K+ and K−, respectively. With φ± = φ|K± we set the average operators as

{v} =
v+ + v−

2
{q} =

q+ + q−

2
,

together with the jump operators:

�v� = v+ ⊗ n+ + v− ⊗ n− �q� = q+n+ + q−n−.

Equation (4) is discretized using the standard SIPG method [42]: find φh ∈ Qk
h such that

∫
Ω
∇hφh · ∇hψh + 4πGρψh dx+

+
∫
E0

h

γ�φh� · �ψh�− {∇hφh} · �ψh�− �φh�{∇hψh} ds + B.C. = 0 ∀ψh ∈ Qk
h.

where B.C. is the term related to the boundary conditions and γ is a proper penalization factor.
The algebraic system obtained from this weak formulation is solved using the standard conjugate
gradient method preconditioned with a geometric multigrid method, available in deal.II library [43].

The Equations (3) are discretized using a standard second order accurate, one-step and
unconditionally stable scheme [26] and the integral is approximated using the mid-point formula.
Using this approach the equations describing the motion of the viscoelastic Earth model can be
rewritten in semi-discrete form using only the variables u, p and h:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∇ ·
(

2μe−
Δtn
2τ e(un − un−1)− pn I + e−

Δtn
τ hn−1

)
+ ρ(∇xg)un = 0 in Ω,

∇ · un +
3

2μ

1 − 2ν

1 + ν
pn = 0 in Ω,

hn = 2μe−
Δtn
2τ e(un − un−1) + e−

Δtn
τ hn−1 in Ω.

The first two equations of this system have the same structure of the linear elastic problem and
they are discretized using the Discontinuous Galerkin scheme. In order to keep the notation simpler
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the shear modulus will be redefined as μ̂n = μe−
Δtn
2τ and all the known terms in the first equation are

written as a unique term Fn:

Fn = ∇ ·
(

2μ̂ne(un−1)− e−
Δtn

τ hn−1

)
.

These equations can be rewritten in a full discrete form using the standard SIPG-method for the
linear elasticity [44]: find (uh,n, ph,n) ∈ Vk+1

h × Qk
h such that

⎧⎪⎨
⎪⎩

a(uh,n, vh) + b(vh, ph,n) =
∫

Ω
Fn · vh dx + B.C. ∀vh ∈ Vk+1

h ,

b(uh,n, qh)− c(ph,n, qh) = B.C. ∀qh ∈ Qk
h.

where the bilinear forms are defined by

a(uh, vh) =
∫

Ω
2μ̂ne(uh) : e(vh) + ρ(∇xg)uh · vh dx+

+
∫
E0

h

γ�uh� : �vh�− {2μ̂ne(uh)} : �vh�− �uh� : {2μ̂ne(vh)} ds,

b(uh, qh) = −
∫

Ω
∇ · uhqh dx +

∫
E0

h

�uh� : {qh I} ds,

c(ph, qh) =
∫

Ω

3
2μ

1 − 2ν

1 + ν
phqh dx,

The terms B.C. are related to the boundary conditions and γ is a proper penalization factor. This
problem is equivalent to the algebraic block structured linear system

⎡
⎢⎢⎣

2μ̂n A BT

B − 3
2μ

1 − 2ν

1 + ν
C

⎤
⎥⎥⎦
[

Un

Pn

]
=

[
Fn

Gn

]

This system is solved using the GMRES method and it is preconditioned with the block-triangular
preconditioner

P =

⎡
⎢⎢⎣

2μ̂n Â −BT

0
3

2μ
M

⎤
⎥⎥⎦

where Â is the matrix associated to the Discontinuous Galerkin approximation of the vector-valued
Laplace operator in Vk+1

h and M is the mass matrix in Qk
h. The implementation of P−1 requires the

computation of the inverse matrix for Â and M. The mass matrix M can be inverted easily, because a
proper choice of the base functions for the space Qk

h and the quadrature rule to evaluate the integral
leads to a diagonal mass matrix. The inverse of matrix Â is replaced with a geometric multigrid
preconditioner [45].

Even if the numerical solver is general with respect to the polynomial order k, the results presented
in this work are obtained using quadratic polynomials for the gravity potential field (in order to
evaluate the gradient of gravity acceleration) and the stable pair of spaces V2

h × Q1
h is used for the

displacement and the pressure unknowns in the viscoelastic problem.

Appendix B. The Numerical Solver for the THM Model

The surface erosion on top of the basin is taken into account as a prescribed evolution of the upper
part of the sedimentary basin. To model erosion, we use the cut finite element method, briefly CutFEM,
in which the boundary of the physical domain is represented on a background grid using a level set
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function see for example [46]. This approach requires that the computational domain must embed all
possible eroded configurations. As a consequence, we immerse the physical domain that describes the
basin Ω(t), into a larger computational domain Ω(t) ∪ Ωout as shown in Figure A1. The background
or computational grid is also used to approximate the solution of the governing problem. We ideally
divide the computational grid into three regions, Ω(t), Ωout and Γ, where the level set is lower, grater
and equal to zero, respectively; Ω(t) is the physical domain where the poromechanical problem is
solved; Ωout is a dummy zone that does not affect the solution, while Γ is the top surface of the basin
where the top boundary conditions are enforced.

Figure A1. On the left we show the physical domain. On the right the physical domain (gray) is
embedded in a larger computational domain (Ω ∪ Ωout). Γ marks the top surface of the basin.

Figure A2. A schematic of the complete algorithm for the solution of the thermal poro mechanical
problem. Matrices Bu, Bp, BT correspond to the discretization of Equations (A1) a, b, c respectively.

Since Equations (5)–(7) are solved numerically, we briefly introduce the corresponding finite
element discretization, which is based on the weak formulation of the problem.

Let Th := {K} denote a triangulation of ΩT = Ω(t) ∪ Ωout that does not necessarily conform to
the surface Γ and let us introduce the discrete spaces

Vh := {vh ∈ H1(ΩT ,R3) : vh|T ∈ P
1(K,R3), ∀K ∈ Th} ,

Qh := {qh ∈ H1(ΩT ) : qh|T ∈ P
1(K), ∀K ∈ Th} ,

Wh := {wh ∈ H1(ΩT ) : wh|T ∈ P
1(K), ∀K ∈ Th} ,
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where P
1 denotes the space of scalar piecewise linear polynomials on Th. We introduce the following

bilinear forms:a(u, v) := 2
∫

Ω(t) με(u) : ε(v)dΩ +
∫

Ω(t) λ(∇ · u)(∇ · v)dΩ and c(p, q, K) :=
∫

Ωin
K∇p ·

∇qdΩ. Let us also introduce the operators Dp(p, q, u) = 1/M(p, q) + α(∇ · u, q) , DT(T, w, v) =

ρbcb (T, w)+ ρ f c f (v · ∇T, w) and Θ〈p, q〉K
Γ = −

∫
Γ K∇p ·nqdΓ+γh−1

∫
Γ pqdΓ−

∫
Γ K∇q ·npdΓ, where

(·, ·) is the standard inner product in the space L2(Ω(t)), h is the characteristic size of the quasi-uniform
computational mesh and γ > 0 denotes a penalization parameter. For the imposition of the pressure
and temperature boundary conditions on the internal unfitted interface Γ, we rely to the Nitsche’s
method following the approaches proposed in [47–50]. This technique allows to weakly enforce
interface conditions at the discrete level by adding to the variational formulation of the problem
appropriate penalization terms (γ). Finally, considering a backward-Euler time discretization scheme,
the fully discretized problem at time tn, n = 1, 2, ..., N can be written as follows: find (uh, ph, Th) ∈
Vh × Qh × Wh such that:⎧⎪⎪⎨

⎪⎪⎩
a(un

h , vh)− α(pn
h ,∇ · vh) = (f, vh) ∀vh ∈ Vh ,

Dp(pn
h , qh, un

h) + τΛ(pn
h , qh, K) = Dp(pn−1

h , qh, un
h) ∀qh ∈ Qh ,

DT(Tn
h , wh, vn

D,h) + τΛ(Tn
h , wh, b) = DT(Tn−1

h , wh, 0) + (qn
r , wh) ∀wh ∈ Wh .

(A1)

where Λ(p, q, k) = c(p, q, K) + Θ〈p, q〉K
Γ and τ is the computational time step.

The solution of Equations (A1) is not trivial. We decouple the solution of poromechanical problem
(i.e., the first two Equations of (A1)) from the solution of the thermal problem (last Equation of (A1)).
However the solution of the poromechanical problem is still challenging due to the tight coupling
between deformation and flow. To solve such problem we adopt the fixed stress iterative scheme as
proposed in [31,51]. This algorithm is a sequential procedure where the flow is solved first followed by
the solution of the mechanical problem. In particular, in every time steps, the algorithm is iterated
until the solution converges within an acceptable tolerance. In the first step the fixed stress algorithm,
given (un,k

h , pn,k
h ) ∈ Vr

h × Qs
h we evaluate pn,k+1

h ∈ Qs
h where ·k is the index of the fixed stress iteration.

In the second step, given the new pressure pn,k+1
h ∈ Qs

h we find the new un,k+1
h ∈ Vr

h. The iterative
steps are performed until the following convergence criterion is fulfilled

pn,k+1
h − pn,k

h

pn,0
h

< ηp,
un,k+1

h − un,k
h

un,0
h

< ηu, (A2)

where ηp and ηu are the desired tolerances (here chose equal to 10−7). A schematic of the complete
algorithm for the solution of the thermal poro mechanical problem in a compact form is shown in
Figure A2. For further details about the performance of this method we remand to [52].
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Abstract: Although the thermal effect of large salt tongues and allochthonous salt sheets in passive
margins is described in the literature, little is known about the thermal effect of salt structures in
confined rift basins where sub-vertical, closely spaced salt diapirs may affect the thermal evolution
and petroleum system of the basin. In this study, we combine 2D structural restorations with
thermal modeling to investigate the dynamic history of salt movement and its thermal effect in
the Nordkapp Basin, a confined salt-bearing basin in the Norwegian Barents Sea. Two sections,
one across the central sub-basin and another across the eastern sub-basin, are modeled. The central
sub-basin shows deeply rooted, narrow and closely spaced diapirs, while the eastern sub-basin
contains a shallower rooted, wide, isolated diapir. Variations through time in stratigraphy (source
rocks), structures (salt diapirs and minibasins), and thermal boundary conditions (basal heat flow
and sediment-water interface temperatures) are considered in the model. Present-day bottom hole
temperatures and vitrinite data provide validation of the model. The modeling results in the eastern
sub-basin show a strong but laterally limited thermal anomaly associated with the massive diapir,
where temperatures in the diapir are 70 ◦C cooler than in the adjacent minibasins. In the central
sub-basin, the thermal anomalies of closely-spaced diapirs mutually interfere and induce a combined
anomaly that reduces the temperature in the minibasins by up to 50 ◦C with respect to the platform
areas. Consequently, source rock maturation in the areas thermally affected by the diapirs is retarded,
and the hydrocarbon generation window is expanded. Although subject to uncertainties in the
model input parameters, these results demonstrate new exploration concepts (e.g., deep hydrocarbon
kitchens) that are important for evaluating the prospectivity of the Nordkapp Basin and similar basins
around the world.

Keywords: salt; thermal modeling; basin modeling; source rock maturation; petroleum system

1. Introduction

The occurrence of evaporitic intervals in sedimentary basins and their subsequent mobilization
play an important role in the evolution of the petroleum system [1,2]. Salt mobilization and diapirism
control the spatial and temporal distribution of suprasalt reservoirs and source rocks [3–5], and they
influence the style and timing of stratigraphic and structural traps. Salt’s low permeability also
inhibits the vertical migration of hydrocarbons, deflecting migration pathways [6]. Likewise, local
salt depletion by salt withdrawal may lead to the formation of welds, which can provide migration
pathways between subsalt source rocks and suprasalt reservoirs [7].

Salt has a thermal conductivity that is 2 to 3 times higher than sedimentary formations [6,8,9].
Accordingly, salt structures can modify the spatial and temporal thermal regime of the basin through
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focusing and defocusing of heat [8,10]. Salt domes create a dipole-shaped thermal anomaly with a
negative thermal anomaly towards their base and a positive thermal anomaly in the suprasalt strata [9].
When salt bodies reach the surface, the dipole-shaped anomaly becomes a negative monopole, creating
a conduit of low thermal resistance for heat conduction out of the basin [10]. Due to the difference in
thermal conductivity between the salt and the surrounding sedimentary formations, thermal anomalies
are also induced in the vicinity of salt bodies. The size and shape of these anomalies is controlled by the
size of the salt bodies [8,10]. Maturation of kerogen within source rocks and reservoir diagenesis are
temperature-controlled processes; therefore, any salt-related temperature deviation from the regional
trend may have a significant impact on these processes.

The Nordkapp basin is a NE-SW trending rift basin of Late Paleozoic age located in the Norwegian
Barents Sea (Figure 1A,B). Thick Pennsylvanian-Lower Permian layered evaporite sequences (LES) and
their subsequent Mesozoic and Cenozoic mobilization generated numerous and closely spaced salt
diapirs along the basin axis, and salt pillows generated along the basin margins [11–14]. Hydrocarbon
exploration in the basin dates back to the 1980s. However, exploration has exclusively focused on
the western sub-basin, while the central and eastern sub-basins remain underexplored (Rojo and
Escalona, 2018). Only one non-commercial discovery in the western sub-basin, the Pandora discovery
(well 7228/7-1A, Figure 1B), has been made in Triassic sediments which flank a salt diapir [15].

The Norwegian Barents Sea is known to host various petroleum systems sourced by Upper
Paleozoic and Mesozoic organic rich intervals [16,17]. In the Nordkapp Basin, however, Paleozoic and
Mesozoic strata are deeply buried due to Triassic halokinesis [18]. Therefore, it is tempting to assume
that these source rocks became overmature for hydrocarbon generation in the Mesozoic. Interestingly,
2D structural restorations by [18,19] show that diapirs reached the seafloor since the Triassic, which may
have cooled the basin and delayed maturation of the source rocks, as documented in offshore Mexico
and Brazil [6,9]. Hence, this can open the possibility for a deeper prospectivity of the Nordkapp Basin
and other salt-bearing basins in the Barents Sea.

Although there is potential for commercial discoveries in the Nordkapp Basin, there is an
imperative need for understanding the impact of halokinesis on the thermal history of the basin and
source rock maturation. In particular, the effect of closely spaced diapirs on the thermal evolution of
this confined basin must be addressed. Therefore, in this study we explore the dynamic history of
salt movement and its thermal effect by integrating 2D structural restorations with thermal modeling
in order to: (1) evaluate how halokinesis impacted the thermal distribution of the basin through
time, and (2) explore the implications of the modeled thermal history on the petroleum system and
prospectivity of the basin. We use the structural restorations and selected model parameter values as a
reasonable scenario to accomplish these objectives. Testing the sensitivity of different restoration or
thermal parameters is beyond the scope of this work.
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Figure 1. (A) Main structural elements of the Barents Sea. The Nordkapp Basin is indicated by the black
rectangle. (B) Main structural elements of the Nordkapp Basin (modified from Rojo et al. [18]. The basin
is divided in three sub-basins: western, central and eastern sub-basins. Black dots are exploration and
shallow stratigraphic wells, whereas black lines show the location of the studied sections through the
central (section A) and eastern (section B) sub-basins. (C). A chronostratigraphic chart illustrating the
main stratigraphic units, depositional environments, tectonic events, and mapped seismic units of the
Barents Sea and Nordkapp Basin (based on [17,18]).

121



Geosciences 2019, 9, 316

2. Geologic Evolution of the Nordkapp Basin

2.1. Late Paleozoic

The Nordkapp Basin formed as the result of two extensional events of different orientation [19–23]
(Figure 1B): (1) pre-Mississippian NE-SW extension, which reactivated previous NW-SE Caledonian
structures and formed the central sub-basin; and (2) Pennsylvanian NW-SE extension which reactivated
NE-SW Caledonian structures, forming the western and eastern sub-basins. Based on outcrops in
Svalbard [24,25] and wells in the Finnmark platform [26], the syn-rift section of the Nordkapp basin
is expected to contain siliciclastics interbedded with coal of the Mississippian Billefjorden Group
(Figure 1C). Potential Mississippian reservoirs include sandstones deposited within meandering and
braided fluvial systems, and interlayered coals are potential gas-prone source rocks.

Basin extension continued from the Pennsylvanian to the Early Permian, and it was followed by
a period of thermal subsidence until the end of the Paleozoic [17,27]. Basin restriction favored the
precipitation of syn-rift to early post-rift evaporites along the basin axis, whereas deposition of warm
water carbonate buildups and gypsum occurred at the basin boundaries (Gipsdalen Group) [28–30]
(Figure 1C). These deposits were overlain by cool-water carbonates of the Bjarmeland Group and cold
water carbonates and spiculites of the Tempelfjorden Group [17,27] (Figure 1C). Based on the Alta
and Ghota discoveries in the Loppa High, Upper Permian carbonaceous mudstones and limestones
of the Tempelfjorden Group are expected to contain intervals of oil-prone source rocks, and possible
reservoirs associated with karstified carbonates in the Nordkapp Basin [17].

2.2. Mesozoic

The onset of salt mobilization and diapirism occurred during the earliest Triassic, and it was
triggered by basement-involved extension and differential loading induced by prograding siliciclastic
sediments sourced from the Uralides [14,18,19,31]. Minibasin growth and diapir uplift ceased by
the end of the Middle Triassic due to welding of the underlying salt [14,18]. Diapir growth after
the Middle Triassic is attributed to evacuation of remaining salt adjacent to diapirs and basinward
suprasalt gliding and contraction [14]. The Triassic minibasins of the Nordkapp Basin record the
NW-SE transgressive-regressive fluviodeltaic systems of the Sassendalen and Kapp Toscana groups,
which progressively prograded towards the NW of the Barents Shelf (Figure 1C) [32–35]. Based on
the Goliat discovery in the Hammerfest Basin, oil and gas-prone source rocks may be present in
the Sansendalen Group, whereas shallow marine and fluviodeltaic reservoirs can be present in the
Sassendalen and Kapp Toscana groups [5,17].

The Late Triassic-Early Jurassic was marked by a regional decrease in accommodation in the
Barents Shelf, including the Nordkapp Basin [36]. This resulted in a complex drainage system
characterized by erosion and reworking of previous Triassic deposits, which favored the deposition
of shallow marine and fluviodeltaic Lower Jurassic reservoirs of good quality (e.g., Stø Formation
in the Kapp Toscana Group) [17]. A new episode of extension associated with the initial opening of
the North Atlantic to the west of the Barents Shelf [21], partially affected the Nordkapp Basin during
the Late Jurassic-Early Cretaceous [12] (Figure 1C). Normal fault systems at basin boundaries caused
basinward gravity gliding of suprasalt strata and subsequent thin-skinned contraction and growth of
pre-existing diapirs [14]. Lower Jurassic deposits were flooded and overlain by the Upper Jurassic
marine black shales of the Hekkingen Formation, which is considered to be a potential source rock
in the Barents Sea [16,17]. These marine shales were in turn covered by Lower Cretaceous, SSW
prograding sediments sourced from the northern Barents Shelf [37,38].

2.3. Late Cretaceous-Cenozoic

During the Late Cretaceous-Cenozoic, the Nordkapp Basin underwent several contractional
events, which are attributed to plate tectonic reorganizations related to the opening of the North
Atlantic (Figure 1C; [21]). Consequently, pre-existing diapirs in the Nordkapp Basin were rejuvenated
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by contractional diapirism [13,14]. Finally, successive events of uplift and erosion, including the
Pleistocene glacial erosion, removed about 1.5 km of Cretaceous and Cenozoic strata in the basin [39,40].

3. Methodology

In order to model the thermal evolution of the Nordkapp Basin, we considered two processes:
(1) the evolving basin geometry, and (2) the evolution of thermal boundary conditions, i.e., basal heat
flow and sediment-water interface temperatures. The evolving basin geometry was reconstructed from
structural restoration of two sections, one across the central sub-basin (section A) and another across
the eastern sub-basin (section B) (Figure 2). Section A has deeply rooted, narrow and closely spaced
diapirs (Figure 2A), whereas section B contains a shallower rooted, wider, isolated diapir (Figure 2B).
Before the restoration process, the sections were depth-converted using the velocity model from Rojo
et al. [18], which uses interval velocities and k factors (change in interval velocities vs depth) from
wells 7228/9-1, 7228/7-1, 7125/1-1, 7124/3-1, and 7229/11-1 (Figure 3).

Details of the restoration are described in Rojo et al. [18]. In short, kinematic restorations were
performed using the Move software (Midland Valley). These restorations account for uplift and
erosion in the Late Cenozoic, restore the Cenozoic and pre-diapir units using flexural slip, restore the
syn-diapir units using vertical shear, and assume flexural isostasy with a lithospheric elastic thickness
of 20 km [41].

Thermal modeling of selected restoration stages (paleo-geometries) was performed using the
PetroMod software (Schlumberger). Each stage was imported into the software, and polygons
representing each seismic unit (Figure 2B,D) were digitized. At each stage, the lower boundary
condition of the thermal model is the heat flow at the basement-sediment interface. The evolution of
this basal heat flow through time was reconstructed from the present thermal gradient of the basin
from nearby wells, the history of rifting and evolution of the stretching (β) factor [42], and inverse
modeling using a modified McKenzie model [43]. The upper boundary condition of the thermal model
is the sediment-water interface temperature (SWIT). This surface temperature was reconstructed from
the paleo-latitude of the basin and water depths over time. The following section describes the input
paleo-geometries, thermal boundary conditions, and model parameters in detail.
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Figure 2. (A) Uninterpreted seismic section A across the central sub-basin. The central seismic
panel is from a higher-resolution, full azimuth seismic data provided by WesternGeco Multiclient.
(B) Interpreted section A. The base salt was estimated based on parallel seismic sections that extend to
7000 ms. (C) Uninterpreted seismic section B across the eastern sub-basin. (D) Interpreted section B.
Legend shows the interpreted seismic units (Figure 1C). See Figure 1B for location of these sections.
Figures modified from Rojo et al. [18].
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Figure 3. (A) Plot showing calculated interval velocities vs depth from wells 7228/9-1, 7228/7-1A,
7125/1-1, 7124/3-1, 7229/11-1. (B) Seismic section B showing the location of the main velocity transitions.
(C) Seismic section B displaying the interval velocities used to depth convert the seismic profile
(modified from Rojo et al. [18]).

4. Paleo-Geometries, Boundary Conditions, and Model Parameters

4.1. Paleogeometries

Figure 4 displays the restoration of the two cross sections in the central (section A, Figure 4A) and
eastern (section B, Figure 4B) sub-basins. The restoration stages are the paleo-geometries input to the
thermal model. It should be noted that in Figure 4 and later figures (Figures 7 and 9), for the purpose
of display and comparison between sections, section A is not vertically exaggerated while section B has
a vertical exaggeration of 2. Below we present a short description of the geologic evolution portrayed
by the restorations.

4.1.1. Section A, Central Sub-basin

Syn-rift to early post-rift layered evaporate sequences (LES) precipitated in a symmetric graben
and were overlain by pre-kinematic Upper Permian carbonates (Figure 4A, VIII). During the earliest
Triassic, thick-skinned extension accompanied by differential loading of Triassic sediments sourced
from the Urals, created a structural style consisting of NW shifting patterns in salt withdrawal and
ENE-WSW-trending passive diapirs (Figure 4A, V–VII). Passive diapirism and welding occurred
diachronously across the section, and first occurred in the northern part of the graben due to the
preferential loading of salt in this region (Figure 4A, V). In the southern part, minor loading caused
the formation of a salt pillow. During the Early-Middle Triassic, differential loading focused on the
southern part of the graben, which caused a shift in salt withdrawal and subsequent salt expulsion
towards the south (Figure 4A, IV). This favored the formation of a half turtle structure and a passive
diapir above the southern boundary fault. By the end of this period, the minibasins grounded the
base salt forming salt welds (Figure 4A, IV). During the Late Triassic to Late Jurassic, thick-skinned
extension induced diapir collapse of the northern diapir since the underlying salt was almost totally
evacuated (Figure 4A, III). This formed a minibasin above the diapir crest, filled by Upper Triassic
and Jurassic strata. Minor differential loading of the remaining salt in the south favored the continued
growth of the southern and central salt diapirs (Figure 4A, III). During the Cretaceous and Cenozoic,
higher sedimentation rates than diapir growth rates led to burial of the salt diapirs (Figure 4A, II).
This episode was then followed by Late Cenozoic contraction, diapirism and uplift, which eroded
approximately 1.5 km of Cretaceous and Cenozoic strata (Figure 4A, I).
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4.1.2. Section B, Eastern Sub-basin

LES in this section precipitated in a more sag-type basin, which was later covered by Upper
Permian carbonates (Figure 4B, VIII). Earliest Triassic sediment loading accompanied by thick-skinned
extension generated expulsion rollovers towards the north and a central passive diapir (Figure 4B,
V–VII). Differential loading occurred preferentially at the basin axis forming the first salt weld by the
earliest Triassic, whereas a significant amount of salt remained on the northern and southern basin
boundaries (Figure 4B, V–VI). During the Middle Triassic, differential loading focused mostly on the
north, forming the northern minibasin and favoring the growth of the northern salt pillow and the
central passive diapir (Figure 4B, IV). To the south, differential loading caused a shift in salt withdrawal,
which resulted in the welding of the southern minibasin and the formation of a half-turtle structure.
Continuous basin subsidence by thick-skinned extension and salt withdrawal produced the flexure
and extension of suprasalt strata at basin boundaries, resulting in the generation of suprasalt fault
complexes (Figure 4B, IV). By the end of the Middle Triassic, the northern and southern minibasins
grounded the base salt (Figure 4B, IV). Even though most of the underlying salt was evacuated,
the central salt diapir continued to grow during the rest of the Mesozoic by gliding of suprasalt strata
towards the basin axis and thin-skinned contraction (Figure 4B, II–IV). Higher sedimentation rates than
diapir growth rates caused the burial of salt structures during the Cretaceous and Cenozoic (Figure 4B,
II). During the Cenozoic, salt structures were rejuvenated by contraction. This episode was followed by
Late Cenozoic uplift and erosion, which removed approximately 1.5 km of Cretaceous and Cenozoic
strata (Figure 4B, I).
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Figure 4. (A) Structural restoration of section A (Figure 2B) in the central sub-basin. (B) Structural
restoration of section B (Figure 2D) in the eastern sub-basin. The different restoration stages are the
paleo-geometries input to the thermal model. Colored rock units correspond to the interpreted seismic
units in Figure 2 (and Figure 1C). See Figure 1B for location of the sections. Restorations modified from
Rojo et al. [18].

4.2. Thermal Boundary Conditions

Thermal boundary conditions determine the primary energetic inputs to reproduce the temperature
history of the basin and, consequently, for the maturation of source rocks. As mentioned above,
the sediment-water interface temperature (SWIT) represents the upper boundary condition whereas
the basal heat flow represents the lower boundary condition. These parameters were constrained to
ensure that the modeled thermal field best-fits temperature data in the basin.
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For the SWIT, we used the automatic SWIT tool in PetroMod, which extracts a standard temperature
at sea level over geological time based on the basin’s present-day geographic location and paleo-latitude
(Figure 5A). A transformation that corrects the surface temperature against the paleo-water depth was
applied and the SWIT estimated. The latitudinal position assigned to the Nordkapp basin was 72◦N,
and paleo-water depths (Figure 4B) were taken from [18].

Figure 5. Modeled (A) sediment-water interface temperature (SWIT), (B) water depth, (C) lithospheric
thickness, and (D) basal heat flow through time in the Nordkapp Basin. Yellow rectangles show the
three rifting periods. Dots in D are the selected restoration stages in Figure 4.

The basal heat flow was calculated by reconstructing the lithospheric thickness from the Late
Carboniferous to the present (Figure 5C). In order to do this, we adopted mean values for the stretching
factor (β) of each rift phase (Figure 5, yellow rectangles): Late Carboniferous (320–305 Ma, β = 1.6),
Late Permian (270–250 Ma, β = 1.25), and Late Jurassic–Early Cretaceous (165–145 Ma, β = 1.15),
as proposed by [42]. The Post-Caledonian lithosphere and crustal thicknesses were defined at the rift
initiation. An initial lithospheric thickness of 120 km and an initial crustal thickness of 35 km (17.5
km upper crust, 17.5 km lower crust) were adopted from Clark et al. (2014). The present-day crustal
thickness is 18 km (16 km upper crust, 2 km lower crust) as documented by [41,42,44]. The temperature
at the lithosphere-asthenosphere boundary was set to 1300 ◦C and the mantle heat flow to 30 mW/m2.
Figure 5C,D depict the modeled lithospheric thickness and basal heat flow through time, respectively.

A good fit between measured and calculated temperature values of five exploration wells
(7228/7-1B, 7228/7-1S, 7228/2-1S, 7228/7-1A, 7228/2-1S) and three shallow wells in the Nordkapp Basin
(7227/11-U-02, 7227/07-U-01, 7230/08-U-01) was achieved using estimated basal heat flow values
of ~45 mW/m2 (Figure 6A). Extrapolating the thermal model calculated in the western sub-basin
to the entire Nordkapp Basin is unrealistic due to possible variations in the initial thickness of the
Post-Caledonian crust and lithosphere [42], and the magnitude of rifting across the basin. Nevertheless,
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we chose to do so it in order keep the model as simple as possible and to avoid biasing the model with
poorly-constrained inputs. In addition, the effects of episodic glacial loading-unloading and erosion
during the Late Cenozoic documented by several authors [45–49] are not considered in the model.

Unlike temperature, vitrinite reflectance data display higher maturities than the calculated trend
(Figure 6B). Vitrinite measurements from wells 7228/7-1A and 7228/7-1S in the central part of the basin
plot closer to the calculated trend than corresponding values from well 7228/2-1S in the northern rim
of the basin (Figure 6B, see Figure 1B for well locations). This most likely reflects different amounts of
erosion at different locations in the basin. Well 7228/2-1 S shows a characteristic pattern of increasing
thermal maturity with stratigraphic age from Cenozoic to Middle Triassic (Figure 6B). However,
at ~3600 m depth, a sudden increase in vitrinite values is observed near the top of the Lower Triassic
Havert Formation. Here, the well values define a steeper vitrinite trend, implying higher temperature
gradient. Igneous activity could explain this higher thermal gradient, but there is no evidence of such
activity. The modeled paleo-heat flow (Figure 5D) depicts higher flow rates (~54 mW/m2) during and
immediately after the Late Permian rifting, which seem to be a plausible explanation to the higher
thermal gradient. Thus, the modeled heat flow (Figure 5D) is a reasonable scenario for the Nordkapp
Basin, and together with the SWIT (Figure 5A), it defines the boundary conditions for the thermal
model. Transient heat-flow conditions were assumed at all times.

Figure 6. (A) Bottom hole temperature measurements of wells 7228/7-1B (black), 7227/11-U-02 (orange),
7227/07-U-01 (light blue), 7230/08-U-01 (light green), 7228/7-1S (red), 7228/2-1S (purple), 7228/7-1A
(dark blue), and 7228/2-1S (dark green). Line shows the modeled, present temperature versus depth
trend. (B) Vitrinite reflectance data from wells 7228/7-1S (red), 7228/7-1A (blue), and 7228/2-1S (green).
Line shows the modeled vitrinite reflectance. Figure 1B shows the location of the wells.

4.3. Model Parameters

The restoration stages in Figure 4 were imported and digitized in Petromod for thermal modeling.
Sediment types and ages were defined based on the seismic units in Figure 1C. Rock properties were
assigned to each unit (Table 1). Lithologies were user-defined considering the proportion of different
sediments, i.e., sandstone, siltstone, shale, limestone, coal, and salt. Each defined lithology was
assigned an initial porosity value and a porosity versus depth trend (factor c in Table 1) that decreases
exponentially with the greatest porosity loss happening at shallow depths [50,51]. The thermal
conductivity of the various units was set to vary linearly as a function of porosity. The model also
accounts for variations in the thermal conductivity with increasing temperature following the model
described by [52], i.e., the conductivity of salt drops from 6.5 (W/mk) at 20 ◦C to 4.14 (W/mk) at 220 ◦C.
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Finally, the thermal model was computed numerically using finite elements on a regular grid with
300(x) × 150(y) cells.

Five source rock intervals were modeled: The Upper Jurassic Hekkingen Formation (S6), the Upper
Triassic Snadd Formation (S5), the Lower to Middle Triassic Kobbe Formation (S4), the Permian
Tempelfjorden Group (S2), and a Carboniferous pre-salt coaly source rock (Figure 1C, green rows in
Table 1). Since S4 is remarkably thick (Figure 2), we considered the source rock interval, presumably
correlatable with the Botneheia Formation in the western Barents Sea [33,35,53], to be only in the
uppermost 300 m of this unit. The large stratigraphic interval encompassed by the modeled source
rocks reflects the uncertainty in source rock distribution and thickness in the basin.

Table 1. Rock units and their parameter values for thermal modeling. For lithology definition,
the percentage of sandstone (ss), siltstone (slt), shale (sh), limestone (ls), coal (co) and salt (sl) is defined.
Source rock intervals are colored green. Values of thermal conductivity and heat capacity are given for
each unit at 20 ◦C.

Unit Lithology
Density
(kg/m3)

Surface
Porosity (%)

Factor c
(1/km)

Thermal
Conductivity

(W/mK)

Radiogenic
Heat

(microW/m3)

Specific Heat
Capacity

(Kcal/K/Kg)

S7 ss20,
sh80 2730 53.5 0.57 2.01 1.31 0.21

S6 ss10,
shs20,sh70 2721 59.5 0.65 2.11 1.37 0.21

S5 ss70.
sh30 2714 49.7 0.47 3.03 0.88 0.2

S4 ss30,
sh70 2566 61.3 0.67 2.13 1.31 0.21

S3 ss30,
sh70 2706 61.3 0.67 2.13 1.31 0.21

S2 sh10,
ls90 2709 52.9 0.55 2.51 0.73 0.2

S1 sl100 6.5 0.01 0.21

Pre-salt
ss25,
sh50,
co25

2540 63.65 0.64 1.34 0.97 0.23

Basement Gneiss 2.7 2 0.19

5. Results

5.1. Thermal Evolution

Figure 7 depicts the modeled evolution of temperature through time in the central sub-basin
(Figure 7A) and eastern sub-basin (Figure 7B). During the initial Late Permian stage prior to salt
mobilization, in the central part of the basin the thermal gradient is reduced within the salt (up to 3 km
thick) as depicted by widely spaced isotherms (Figure 7A,B, VIII). Temperatures are elevated above the
salt, implying enhanced heat flow. Towards the shoulders of the basin, the regional thermal gradient
is reestablished.

In the Early to Middle Triassic stages, when salt was mobilized and reached the surface (Figure 7,
IV to VII), the temperature distribution was altered as salt diapirs provided vertical conduits for
conducting heat out of the basin, inducing a negative thermal anomaly in the interior of the diapirs.
This thermal anomaly is highest at the center of the diapirs and gradually decreases outwards.
Isotherms within the diapirs are widely spaced and, as a consequence, isotherms are deeper below
salt than in the adjacent minibasins. Around the salt diapirs, the temperature is also affected by the
reduced geothermal gradient inside the diapir. The wide, isolated diapir in the eastern sub-basin
shows this effect more clearly (Figure 7B, IV). In this diapir, the temperature contrast between the salt
interior and surrounding minibasins at ~3 km is as much as 30 ◦C. In the central sub-basin (section A),
the negative thermal anomaly of a single diapir cannot be seen as the diapirs are narrower and closer
together (Figure 7A, IV). In this section, the thermal effect of each diapir mutually interferes, resulting
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in a combined effect that lowers the isotherms below the regional trend. In the center of the basin,
temperatures are as much as 60 ◦C lower than those in the platform areas far from the salt effect.

After deposition of the Upper Jurassic and Cretaceous-Cenozoic sediments, the salt diapirs are no
longer connected to the surface (Figure 7, stages II and III). A positive thermal anomaly developed
above the closely spaced diapirs in section A and above the single diapir in section B owing to the
focusing of heat by the underlying salt. In section A, the temperature rises ~10 ◦C above the largest
diapir compared to the surrounding sediments (Figure 7A, II) while in section B the temperature rises
~15 ◦C above the massive diapir (Figure 7B, II). The negative thermal anomaly within the salt diapirs is
still present, but at a lower intensity than in previous stages.

Several pseudo-wells along the sections demonstrate the thermal effect of the salt at present
day. In the central sub-basin (section A), we extracted temperatures in pseudo-wells through a small
diapir at 9 km from the northern edge of the cross-section, and through a wider diapir at 17 km.
Temperatures were also extracted in pseudo-wells at 27 km and at 56 km in a minibasin and a platform
area, respectively (Figure 7A, I). Figure 8A depicts the distribution of temperature in these wells.
The thermal gradient in the small diapir (9 km well) is greater than in the large diapir (17 km well).
The temperature difference between these wells is ~15 ◦C at a depth of 5 km. In both diapirs, the thermal
gradient beneath the salt increases and depicts a similar trend to the one observed at the well in the
platform area (56 km well). The temperature beneath the small diapir (9 km well) is still ~25 ◦C higher
than below the large diapir (17 km well) (Figure 8A). These differences are most likely related to the size
of the diapirs, with the wider diapir conducting heat more efficiently. Significant thermal differences
exist between the two wells outside salt structures (27 and 56 km wells). The maximum temperature
difference between these two wells is ~35 ◦C at a depth of 5 km (Figure 8A). Although both wells are
outside the salt diapirs, the well in the minibasin (27 km) is between closely spaced diapirs whose
mutually interfering effect induces a broad negative thermal anomaly in the central part of the basin.
Therefore, temperatures in the minibasin resemble those in the salt diapirs rather than those in the
platform areas.

In the eastern sub-basin (section B), we extracted temperatures in pseudo-wells at 29 km from the
northern edge of the cross-section in a minibasin, at 45 km through the massive diapir, and at 100 km
in the platform area (Figure 7B, I). Figure 8B displays the distribution of temperature in these wells.
The temperature gradient in the salt diapir (45 km well) is considerably lower than in the minibasin
and platform area (29 and 100 km wells). The greatest temperature difference is ~110 ◦C at a depth of
7 km between the wells in the diapir (45 km) and the platform area (100 km). The well in the minibasin
(29 km) shows intermediate temperatures, although still it is ~70 ◦C warmer than the diapir at a depth
of 7 km (Figure 8B). These significant thermal differences are most likely related to the large size (width)
of the salt diapir.
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Figure 7. Evolution of temperature through time in (A) section A in the central sub-basin, and (B) section
B in the eastern sub-basin. Black lines are unit contacts and red lines are isotherms. For guidance,
stippled unit is the Lower to Middle Triassic Kobbe Formation (S4). Figure 1B shows the location of
the sections.
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Figure 8. Modeled, present temperature distribution in pseudo-wells along (A) section A in the central
sub-basin, and (B) section B in the eastern sub-basin. Thick lines in the minibasins and platforms
wells show the temperature distribution in potential reservoirs. Figure 6 (I) shows the location of
the pseudo-wells.

5.2. Source Rock Maturation

Figure 9 depicts the evolution in thermal maturity that each of the modeled source rock units
experienced through time. The vitrinite reflectance model developed by Sweeney and Burnham [54]
was implemented for maturation modeling of the source rocks. It simulates the onset of the oil window
at 0.55%Ro, and the upper limit of thermogenic gas (dry) generation at 4%Ro.

In the Late Permian, pre-salt source rocks in the central part of the basin were buried at depths
of more than 4 km, and maturities of 0.7–1.0%Ro were attained (Figure 9, VIII). In the basin’s
margins, the same rocks were shallower at ~2 km and accordingly, they were immature (<0.5%Ro).
Upper Permian (S2) source rocks were shallowest and immature.

From the Early Triassic until the Late Jurassic, salt mobilization was confined to the central part
of the basin (Figure 9, III–VII). Salt evacuation resulted in minibasin subsidence and infilll, causing
progressive maturation along the axes of the rapidly subsiding minibasins. Pre-salt and Upper Permian
(S2) source rock units were deeply buried in the central part of the basin where their maturities were
highest. Maturity in these units systematically decreases updip away from the salt bodies. In the central
sub-basin, source rock maturity exceeded 2.0%Ro and reached maturities beyond any hydrocarbon
generation (>4%Ro, Figure 9A, III). In the eastern sub-basin, the thermal maturities generally were
lower and ranged from 0.55 to 4.0%Ro, although locally these source rocks exceeded values of 4.0%Ro
(Figure 9B, III). The base of the source rocks modeled at the top of the Lower to Middle Triassic (S4)
unit locally attained maturity values higher than 0.55%Ro in the central sub-basin (Figure 9A, III).

From the Early Cretaceous through the Cenozoic, widespread sedimentation increased the burial
of source rocks to their maximum maturity. In the central sub-basin, Paleozoic (pre-salt and S2) source
rocks mostly became overmature (>4%Ro) in the central part of the basin, whereas over the platforms
they lied within the gas window (1.3–4%Ro, Figure 9A, II). In the eastern sub-basin, the Paleozoic
source rocks lied within the gas window, except in the southern mini-basin where they were overmature
(Figure 9B, II). The maturity of the Triassic (S4 to S5) and Jurassic (S6) source rocks generally exceeded
0.55%Ro, and locally reached a maximum of 1.0–1.3%Ro in the central sub-basin (Figure 9A, II). In the
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eastern sub-basin, Upper Triassic to Jurassic source rocks (S5 and S6) were immature near the diapir,
while Upper Permian source rocks (S2) were still in the late oil to wet gas window adjacent to this
diapir (Figure 9B, II). A similar although less pronounced effect is observed along the flanks of the
northern, widest diapir of the central sub-basin (Figure 9A, II).

In the Late Cenozoic, compression caused widespread uplift and exhumation, and subsequently
the Mesozoic-Cenozoic section underwent erosion, freezing maturation. At present-day, exceptionally
low maturity in the Upper Permian to Jurassic source rocks exists along the flanks of the salt diapirs
(Figure 9, I). This reduction in thermal maturation in the vicinity of salt diapirs is ubiquitous, indicating
that source rock maturation was not only controlled by burial, but also by the thermal anomalies
induced by the salt structures. In the central part of the basin, pre-salt and Upper Permian (S2) source
rocks are deeper and mostly overmature in the central sub-basin, while in the eastern sub-basin they
are in the late oil to dry gas window (Figure 9, I).

In order to better visualize the effect of salt on source rock maturation, we generate vitrinite
reflectance versus depth trends in two pseudo-wells through minibasin locations, at 27 km in section A
and at 29 km in section B (Figure 9, I). 1D modeling was performed both with the presence of the salt
diapirs (continuous lines, Figure 10) and with the salt diapirs substituted by sediments (dashed lines,
Figure 10). It should be noted that maturation freezes at ~23 Ma when regional uplift of the basin
is simulated.

At the 27 km location in the central sub-basin, pre-salt and Upper Permian (S2) source rocks
experienced a rapid maturation that drove them into the dry (pre-salt) and wet gas (S2) window at
~240 Ma (Figure 10A). Thermal maturation continued, and both intervals became overmature (>4%Ro)
at around 150 Ma (pre-salt) and 50 Ma (S2). Without the negative thermal effect of salt structures,
these source rocks would have entered the oil window as early as 315 Ma (pre-salt) and 255 Ma (S2),
and they would have become overmature at ~255 Ma. The Lower-Middle Triassic (S4) source rocks
entered the oil window at ~220 Ma, and gradually maturated to present values of ~1%Ro (Figure 10A).
In the absence of salt structures, these rocks would have reached the oil window at ~250 Ma, and they
would presently be in the wet gas window (~1.7%Ro). The Middle-Upper Triassic (S5) source rocks
entered the oil window at ~85 Ma and reached a maximum vitrinite reflectance of ~0.8%Ro. On the
other hand, The Upper Triassic-Upper Jurassic (S6) source rocks barely reached the oil window at
~30 Ma (Figure 10A). These two organic rich intervals would have been oil mature at ~135 Ma and
75 Ma, and they would presently be in the late (1.15%Ro) and main (0.75%Ro) oil window, respectively,
if no salt structures existed in the basin.

In the eastern sub-basin at the 29 km location, the pre-salt and Upper Permian (S2) source
rocks experienced a rapid transition from immature to the wet gas window in the Early Triassic
(~250 Ma, Figure 10B). Maturation continued without interruption and these units reached the dry
gas window (pre-salt = 3.7 and S2 = 3.35%Ro) before the Oligocene uplift (~23 Ma). In the absence
of salt structures, these potential source rocks would have been overmature at ~170 Ma and 85 Ma,
respectively. Mesozoic source rocks (S4, S5, and S6) are overall marginally to mid-mature (Figure 10B).
The Lower-Middle Triassic (S4) source rocks entered the oil window at ~105 Ma, and reached a
maximum maturity of ~0.7%Ro. The Middle-Upper Triassic (S5) interval entered the oil window at
~60 Ma and attained a maturity of ~0.65%Ro. The youngest Triassic-Upper Jurassic (S6) source rocks
are marginally mature with vitrinite values of ~0.53%Ro. Without the massive salt diapir, the maturity
of these three organic rich intervals would be 0.9, 0.75, and 0.65%Ro, respectively.
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Figure 9. Source rock maturation through time in (A) section A in the central sub-basin, and (B) section
B in the eastern sub-basin. Figure 1B shows the location of the sections.
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Figure 10. Source rock maturation through time in a pseudo-well perforating a minibasin in (A) section
A in the central sub-basin, and (B) section B in the eastern sub-basin. Two scenarios are compared:
One with salt structures as observed today (continuous lines), and another without salt structures
(dashed lines). Figure 9 (I) shows the location of the pseudo-wells.

6. Discussion

6.1. Uncertainties

In confined salt-bearing basins, such as the Nordkapp Basin, seismic imaging and interpretation
of salt bodies are certainly challenging due to the steeply dipping diapir flanks and complex ray
paths of the seismic waves travelling through the salt [55,56]. Consequently, poor seismic imaging of
salt structures can lead to incorrect interpretation of their shapes, which undoubtedly has negative
consequences for determining the progressive evolution and thermal effect of salt structures through
time. Uncertainty also arises from depth conversion of the seismic profiles. Figure 3A displays a wide
range of interval velocities due to lateral variations in lithology and different degrees of compaction and
diagenesis. In addition, the velocities of deep sediments within the Nordkapp minibasins are unknown
because there are no exploration wells through the entire minibasins stratigraphy. Despite these
uncertainties, the velocity model used in this study provides similar results (depths) to previous
magnetic and gravity studies by Gernigon et al. [23] in the Eastern Barents Sea.

2D structural reconstructions involve several uncertainties associated with the type of unfolding
method (flexural slip vs simple shear), decompaction curves, water depth, and elastic thickness.
Testing different restoration parameters will indeed result in different paleogeometries. However,
the objective of this paper is not to test the sensitivity of model parameters but rather use reasonable
parameter values. For example, we use simple shear to remove the deformation caused by passive
diapirism because the length loss adjacent to salt diapirs is negligible compared to the length of the
section. On the other hand, we use flexural slip in sequences SU2 and SU3 because it preserves length
in these parallel-folded units [57]. Based on studies by Klausen and Helland-Hansen [58], we use
the Sclater and Christie [51] decompaction curve because it fits well the porosity versus depth trends
observed on borehole data in the Barents Sea. Finally, an elastic thickness of 20 km was chosen based
on Gac et al. [41].

In terms of thermal modeling, most of the crucial stages (IV to VIII) for the formation of the
Nordkapp Basin encompass a relatively short (~20 Ma) and old (Permian-Early Triassic) time interval
(Figure 5D). Therefore, restoring sensible boundary conditions (basal heat flow and SWTI) for this
period is crucial. Inevitably, assumptions are intrinsic to the model due to the general lack of
calibration data, with the exception of a few bottom well temperatures and vitrinite data (Figure 6).
Extrapolating boundary conditions calculated in the western sub-basin to the central and eastern
sub-basins can be unrealistic, since the initial thickness of the Post-Caledonian crust and lithosphere,
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and the amount of rifting defined by β most likely varied along the basin [42]. Additional uncertainty
arises from the need to simplify lithologies, particularly for the deepest units, given the importance of
their thermal conductivities and heat capacities in the simulations.

On the other hand, the model, as designed, would greatly benefit from assessing the distribution
and thickness of the source rocks in each of the minibasins. For the petroleum system, the evaluation
of the actual presence of good reservoir levels in the basin is a must. Despite these limitations,
the modeling results represent the Nordkapp Basin geology and tectonic evolution, and they can be
used to develop further exploration concepts in this basin and other basins alike.

6.2. The Importance of Thermal Modeling in Confined Salt-bearing Basins

The thermal effect of salt structures has been documented by previous studies in passive margins
such as the Gulf of Mexico [6,9]. In this tectonic setting, salt deposition occurs in unconfined large
areas where accommodation is controlled by thermal subsidence [59]. This also produces tilting of the
margin, which in turn triggers downslope salt gliding and structures such as salt stocks, salt tongues,
and allochthonous salt sheets [2]. These structures have received special attention due to their sealing
capacity and their impact on maturation of underlying source rocks [6,8–10].

In the case of salt-bearing rift basins, syn-rift salt deposition is really limited by the rift geometry [59].
Salt mobilization by either extension and/or differential loading results in a structural style consisting
of sub-vertical and closely spaced salt structures, which commonly coincide with the presence of
subsalt faults [60–62]. Factors such as diapir shape and spacing play an important role in the thermal
evolution of these basins [9].

Combined structural restorations and thermal modeling from the Nordkapp Basin indicate that the
shape of salt diapirs and their inherent thermal anomalies vary through time and display a characteristic
negative thermal effect (i.e., downward shift of isotherms), which is directly proportional to the width
of the salt diapir (Figure 7). This is clearly observed in the eastern sub-basin (section B), where the
presence of a wider and isolated salt diapir induces a strong, but laterally limited, negative anomaly.
Temperatures along the diapir flanks could be up to 70 ◦C cooler and exceptionally low (~150 ◦C)
at depths of ~9 km beneath the diapir. This integrated approach also highlights that closely-spaced
diapirs in the central sub-basin mutually interfere and produce a combined negative thermal anomaly,
which lowers the temperature in the minibasins by up to 50 ◦C with respect to the adjacent platform
areas. Thus, although large salt tongues and allochthonus salt sheets are absent in confined basins,
sub-vertical and closely spaced salt structures still generate a combined thermal anomaly that extends
over large areas of the basin.

6.3. Implications for the Petroleum System

Salt diapirs in confined basins impact the petroleum system by retarding maturation of organic
rich sediments, expanding the hydrocarbon generation window, and hindering diagenetic processes in
reservoir levels. Figure 11 summarizes the implications of our results for the petroleum system of the
Nordkapp Basin.
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Figure 11. Petroleum systems chart for the Nordkap Basin. Insights from the modeling results are
incorporated in the chart.

6.3.1. Source rocks

Present day vitrinite reflectance values in the Nordkapp Basin indicate that when maturation
ceased upon uplift in the Oligocene, Mississippian (gas-prone) and Permian (oil-prone) source rock
units were mostly overmatured (Figure 9A, I, and Figure 11). In areas where pre-salt source rocks lied at
shallower depths (e.g., eastern sub-basin and basin shoulders), Paleozoic source rocks were still within
the gas window (Figure 9B, I, and Figure 11). The modeled Permian source rocks show exceptional
low maturity at the flanks of the massive salt diapir in the eastern sub-basin. The Middle-Upper
Triassic oil and gas prone source rocks were most probably able to generate hydrocarbons as they
entered well into the oil window (Figures 10 and 11). Hydrocarbon generation from the Upper
Jurassic oil-prone source rocks, however, is limited since these rocks were marginally to early mature.
It is noteworthy that in the vicinity of salt structures, i.e., minibasins, thermal maturation rates are
diminished (Figure 10). In the absence of such structures, the timing of maturation and generation
of the different hydrocarbon phases is much earlier than what is implied in Figure 11, substantially
affecting the petroleum system evolution.

6.3.2. Reservoirs

The negative thermal anomaly caused by salt diapirs may have prevented temperature-driven
diagenetic processes (e.g., quartz cementation) in potential reservoirs of Triassic and Jurassic age
(Figure 7, II). Nevertheless, diapir widening must also be considered when assessing the impact of
diagenesis in flanking reservoirs. This process can naturally enhance the stress at diapir flanks, causing
quartz pressure dissolution, and subsequent decrease of reservoir quality [2]. This needs to be given
attention in the Nordkapp Basin since structural restorations suggest significant diapir widening from
the Middle Triassic to the Late Jurassic (Figure 4, III–IV).

6.3.3. Traps

Based on the structural restorations, near-diapir structural and stratigraphic traps were present
since the end of the Early Triassic (Figures 4 and 11). Megaflaps [5,63] and halokinetic sequences [5,64,65],
which formed in response to the active and passive stages of diapirism from the Early Triassic to
Cretaceous (Figure 4, IV–VII, and Figure 11), are present at different stratigraphic levels. Potential traps
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also include Early–Middle Triassic half turtle structures (Figure 4, IV) and suprasalt fault complexes at
the basin boundaries (Figure 4B, I).

6.3.4. Seal and migration

Impermeable salt can act as a seal rock for vertical and lateral migration of hydrocarbons in the
Nordkapp Basin. The structural restorations illustrate that salt welds were present since the end of
the Early Triassic (Figure 4, V). This welding may have allowed gas migration from Mississippian
gas-prone source rocks into suprasalt Mesozoic reservoirs, which in turn may have favored reservoir
porosity preservation at high depths, as documented by McBride et al. [6] for the Gulf of Mexico.
Additionally, closely spaced diapirs in the central sub-basin can generate laterally sealed minibasins,
which if capped by fine-grained rocks could create favorable scenarios for hydrocarbon entrapment.

Continuous diapir growth and successive reactivation of suprasalt fault complexes during the
Mesozoic and Cenozoic could have also modified and/or destroyed structural traps and breached
seals, causing migration of hydrocarbons to shallower traps or escape from the system (Rojo et al. [18];
their Figure 20). Late Cenozoic regional uplift and erosion [39] may have led to hydrocarbon phase
separation, top seal failure, and remigration. The modification and destruction of traps, together with
deep hydrocarbon kitchens, could have resulted in a complex petroleum system, where migration
of petroleum, flushing of older traps, and mixing of hydrocarbons of different maturity and ages are
dominant features. These observations are consistent with the current understanding of the petroleum
system and geochemical data by Ohm et al. [16] and Lerch et al. [66] for the Norwegian Barents Sea.

7. Conclusions

In this study, we have integrated 2D structural restorations with thermal modeling to investigate
how halokinesis impacted the thermal evolution of the basin through time and to explore the
implications of the modeled thermal history on the petroleum system of the Nordkapp Basin,
a confined, salt-bearing rift basin.

Combined structural restorations and thermal modeling show that the shape of salt diapirs
and their negative thermal effect change through time. In the case of an isolated salt diapir, it
induces a strong, but laterally limited, negative anomaly, which is directly proportional to its width.
Temperatures along the diapir flanks are 70 ◦C cooler and are exceptionally low (~150 ◦C) at depths of
~9 km beneath the salt. On the other hand, the thermal anomalies of closely-spaced diapirs mutually
interfere and generate a combined negative thermal anomaly that reduces the temperature in the
minibasins by up to 50 ◦C with respect to the adjacent platform areas.

Although large salt tongues and allochthonus salt sheets are generally absent in confined rift
basins, sub-vertical and closely spaced salt structures still generate a combined anomaly that extends
over large areas of the basin. As a result, thermal maturation of the source rocks in the minibasins is
retarded, and the hydrocarbon generation window is expanded. Thus, laterally-sealed minibasins
offer favorable scenarios for deeper than normal hydrocarbons kitchens and entrapment in various
near-diapir structural and stratigraphic traps.
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Abstract: Salt structures are attractive targets for hydrocarbon exploration. Salt can flow as a viscous
fluid, act as hydrocarbon seal, and salt-related deformation may create reservoir traps. The high
conductivity of salt can be crucial for hydrocarbon maturation in a basin. Here, we present results
from the study of salt structures on the Eastern flank of Central Graben, on the Norwegian sector
of the North Sea. By using our in-house basin modeling software (BMTTM), we modelled the salt
structure evolution and the effects of salt on temperature and maturation. Our results show up to
85 ◦C cooling due to the salt heat pipe effect. An integrated impact of cooling is the depression of
vitrinite Ro by up to 1.0% at the base of a large salt balloon. Our work shows that it is of critical
importance to correctly identify salt volumes and to have a good geological model, and to understand
the timing and geometrical evolution of salt structures. This study is, to our knowledge, the most
specific analysis of the impact of salt on basin temperature and maturation published so far, and is an
example of how basin modeling in the future should be an integrated part of exploration.

Keywords: salt structures; modeling principles; geohistory evolution; temperature effects; conductivity
effects on maturation

1. Introduction

All over the world, salt structures are found to be potential targets for hydrocarbon exploration [1].
The low density and the viscous nature of salt enable it to deform by buoyancy flow, distorting,
and perhaps penetrating sedimentary sequences above it. Hydrocarbons may be trapped under large
domes above salt, along salt flanks, under salt over-hangs, or along salt associated faults. The structural
traps we see on the present seismic sections are unlikely to be the structures that were in place
when hydrocarbons migrated into the area. Thus, reconstructing the evolution of salt structures may
be crucial for constraining the filling and spilling of hydrocarbon accumulations. Due to the high
thermal conductivity of salt, salt structures act like heat pipes and can dramatically change subsurface
temperatures, potentially affecting the timing of hydrocarbon maturation.

For a general overview of principles of salt properties and the concept of salt tectonics, the new
textbook of from Reference [2] is recommended.

Simulating the evolution of a salt structure is not straightforward because many different processes
and deformation mechanisms are involved. Salt deforms as a viscous fluid, whereas the surrounding
sediments typically deform by brittle and/or viscous and elastic mechanisms. Salt movement may
be triggered by local faulting or regional extension, compression or strike-slip, differential loading,
erosion, dissolution, etc. [3,4], and the mobilization of the salt invokes several other processes that can
reinforce the salt flowage. Salt flowage and accumulation of salt in central pillows, domes, or diapirs
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assume withdrawal and thinning of the salt from the surrounding area (e.g., Reference [5]). This again
causes increased subsidence and collapse of the overburden, which provides accommodation space for
sedimentation, in turn enhancing the salt drive. Likewise, doming and uplift of overburden above
the evolving salt may lead to erosion, increasing the gravity instability by removing mass above the
thickest part of the salt and loading erosive material on the flanks. The upward movement of salt will
apply an upward force on the sedimentary overburden. This effect can create overpressure in certain
areas and affect the sealing and fluid-flow properties of a reservoir.

Salt has very unique properties compared to the surrounding sediments.

• It behaves as a plastic material under stress. If the applied stress is equal to or larger than a
characteristic yield stress, it will flow or creep. Rock creep needs high temperatures, but salt can
creep even at room temperature if it contains water [2].

• Salt has high seismic velocity (~4500 m/sec. [6]) leading to unreal “velocity pull-up structures”
beneath the salt in seismic time-sections.

• The thermal conductivity of salt (K) is up to three times greater than the surrounding sediments [7].
• Salt mobility is dependent on temperature and the amount of water in salt [2]. Dry, cold salt is

immobile [8], whereas wet salt at 60 ◦C and 280 bar confining pressure only can support 30% of
the confining stress of dry salt (see Reference [9], referred in Reference [10]).

• Salt does not compact like sediments, but have a more or less constant density of ~2.15–2.20 g/cm3

as a function of depth [11–13] (see Figure 1).

Clastic sediments have lower density at deposition, but compacts rapidly by burial due to the loss
of porosity. At 1000–1500 m depth, sediment density equals the density of salt. Thus, with a sediment
cover of more than 1000–1500 m salt movement is enhanced by buoyancy. In Reference [12], it is stated
that a burial below at least 1600 m and more typically 3000 m of siliciclastic sediments is required
before the average density of the entire overburden exceeds that of salt, and a diapir is able to reach
the surface driven by buoyancy alone.

Salt movement is generally initiated by instability and as long as the sediment load is equally
distributed over a flat salt surface, no salt movement will occur.

The density relationship with the depth for salt and surrounding sediments are shown in Figure 1.
Lateral instability of the salt could be caused by tectonic events, differential loading, erosion, dissolution,
tilting, or folding of the overburden by compression or drag by moving overburden, etc. These factors
could create a relief on the surface of the salt sufficient to start movement of salt towards the locally
highest point of the salt surface. When the flow of salt has been initiated, it will continue and be
self-supported by buoyancy.

Figure 1. Salt has constant porosityand density, whereas sediments compact and lose porosity as they
are buried. When the surrounding sediments have a higher density than salt, buoyancy will drive
the upward movement of salt. The curves show the properties of sediments used in the modelling in
this paper.
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Salt movement will increase the initial relief, and withdrawal of salt from an area will create
accommodation space for more sediments, which again will enhance differential loading-stress.
Salt movement will slow, and eventually halt, as the diapir grows tall and reaches levels close to the
surface. The lithostatic stress from above is lowered and accordingly plasticity of salt is reduced. At the
same time, the effect of buoyancy is lost, and the drag effect and friction from surrounding sediments
is increased. The structural evolution of salt has been modeled with both physical and numerical
models, but very little is published on the temperature and maturation effects of salt structures except
for Reference [14] that modelled these effects on very simple geometries.

This paper reports modeling of salt evolution in Southern North Sea and quantification of the
temperature effects around salt diapirs. The modeling was done to quantify the effects on maturation
and petroleum potential around the modeled salt structures, and in general to highlight the importance
of addressing these effects when exploring for hydrocarbons around salt structures.

2. Study Area

The modeled salt structures are situated on the Hidra High (Model 1), and Sørvestlandet High
(Model 2) on the platform just East of Central Graben in the Southwestern part of the Norwegian North
Sea shelf (Figure 2).

 

Figure 2. Overview map of the study area situated on the eastern flank of the Central Graben seen
as the green basement trend between the blue platform areas. Maps are modified from Norwegian
Petroleum Directorate (NPD) maps. The inset map shows the study area situated centrally in the North
Sea between mainland UK and Norway. Model 1 is positioned close to Well 1/3-8 on the Hidra High.
Model 2 is shown by the red line. Hydrocarbon discoveries are shown in pink and light green.

Several oil fields (Mime, Ula, Tambar and Gyda) on the Cod Terrace and Sørvestlandet High and
other discoveries in the areas are situated over salt structures with reservoirs in Upper Jurassic Ula
sandstone [15]. On the Hidra High, several hydrocarbon discoveries are made including gas and oil in
Late Paleocene Forties Formation (Oselvar, Ipswich), gas in Late and Early Cretaceous (1/3-1) and oil
and gas condensate in Jurassic reservoirs (King Lear, Romeo). The Sørvestlandet area is dominated by
pod-interpod salt structures [16–19]. Pods are irregular rounded basin filled with Triassic sediments
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and distributed in a matrix of Zechstein salt forming walls, diapirs, ridges, and highs in a polygonal
hive-pattern between the pods (Figures 3 and 4). The pods are capped by Jurassic to Cretaceous
sediments. A system of collapse grabens in the Cretaceous unit follows the salt ridges surrounding the
pod basins as can be seen in Figures 5 and 6. Their positions indicate a development related to vertical
movement of salt structures and coeval subsidence in the pod basins.

The hydrocarbon potential in this area is related to Upper Jurassic reservoir rocks above structures
defined by salt tectonics. A thick, more or less uniform salt unit was deposited over the entire
area in Permian time, and has gradually developed into the complex salt structures we see today.
Their development is related to episodes of salt movement from Early Triassic to Neogene time
(Figure 4). The Model 2 profile crosses the Oda structure (well 8/10-4S) where oil is discovered in
the Ula sandstone above a large salt structure. Other structures in the area have proven to be dry,
thus it is of great importance to increase the understanding of the evolution and stratigraphy of similar
undrilled structures in this area.

3. Geology

3.1. Stratigraphy

A standardized stratigraphic column for the Central Trough area is shown in Figure 3.
The geological development in the greater Central Through area starts with clastic deposits of
Paleozoic rocks, Devonian and Permian Rotliegend strata, as observed in the Embla field (block 2/7).
The Paleozoic strata are generally interpreted to be continental and arid deposits. At the end of the
Paleozoic (Late Permian time), the entire Southern North Sea basin developed into a large evaporitic
basin; the northern Zechstein basin, with relatively thick and widespread salt and evaporite deposits.

The Mesozoic commenced with Triassic deposition, believed to be dominantly continental, and
additional accommodation space is generated from Permo-Triassic rifting. The Triassic sediment
thickness is generally significant. On the UK “J-block” (on Josefine Ridge), just West of the study
area, productive Triassic intervals are exploited, and productive Triassic sandstones are present in the
Ula field (7/12) and at the Gaupe field (block 6/3). The significant thickness of the Triassic actually
commenced halokinesis of the Zechstein group salt by the Middle to Late Triassic time.

The Jurassic saw the introduction of marine sedimentary environments in the Central Trough area,
but after the deposition of the terrestrial Bryne Formation. The Upper Jurassic is clearly marine and
the Ula Formation yield several producing fields. The Mandal Formation, plus partly the Farsund and
Haugesund Formations, are the dominant source rocks for the petroleum in the area. Strong rifting
occurred in the Late Jurassic.

The Cretaceous is totally marine with marly and shaly deposits of the Cromer Knoll Group (Lower
Cretaceous) and chalky deposits of the Shetland (or Chalk) Group (Upper Cretaceous). The Cretaceous
sediments were deposited in a passive setting, without rifting. The Chalk strata exhibit significant
production, notably from the Ekofisk Field in block 2/4. In the Tertiary, the passive and relatively deep
marine sedimentation continued, shale is the dominant lithology. However, sandy systems, especially
the Forties Formation system, reached the study area and comprise several fields; Blane, Cod and
Oselvar have all produced from the Paleocene Forties Formation.

3.2. Triassic Pod Basins

It is known from literature that salt movement in this area started already in Early Triassic and the
large salt-structures were clearly defined before deposition of the interpreted Cretaceous and younger
horizons, see e.g., References [3,19,20].

Our interpretation and analysis of the Triassic sequences also revealed that the major salt structures
were established already in the Early Triassic time (Figure 4). Their position is closely related to faults
in the pre-salt sequence. Late Permian to Early Triassic tension, possibly related to movement along
the Tornquist Zone [20,21], leads to extensional faulting. The faulting created a surface relief on the
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salt, which focused the deposition into depressions that gradually developed into deep basins. As a
surface relief was created, and the sediment load was enough to apply a stress above the yield stress,
the lower part of the salt deformed plastically and started to move. Once the areas of deposition and
areas of salt growth were fixed, the structures were exaggerated by repeating this salt flow pattern for
each deposited sedimentary sequence in a self-supporting system. During Triassic time, the deposition
concentrated in circular sag-basins or pods between more or less evenly spaced salt diapirs and
ridges. This is seen especially in the North of the Ula Fault (Figures 5 and 6) on the Cod Terrace and
Sørvestlandet High. Between the sag basins, relatively lower “salt-saddles” acted as salt-feeders into
the main salt structures that develop where salt walls and saddles join up in the corners of a polygon
pattern. The modeled profile in this study crosses several pod-basins and salt saddles north of the Ula
–Gyda Fault Zone (Figures 2 and 5), close to the top of the salt structures 7/9-1 and Oda.

 
Figure 3. Stratigraphic column from the Central Trough area, modified from Norwegian Petroleum
Directorate (www.npd.no).
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Figure 4. General section across the Central Graben showing the sequential evolution of salt structures.
The study area is situated on the Jæren High to the right on this figure. The inset map shows the
position of the regional transect in red. The Figure is modified from Reference [3]. The modeled
structures of this study are based on typical structures from Eastern Central Graben (Model 1) and
Jæren High (Model 2) whose position is shown as a blue line.
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Figure 5. Top Zechstein salt map showing typical Triassic pod basins (in blue colours) surrounded by a
polygonal pattern of salt walls and highs (in green-yellow colour). The red line shows the position of
the Northern part of Model 2.

3.3. Cretaceous Collapse Grabens

On the Base Cretaceous map (Figure 6), a characteristic polygonal pattern of grabens between the
salt structures defines the flexure between polygonal sag basins or “pods” around the salt structures.
The collapse grabens all appear in the Cretaceous above the “salt-saddles” or supra salt [19], and this
may be related to a Cretaceous phase of regional tilting and inversion (Figure 7), as suggested by
Reference [3] and others. Figure 4 shows a change from extension to compression in Early Cretaceous.

The WNW-ESE striking grabens seem to be the best developed, indicating a tensional stress
direction of SSW-NNE. If this stress was compressive, the relative high saddle-ridges acting as salt
feeders between the sag basins would be compressed and experience longitudinal extensional faulting
in the upper part due to bending. Concurrently, subsidence would be increased in the sag-basins
(“pods”) and sedimentation would resume (Figure 7). This inversion phase would thus lead to
increased salt movement and basin subsidence. Furthermore, this may have resulted in salt withdrawal
from the pod-defining ridges when salt moved into the major salt diapirs and later caused graben
collapse in these areas. Longitudinal narrow horsts are observed on top of some of the major salt
structures (Figure 8b). These may have developed as normal faults simultaneously with the graben
development, but later developed into horsts due to upward salt movement. As salt moves into the
highest structure, salt is withdrawing from the lower connected saddle ridges. As a consequence,
the extensional faults on these saddles developed into grabens due to net salt withdrawal here.
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Figure 6. Base Cretaceous (BCU) time map provided by Lotos showing Cretaceous collapse grabens
North of the Ula Fault. The Triassic sag-basins or pods are the polygonal flat areas between positive
salt-structures and supra-salt collapse grabens. The arrows indicate the direction of salt movement
away from the collapsing grabens accumulating into the growing salt diapirs. Red colors define the
shallowest areas, and purple defines the deepest areas. Red line shows the Northern part of Model 2.

 

Figure 7. Principle sketch showing how a compressional stress regime would affect basins, salt saddle
and diapir area. Extensional stresses above the saddle area act as a hinge between subsiding basins.
Extensional faults will follow the length axis of the saddle areas and could collapse when compression
ceases and renewed subsidence occurs. This could also explain the existence of crestal horsts seen on
the major salt structures (Figure 8).
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Figure 8. (a) Effect of Early Cretaceous compression from SW on an unfaulted surface. Blue arrows
indicate areas with increased subsidence, red arrows show areas with increased uplift. In the saddle
areas between basins and over the highest salt structures extensional faults will occur, as indicated
by the stippled lines and marked by E. The background figure is based on the BCU surface and
is manipulated in a photo editor to mimic a smoother pre-faulting surface. (b) Effect of renewed
subsidence. Collapse grabens (most prominent along the WNW-ESE trend) have developed along the
salt saddles. Horsts are developed on the highest salt structures. Background figure is an unedited
BCU surface interpreted by LOTOS.

4. Salt Reconstruction Modelling

4.1. Methods

The 2D modeling reported in this section was performed by the use of our in-house basin modeling
software BMT (see References [22,23], for more details). The following functionalities in BMT have
been used here:

i. Reconstruction of the geohistory. The geohistory reconstruction is carried out by a decompaction
technique in which the layers are removed one-by-one and corrections are made for the
present day compacted thicknesses. The decompaction technique (generally combined with
fault-restoration) gives a number of 2D ‘time-slices’ of the basin development.

ii. Calculation of temperature and maturity history. The calculation is based on the reconstructed
geohistory (in i.) using a finite-difference grid. Input for the modeling is paleo heat flow from
the mantle, surface temperature history, thermal conductivities, and heat capacities of the
sediments. The calculation of vitrinite reflectance is using EASY%RO model.

From an initial sediment composition at the surface, the porosity in a sedimentary basin will be
reduced and the density increased as a function of increasing stress and temperature. Empirically,
the final porosities in many lithologies show an exponential decline with depth. The calculation
of porosities in sedimentary basins is thus often done by using exponential lithology-specific
porosity–depth relations. These are typically given the form:

φ = φo exp(−cz)

where φ is porosity (fraction), φo is the surface porosity (fraction), c is a constant, and z is the depth
in km (see e.g., Reference [24]). The porosity parameters used in this modeling study are shown in
Table 1.

The salt movement is simulated during backstripping by manual editing of the salt geometry at
every appropriate time step. This is accomplished by two methods (Figure 9) that can be combined:
(1) Changing the lithology of a polygon at a given time (“litho-switching”) and (2) “inflating” or
“deflating” salt polygons (“mass editing”).
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Litho-switching allows adding or removing portions of a salt body to mimic salt growth or
withdrawal. It is used when a salt body completely pierces overlying sediments or when the salt body
grows horizontally, for example. For more details, see Reference [23].

Inflation and deflation technique allows the size and shape of a single salt polygon or a set of
salt polygons to be changed (Figure 9c). A polygon is inflated or deflated by increasing or decreasing
the length of the selected grid line, which is connected along the upper and lower boundaries of a
polygon. For more details, see Reference [23]. When a selected grid line is inflated or deflated, it will
remain fixed with respect to one of these boundaries while moving the other boundary upwards or
downwards. The polygons may be vertically inflated to many times their original height or deflated to
a thickness of less than one meter.

The mass added or removed by litho-switching is not accounted for in the modeling. For example,
if the lithology of a polygon is switched from salt to shale during reconstruction, the added shale mass
is not automatically deducted from elsewhere in the shale unit. In essence, the mass of a polygon that
has been litho-switched spontaneously appears or disappears. However, BMT quantifies the area of
selected polygons allowing the user to keep track of (and account for) the area added or removed by
litho-switching. Anyway, as salt movement by nature is three-dimensional with mass moving in and
out in all directions, there is no reason to keep volume-edited area constant in these 2D profiles.

 

Figure 9. Illustrations of methods for modeling salt movement in the BMT modeling software.
(a,b) litho-switching. The salt lithology for a polygon is changed at a given time. (c) Mass-editing by
polygon inflation. The selected vertical in red color, are extended above the upper (moving) boundary
while remaining fixed along the lower boundary. Note how overlying polygons are pushed upwards.

4.2. Geohistory Reconstruction

We are modeling the geohistory, temperature, and maturity development on two profiles from
the Eastern margin of the Central Graben, in the Norwegian part of the North Sea. The first profile
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(Model 1) is only 11 km long and includes a single salt structure. The second profile (Model 2) is 56 km
long and includes five salt structures (see Figure 2 for locations).

4.2.1. Model 1

Model 1 is one single balloon-shaped salt structure from the Hidra High (Figure 10). The salt
structure geometry of Model 1 was based on an interpreted seismic section close to a well 1/8-3 on the
Hidra High on the North-Eastern flank of the Central Graben (Figure 2).

 

Figure 10. Interpreted present-day geometry of Model 1. Units are coloured by age. Ex situ salt volume
is marked by cross-hatching. In situ salt coloured dark purple as defined by age interval (248–300 Ma).

Figure 11 shows the reconstructed geohistory combining litho-switching and mass-editing to
enable both upward and later horizontal movement of the salt volume into an overhang. The lithology
input parameters are shown in Table 1. The salt movement is initiated along a fault zone and once a
relief on the salt surface is established in Triassic time upward movement of salt continuous through
Cretaceous time when a vertical salt diapir of more than 5 km height was established. Increasingly
differential loading lead to a skewed development of the top salt bulb, bending it over and developing
it into a hemisphere asymmetrically placed relative to its now dramatically thinned and broken stem
during Paleogene to Cenozoic evolution.

Table 1. Lithology parameters used in the basin modeling.

Lithology
Surface Porosity
Fo

Exponential
Porosity Constant
c

Thermal Conductivity
(W/mK)

Specific Heat
Capacity
(J/kg K)

Claystone and
siltstone 0.63 0.51 1.7 (6% porosity)

1.0 (60% porosity) 940

Shale 0.63 0.51 2.8 (6% porosity)
1.2 (60% porosity) 1190

Chalk 0.70 0.71 2.04 (13% porosity)
1.23 (38% porosity) 1090

Sandstone Jurassic 0.37 0.58 2.04 (13% porosity)
1.23 (36% porosity) 1090

Sandstone Triassic 0.49 0.27 3.4 (6% porosity)
2.5 (40% porosity) 1080

Salt 0.04 0.05 5.1 (3% porosity)
5.0 (4% porosity) 1060

Basement 0.04 0.05 3.1 (3% porosity)
3.1 (4% porosity) 1100
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Figure 11. Reconstructed geohistory of Model 1, showing the stepwise evolution from a uniform salt
layer to the present day salt balloon. The figure is colored based on the lithologies used in the model.
The main salt volume protrudes through the Ekofisk and Hod chalks (in purple and blue) and is capped
by Cenozoic shales.

4.2.2. Model 2

Model 2 is based on a NNW-SSE striking seismic section across Jæren High and Sørvestlandet
High on the Eastern flank of Central Graben (Figure 2). The profile extends SSE-wards from the salt
structure near well 7/9-1 in the Southeastern part of Jæren High, and crosses the N-S striking Reke
Fault Zone, continues along the Southeastern part of Sørvestlandet High, until it ends after crossing
the Oda salt structure (well 8/10-4S) in the Oda Field.

The model was based on interpreted and depth-converted seismic sections and maps shown in
Figure 12. The seismic section was interpreted by LOTOS down to Base Cretaceous (BCU) and top and
base of the salt. The interpretations of the salt structures are based on clear folding or penetration of
Jurassic to Cenozoic sequences at the top, often with associated high amplitude reflection above the
top of the salt structures (caused by the presence of anhydrite). Down-flank, the interpretation is much
more uncertain as the seismic data are very transparent both in the salt and in the surrounding Triassic
units. The base of major salt structures is defined by the width of the velocity pull-ups observed below
the salt (Figure 12a).

The lack of regional seismic correlation markers within the continental Triassic units and the low
impedance contrast between Zechstein salt and Triassic pod units make interpretation and correlation
between pods difficult [17]. For the Triassic sequences, no ages were known. For the modeling,
14 Triassic sequences were interpreted and given ages evenly distributed between 248 Ma and 205 Ma.

The profile has five separate salt structures becoming increasingly more prominent throughout
Triassic times, as sedimentation focus on small semi-circular pod-basins pushing the salt into the
ridges between them. The distribution of these pods can be seen on the Top Zechstein map (Figure 5)
and less pronounced on the Base Cretaceous (BCU) map of Figure 12b, best developed North of the
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Ula-Gyda Fault Zone. The Triassic pod basins probably became welded to the pre-salt unit as salt
was completely removed below these pod basins during Jurassic to Cretaceous times. The smallest
structures seem to cease moving during Late Triassic to Jurassic times, whereas the largest structures
(i.e., 7/9-1 structure and Oda structure (8/10-4)) seem to have been actively growing well into Cenozoic
time. Note the grabens in the Cretaceous unit above the central salt structures (Figure 12a), also seen
as green lens-shaped depressions on the Base Cretaceous map (Figure 12b).

 

Figure 12. Interpretation of present-day structures on Model 2. (a) Interpreted depth-converted seismic
section. (b) Map of Base Cretaceous horizon with the position of the modeled profile. (c) Detailed
interpretation of Triassic sequences and possible interpretation within the salt structures. Continuous
stratification can be interpreted through the second diapir from the right, and one can speculate if this
really is a salt structure. Between this structure and the large Oda structure to the South, the lower
Triassic units seem to downlap onto a paleo-slope. A stippled “core” of the largest structures indicates
areas where no apparent stratification could be interpreted. In the temperature modeling, this “core”
was used as a minimum-salt model.

Strongly dipping and onlapping Triassic sequences are not found on this NW-SE profile, but are
commonly seen, especially in profile crossing the dip of the major WSW facing faults. These dipping
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units are related to asymmetric salt withdrawal in pods [17] and initial subsidence is related to
underlying faults. It is shown by numerical modeling that subsidence in a pod basin can affect other
pod basins close to it, it can also prevent subsidence, induce tilting, and cause asymmetric subsidence
and even lateral translation of entire pod basins [25].

As interpretation of salt structures was uncertain, three cases was modelled, as shown in Figure 13,
and used in the further geohistory- and temperature modelling.

 

Figure 13. Present day geometry input of Model 2, colored by lithology. From top: (a) Maximum-salt
model; (b) minimum-salt model; and (c) no-salt model. The locations of wells 7/9-1 and 7/12-11 are
projected onto the profile.

Interpretation and sequence analysis of the Triassic sequences suggest that subsidence and
development of Triassic basins (pods) started Northwest of the Oda structure relatively early in Triassic
time, probably related to fault movement in the pre-salt units and basement. In Late Triassic, sediment
deposition started south of the Oda structure. All the five salt-diapirs on this profile developed
in parallel until latest Triassic when the minor diapirs halted, while the Oda and 7/9-1 structure
continued to grow. These two structures continued to be actively growing at least into Paleogene
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times (Eocene-Oligocene). In the model, the structure at ~33 km (second structure from right) reached
a maximum height at Base Cretaceous time and lost volume and height in Cretaceous time as the
graben above developed and salt-mass was lost to the sides. Some of the time-steps reconstructed in
the geohistory are shown in Figure 14.

 

Figure 14. Geohistory reconstruction of Model 2. The figure shows 10 of the total 24 time-steps in the
model, including 14 time steps during Triassic time.

5. Modelling of Temperature History and Vitrinite Reflectance

BMT utilizes finite difference calculations by conduction with a rectangular finite difference grid
of varying sizes (cf. [23]). For every reconstructed time step in the geohistory, BMT builds a new
high-resolution thermal modeling grid. Around small features, the grid size is especially fine to
ensure realistic calculations. The difference grid in this study consists of a minimum of 400 × 400 cells
of varying sizes. The spatial variation in rock properties and possible differences from one time
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step to the next are adjusted for so that appropriate finite difference calculations are maintained.
The finite difference calculation by conduction is controlled by the temperatures from the previous
time step, thermal conductivity (vertical and horizontal), and specific heat capacity of the basin’s
lithology/lithologies.

Salt has much higher thermal conductivity than the neighboring sediments (cf. Table 1). This means
that a salt diapir that pierces through units of sedimentary rocks will lead heat up through the
surrounding, relatively less conductive, sediments that acts as insulation. This could lead to higher
temperatures in the units above salt structures and temperature depletion around the base of the
salt structure.

5.1. Temperature Effects of Salt

5.1.1. Synthetic Case

To examine the temperature effect of salt, we made a simple model with a vertical salt plug over
a thin salt layer (Figure 15). No thinning of the salt layer and no salt withdrawal with increased
basin subsidence is used in these models. The top of the model is kept at surface at all time steps.
All sediments were defined as shale.

 

Figure 15. Temperature effect of salt in the synthetic simple model. B) Model without salt diapir, (a,b)
with salt diapir (orange). (c) Difference in thermal conductivity between the two models, (d) temperature
difference between the two models. Grey to blue colors: Colder sediments in salt diapir model. Brown
to red colors: Higher temperature in diapir model.

The thermal conductivity of salt is strongly temperature dependent, described by a temperature
correction factor α. This factor is used in the following manor to correct thermal conductivity values
(equation modified from Reference [26]):

λ = λre f
�1�

�1 + αT�
where:
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λ is the corrected thermal conductivity in W/m◦C
λref is the thermal conductivity calculated at the reference temperature in W/m◦C.
α is temperature correction factor in 1/◦C, assumed here to be 5.0 × 10−3 ◦C
T is the temperature in ◦C

Figure 15 shows the input profile with and without salt and the resulting temperature effects.
The resulting effect on temperature is clearly seen in the temperature difference plot in Figure 15d
where the model with salt diapir has significantly higher temperatures in the sediments above the top
of the salt structure (brown to red colors), and colder sediments (grey to blue colors) at depth relative
to the case without the salt diapir. These simple models demonstrate that the conductivity difference
between salt and sediments play an important role in temperature distribution around salt structures.

5.1.2. Temperature History of Model 1

Model 1 is modeled with and without salt structures. The first model follows the evolution of salt
structures of Figure 11. The second model has continuous sedimentary units and a uniformly thin salt
unit at the base throughout the geohistory. Figure 16 shows the reconstructed geometries at two time
steps (20 Ma and 60 Ma) and the temperature difference between these two models.

 

Figure 16. (a–d) Reconstructed geometries at 20 Ma (a,c) and 60 Ma (b,d) without and with salt
structures, Figure (e,f) shows the temperature differences between the two models; temperature cooling
in blue colous and temperature increase as pink to red colors.

At 60 Ma the salt structure is still continuous and a strong vertical cooling effect is seen along the
salt. At 20 Ma the salt balloon is broken free from its stem and the vertical cooling is less. The relatively
hotter, isolated, salt balloon volume leaks heat upward into the shallow sediment section above.
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The temperature differences in these two models could be up to +5–10 ◦C above the salt at 20 Ma and
−35–40 ◦C in the salt stem. The paleo heat flow was constant across the profile and calculated by two
tectonic events in the area: A Permo–Triassic event and an Earliest Cretaceous event.

In the model, the entire width of the profile is affected by the temperature change. Deeper than
2 km, the temperatures are generally lowered with the existence of salt, increasingly towards the stem
of the salt structure. Increased temperature due to the salt structure is only seen in the upper part of
the salt balloon and directly above it. The largest difference in the sediments is found around the stem
of the salt balloon during Latest Cretaceous time (75 Ma) (see Figure 17), whereas maximum heating of
the area above salt occurred in Miocene time. The maximum modeled temperature reduction was
between 84.7 ◦C at 75 Ma (Point 3 in Figure 17). A maximum positive temperature difference of only
5.8 ◦C was modeled directly above the highest point of the salt structure at base Miocene time (point
1 in Figure 17). An intermediate point in the chalk unit (point 2) shows a maximum temperature
reduction in the salt model of 24 ◦C at 75 Ma.

 

Figure 17. Temperature history difference in models with and without the growth of a salt balloon
structure. The curves show temperature history of the points 1, 2, and 3 given on the two model profiles.
The temperature of point 1 above the salt increases by 5.8 ◦C in the salt balloon model, whereas the
lowest point below salt shows a decrease of more than 84 ◦C in salt model.
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5.1.3. Model 2

Due to the uncertainty in interpretation of the salt bodies on Model 2, we have made three
modeling options for determination of the temperature history and maturation (shown in Figure 13).
The temperature over the profile was calculated based on thermal conductivities of the sediments (as a
function of porosity; given in Table 1) and the modeled palaeo heat flow.

In Reference [26], the authors have found significant anisotropy in the thermal conductivities of
shales in the North Sea. This is taken into account in our study. The vertical and horizontal thermal
conductivities are shown in Figure 18a.

The palaeo heat flow was calculated by two tectonic events in the area; a Permo-Triassic event
and a Mid-Jurassic to Earliest Cretaceous event; see more details in Reference [22]. The effect of the
salt body on temperature history for a selected point (location; Figure 13c) above the salt is shown in
Figure 18b. The calculated temperature is, as expected, the highest for the maximum-salt model.

Figure 18. Thermal conductivity and temperature history for the three salt models shown in Figure 13.
(a) Thermal conductivities used in the modeling. Kv=vertical conductivity, Kh=horizontal conductivity.
Note that shale and claystones have different Kv and Kh. Other lithologies have uniform conductivities
in both directions. (b) Calculated temperature history for the point above the salt close to base of well
7/9-1 (position shown in Figure 13). (c) Present day calculated and observed temperature in wells 7/9-1
and 7/12-11.

The present day heat flow is found by calibration to present day temperature. The calculated
versus observed present day temperatures for the wells 7/9-1 and 7/12-11 are shown in Figure 18c.
The calculated present day temperature difference is approximately 10 ◦C between the max-salt model
and no-salt model. We have used uniform heat flow over the profile and the same matrix thermal
conductivities within the various sedimentary units over the profile. Based on these assumptions,
we see that the best match with the observed temperature in well 7/9-1 is given by the minimum-salt
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option and the no-salt option. The largest discrepancy is given by the max-salt option. A better fit for
the max-salt option could be achieved with a reduced heat flow; however, a reduced heat flow would
give larger discrepancies for well 7/12-11 for all three options; the three options are already at the lower
possible range.

Figure 19 compares the present day temperatures on the models with no salt and maximum salt,
as defined in Figure 13. In the model with salt, isotherm curves rise above the upper part of the salt
columns, but dip down in the deepest part of the salt and below the salt columns. The increase in
temperature can be visible at least 2400 m above the top of the large salt column at position 13 km on
the modeled profile. At the base of the intra-salt basins, the temperatures are lowered by about 20 ◦C.
At the top of the salt columns, the temperature increases up to 8.5 ◦C, most above the highest ones.

Figure 19. Calculated present-day temperature for models with salt and without salt. The temperature
isotherm curves for the model with salt (stippled lines and blue temperature numbers), and the model
without salt (continuous lines, black temperature numbers). In the salt model points A–D show higher
temperatures than in the model without salt. Points F–H show lower temperatures in the salt model.

5.2. Vitrinite Reflectance

Vitrinite is an organic material from cell walls of woody plant tissue [27]. Vitrinite reflectance
(VR) is a measure of the percentage of incident light reflected from the surface of vitrinite particles in a
sedimentary rock. It is referred to as %Ro. Results are often presented as a mean Ro value based on all
vitrinite particles measured in an individual sample. Vitrinite reflectance is a standard method for
measuring the thermal maturity of sedimentary rocks and kinetic models of vitrinite reflectance are
commonly used to constrain paleo thermal histories in basin and petroleum system modeling. BMT
uses the EASY%RO model to calculate vitrinite reflectance [28]. Generally, the onset of oil generation is
correlated with a reflectance of %Ro = 0.5–0.6% and the termination of oil generation with reflectance
of 0.85%–1.1%. The onset of gas generation (‘gas window’) is typically associated with %Ro values
of 1.0%–1.3% and terminates around 3.0%. The vitrinite reflectance was here modeled for cases with
and without development of piercing salt structures for both models, and the results are shown in
Figures 20 and 21.

In model 1, the increased conductivity of the salt and the resultant higher sediment temperatures
above salt and lower temperatures below and around the salt clearly affects the modeled vitrinite
reflectance (Figure 20). The same can be seen, but less pronounced, in Model 2 with the five columnar
diapirs (Figure 21). The hydrocarbon potential may be lower in areas around penetrating salt structures,
as cooling of the sediments around the stem of the salt structure lowers the maturation potential locally.
This may be enhanced by erosion over the salt diapirs.

The temperature effects in the area above salt are not sufficient to have significant hydrocarbon
potential in Model 1 (Figure 20). The model with salt has only <0.05% higher VR at shallow depths and
increasingly lower VR towards the stem below salt with a maximum difference of 0.6%–1.0% lower VR
at 7 km depth in the lower Triassic sequence.
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Figure 20. Top: Modeled vitrinite reflectance for Model 1 at 18 Ma, without salt balloon (top left) and
model with salt balloon (top right). Lower figure shows the difference in modeled vitrinite reflectance
between the two models.

The calculated present day vitrinite reflectance difference between the models with and without
salt structures for Model 1 and Model 2 are shown in Figure 21. The modeled “oil windows” and “gas
windows” are indicated by light green and red colors for the no-salt models and with hatching on
the salt-structure models. Models with salt diapirs have lower maturation in the basins between salt
structures than models without salt diapirs. In general, the VR difference increases by depth from
around 2 km depth, with lower Ro values (less mature sediments) in the salt-diapir models. Maturation
is higher above salt diapirs, but only at shallow depths and has little impact on hydrocarbon potential.

In Model 1, a maximum depth difference of −1065 m at the base of the “gas window” is shown
towards the salt stem. At Ro = 1.0 (base of “oil window” the maximum depth difference is −935 m
(Figure 21a). The salt modeled option may still be gas generating in the Jurassic and upper Triassic
below the salt structure, while the model without the salt balloon has a present day “gas-window” that
only reaches down into Lower Cretaceous strata.

Along the profile in Model 2, the VR difference decreases upward, but the salt model has
consistently lower %Ro values in the Triassic pod basins relative to the no-salt model. At a position
30 km along the profile %Ro values of 3.0 are found 600 m shallower in the no-salt model. As expected
from the temperature modeling, the oil and gas windows are deeper between salt pillars than in the
model without salt. Maximum depth of oil window is as much as 264 m deeper centrally in the Triassic
pod at position 20 km in the salt model (marked A in Figure 21b). Above the salt structure at 33 km,
the salt model reaches base of oil window (i.e., Ro = 1.1) at 203 m shallower depth than in the no-salt
model (marked B). The resulting vitrinite reflectance models indicate that the Triassic sequences of
Model 2 may still be gas-generating presently.
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Figure 21. Differences in modeled Vitrinite Reflectance at present day geometry between models with
salt (stippled lines) and model without salt diapirs (solid lines). “Oil-window” and “gas-windows” are
indicated between %Ro values of 0.5–1.0 and 1.0–1.3, respectively. (a) model 1, (b) model 2.

6. Discussion

This study has demonstrated the importance of high resolution basin modeling for understanding
the dynamic evolution of basin geometry, structures, temperature and maturity- history in areas
with salt structures. Development of salt structures and surrounding pod basins is a self–reinforcing
process. Increased subsidence starts salt movement and initiates the chain of movements leading to
buoyant movement and piercing of salt structures. In this process, salt thins and withdraws from the
deepest basins and move towards the salt structures, leaving room for sediment accommodation and
subsidence. This structural development may affect the pattern of heat distribution

Since salt has very unique rheological properties it is vital to have the possibility to reconstruct
a reasonable geometry and temperature evolution. In modeling of salt structures interpretation is
probably the largest uncertainty, and it is important to have a good definition of lithologies in the model,
as the conductivities of different lithologies vary a lot (Figure 18a). As shales due to their layered
nature of flattened clay minerals, have substantially higher horizontal conductivity than vertical
conductivity [29], they transfer heat horizontally and act as insulators vertically. Salt, sandstones, and
carbonates have equal horizontal and vertical-conductivity.
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As shown in this study and previous studies [2,14], the presence of salt can have a large impact
on the local temperature distribution within an area, and the higher conductivity of salt plays an
important role both for evolution of reservoir and traps and for defining areas of optimal temperature
and maturation. Our results are in good correspondence to the modeling results of Reference [14], which
modeled a maximum temperature lowering of 85 ◦C at the base of a salt diapir reaching the surface,
and similar vitrinite reflectance lowering around a salt diapir relative to a similar geometry shale diapir.

For petroleum exploration in a salt environment, the geometric evolution in time and space is
important. Results of geohistory reconstruction and basin modeling are important for understanding
the evolution of both reservoirs and traps in space and time. A good model for the evolution of
basin geometry and salt volume is essential to make a good temperature and maturation model.
Modeling of geological processes always involves strong simplification and general assumptions based
on experience and knowledge about the area and processes that are modeled. The quality of the
model is directly related to the quality of the input data. The input parameters used must be based
on the best possible knowledge, but will always represent an amount of uncertainty. In our models,
the quality of seismic interpretation and definition and distribution of lithological units are very
important. The seismic interpretation is probably the largest uncertainty in this modeling, but other
input parameters may contribute to the uncertainties. Repeated modeling with sensitivity analysis of
uncertain parameters, with calibration to measured data is important to reduce these uncertainties.

To model a complex evolution of salt-structures, it is necessary to use basin modeling software
that allows very high and variable resolution, both in time and space. The BMT modeling software
nicely fits to these requirements, which are important to be able to model the evolution of complex
geometries of salt structures and their temperature and maturity effects.

Additional important effects of active salt development are better understanding and observation
of fracturing above piercing salt structure, faulting and deformation related to salt withdrawal and basin
collapse, erosion above salt structure and redistribution of potential reservoir sediments and others.

Late regional phases of erosion could strongly affect the geometry and temperature history in a
salt basin and correct modeling of these episodes are important. A salt structure reaching the surface is
considered to be a very effective conductor draining a the basin of heat [14].

The lowered temperature below salt can delay and extend the time of hydrocarbon generation
and preserve source rocks even in a relatively deep basin. This factor may thus be important in late
and rapidly evolving salt areas, such as on continental margins where subsidence and maturation
occurred late in parallel to the evolution of the complex salt structures.

Salt movement up through carbonates may also lead to substantial dissolution of carbonate [30]
that may precipitate as carbonate–cement in fractured reservoir units, ruining reservoir quality. These
processes are, however, beyond the scope for this article.

7. Conclusions

Detailed study of seismic data from our study area revealed a complex development of salt
structures since early Triassic time, involving both the extensional and compressional phases.

Our detailed modeling has recreated the salt evolution and shown that the presence of salt
structures have a substantial effect on temperature and maturation, both close to the salt itself, and in a
larger distance around and below salt structures.

The results show that basin areas at least 3–5 km to the sides of the salt structures are affected by
lowered temperatures and maturation. The conductivity effect of salt increases toward the surface and
thus salt structures near or at the surface are more efficient at draining heat out of the basin.

Temperatures increase in the sediments above the salt structures, but this has very little impact on
maturation, because the heated sediments are too shallow and the temperature increase too small to
increase maturation potential. The cooling of the sediments around salt structures may play a larger
role as it affect larger areas and in deeper units. Cooling of the sediments due to presence of salt may
be a very important factor in hydrocarbon exploration in regions with salt structures.
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The geometry of the present day salt and its history of development are very important. A vertical
columnar salt diapir will have a symmetrical temperature anomaly around the salt. If an irregular
salt geometry develops with a shallow overhanging salt volume, an increased temperature anomaly
would occur below the salt overhang, possibly preserving maturation in the position of stratigraphic
traps. A larger area above the salt is also affected by heating than for a narrow columnar structure.
Our modeling software allows modeling of complex development of such overhanging salt structures.

A simple salt anticline or a vertical salt column still connected to the initial salt layer has the
largest salt volumes at depth where the conductivity-contrast to the surrounding sediments is the
least. A detached allochtonous salt volume [2] or a canopy or mushroom-shaped salt structures
have most of its salt volume at shallower depths where they can more effectively drain the heat from
sediments below.

In our modeling, the effects on maturation occur at depths below 2 km, and at depths of more
than 3.5–4 km the maturation levels are lowered as much as 500 m in pod-basins between vertical
diapirs and as much as 1–1.5 km below and overhanging mushroom-shaped salt structure. This shows
that the effect is substantial enough that it should be considered when exploring for hydrocarbons in
salt regions.
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Abstract: Crustal seismic reflection profiling has revealed the presence of extensive, coherent
reflections with anomalously high amplitudes in the crystalline crust at a number of locations
around the world. In areas of active tectonic activity, these seismic “bright spots” have often been
interpreted as fluid magma at depth. The focus in this report is high-amplitude reflections that
have been identified or inferred to mark interfaces between solid mafic intrusions and felsic to
intermediate country rock. These “frozen sills” most commonly appear as thin, subhorizontal sheets
at middle to upper crustal depths, several of which can be traced for tens to hundreds of kilometers.
Their frequency among seismic profiles suggest that they may be more common than widely realized.
These intrusions constrain crustal rheology at the time of their emplacement, represent a significant
mode of transfer of mantle material and heat into the crust, and some may constitute fingerprints of
distant mantle plumes. These sills may have played important roles in overlying basin evolution and
ore deposition.

Keywords: crustal sills; hydrocarbon and mineral resources; sedimentary basins

1. Introduction

The geometry, composition, and mechanics of crustal intrusions, including sills, have been
subject of numerous field and lab investigations; the associated literature is extensive [1–6]. Although
sills are often observed in surface geological outcrops and thus available for direct sampling [7,8],
their subhorizontal geometry makes them less likely to outcrop than near-vertical dykes, especially if
buried beneath later sedimentary basins. The detection and delineation of magma, especially if still
molten, at depth has been an explicit goal of many geophysical surveys using a variety of techniques,
each with its own strengths and limitations. Gravity, for example, can be used to identify mass excess
or mass deficiency that can be attributed respectively to mafic or granitic materials (molten or frozen)
at depth [9–12]. Magnetotelluric methods have been widely used to detect magma at depth due their
sensitivity to the high conductivities associated with magma and magmatic fluids [13,14]. However,
gravity is notoriously non-unique [15], as are the various electrical methodologies [16,17]. Both offer
relatively limited resolution at depth, especially if the target is a thin planar structure. Seismic methods
using both artificial and earthquake sources have also been widely used to define crustal structure
in general and magmatic additions both hot and cold. Thybo and Artemieva [18]) review many of
the controlled source refraction/wide angle results that have been used to infer massive magmatic
underplating in the crust. Seismic tomography is also now a commonly used tool to search for magma
in all its forms at depth [19–21]. However, even the most recent tomography is limited in spatial
resolution to tens of kilometers [22,23]. A somewhat greater resolution can be achieved using receiver
functions computed from teleseismic recordings. Receiver functions have been interpreted to indicate
an extensive sill beneath the Altiplano-Puna volcanic zone of the central Andes [24,25].
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In many applications, the seismic reflection technique [26], also known as seismic reflection
profiling or multichannel seismic profiling, offers the highest resolution of any geophysical technique.
Seismic reflection surveying, the primary geophysical method used for oil and gas exploration, has
become a highly sophisticated tool for imaging the subsurface in both 2D and 3D at depths ranging
from the near surface to the upper mantle. Oil industry reflection surveys have already had a major
impact on our understanding of the sill distributions in sedimentary basins [27–29].

Here, we focus on published examples of identified or inferred sills in the continental basement
hidden beneath the sedimentary cover, with special attention to frozen sills that may be fingerprints of
ancient thermal processes and the large-distance lateral transport of magma in the crystalline crust.

2. Observations

2.1. Seismic Bright Spots and Magma in the Crust

The starting point for the recognition of sills on seismic reflection recordings is their expected
strong seismic contrast with surrounding rock, as expressed by the reflection coefficient. The reflection
coefficient (RC) for vertically incident seismic waves upon a horizontal interface with density (ρ1)
and seismic velocity (V1) overlying a layer with density (ρ2) and seismic velocity (V2) is given by the
formula [26]:

RC = (ρ2V2 − ρ1V1)/(ρ2V2 − ρ1V1). (1)

While this relation applies to both compressional (P) waves and shear (S) waves, the reflection
data reported here was collected using P waves only. The representative density and P wave velocity
values for rocks most representative to this review are shown in Table 1.

Table 1. Relevant physical properties of representative materials. The velocity measurements
correspond to 200 MPa and the magma measurements correspond to 2000 ◦C.

Material
Vp (km/s)
@ 200 Mpa

Density,
kg/m3

RC %
against

UCC
Source

granite-granodiorite 6.246 2.76 0.3 [30,31]

diabase 6.712 2.87 9.3 [30,31]

andesitic magma 2.5 2.45 −46.3 [32] Mt. Hood andesite

basaltic magma 6.243 2.76 −30.6 [32] Columbia River Basalt

Phyllite 6.243 2.76 0,7 [30,31]

Average upper continental crust (UCC) 6.2 2.76 0.0 [31–33]

If a phyllite body in an average upper continental crust (UCC) is taken as representative of
most reflection coefficients encountered in deep reflection surveys, the reflection coefficients for “hot”
sills—silicic or mafic—emplaced in the UCC are an order of magnitude larger and imply that the
corresponding reflection amplitudes would be anomalously strong. With respect to “cold” magmas,
intermediate composition sills are likely to give rise to modest amplitudes at best, while mafic sills would
still be expected to give rise to notably strong reflections compared to the surrounding heterogeneities.

However, the observed reflection amplitudes are affected by a number of factors other than the
reflection coefficient, including geometrical focusing, layer tuning, transmission loss, and anelastic
attenuation [26,29], so that these values should considered as rough guides only. Nevertheless,
a reflection with an amplitude that appears to be anomalously strong compared to its neighboring
reflections could be a candidate for either a still fluid magma (granitic or mafic) or a frozen mafic sill.

The shear wave reflection coefficients from “hot” magma at depth would be expected to be even
larger since shear wave velocities approach 0 in a fluid. Studies in the Rio Grande Rift of New Mexico
by Alan Sanford and his colleagues [34] and at volcanoes in northeastern Japan by Hasegawa and
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colleagues [35] are pioneering examples of detecting and mapping magma at depth using anomalous
reflected shear waves from microearthquake sources.

The anomalous shear wave reflectors at midcrustal depths near Socorro, New Mexico, referred to
as the Socorro Magma Body (SMB; [36]), attracted the attention of the nascent COCORP (Consortium
for Continental Reflection Profiling) project in 1976. COCORP multichannel vibroseis source surveys
then imaged an anomalously strong P wave reflector (called the Socorro Bright Spot) that corresponds
directly with the anomalous S reflector (Figures 1 and 2; [37]). The unusually strong amplitude P
waves from the COCORP controlled source survey (Figure 2) and the anomalous S waves reflections
on microearthquake recordings [34,38] are both consistent with a solid–fluid interface [35,39]. A hot
magma interpretation is also consistent with the tectonic setting—i.e., a Cenozoic rift characterized
by high heat flow—and is supported by MT measurements of high conductivities at mid-crustal
depths [40]. Of particular significance are the geodetic and INSAR observations of contemporary
surface uplift that suggest active magma inflation at the depth of this reflector [41–43]. The receiver
function analysis of teleseismic data [44] confirms that the SMB is a relatively thin layer of magma
corresponding to the seismic reflection bright spot.

Figure 1. Map showing the locations of seismic data cited in this paper. The numbers refer to the
figures in this paper.

Figure 2. (Left) “True Amplitude” deep seismic reflection section showing a “bright spot” interpreted
to mark magma in the mid-crust in the central Rio Grande Rift. (Right) reflection amplitude vs. depth
for the sum of raw seismic traces quantifying the anomalous nature of the reflection amplitude of the
Socorro Bright Spot (COCORP Line 1; [36,45]).
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The Socorro Bright Spot has served as a model for a magma interpretation of other anomalously
strong deep seismic reflections (bright spots) reported from other regions of the world [45]. Examples
include Death Valley in southern California [46], the Basin and Range of northwestern Nevada [47],
the southern Tibetan Plateau [48], the central Andes [49], and the Taupo Volcanic Zone in central
New Zealand [50]. Marine reflection profiling and 3D reflection surveys have also proved effective in
mapping of likely magma chambers in the crystalline oceanic crust beneath mid-ocean ridges [51–53].
In most of these examples, the magma interpretation is bolstered by complementary geophysical
observations, including MT and wide-angle refraction/reflection surveys and/or tomographic imaging
with natural sources. A proper review of such “hot” magma reflections would entail a quantitative
comparison of the individual survey results, as well as expansion to include the diverse range of other
geophysical observations that have been reported to indicate similar features. Here, we choose instead
to focus on the lesser known examples of frozen sills for which reflection surveys may be the only
methodology capable of their detection.

2.2. “Frozen” Sills Detected by Reflection Surveys

The geometry and physical contrasts associated with solid intrusions at depth suggest that
they should be less easily detectable than fluid magma by many geophysical techniques. However,
the reflection coefficient associated with solid mafic sills emplaced in upper continental crust (Table 1)
and their subhorizontal geometry both favor detection and mapping by multichannel reflection
profiling. The examples reviewed below confirm that expectation. In most cases, the interpretation
of strong basement reflections as mafic sills is largely circumstantial and lean heavily on analogy.
However, in one particular case the interpretation is unassailable.

2.2.1. Ground Truth: Siljan, Sweden

Of special importance to inferring sills from reflection data is the multichannel seismic reflection
profiling at the Siljan Ring in east central Sweden (Figures 1 and 3; [54–56]). The Siljan seismic profiles
(Figure 3) reveal a distinctive sequence of strong reflections that have been identified as dolerite sills by
drill holes (Figure 4). Analogy with the reflection character of the Siljan reflections (high amplitudes,
subhorizontal orientation, linear extent) has been a primary argument for the interpretation of similar
appearing reflections elsewhere in the world, including those discussed in this paper.

 
Figure 3. Strong subhorizontal reflections mapped in the upper 10 km of Proterozoic crust by seismic
reflection profiling at the Siljan Ring Sweden [55]. Depth assuming the average velocity of 6 km/s.
R1–R5 label individual reflectors in this stack.
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Figure 4. Detail of the Siljan Ring reflections in Figure 3 correlated with the borehole observations of
diabase intrusions (solid black lines, with indicated thicknesses [55]). The sills date from 850 to 1700 my.
This clear identification of strong reflectivity with mafic sills [55,56] has served as a reference for the
interpretation for similar appearing reflection sequences in other areas.

2.2.2. Identification via Outcrop

The Siljan reflections are relatively unique in terms of being tested by drilling. However, outcrop
correlations have also been used to infer mafic sills as being responsible for similar reflection sequences.
Surveys by the Consortium for Continental Reflection Profiling (COCORP) in central Arizona revealed
a relatively thick suite of strong reflections in the upper crust (A in Figure 5) very similar to the Siljan
seismic images (Figures 1 and 5 [57]). The seismic modeling of mafic sills exposed in basement outcrops
approximately 20 km southeast of Line 3 was found to closely reproduce the character of the reflections
seen on the seismic sections, bolstering their interpretation as arising from the subsurface extension of
the outcropping cold diabase intrusions. This correlation is significant because the tectonic setting in
Arizona would also be consistent with the presence of fluid magma in the subsurface. The deeper
reflection C might be a candidate for hot magma, a suggestion based primarily on its discordance with
sequence A and similarity in depth to the Socorro Magma body.

Figure 5. Prominent layered reflections (A) traced by the COCORP seismic reflection profiles in central
Arizona [57]. Seismic modeling of mafic intrusions exposed nearby, together with the similarity in
reflection character to the Siljan Ring reflectors, supports the interpretation of this sequence as also due
to mafic intrusion [58]. The deeper reflections (C, B) may mark still-fluid magma. M indicates possible
Moho reflections.
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2.2.3. Extensive Sills in the Canadian Craton: Relicts of a Proterozoic Plume?

Among the most distinctive sill-like reflections, at least in terms of their observed extent, are a
series of reflectors traced by the seismic surveys collected by the LITHOPROBE deep seismic program
in Alberta and Saskatchewan, northwest Canada (Figures 1 and 6). The Winagami Reflection Sequence,
first reported by Ross and Eaton [59], is a set of distinctive reflections that bears clear similarities
to the Siljan reflections. Cross-cutting relationships between the Winagami reflections and weaker
dipping reflections associated with dated tectonic events support an intrusive origin and suggest that
the Winagami sequence was emplaced by a thermal event between 1.760 and 1.890 GA [59]. Originally
estimated to extend beneath 120,000 km2 of Paleoproterozoic basement, subsequent profiling reported
by Mandler and Clowes [60] traced comparable reflections (the Head-Smashed In sequence) over an
additional 6000 km2 in similar tectonic terrane further south

 

Figure 6. (Top) the Winagami reflection sequence revealed by LITHOPROBE reflection profiling in
Alberta, NW Canada [59]. (Bottom) presumably correlative northward extension of the Winagami
reflectors mapped by LITHOPROBE 3D seismic profiling [61].

Even more distinctive than the Winagami Sequence is the Wollaston Lake reflector (Figures 1
and 7 [62]), traced by the LITHOPROBE reflection profiles in the Trans-Hudson hinterland of
Saskatchewan, approximately 500 km northeast of the Winagami surveys. The Wollaston Lake
Reflector presents as a distinct narrow band of reflections that can be traced for over 160 km. Mandler
and Clowes [62] associate the Wollaston Lake reflector with the 1.265 Ga McKenzie thermal event,
which is associated with well-known outcroppings of diabase dykes [63]. This is substantially younger
than the inferred age of the Winagami sequence and thus implies two distinct thermal events, both with
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extensive plutonic injections. While the long-distance lateral transport of magma has been documented
in outcropping sills and dikes [7,63,64] the continuity of individual sills like the Wollaston Lake over
such large distances is made most evident by these seismic images.

Figure 7. The Wollaston Lake reflector, imaged by LITHOPROBE seismic reflection profiling in
Saskatchewan, NW Canada [62]. This feature can be traced as a distinct narrow band of reflections
for 160 km within the Early Proterozoic Trans-Hudson hinterland. Based on its reflection character
and tectonic context, it has been interpreted as a diabase sill associated with the 1.27 Ga McKenzie
igneous event.

2.2.4. Basement Layering across the Central US: Fingerprints from the Keweenawan Plume?

The very first COCORP profiles were carried out in Hardeman County, northern Texas (Figure 1 [65].
The most notable discovery of those surveys was a distinctive sequence of subhorizontal reflections in
the uppermost crystalline basement. These reflections were traced by subsequent COCORP surveys
well into southern Oklahoma, where they are abruptly truncated by the Wichita Uplift (Figure 8).
The extensive, layered nature of these reflections was initially interpreted to suggest a Proterozoic
sedimentary or metasedimentary origin [66]. A supracrustal interpretation was reinforced by the
observation of similarly layered reflections on COCORP seismic reflection profiling in Indiana, Illinois,
and Ohio (Figures 1 and 9 [67]) and oil industry data in eastern New Mexico (Figures 1 and 10 [68,69]).
The vast extent implied by correlating these layers from eastern New Mexico to central Ohio (Figure 11)
is consistent with a depositional origin, although the apparent spatial correlation of these layers with
the 1.5 MYA Granite-Rhyolite province [70] suggest the possibility that volcanic material (rhyolite?)
rather than sedimentary rocks is involved [67]. However, the similarity of the Texas reflections to the
Siljan images (compare Figure 8 with Figure 5) has continued to raise the question as to whether this
midcontinent basement layering is actually a series of diabase sills.

Kim and Brown [69] revisited this issue in their interpretation of basement layering imaged by
the reprocessing of 3D oil exploration seismic data in eastern New Mexico. Strong intrabasement
reflections were reported from previous work by Adams and Miller [68] on 2D oil industry seismic data
located nearby (Figure 10). Both of these papers referenced observations from an oil industry drillhole
in southwest Texas that encountered layered ultramafic rocks at depths that seem to correspond to the
basement layering in New Mexico (Figure 10 [72]). The ultramafic rocks recovered from the borehole
were found to be of Keweenawan age (1.1635 Ga; [71]). Ernst and Buchan [73] describes links between
layered ultramafic bodies and large-scale sill/dike intrusions. Kim and Brown ([69]) suggest that the
southwest Texas borehole “calibration”, the similarity in appearance of the upper basement layering
on COCORP seismic data from New Mexico to Ohio, together with their similarity to the Siljan results
support their interpretation as mafic sills associated with the Keweenawan plume. If correct, this
interpretation indicates lateral injection of Keweenawan magma in the upper crust of the central US on
a continental scale (Figure 11). Kim and Brown [69] point out this extent is comparable to the spatial
extent of the McKenzie dikes in NW Canada [62] which are presumably from the same plume source
as the Wollaston Lake reflector (Figure 11).
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Figure 8. Layered reflectors traced by COCORP seismic profiles in northern Texas and southern
Oklahoma [66]. P-C indicates the top of Precambrian basement from local boreholes. Arrows mark the
reflective sequence (A, B, and C), here interpreted as mafic sills. Dashed line indicates the apparent
truncation of basement reflections along the Burch fault of the Wichita Mountains.

Figure 9. Layered basement reflections from the COCORP reflection profiles in western Ohio [67].
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Figure 10. (Left and Right) layered basement reflections from the reprocessing of oil exploration seismic
data from east central New Mexico [68,69]. (Center) oil industry drilling has identified correlative
layered reflectors in southwest Texas as being from layered ultramafic rocks [71]. After Kim and
Brown [69].

 
Figure 11. Comparison of the extent of sills, represented by LITHOPROBE seismic lines, and exposed
dikes in northwest Canada associated with the Proterozoic McKenzie event with the extent of layered
reflectors that appear to be correlative beneath much of the US midcontinent sedimentary rock cover,
as represented by COCORP surveys. The lightly shaded area indicates the inferred extent of the
Proterozoic Granite-Rhyolite provide [70]. After Kim and Brown [69].

2.2.5. Deep Sills and Ore Deposits—The Iberian Massif

The extensive nature of the aforementioned examples of known and possible sills suggest thermal
events of a substantial nature. Both heat and fluid transfer attendant on their emplacement may
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have been a significant factor in ore development. A possible link between deep sill emplacement
and ore deposits is perhaps most strongly suggested by a deep seismic profile in southwestern Spain
(Figures 1 and 12). The IBERSEIS seismic profile across the Iberian massif [74,75] revealed a prominent
subhorizontal band of strong reflectivity at midcrustal depths (Figure 12). The interpretation of this
140 km-long feature, known as the Iberian Reflective Body (IRB), as a mafic sill is argued from its
relatively high reflection amplitudes (20% higher than reflections immediately above and below),
its geological setting (exposing late Carboniferous mafic intrusions in an early collision zone), and its
correspondence with a relatively high conductivity indicated by MT and high density inferred from
gravity data [76]. The IRB also appears to have served as a rheological decollement for structures both
above and below [74,76].

Figure 12. IBERSEIS deep seismic reflection profile tracing a prominent midcrustal reflection sequence
beneath the Iberian Massif [74]. Top: time migrated seismic section. Bottom: line drawing.

The correlation with high conductivity would seem to suggest that fluids (partial melts?) are still
present, but the lack of modern magmatism in the geological record argues against such an inference.
Carbonell et al. [76] suggests instead that the conductivity correlation is due to the enhancement of
connectivity between graphite deposits in the overlying Ossa-Morena Zone during the emplacement
of the IRB.

The IRB underlies the Ni-Fe deposits of the Aguablanca Ni-Fe deposits [77] and terminates
beneath the massive sulfide deposits of the Iberian Pyrite belt [78] near Rio Tinto. Both of these Late
Variscan mineralizations imply a substantial heat source at depth, most likely from mantle-derived
mafic intrusions. That the IRB represents the remains of mafic magmatism that provided both the heat
and fluids to generate the overlying ore deposits may be speculative, but it is certainly plausible [76].
The tectonic origin of this magmatism is unclear, though Carbonell et al. [76] suggest that is linked to a
Carboniferous mantle plume which impacted a large part of northwestern Europe.

2.2.6. Mantle Sills?

Although the mantle has proven far less heterogeneous than the crust, at least in terms of
reflectivity, prominent mantle reflections have now been traced by a number of seismic reflection
profiles. Perhaps the best known of these have been mapped by the BIRPS (British Institutions
Reflection Profiling Syndicate) in northwestern Britain [79–81]. The mantle reflections which have
received the most attention are dipping features, often interpreted as “fossil” subduction zones [82–85].
However, relative extensive subhorizontal reflections have also been observed in the mantle near
Britain which resemble those in the upper crust that have been interpreted as sills (e.g., Figure 13).
Some of these “flat” mantle reflections are spatially linked to the nearby dipping mantle reflections [86]
and thus may be genetically related. In any case, they too may represent igneous sills, although other
speculative explanations have been put forward (e.g., detachments [87]).
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Figure 13. Strong, subhorizontal reflector in the mantle beneath northwest Great Britain from BIRPS
marine data (After Snyder and Flack [86]). M indicates the position of the Moho at approximately
8 s (ca 25 km). Note that the top of this section corresponds to 5 s TWTT instead of the customary
0 s (surface).

3. Discussion

The preceding description of prominent, relative extensive reflections and reflection sequences
has emphasized their interpretation as mafic sills. The basis for these interpretations ranges from
unequivocal (e.g., Siljan reflections—drilled) to likely (Arizona—outcrop) to speculative (central
U.S. seismic character). There are a number of caveats that must be considered in evaluating the
interpretations of these and other reported images of deep intrusions. For example, the seismic sections
shown in this paper are all 2D. Without 3D control, apparently subhorizontal reflections could just
as well be along-strike images of features that are actually dipping at right angles to the line of the
section. However, most of the examples here are based on surveys that did include 3D control, either
in the form of a local grid of surveys (e.g., Siljan [54], North Texas [65], Great Britain [81]) or as formal
three D seismic arrays (e.g., the Winagami reflections sequence [61], layered reflections in eastern New
Mexico [69]).

Another consideration is that igneous intrusions may be manifest with different seismic
characteristics than that exemplified by the Siljan sequence—i.e., narrow bands of strong reflectivity
separated by larger bands of non-reflectivity. For example, Figure 14 (Upper left) shows a sample
of BIRPS marine deep seismic reflection profiling data from northwest Britain [88] that indicates a
lower crust that is highly layered and strongly reflective, a pattern commonly referred to as Layered
Lower Crust (LLC). However, the layering in this case is more of a lamination, without the distinctive
separation between reflective units that has been used to associate many of the sill examples in this
paper with Siljan. This laminated appearance is characteristic of a number of seismic profiles in
western Europe, particularly in areas affected by post-Variscan extension [89]. Based on the strong
amplitudes of reflections making up this lamination, Warner [88] argues that they are most likely due to
igneous intrusions or the juxtaposition of contrasting metamorphic compositions by pervasive shearing,
although this remains a matter of debate [18]. Meissner et al. [90] argue from seismic anisotropy that
the LLC develops by ductile processes (extension?) within warm, low-viscosity felsic lower crust
with intercalations of mafic intrusions. Numerical modeling by Gerya and Berg [91] illustrates how
crustal rheology can control the geometry of mafic intrusion, with a warm lower crust resulting in the
lateral spread of magma with coeval viscous deformation. Thus, the different presentations of sills
like Siljan/Wollaston vs. the LLC may be due to a contrast in crustal rheology—i.e., hot and ductile
for the LLC vs. cold and brittle for the Siljan and its analogous reflectors—modulated by the stress
field at the time of emplacement. However, the seismic data from the extended Norwegian continental
margin [4,92] suggest that this maybe an over-simplification, as they show relatively continuous,
distinct lower crustal sill reflectors (e.g., Figure 14; upper right) that resemble Siljan more than the LLC
around Britain.
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Figure 14. (Left) laminated reflections in the lower crust of NW Britain from the BIRPS marine
reflection profiling [88]. (Right) distinct reflections interpreted as sills in the extended lower crust of
the Norwegian continental margin [4]. T is interpreted as a reflection from the top of a high velocity
body (HVB; mafic underplating?).

A number of mafic sills in both outcrop and seismic sections from basins exhibit a characteristic
“saucer” shape which has fueled recent discussion about intrusion mechanics in sedimentary
sequences [4,27,29,93,94]. This distinctive saucer shape has also been reported for intrabasement
reflections on a several deep seismic profiles [48,95,96]. Figure 15 shows one particular distinctive
example, the Surrency Bright Spot (SBS) encountered during a COCORP survey of the inferred
suture zone between Laurasia and Gondwanaland buried beneath the coastal plain sedimentary
rocks of southeastern Georgia. The strong amplitude of this spatially limited reflection was originally
interpreted to indicate fluid involvement [95] though magma was ruled out due to its location on a
long inactive passive continental margin. The saucer shape of the SBS (Figure 15) is now recognized as
identical to that documented not only in oil industry 3D seismic data for various sedimentary basins
but in notable outcrops of mafic intrusions [27]. The presence of saucer-shaped reflectors deep in the
continental basement provides new context to evaluate mechanical models proposed to explain this
geometry within sedimentary strata [4,38,93]. Thus the SBS (Surrency Bright Saucer?) is most likely a
mafic intrusion, perhaps emplaced during the rifting of the Atlantic margin.

Figure 15. (Left) Unmigrated COCORP true amplitude section showing the Surrency Bright Spot [95].
(Upper Right) Blow up of migrated image of the Surrency Bright Spot [95]). (Lower Right) depth
contour of the Surrency Bright Spot from the COCORP 3D seismic survey [97]. The “saucer” shape
of this basement reflector is comparable to those associated with mafic intrusions imaged by 3D oil
industry data and in outcrop [27].
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Moho reflections on many deep seismic surveys also exhibit strong amplitudes (e.g., Figure 2; [98])
and/or a layered character [99]. These characteristics have been interpreted to represent “underplating”,
which may be another aspect of accreting/injecting mafic sills at the base of the crust [47,100].

Not every extensive prominent reflection or band of reflections is necessarily a sill. Setting aside the
obvious example of sedimentary units (e.g., the finely layered, upper few seconds of the seismic sections
shown in Figures 6 and 8–10). Other processes can produce distinct reflection bands traceable over large
distance. Figure 16 (right) show seismic data from west central Sweden not too distant from Siljan [101].
Lacking any other constraints, it would be tempting to interpret these as sills, perhaps related to the
Siljan reflections. However, the tectonic setting, outcropping geology, and—most definitively—drill
holes make clear that these reflections are actually thrust faults, part of a crustal scale nappe complex
emplaced during the Caledonian orogeny [101]. Regional detachment faults have also appeared
on crustal reflections surveys as strong, subhorizontal reflections of regional extent. The southern
Appalachian detachment traced on COCORP surveys in Tennessee and Georgia [102] and the Main
Himalayan Thrust imaged by the INDEPTH surveys in southern Tibet [103] are prime examples.

Figure 16. High amplitude, subhorizontal, and west dipping layered reflections from deep seismic
surveys in west-central Sweden. Drilling and outcrop correlations identify these as thrust structures
rather than intrusion [101].

Implicit in our discussion of strong reflections is the presumption that the magmas
involved—whether hot or frozen—represent emplacement from below. An alternative to consider is
that the reflections arise from in situ melting. This was originally one interpretation of the seismic
bright spots imaged by INDEPTH in Tibet [48,104]. A fluid magma at depth, whether a planar intrusion
or an in-situ melt, should give rise to a prominent reflection (e.g., Table 1) regardless of its composition.
It is unlikely that reflection data, or any geophysical observations, could distinguish between these two
possibilities However, if a reflector under consideration is a frozen product of in situ melt, it is unlikely
to have a significant reflection contrast with its surrounding country rock (of the same composition)
unless substantial fractional crystallization is involved. On the other hand, a saucer-like reflection
geometry in a strong indication that mechanical intrusion is involved. Of course, intrusions may well
represent crustal as well as mantle melts, though the silicic composition of the former is less likely to
generate a strong reflection unless it is still molten.

The seismic character of a reflector on a seismic section depends heavily on both details of
acquisition and processing. This is particularly true for reflection amplitudes. For example, the
upwardly convex geometry of saucer shaped intrusions implies some degree of amplification of the
associated reflection due to focusing, which in turn is ameliorated by seismic migration [105]. Therefore,
caution is warranted when basing interpretation on superficial similarities in appearance between
reflections on seismic sections collected and processed by different groups and individuals.
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4. Tectonic Implications

The direct implications of sills within sedimentary basins have been addressed in recent papers by
Magee et al. [29], Schofield [106], as well as elsewhere in this volume [107,108]. The influence of deeper
intrusives may be less obvious. Haxby et al. [109] modeled the effect of a high-density intrusion into
the lower crust as a driver for basin formation, though this involved massive underplating rather than
intrabasement sill emplacement. The deep sills cited in this paper, which appear as relatively thin layers,
may seem volumetrically small compared to other plutonic manifestations (e.g., batholiths), however
the more extensive examples, such as the Winagami reflector or the COCORP midcontinent basement
layering, suggest thermal perturbation over very large areas. The potential link of these two examples
with the McKenzie and Keweenawan events, respectively, implies that they may serve as fingerprints
of distant mantle plumes in a manner similar to the better known exposed dyke swarms [110].

The form of sill reflectivity—e.g., distinct reflections or reflection sequences vs. finely laminated
zones—may be a proxy for crustal rheology and an indicator of the stress regime at the time of their
emplacement [91,111,112].. The presentation of basement sills as saucers versus planar geometries is
another clue to the emplacement mechanics [27]. The observation that many of these reflectors appear
largely undeformed by subsequent tectonic events places constraints on the post-intrusive evolution
of the crust—e.g., the lack of substantial deformation. The limited and relatively biased sampling of
the crust represented by modern deep reflection profiling undermines any substantive generalization
about the age distribution of observed sills, although many of the ‘frozen” examples shown here either
occur in Proterozoic crust or are believed to be Proterozoic in age.

5. Conclusions

Crustal seismic reflection profiles have revealed anomalously strong reflectors at numerous sites
around the world. Seismic “bright spots” in tectonically active regions have been frequently attributed
to fluid magma at depth, most often associated with modern extensional regimes. Some of the most
distinctive reflections have been found within Precambrian basement and presumed to be “frozen”
magma, most likely mafic since silicic intrusions are unlikely to provide a sufficient reflection contrast
with host rock. The drilling of prominent basement reflectors near Siljan, Sweden, has confirmed
them to be Proterozoic diabase sills. The correlation of similar strong reflection sequences in the
southwestern US with adjacent outcrops of mafic intrusions strongly corroborates their interpretation
as mafic sills as well. Extensive prominent reflections in northwestern Canada are likely to be buried
manifestations of the McKenzie Dike swarm. More speculatively, an extensive layered sequence of
strong reflections in the upper crust on COCORP seismic profiles that stretch from eastern New Mexico
to central Ohio may be related to a distant Keweenawan mantle plume based on correlation with
ultramafic rocks encountered in an oil industry borehole in west Texas. Both of these examples detail
the long distance lateral transport of magma in brittle regimes. As “fingerprints” of major thermal
events (plumes?), indicators of crustal rheology and stress during emplacement, and markers for
post-emplacement deformation, sill reflections in the continental basement offer new constraints for
models of crust and basin evolution.
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Abstract: Magmatic intrusions affect the basin temperature in their vicinity. Faulting and physical
properties of the basin may influence the magnitudes of their thermal effects and the potential source
rock maturation. We present results from a sensitivity study of the most important factors affecting
the thermal history in structurally complex sedimentary basins with magmatic sill intrusions. These
factors are related to faulting, physical properties, and restoration methods: (1) fault displacement,
(2) time span of faulting and deposition, (3) fault angle, (4) thermal conductivity and specific heat
capacity, (5) basal heat flow and (6) restoration method. All modeling is performed on the same
constructed clastic sedimentary profile containing one normal listric fault with one faulting event.
Sills are modeled to intrude into either side of the fault zone with a temperature of 1000 ◦C. The
results show that transient thermal effects may last up to several million years after fault slip. Thermal
differences up to 40 ◦C could occur for sills intruding at time of fault slip, to sills intruding 10 million
years later. We have shown that omitting the transient thermal effects of structural development
in basins with magmatic intrusions may lead to over- or underestimation of the thermal effects of
magmatic intrusions and ultimately the estimated maturation.

Keywords: normal faulting; sill intrusions; transient thermal effects; steady state; basin modeling;
volcanic basins

1. Introduction

Hydrocarbon discoveries associated with magmatic intrusions are common in many sedimentary
basins throughout the world [1–3], and these intrusions may potentially affect all parts of the petroleum
system [4]. The impact of magmatic intrusions has been studied in several basins worldwide,
e.g., Vøring Basin, Norway (e.g., [5–7]), Karoo Basin, South Africa (e.g., [8–10]), Gunnedah Basin,
Australia [11], Neuquén Basin, Argentina (e.g., [12,13]), Bohai Bay Basin, China (e.g., [14,15]). All these
studies conclude that magmatic intrusions significantly influence the basin thermal history and thus
the maturation of organic material in their vicinity.

Several studies have identified the pre-intrusion temperature of the host rock as an important
variable for the ultimate thermal and maturation levels of sedimentary basins with magmatic
intrusions [8,10,13,16–18]. However, this variable is one of the most difficult parameters to constrain,
as the traces of pre-intrusion temperature and maturation are erased instantly in the thermal aureole
of magmatic intrusions when magmatic emplacement occurs [19] and the basin has been subject to
later geological development. As magmatic intrusions often are emplaced into structurally complex
sedimentary basins, it is crucial to understand how the basin’s structural evolution affects the
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temperature development. With such knowledge it should be possible to discern temperature effects of
the structural development from temperature effects of magmatic intrusions. This is important as the
pre-intrusion temperatures have implications for the magnitude of the thermal effect of sills, i.e., size
and temperatures of the thermal aureole, which eventually will have implications for the estimated
maturation of the basin.

Magmatic intrusions and their effect on temperature and maturation in the surrounding host rocks
have been subject of several studies (e.g., [8,13,19–24]). Only a few studies model sills intruding into
structurally complex basins under development, while taking the temporary host-rock temperature
and maturation into consideration (e.g., [7,25]). Structurally complex basins are characterized by
numerous faults, changing lithologies with different physical properties and area specific heat flow.
To estimate the basin’s thermal development as a function of time, the geohistory of the basin must first
be established by reconstruction. In standard basin modeling, the impact of the structural development
on the temperature history is seldom taken into account and this may give incorrect thermal and
maturation predictions [26].

Several studies exist on temperature modeling in fault zones, but many of these focus on the effects
related to uplift and erosion observed in the footwall part of the fault zone and not on the thermal
transients in the hanging wall section (e.g., [27–34]). To our knowledge no studies includes magmatism
in a fault setting. In our study the main focus is on the transient thermal effects of normal faults with
syn- and post-rift deposits, and the influence such structural development has on the thermal effects of
sills. Possible transient thermal effects due to erosion have not been pursued in this study.

The calculated pre-intrusion temperatures are dependent on the representation of the basin’s
structural development [13,25,26]. The purpose of this study is to quantify the thermal effects of the
most important factors affecting the thermal history in structurally complex sedimentary basins with
magmatic sill intrusions. We do this by running a series of simple models. A more realistic model
would require higher structural resolution with variation of lithological and geometrical properties
in space and time. However, many simultaneously varying factors affecting the thermal evolution
would obscure the magnitude and impact of the individual factors. We therefore first study the
thermal effects on structural complex basin on a simple, synthetic profile followed by analysis of the
subsequent sensitivity sets: (1) fault displacement, (2) time span of faulting and deposition, (3) fault
angle, (4) thermal conductivity and specific heat capacity, (5) basal heat flow and (6) restoration method.
The overall goal is to test the sensitivity of faulting, physical properties of the lithologies and choice of
fault restoration method on the thermal effect of magmatic intrusions in complex sedimentary basins.
We aim for some general conclusions that are applicable to sedimentary basins with normal faults and
magmatic sill intrusions.

2. Methods

Our study investigates the relative effect faulting, different physical properties and choice of
restoration method have on the resulting thermal and maturation history in structurally complex
sedimentary basins intruded by sills. A simple, synthetic profile containing one listric fault and a
number of horizons, including syn- and post-rift deposits, is used as the basis for this study (Figure 1).
Throughout the simulations, one parameter is changed at a time which allows for evaluating the
impact each parameter has on the modeling results. Table 1 shows the different modeling sets, the
tested parameter values and default values of non-changing parameters. Shale and sandstone are the
applied lithologies as these are common in sedimentary basins worldwide.
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Figure 1. The synthetic profile with one active, listric fault used in the modeling. The green color
(in this case) represents shale lithology. White squares indicate the blow-up area of following figures.

2.1. Thermal and Maturation Modeling

The geological, structural, thermal, and maturation history of the studied synthetic profile is
performed with BMT (Basin Modelling Toolbox, Tectonor AS), a high-resolution 2D basin modeling
software [26,35,36]. All thermal and maturation modeling simulations starts with present day geometry,
where every horizon is given a specific age and all polygons are assigned a lithology with related
porosity/depth trend, thermal conductivity and specific heat capacity (Table 2, upper part).

Table 2. Lithological parameters used in the modeling, based on standard values published in the
literature (e.g., [37,38]).

Porosity-Depth Trend Conductivity (kv) (W·m−1·K−1) Heat Capacity

Lithology
Surface
Porosity

Exponential
Constant (km−1)

Low Porosity High Porosity (J·kg−1·K−1)

Shale (Default) 0.63 0.51 3.00 (6%) 2.80 (60%) 1190
Sandstone (Default) 0.45 0.27 3.30 (6%) 1.50 (40%) 1080

Basement, metamorphic 3.10 3.10 1100
Magmatic intrusions 3.10 3.10 1100

Asthenosphere 3.50 3.50 1100

Shale, average conductivity 0.63 0.51 1.98 (6%) 1.19 (60%) 1190
Shale, max. conductivity 0.63 0.51 4.08 (6%) 2.08 (60%) 1190

Sandstone, average
conductivity 0.45 0.27 2.36 (6%) 1.72 (40%) 1080

Sandstone, max. conductivity 0.45 0.27 6.24 (6%) 4.20 (40%) 1080

Shale, min. heat capacity 0.63 0.51 3.00 (6%) 2.80 (60%) 840
Shale, max. heat capacity 0.63 0.51 3.00 (6%) 2.80 (60%) 1420

Sandstone, min. heat capacity 0.45 0.27 3.30 (6%) 1.50 (40%) 760
Sandstone, max. heat capacity 0.45 0.27 3.30 (6%) 1.50 (40%) 3350

The first modeling step is a backstripping process, where one horizon at a time is removed, faults
are restored and underlying deposits are decompacted. This process is repeated all the way down to
top basement and in this way the section’s geohistory is built. All elements that characterize the basin,
such as faults, horizons, and lithologies, are parts of the geohistory process, and must be carefully
defined. For the geohistory reconstruction a special type of grid was developed in BMT [26]. The grids
are vertical line segments that are connected to the base of a polygon. A grid is always created at
each digitized point in the present-day polygon. Additional grid columns are added to the section
automatically. The number of inserted grid points can be controlled by the user (the default is 70). The
foundation for thermal and maturation modeling is established during the geohistory process, and it is
therefore important that the geological reconstruction of the basin is accurate.
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The next step in the modeling process is the thermal development of the basin. BMT utilizes
finite difference calculations by conduction with a rectangular finite difference grid of varying sizes
(cf., [7,26]). For every reconstructed timestep in the geohistory, BMT builds a new high-resolution
thermal modeling grid. Where needed, grid lines are automatically inserted so that the geometry
is accurately represented. Around small features, like sills, the grid size is especially fine to ensure
realistic calculations. The finite difference grid in this study consists of minimum 400 × 400 cells of
varying sizes with an average size of 80 m × 30 m (width and height). The spatial variation in rock
properties and possible differences from one timestep to the next are adjusted for so that appropriate
finite difference calculations are maintained.

The finite difference calculation by conduction is controlled by the temperatures from the
previous timestep, thermal conductivity (vertical and horizontal) and specific heat capacity of the
basin’s lithology/lithologies (see Appendix A for details on the numerical temperature model from
Fjeldskaar et al. [7]). Temperature-dependent thermal conductivity is used, which commonly leads
to reduction of the conductivity with increasing temperature. However, compared to conduction
variations derived from differences in porosity and lithology, the temperature dependent variations
are considered to be modest [35]. The lower boundary condition of the temperature calculations is the
basal heat flow from the mantle, and the upper boundary condition is the paleo-surface temperature.
The surface temperature is kept constant at 7 ◦C, and the heat flow is constant over the profile.
Fjeldskaar et al. [7] tested BMT’s numerical model versus an analytical model on the temperature effect
of sill emplacement, and documented good performance for high-resolution modeling, both spatially
and temporally.

Maturity modeling is completed in BMT and all calculations in this study assume kerogen type II,
the most common in marine shales [39]. Classical first-order kinetics for the decomposition reactions is
the basis for the maturation model in BMT (see [7,26]). In this study the whole basin is set as source
rock in order to study the potential maturation effect of magmatic sill intrusions. However, for a case
study, only the potential source rock would be defined as such a sequence.

2.2. Restoration of Faults

Several algorithms exist for restoring the structural evolution of basins. The different algorithms
result in different basin and fault geometries, which again impact the calculated thermal history.
Commonly, basin modeling simplifies the structural reconstruction of basins, e.g., by not reconstructing
the faults through time, regardless the fact that hydrocarbons often accumulate in complex geological
structures associated with faults [26]. According to Dula [40] reconstruction with simple inclined
antithetic shear of 20◦ is one of the methods that best represents the observed fault shape, but all tested
reconstruction methods in that study gave adequate results.

The present study utilizes vertical shear as a standard fault reconstruction method. However,
different segments of simple shear, including inclined antithetic and synthetic shear are explored
(Figure 2). Furthermore, we investigate how the different resulting geometries impact the thermal
history. Because BMT restore faults solely by vertical shear, and the software Move (Petex Ltd.)
does not have the ability to perform thermal and maturation modeling, both Move and BMT were
used to model the structural development of the section. In the restoration process BMT and Move
both use the backstripping process, which removes layers one by one and decompact the underlying
sequences based on the given porosity-depth trend for the assigned lithology/lithologies. The porosity
calculations are based on exponential functions (cf., [37]) and the same values are used in both softwares
(Table 2). Move is a commercial software restoring geological cross sections by kinematic algorithms.
Six algorithms are available for fault restoration, these are: simple shear, fault parallel flow, fault bend
fold, fault propagation fold, trishear, and detachment fold. BMT is a non-commercial basin modeling
software with the ability to perform fault restoration (by vertical simple shear) so that structural effects
on temperature estimates are accounted for (cf., [26]).
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Figure 2. Illustration of the technique of (a) vertical simple shear, (b) antithetic inclined simple shear
and (c) synthetic inclined simple shear. Antithetic simple shear results in a broader basin compared to
for instance synthetic shear. Modified after Fossen [41].

In our study Move was used to restore the fault by antithetic and synthetic inclined shear. The
tested angles for inclined shear are summarized in Table 1. The resulting reconstructions from Move are
replicated in BMT by utilizing a “volume editing” function (cf., [26]). This method enables calculations
of the thermal histories for the different restoration methods. All models have the same starting
geometry. However, through restoration by different algorithms the paleo geometries will differ and
so will the temperature histories.

2.3. Thermal Effects of Sills

On reflection seismic data, upper and lower boundaries of sills can be difficult to discern due to
limited vertical resolution (cf., [42–45]). Many sills may therefore be left out in seismic interpretations
due to sill thicknesses below the detection limit of the data (e.g., [44,45]). Sill thickness, both when
sills intrude individually or as clusters, has a large impact on the temperature and maturation in
sedimentary basins (e.g., [8,25]). The relative timing between sills emplaced as clusters is especially
important if potential source rocks are located between sills [25]. Reported sill thicknesses from the
literature vary from ~10 cm to >400 m (e.g., [44,46–55]). In our study a modest sill thickness of ~50 m
has been chosen for the modeled sills and we assume the sills to intrude during one pulse with a
magma temperature of 1000 ◦C. In BMT this is done by changing the lithology in sill polygon from
shale to sill lithology, with related physical properties at time of intrusion. The sills have been modeled
to intrude at various times relative to fault slip. This is done to study the interaction of two transient
thermal effects simultaneously. As the largest thermal and maturation impact of sill intrusions are
found at 3–5 km depths [25], the sills are modeled to intrude within this depth range. Commonly
magmatic sills observed in the field and on seismic images (e.g., [7,52]) are layer concordant. Therefore,
the sills in the study are modeled accordingly.
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Latent crystallization heat introduces an extra source of heat when magma cools and starts to
crystallize [56,57]. This extra heat source is not taken into account, as it is the relative differences
between scenarios that are of interest in our study. Heat advection by fluids in relation to magmatic
intrusions is common (e.g., [5,58–61]). However, convection is not accounted for in our modeling, as
convection is considered insignificant in low permeability rocks (e.g., [7,8,13,25,62]) and is beyond the
scope of this study.

3. Modeling Strategy and Results

A basin not subjected to tectonic deformation undergoes a slow rate of erosion or sedimentation
and has a gradual temperature increase with burial depth. Such a basin is in steady state [63]. On the
other hand, structurally active basins may undergo sudden erosion or high influx of sediments, e.g.,
due to increased accommodation space during faulting, leading to abrupt changes in the geothermal
gradient. When magmatic intrusions are emplaced into such active basins, the temporary, local
change in temperature is not solely an effect of the hot magma intruding the system, but also due
to transient thermal effects caused by structural development. Figure 3 shows the studied synthetic
profile assuming thermal steady state with input parameters as given in Table 2.

 

Figure 3. Temperature regime for the modeled basin in steady state solution.

Emplacement of sills and significant structural development may occur within the same timeframe
(e.g., [30,64,65]). Therefore, we want to investigate the combined transient thermal contributions from
the structural development and magmatic intrusions. The results should be considered as trends, not
absolute values, as the study aim to give some general conclusions. The models are considered to have
arrived at steady state when the whole basin show transient temperatures <1 ◦C from the steady state
temperatures. However, for some cases exact steady state conditions are obtained right after reaching
this limit, for other cases several million years (Myr) are required before actual steady state is obtained.

3.1. Thermal Effect of Slip along a Single, Normal Fault

Normal faulting causes downward displacement of sediments and generally deposition of syn-rift
sediments (ref., Figure 1) in the hanging wall section of the fault zone. These down faulted sediments
in the hanging wall are initially colder than the sedimentary rocks at the same depth in the footwall
part, which result in transient thermal effects mostly in the hanging wall part (Figure 4). The basin is
thermally unstable and results in a temperature difference up to 40 ◦C from one side of the fault zone to
the other at the time of fault slip (Figure 4). Post-rift sediments deposited over the whole basin leads
to thermal transient effects also in the foot wall section. However, these temperature differences will
vary depending on physical properties and geometry of the basin. In the event of extension and normal
faulting, the footwall temperatures are hardly influenced at time of fault slip. At 1000 years after the fault

197



Geosciences 2019, 9, 160

movement the isotherms in the footwall show a small downward bend towards the fault zone, indicating
a small thermal influence by the neighboring colder sediments in the hanging wall (Figure 4).

 

Figure 4. Temperature regime in the uppermost 8 km of the basin 1000 years after fault movement and
sediment deposition. Fault slip is 1200 m.

The main temperature effect of magmatic sills lasts only some thousand years (see e.g., [25]). In
accordance with this, we have here assumed that the syn- and post-rift sediments (Figure 1) of the
timestep with fault movement are deposited over a period of only some thousand years. Deposition of
these sediments leads to thermal instability in the basin. Figure 5 shows the temperature difference
between steady state and transient models for deposition of these sediments at 10,000 years (10 kyr)
and 500 kyr after fault slip. This causes larger parts of the basin to have transient temperatures up to
20 ◦C lower than under steady state conditions even up to 500 kyr after fault slip (Figure 5). Around
10 Myr is required for the basin to reach steady state temperatures.

 

Figure 5. Temperature difference between steady state and transient model of the studied synthetic
profile at 10 kyr (a) and 500 kyr (b) after fault displacement.
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3.1.1. Fault Displacement

The original model has a fault displacement of 1200 m with syn-rift deposits of the same thickness
and about 600 m of post-rift deposits, taking place over one timestep (Figure1). These post-rift deposits
are kept unchanged in all tested scenarios. Additional four fault displacement models were tested;
500 m, 1000 m, 2000 m, and 3000 m (Table 1). As expected, temperature differences across the fault
zone increases with the fault displacement. With 3000 m fault slip there is a temperature difference of
more than 50 ◦C across the fault zone immediately after fault slip (Figure 6a). In the footwall part, the
isotherms make a gentle downward bend towards the fault zone. As time passes, a gradual heating of
the sediments in the hanging wall section occurs and the bend of the isotherms from the footwall side
ties with those of the hanging wall (~10 kyr after faulting) creating continuous isotherms (Figure 6b,c).
There is also a slight temperature change in the footwall part due to the deposition of cold post-rift
sediments over that area.

 

Figure 6. Temperature development in a basin with 3000 m fault slip: temperatures at 1 kyr (a), 500 kyr
(b), and 5 Myr (c) after fault slip.
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With increasing fault slip but within the same timeframe, the volume of deposited sediments and
time needed for basin to regain steady state increases. For the modeled basin with 500 m of fault slip,
large parts of the basin differ ~20 ◦C from the steady state basin 10 kyr after displacement (Figure 7a).
Around 9 Myr later the basin obtains steady state. When fault displacement is 3000 m, large parts of
the hanging wall section differ more than 50 ◦C from the steady state basin at 10 kyr after fault slip
(Figure 7b). Steady state is achieved approximately 11 Myr after fault slip. As expected a basin with
larger fault slip and higher influx of sediments requires more time to regain steady state, compared to
a basin with smaller fault slip and less sediment deposits.

 

Figure 7. Temperature difference between steady state and transient temperatures for fault slip of
500 m (a) and 3000 m (b) at 10 kyr after fault slip.

3.1.2. Time Span of Faulting and Deposition

So far the modeling assumes the fault slip to be almost instantaneous (taking place over 10 kyr).
The next set of models explores four different time spans of faulting and deposition of the same
amount of sediments: 1, 5, 10, and 20 Myr. The results show that slower faulting and deposition rates,
as expected, keep the basin closer to a steady-state condition compared to high rates (Figure 8a,b).
Adding 10 Myr to the faulting and deposition time results in a basin with transient temperatures much
closer to those of steady state throughout the whole period. For a faulting and deposition rate over
20 Myr, the basin is never in a state of thermal instability. The resulting trend show that basins with
the same amount of sediment input and faulting and deposition time up to 10 Myr regains steady
state approximately 10 Myr after faulting initiated (Figure 8c). This means that from time of faulting
and deposition to the process is finalized, more time is required for a basin with rapid fault slip and
deposition to regain steady state compared to a basin with slow fault slip and deposition. It emphasizes
how crucial the time relation is for faulting and deposition and basin’s thermal development after
fault slip.
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Figure 8. (a) Temperature difference between steady state and transient temperatures with fault slip
and deposition over 10 kyr. (b) Temperature difference between steady state and transient temperature
with fault slip and deposition over 1 Myr. Temperatures in (a,b) are from the same timestep, 10 kyr and
1.01 Myr respectively after faulting started. The red point in (b) indicates location of point plot in (c).
(c) Resulting temperatures for four tested time spans of deposition of syn- and post-rift sediments.

3.1.3. Fault Angle

The previous results show that the largest thermal differences between steady state and transient
temperatures are found in the hanging wall part of the basin. For all the tested fault angles the results
are broadly similar, but the temperature effect will change with the fault angle. As the fault angle
is changed, so is the affected area of the hanging wall. With a steeper fault angle a smaller part of
the basin experiences the largest thermal instabilities (Figure 9a). The opposite is the case for lower
fault angles, a larger part of the basin will then experience higher thermal instabilities before the basin
regain steady state (Figure 9b). Five different fault angles have been tested (Figure 9a,b). All scenarios
show temperature differences up to 45 ◦C between transient and steady state models. Around 10 Myr
after fault slip all scenarios regain steady state temperatures.
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Figure 9. Temperature difference between steady state and transient model 10 kyr after fault slip for
the steepest (a) and the least steep (b) studied listric fault.

3.1.4. Thermal Conductivity and Specific Heat Capacity

The thermal conductivity (W·m−1·K−1) of a lithology relates to the rock’s ability to transfer heat.
Rocks with low thermal conductivity result in warm basins, while high thermal conductivity rocks
give colder basins. A lithology’s specific heat capacity (J·kg−1·K−1) is the physical property crucial for
the time frame needed to transfer heat through the stratum and thus for the time needed for basins to
regain steady state after sediment deposition or erosion. So far the section has been modeled as all shale
with properties as listed in Table 2. Commonly, basins consist of altering layers of different lithology
types, often shale and sandstone. Therefore, the following four scenarios have been compared: all
shale, all sandstone, all shale with one sandstone layer, and all sandstone with one shale layer.

Thermal conductivities and specific heat capacities of shale and sandstone show a large variation
(e.g., values in Table 2). The default values are given in Table 2 and to illustrate the span of values
within the same lithology segment, we refer to Čermác and Rybach [38]. Their minimum and maximum
specific heat capacities and the average and maximum thermal conductivities of sandstone and shale
are used in this study (Table 2). In order to determine the thermal conductivity values based on the
rock’s porosity, the mixing law arithmetic mean model [66] has been used:

k = Φ·kf + (1 − Φ)ks, (1)

where the thermal conductivity (k) is obtained on the basis of the rock porosity (Φ) by combining the
thermal conductivity of rock matrix (ks) with that of the pore fluid (kf).

Generally, sandstones have higher thermal conductivities than shales, resulting in colder basins
where they are abundant. The results from the homogeneous basins, either all shale or sandstone,
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coincide with this, showing high temperatures in the basin when the thermal conductivity is low, and
lower temperatures when the thermal conductivities are high. A comparison between two basins with
the same fixed specific heat capacity, but with one basin modeled with average shale conductivity, to
another basin modeled with default shale conductivity, shows up to 140 ◦C difference between the
two models shortly after fault slip (Figure 10a). With fixed specific heat and changing conductivity
the results show that the basin needs longer time to regain steady state in basins with low thermal
conductivity values due to the higher temperatures obtained in these basins (Figure 10b). This applies
for both scenarios with all shale and all sandstone of varying thermal conductivity. Steady state is
regained from 3–22 Myr after fault slip and the quickest scenario to regain steady state is the sandstone
basin with maximum thermal conductivity.

 

Figure 10. (a) Thermal difference between transient temperatures of basin (10 kyr after fault slip)
modeled with average conductivity to basin modeled with default conductivity. (b) Point plot results
from location of point given in Figure 8b, showing the steady state and transient temperatures for the
three tested conductivities for shale and sandstone. Conductivity values given in Table 2.

In the case where the thermal conductivity is fixed and the specific heat capacities are changed
in the different modeling scenarios (Table 2, lower part), the steady state temperatures for all the
scenarios are, as expected, the same (Figure 11). However, with increasing specific heat, the time
needed for the basin to obtain steady state increases (Figure 11). This is especially visible in the point
plot for sandstone basin in Figure 11, because of large difference in the published heat capacity values
of sandstone, but the effect is also visible for the shale basin. For all tested scenarios steady state is
obtained between 8–18 Myr after fault slip.
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Figure 11. Resulting temperatures for the three tested specific heat capacities for shale and sandstone.
Location of studied point indicated in Figure 8b. Heat capacity values given in Table 2.

To accommodate the fact that basins commonly consists of different lithologies, the polygon with
syn- and post-rift deposits have been changed in the following simulation (Figure 12a). The thermal
conductivity is fixed with values as for the default shale or sandstone (Table 2). However, the specific
heat capacity is changed using default, minimum, and maximum values for the sandstone and shale
(Table 2). With the presence of a sandstone layer in an otherwise shale basin, the results show that the
temperatures in the basin increases. For the opposite case, a layer of shale in an otherwise sandstone
basin, the temperatures in the basin decreases (Figure 12b).

 

Figure 12. (a) Shale and sandstone basins with sandstone layer and shale layer respectively. The red
point indicates location for point plot in (b). (b) Results show the temperatures for the three tested
heat capacities for shale basin with one sandstone layer and sandstone basin with one shale layer. For
comparison, temperatures for homogeneous basin are also plotted. For heat capacity values see Table 2.

204



Geosciences 2019, 9, 160

The variation of specific heat capacity in a homogeneous basin resulted in quite a time gap
(8–18 Myr) for the sandstone basin to regain steady state (Figure 11). However, the shale basin required
less time to arrive at steady state for the tested specific heat capacities (8–10 Myr). For homogeneous
basins, shale or sandstone, steady state was regained around 10 Myr after fault slip (Figure 12b). The
presence of another lithology influences the basin temperatures and thus the time needed for the basins
to regain steady state. For a shale basin with a sandstone layer, steady state was obtained around
13 Myr after fault slip for all the specific heat capacities. Sandstone basin with a shale layer regains
steady state around 6 Myr after fault slip regardless of the specific heat capacities (Figure 12b). These
results are related to the porosities at the depth at which the different lithology layers are modeled and
the contrasting thermal conductivity for shale and sandstone.

3.1.5. Basal Heat Flow

The basal heat flow, which is the heat sourced from the mantle, transferred through the basin and
constitutes the lower boundary condition in the models, is so far kept constant at 47 mW·m−2. This
basal heat flow value is slightly above one heat flow unit and is typical for some continental shelves,
e.g., parts of the Norwegian Continental Shelf. However, to study the influence of the basal heat
flow on the temperature development in the basin, three additional values were tested: 40 mW·m−2,
60 mW·m−2, and 80 mW·m−2 (Table 1). Figure 13b shows the results for 40 and 80 mW·m−2 together
with the default heat flow (47 mW·m−2). Increased heat flow leads to higher steady-state temperatures
and longer time is therefore needed for the basin to regain steady state (Figure 13b). The resulting
transient temperatures of basins modeled with 80 mW·m−2 and 40 mW·m−2 show thermal differences
up to 140 ◦C (Figure 13a). For the tested values, the models regain steady state approximately between
9 and 12 Myr after the fault slip. Increasing basal heat flow gives higher temperatures in the basin, and
as a consequence, a longer time is needed for the basin to arrive at steady state after fault slip.

 

Figure 13. (a) Thermal difference between transient temperatures in basin with basal heat flow of
80 mW·m−2, to basin with basal heat flow of 40 mW·m−2 at 10 kyr after fault slip. (b) Results show the
temperatures for the default and the two extreme values for heat flow: 47 mW·m−2, 40 mW·m−2, and
80 mW·m−2. Location of studied point is indicated in Figure 8b.
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3.2. Restoration Methods

Different fault restoration methods cause different basin geometries. It is of interest to explore
what effect these different geometries have on the resulting basin temperatures. In addition to vertical
shear, we have therefore tested the basin reconstruction for 10◦ antithetic and synthetic shear, 20◦ and
30◦ antithetic shear and a case without fault reconstruction (Table 1). Basin reconstruction without
fault restoration was done by moving the hanging wall section vertically up such that the timeline
split by the fault zone is horizontally connected. This process gives no lateral mass movements of the
basin. Vertical simple shear modeling was, as mentioned in the method section, done by BMT, while
the alternative fault reconstructions were performed with Move. Antithetic simple shear results in a
wider basin (Figure 2) and the larger the angle, the wider the basin. Synthetic simple shear results in a
narrower basin (Figures 2 and 14) relative to the other methods. Vertical simple shear falls in between
these two, while basin reconstruction without fault restoration results in a geometry which is quite
different from the other restored scenarios. Figure 14 shows the resulting geometries of the fault plane
and top and bottom basement after fault slip of the six tested reconstruction methods. The basins with
non-restored fault and restored by 10◦ synthetic inclined shear (purple and green line respectively,
Figure 14) result in the shallowest hanging wall and top basement.

 

Figure 14. Resulting basin geometries after fault slip with the tested fault restoration methods. The
different colored lines represent the resulting geometry of fault plane and Top and Bottom Basement
after fault is restored by the six tested restoration methods. dg = degrees.

The geometry variations resulting from the tested restoration methods involve varying footwall
and hanging wall area and burial depth, which result in differences in the thermal calculations,
especially in the footwall section. Therefore, the thermal differences between them are concentrated in
the footwall part of the basin at the time of fault slip (Figure 15). Figure 15c shows that the temperatures
prior to fault slip show a larger difference on the footwall side compared to the hanging wall side.
The comparison between the non-restored basin to basin restored by 30◦ antithetic shear, shows the
largest area with thermal differences (Figure 15a), while the thermal differences between vertically-
and non-restored basins are the most pronounced (Figure 15b). Although the thermal differences do
not last long, ~1 Myr, such temperature differences might play a role concerning timing of generation
and ultimately migration of hydrocarbons. For this particular case, the modeled thermal differences
result in up to 40% maturation difference of the potential organic matter in a limited time and area
of the footwall section (not shown here). All the tested restoration methods require approximately
10 Myr to achieve a steady state after fault slip. We therefore conclude that the tested restoration
methods do not lead to large differences in time needed for the basins to achieve steady state. However,
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temperature differences due to different restoration methods may lead to temperature variations that
might influence the maturation calculations.

 

Figure 15. (a) Temperature difference between a scenario restored with 30 degrees antithetic inclined
shear, compared to a scenario with non-restored fault. (b) Temperature difference for a scenario restored
with vertical shear compared to a scenario with non-restored fault. (c) Temperature point plot from
foot wall (left) and hanging wall (right) in the two points indicated in (b).

3.3. Sill Intrusions in the Basin

As mentioned above, earlier studies have pointed out the importance of host-rock temperatures
at time of emplacement for the resulting thermal effects of intrusions [8,13,16–18]. In our study two
sills, ~50 m thick, one in the hanging wall and one in the footwall, have been modeled to intrude the
basin with increasing time lapse after fault slip. Figure 16 shows the results for sills intruding at time
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of fault slip, 1 Myr and 10 Myr after fault slip. There is a clear thermal instability on both sides of the
fault zone. However, due to the masses of faulted rock and larger deposits of sediments in the hanging
wall section, the thermal effects of the fault displacement are more pronounced here. Therefore, the
largest differences in the thermal effects of the sills as time passes are expected to be found here.

 

Figure 16. Temperature results for sills intruding with different timing in relation to fault slip.
Temperatures to the left are at time of intrusion, in the middle, 10 kyr after intrusion, to the right,
100 kyr after intrusion.

At the time of intrusion, the temperatures in the close proximity of the sills increases dramatically
(cf., [25]). As time passes the area with increased temperatures grow and consequently the temperatures
starts to fall. The thermal effect of sills has a quick rise and fall within the first 1 Myr after intrusion.

Modeling results at 1000 years after fault slip show that there is a temperature difference up to
40 ◦C on either side of the fault zone (Figure 4). Results also show that as time passes the basin regains
steady state (Figure 6a–c), which for most scenarios in this study occur somewhere between 3 and
22 Myr after fault slip. For sills intruding at time of fault slip the host-rock temperature effects are lower
compared to sills intruding into a basin with a time lapse after fault slip, which have temperatures
closer to that of a basin in steady state. A consequence is that sills intruding with a time lapse in relation
to fault slip have higher background temperatures and the thermal effects will be more prominent
(Figure 16). These thermal differences are still present 100 kyr after sill intrusion. In the hanging wall
there is a temperature difference around 40 ◦C between the cases where the sills intrude at time of
fault slip and 10 Myr after fault slip (Figure 16). The highest potential host-rock temperature effect of
intruding sills will be in a steady state basin.

The largest thermal differences between basins with faults restored in different ways, was found
between basin with fault restored by vertical shear to basin with non-restored fault (Figure 15b).
Therefore, we have tested the possible influence of a non-restored fault basin with sills on the calculated
thermal effects. As the thermal differences between a basin restored by vertical shear to a basin with a
non-restored fault was found in the footwall part of the fault zone (Figure 15b), this is also the area
where it is expected that possible differences in thermal effects of sills will be found (Figure 17a).
However, the thermal results of the basin with sills and non-restored fault show very small thermal
differences from basin with sills and fault restored by vertical shear (Figures 16 and 17a). The most
pronounced thermal difference is found between the scenarios where sills intrude 1 Myr after fault slip.
These small temperature differences will not significantly influence the maturation calculations for the
two scenarios.

Sedimentary basins worldwide normally consist of changing layers of different lithologies with
contrasting properties. A homogeneous shale basin with a lower thermal conductivity, such as
the average conductivity used in this study (Table 2), result in a warmer basin (Figure 10a,b) and
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consequently gives a higher host-rock temperature effect for intruding sills. This emphasizes that the
basin lithologies and their thermal conductivities have large influence on the temperatures in the basin.
We have here tested a case where the sills intrude into a shale basin with a sandstone layer (Figure 12a).
The results show no differences for the sills intruding into the basin at time of fault slip (Figure 17b).
However, as time passes (1 Myr and 10 Myr after fault slip) the presence of the sandstone layer makes
a difference in the resulting thermal effects of the sill intrusions. Sills intruding 10 Myr after fault slip
cause thermal differences in some areas up to 20 ◦C in both the footwall and hanging wall 10 kyr after
sill intrusion (Figures 16 and 17b).

 

Figure 17. (a) Calculated temperatures 10 kyr after sills intrude into a basin with non-restored faults.
(b) Calculated temperatures 10 kyr after sills intrude into a shale basin with a sandstone layer as shown
in Figure 12a left.

As the results in Figures 16 and 17 show, the thermal impact of sill intrusions are more pronounced
when emplaced into a basin closer to thermal steady state. This more pronounced thermal impact also
influences to a small degree the maturation levels around the sills, especially the area above the sills in
the hanging wall (Figure 18a). Reports from onshore and offshore sedimentary basins with magmatic
intrusions show that sills often occur in clusters (e.g., [6,9,52,67]). It is considered that multiple sills
intruding at different levels within a certain time frame thermally impacts a larger rock volume of the
basin compared to one single intrusion (e.g., [8,21,68]). To replicate a basin with clusters of sills, two
more sills have been added to the model, one on either side of the fault zone. The thermal effect of sill
swarms intruding with different timing relative to fault slip have a large impact on the matured organic
material, particularly in the area between the sills on both sides of the fault zone (Figure 18b). In the
heterogeneous basin, the warmer host-rock temperatures compared to the homogeneous basin, result
in more transformed organic material on both sides of the fault zone for sills intruding at time of fault
slip, as well as for sills intruding 10 Myr after fault slip. However, the maturation differences between
the homogeneous and heterogeneous basins are more prominent when the sills intrude 10 Myr after
fault slip (Figure 18b).
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Figure 18. (a) Calculated maturation for one sill intruding on either side of the fault zone. (b) Calculated
maturation for two sills intruding on both sides of the fault zone. Left side show results for sills
intruding at time of fault slip. Right side show results for sills intruding 10 Myr after fault slip.

4. Discussion

The purpose of this work was to study the transient thermal effects in structurally complex
basins with normal faults and sill intrusions. To uncover trends of several parameters transient
thermal effects in sedimentary basins, both extreme and realistic values were tested. Three specific
cases were addressed: the transient thermal effects of normal faulting, the ultimate effect of fault
restoration method on thermal modeling, and the impact of sill intrusions in structurally complex
basins. Interesting effects were discovered and are discussed separately in the following.

4.1. Transient Thermal Effects in Relation to Normal Fault Slip

Figure 4 shows that the geothermal gradient, especially in the hanging wall, changes abruptly
after fault displacement and with time the basin arrives at a thermal steady state (Figure 6). The
isotherms in the footwall are somewhat affected by down-faulted colder rocks and deposition of colder
sediments in the hanging wall, which is in accordance with the work by ter Voorde and Bertotti [29]. By
preserving a constant heat flow from the basement the model has been simplified which is acceptable
as it does not change the relative differences between compared scenarios. A constructed synthetic
profile has been used to uncover the thermal effects of normal faulting in structurally complex basins.
Steady state is regained 3–22 Myr after the fault slip, but the time elapsed for the tested parameters and
model runs to achieve this varies considerably: for fault displacement 9–11 Myr, thermal conductivity
3–22 Myr, specific heat capacity 8–18 Myr and basal heat flow 9–12 Myr. For the remaining tested
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parameters (Table 1) the variation of time needed to restore steady state is much smaller between the
tested values, only some 100 kyr.

The syn- and post-rift deposits (Figure 1) in the studied section are 1800 m thick. These sediments
are modeled to be deposited over five different time spans (Table 1); 20, 10, 5, and 1 Myr and 10 kyr,
which correspond to a sedimentation rate of 0.09–180 mm·year−1. The sedimentation rate roughly
overlaps the reported sedimentation rates (0.4–100 mm·year−1 for the referenced papers) (e.g., [69–75]).
ter Voorde and Bertotti [29] suggest that the extension rate somewhat controls the thermal effect
of sediment deposition. They argue that high sedimentation rates will temporarily cool the basin
while low sedimentation rates lead to heating. According to their study the “turning points” are at
sedimentation rates of 2.0, 2.2, and 1.4 mm·year−1 for shale, siltstone, and sandstone, respectively.
Our results show that sedimentation rates > 0.18 mm·year−1 for shale result in basins with transient
thermal effects, in agreement with results reported by Ehlers et al. [34]. The numerical temperature
model is different in the two studies. Additionally, the resolution of the finite difference grid is much
finer in our study as the focus is on a smaller part of the basin compared to the work by ter Voorde and
Bertotti [29]. These elements may possibly be the reason for the different results.

All the tested deposition time spans ≤10 Myr for the syn- and post-rift sediments regain steady
state approximately 10 Myr after fault slip. However, there is a difference of 600 kyr for regaining
steady state between the modeled scenarios. When faulting and deposition occur over a time span of
10 Myr, steady state is restored 200 kyr after the fault slip ceased. Basins with faulting and deposition
over a time span of 10 kyr and 1 Myr, regains steady state after 9.6 and 9.7 Myr, respectively. Although
the compared models keep the basin in an unstable thermal condition over approximately the same
time span, the slow rate of faulting and deposition makes the thermal instability less prominent as
opposed to basins with a high rate of faulting and deposition (Figure 8). This coincides with the result
for the models were the fault displacements are varied. The larger the fault slip, the larger the thermal
differences on either side of the fault zone (Figure 7), which results in longer time required for the basin
to regain steady state. For basins with faulting and deposition occurring over >10 Myr, the basin is
close to, or in, steady state throughout the whole deposition process; this is in accordance with Bertotti
and ter Voorde [30] and ter Voorde and Bertotti [29].

In addition, our calculations show that there is a 40 ºC difference after fault slip from one side of
the fault zone to the other. Larger temperature differences have been reported in the literature, e.g.,
by Graseman and Mancktelow [76] (and references therein) who observed differences above 100 ◦C
on either side of the Simplon Fault Zone in Switzerland. Although such a high difference may not
be enough to cause regional disturbances in the geothermal field [30], it can lead to significant local
maturation differences of deposited organic material if such thermal differences occurred in basins
of sedimentary rocks. Since the oil window typically lies between 80 and 150 ◦C [77], some tens of
degrees difference in temperature may thus lead to different stages of organic maturation on either
side of a fault zone. The maturation calculations in BMT follow the Arrhenius equation, which ties the
reaction rates of kerogen to the temperature differences and the activation energies of the kerogen type.
For given activations energies and temperatures, the reaction rates of kerogen are roughly doubled
for every 10 ◦C rise (e.g., [39]). This indicates that a 10 ◦C difference will have implications for the
estimated maturation in the basin.

Figure 10 demonstrates the importance of the thermal conductivity for the obtained temperature
levels in the basin. Worldwide basins show a variety of alternating lithologies, and consequently
differences in thermal conductivities [38,63]). Our modeling shows that thermal conductivity, as
well as the fault movement, influence both the steady state and the transient temperatures in the
basin (Figure 12), and therefore the time needed to regain steady state. This is in keeping with
results reported by Fjeldskaar et al. [78] who demonstrated the need for an accurate description of
the thermal-conductivity variation to obtain a correct thermal history, on which the prediction of
maturation is based.
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The thermal conductivity of lithologies, amount of fault slip, time span of faulting and deposition,
angle of fault zone, and basal heat flow will influence both the size of the affected area and level of the
thermal imbalance. Specific heat capacity will determine the time needed for a basin to regain steady
state (Figure 11) [26,35].

4.2. Fault Restoration and Its Effect on Thermal Modeling

Hydrocarbons are often trapped in structurally complex basins, yet structural reconstruction is
often over-simplified in traditional basin modeling [26]. We have shown that the tested restoration
methods do not lead to substantial differences in the thermal estimates. Dula [40] concludes that 20
degrees antithetic simple shear result in a geometry resembling the natural basin the most. However,
resulting thermal calculations for vertical shear and 20 degrees antithetic shear show negligible
differences. We therefore conclude that thermal estimates of transects restored by vertical shear give
reasonable results.

The largest thermal differences are found between basins with the greatest deviation in restored
geometry and, consequently, deviation in burial depth. Thermal differences up to 35 ◦C are found when
the temperatures obtained for basin restored by vertical shear are compared to basin with non-restored
fault. Fjeldskaar et al. [26] demonstrated the importance of fault reconstruction for the temperature
modeling on a 2D section from the Gulf of Mexico. Up to 70 ◦C in temperature differences were
observed in the footwall part of the basin between model with reconstructed faults versus model
with no fault reconstruction. This strongly suggests that accounting for the structural evolution in
sedimentary basins is essential for a reliable thermal and maturation modeling. The results from
this study along with those of Fjeldskaar et al. [26] emphasize the importance of proper structural
reconstruction of sedimentary basins and highlights the need to study the transient thermal effects that
occur in a basin proceeding a fault slip in order to make good thermal and maturation estimates.

4.3. Fault Slip and Magmatic Intrusions

As mentioned above, the pre-intrusion host-rock temperatures are acknowledged to be important
for the thermal effect of magmatic intrusions and the size of the thermal aureole (e.g., [8]). Fault slip
and magmatic intrusions may occur within the same timeframe (e.g., [30,64,65]). Results in this study
show that the thermal effects of magmatic intrusions are sensitive to the timing of the fault slip relative
to the timing of the sill emplacement (Figures 16–18). The basin with no sills shows that millions of
years are required to restore steady state after fault movement (Figures 5 and 6). Before fault slip,
sediments in the hanging wall are buried at shallower depths in the basin compared to after fault slip.
The cold sediments in the hanging wall will gradually experience a temperature increase up to 40 ◦C
over a time span of ~10 Myr. With warmer host-rock temperatures the thermal effect of intrusions
is higher. Figures 8 and 10–12 show temperature histories as a function of various parameters with
time to equilibrium of several Myr. However, temperatures rebound within 1 Myr or less to only a
few degrees from steady state temperatures. Sedimentary basins in general would possibly not show
variation in maturation due to transient thermal effects over ~1 Myr. Unless, the thermal differences
were of a certain magnitude, as the reaction rates of kerogen is doubled for every 10 ◦C rise (e.g., [39]) as
mentioned above. Sydnes et al. [25] show that the main thermal effect of magmatic sill intrusions occurs
within the first 1 Myr after intrusion. This indicates that if faulting and sill intrusion occurs within the
same timeframe, two transient thermal effects operate simultaneously in the basin. Disregarding these
transient thermal effects could possibly lead to over- or underestimation of the basin maturation.

Sills intruding around the time of fault slip are emplaced into a basin with lower background
temperatures than sills intruding 10 Myr after fault displacement. However, these differences in
host-rock temperatures lead to larger thermal effects (Figure 16), as mentioned above, but do not
result in large differences in maturation of organic material when one sill intrudes on both sides of the
fault zone (Figure 18a). This is in contrast to the results of Aarnes et al. [8] who concluded that the
host-rock temperature is an important parameter in relation to aureole thickness and thus the amount
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of generated gas after intrusion of one sill. They found that increasing the host-rock temperature by
50 ◦C has a larger impact on the aureole thickness than both the option of increasing the temperature
of the intruding magma by 50 ◦C or by increasing the sill thickness by 50 m. They also found that
thinner sills have smaller thermal aureoles than thicker sills [8]. In this study ~50 m thick sills have
been used as opposed to the work by Aarnes et al. [8], who studied a 100 m thick sill. This difference in
sill thickness might possibly be the reason for the different conclusions in these two studies.

As for sill clusters, a 40 ◦C difference in background temperature results in a larger area
with matured organic material around the intruded sills (Figure 18b). This is in agreement with
Aarnes et al. [21] and Sydnes et al. [25] who showed that the thermal aureole of sill clusters at multiple
levels thermally impacts a larger volume of surrounding rocks than single sills. Both these studies
also show that sill thickness plays a role in the thermal and maturation effects. A 100 m thick sill will
mature organic material in a larger rock volume than a thinner sill [21,25].

Figure 10 shows clearly that the thermal conductivity plays a significant role for the obtained basin
temperatures. The results of sills intruding into a heterogeneous shale basin with a sandstone layer
has a greater thermal effect on the surrounding host rocks, and is especially visible for sills intruding
10 Myr after fault slip (Figure 17). With the presence of higher thermal conductivity lithologies the
host-rock temperatures increases and the thermal and maturation effect of magmatic intrusions are
enhanced (Figure 18a,b), a conclusion supported by others (e.g., [8,16,21]).

4.4. Limitations of the Study

4.4.1. Assumptions

A simple model with one listric fault and one faulting event has been used in this study. The layers
end horizontally in the fault zone and most of the tested scenarios assume a homogeneous lithology.
Deposited sediments are modeled to reach the surface in every timestep, meaning that there are no
constraints on the sediment supply and sea level is not accounted for. The magmatic sill intrusions are
modeled to be horizontal and concordant to the layering with a constant sill thickness. Natural basins
commonly consist of several faults, several faulting events, and different fault dips possibly dipping
in various directions. Furthermore, layers often show a bending downwards towards the fault zone
of a listric fault and they commonly show a large lithological heterogeneity, which might lead to a
variation in physical properties. All these factors may result in variations in the estimated transient
thermal effects and the time needed for the basin to regain steady state after fault slip, and contribute
to contrasting host-rock temperatures. The occurrence of salt in the vicinity of sills will in particular
influence the thermal situation in basins. Including all the above mentioned factors is possible and will
turn the model into a more realistic example. However, doing so will limit the general conclusions
that can be drawn from our study. By keeping the model simple the study is focused on fundamental
questions related to transient thermal effects in basins with normal faults and magmatic sills. Revealed
trends in this study are therefore applicable for basins in general with such features, as the relative
differences between the tested parameters will remain more or less the same.

Sills vary normally in thickness and shape, e.g., saucer-shaped, v-shaped, and transgressive
sills (cf., [67,79,80]). Sill thickness influences the temperature effects in the surrounding area; a thick
magmatic sill has a wider thermal influence on the surroundings than a thin sill. It influences the size
of the thermal aureole surrounding it (e.g., [8,25]) and an uneven sill thickness could possibly lead to
an uneven thermal aureole. In a 2D model, the intrusion is extended infinitely in the 3rd direction.
This is a good approximation as sills commonly have much larger horizontal dimensions compared
to the vertical dimension. The sills are often several km in lengths and widths, while possibly only
50–100 m thick. For typical sill dimensions, the 2D modeling is sufficient for realistic temperature
calculations. Fjeldskaar et al. [7] studied the 3D effect of magmatic sill intrusions and investigated
what length/width ratio of the sill that requires a 3D calculation to give realistic temperature results.
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In the temperature modeling the initial temperature of the intruding magma is set to 1000 ◦C
and latent crystallization heat is not accounted for. Most magmas have temperatures ranging from
700 to 1300 ◦C (cf., [81] and references therein) making the chosen temperature in this study a mean
value. Higher magma temperatures will increase the thermal effects of the sills, whilst a lower magma
temperature will have the opposite effect. However, the relative differences between the compared
models in this study will stay the same, as the intruding magma initial temperature is constant in
all models.

Magmatic sills are often fed by dykes in magmatic upwelling zones. These near vertical features
will contribute with additional heat to the thermal history of basins with sills. However, magmatic
sills can also be fed by other sills over relatively large distances which has been observed in the field
(e.g., [52]).

Latent heat of crystallization is thermal energy released when the sill undergoes a phase transition
from liquid to solid. The composition of the magma may differ, which may lead to different timing of
the emissions of latent heat as components have different crystallization temperatures. Peace et al. [62]
have estimated the additional latent heat to be 488 ◦C, which is a substantial thermal contribution.
Heat due to solidification of the magma will be released as long as the sill contains liquids and until
the sill has solidified completely. However, introducing this additional heat as one pulse, either by
increasing the starting temperature of the magma or introducing it as an additional heat when the sills
start to cool, may result in an overestimation of the effect of sills [20].

4.4.2. Temperature Model

The temperature calculations are done by a finite difference scheme. The grid resolution is very
high around magmatic sills and in areas of irregular structures. Fjeldskaar et al. [7] showed that
the numerical temperature results for magmatic sills match the analytical solutions quite well, both
spatially and temporally. On this basis, we argue that the uncertainty of the conduction-temperature
calculations is of minor importance.

In our model we assume that the sills cool by conduction, but it is possible that the process could
be accelerated by convection. Water convecting in the vicinity of sill intrusions could significantly
modify the temperature and maturity effect of intrusions. Convection of hot fluids from the magma, the
host-rock water, and decomposition products of kerogen is dependent on the permeability of porous
host rocks or hydrofracturing in less porous host rocks (cf., [60,61,82–84]. How the fluids from magma
and host rock affect the fluid pressure and flow is determined by the host-rock porosity, permeability,
and amount of fluids present [85]. Wang and Manga [83] showed that for rocks with low permeability
(<10 mD) symmetrical contact aureoles are produced, implying that conduction is the favorable cooling
method for sills and host rocks after emplacement. On the other hand, rocks of high permeability
(>50 mD) show maturation asymmetry above the sill, implying occurrence of convection-influenced
maturation [83]. Annen [84] studied the maximum temperatures of three rocks of different water
saturations: dry, hydrated and total water saturated, and found that in close proximity to an intrusion
(~10 m) there were no differences in the temperatures, whereas at a distance of 50 m there was a ~50 ◦C
maximum temperature difference. Dry rock has the highest temperature and water saturated rock the
lowest. This means that convection of water lowered the temperature by ~50 ◦C. It was concluded that
diffusivity contrasts between magma and host rock and incremental sill emplacement had more effect
on the aureole thickness than host-rock water content [84]. For the present study this implies that
for highly porous and permeable lithologies (e.g., sandstone) the predicted time for cooling might be
overestimated. However, for less porous and permeable lithologies (e.g., shale) the estimated cooling
rates would be adequate. This was also shown by temperature and maturity modeling on data from
offshore Norway [7].

Another aspect of convection, is the possible increased permeability that occurs when sills are
emplaced. Sill emplacement may potentially induce stresses high enough on the surrounding host
rocks to reactivate or produce new shear fractures or open up tensile fractures (e.g., [86,87]), allowing

214



Geosciences 2019, 9, 160

for increased permeability and possibly increased convection. However, accumulation of stresses and
reactivation and/or production of faults and fractures are highly area specific and dependent on, e.g.,
the lithology, deformation features and existing weakness zones. Although increased convection due
to emplacement of sills have been identified on seismic images (e.g., [67]) it is too area specific to be
included in a study aiming for some general conclusions.

Radioactive decay within the sedimentary section itself can generate heat, but is not accounted for
in this study. Rybach [88] found, however, that the contribution of radioactivity in the sedimentary
section was generally no more than a few percent of the overall heat budget, which support that the
errors by not accounting for radioactive heat, is insignificant. Others have concluded for the opposite
and advocate for including radiogenic heat production in the thermal history modeling (e.g., [89,90]),
but also emphasize the large area-variations in radiogenic heat production for the same lithologies [90].

Frictional heating from fault displacement may potentially have implications for the thermal
history in a basin. ter Voorde and Bertotti [29] calculated for shear stress of 100 MPa and an extension
rate of 2 mm·year−1 that the thermal contribution from frictional heat would be 2.5 ◦C. They concluded
that this could not influence the thermal situation in the basin to a significant degree. However, with
higher extensional rates and larger shear stress the frictional heating may become important.

4.4.3. Kerogen Type

Simulations of kerogen maturation can only be as good as the kinetic parameters used in the
model. The parameters are derived from laboratory experiments, and are assumed to be applicable to
geological processes although the scales are different by orders of magnitude. Thus the uncertainty in
the calculated maturity can be significant.

As mentioned above, the maturation modeling in our study assumes kerogen type II, which is
considered to be the most abundant among marine shales [39]. Kerogen degradation is temperature
dependent following the Arrhenius law (e.g., [39,63]). Due to kerogen types having different activation
energies, reaction rates of other kerogen types in the models presented here, could result in different
maturity effects in the modeled scenarios.

5. Concluding Remarks

We have studied the transient thermal effects in a constructed basin with magmatic sill intrusions
and one normal faulting event. Several factors related to faulting, physical properties, and fault
restoration methods have been tested to study possible differences in resulting calculated temperature
regimes over time. Sills of modest sill thickness (50 m) have been modeled to intrude before the basin
has regained steady state after fault slip, enabling the study of two transient thermal effects acting
simultaneously in the basin.

From the results in this study, the following conclusions can be drawn:

• After fault slip, the basin is thermally unstable and is influenced by transient thermal effects
that may last up to several million years. This implies that transient thermal effects should be
accounted for if sills are emplaced after the structural events, as they might affect the pre-intrusion
host-rock temperatures.

• With increasing fault displacement, the temperature effects of fault slip on either side of the fault
zone increases, as does the time the basin is thermally unstable.

• For faulting and deposition occurring over a time span of more than 10 Myr, the basin is in, or close
to, a steady state throughout the entire period. However, for the same basin, but with faulting
and deposition occurring over less than 10 Myr, the basin is thermally unstable for ~10 Myr. This
means that the shorter the time used on faulting and deposition, the longer is the time the basin is
thermally unstable.

• Different fault angles barely influence the time the basin is in a transient state. All tested angles
lead to steady state ~10 Myr after fault slip. However, different fault angles cause changes in
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the foot wall and hanging wall areas and thus affect the host-rock temperature and therefore the
temperature effect of potential sills.

• Thermal conductivity is the parameter influencing pre-intrusion host-rock temperatures in the
basin the most. As temperatures increase, so does the time needed for the basin to regain steady
state after fault slip. For basins with identical temperature regimes, the specific heat capacity is
the important property determining the time needed for the basin to regain steady state.

• The obtained temperatures in the basin increase with increasing basal heat flow, thereby increasing
the time needed to arrive at a steady state after fault slip.

• Different restoration methods result in basins of different geometries, leading to temporary thermal
differences mainly in the footwall part of the basin. The largest thermal differences are found
between basins with fault restored to basin with non-restored fault.

• Disregarding transient thermal effects proceeding normal fault slip may lead to both under- or
overestimation of pre-intrusion host-rock temperature. This will influence the calculated effects
of intruded sills and has implications for the estimate of how magmatic intrusions influence
hydrocarbon maturation and is particularly the case for sills intruding as clusters at multiple levels.

• A basin that has regained steady state after normal faulting has the highest potential
host-rock temperature.

Emplacement of magmatic intrusions may possibly affect the reservoir quality and the fault
and fracture permeability in their vicinity. Future work should evolve around the effects magmatic
intrusions have on the diagenetic processes in its surroundings.
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Appendix A

Numerical temperature model,
The following equation is discretizised,

∂
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∂z
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∂T
∂z

=
∂
∂t
(cT) (A1)

where T is the temperature, Kh is the horizontal conductivity, and Kv is the vertical conductivity. Finite
differences and a cell-centered grid are used. In the block with indices (ij) the expression
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is evaluated by the following formula [91]:
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Khi+ 1
2 , j is the value of Kh at the boundary between the blocks (i,j) and (i + 1,j). It is computed as the

harmonic mean of Khi,j and Khi + 1,j.
The expression ∂

∂z Kv∂T∂z is treated analogously.
This gives M · N equations to find the Ti,j, unknowns, where i = 1,2, . . . ,M, j =1,2, . . . ,N. Here, M

and N are the number of blocks in x-direction and z-direction, respectively.
We use both Dirichlet and Neumann boundary conditions for the temperature model. For Dirichlet

boundary conditions the temperature, T, at the boundary is given whereas for Neumann conditions
the heat flux, Kh∂T∂x and Kv∂T∂z , is given. A Neumann boundary condition with a heat flux of zero is
used for the basin edges.

An iterative method is used to solve the linear system. Conjugate gradients are used as
an acceleration method [92,93]. The conjugate gradient method is preconditioned by nested
factorization [94].
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Abstract: Diagenetic changes in sedimentary basins may alter hydrocarbon reservoir quality with
respect to porosity and permeability. Basins with magmatic intrusions have specific thermal
histories that at time of emplacement and in the aftermath have the ability to enhance diagenetic
processes. Through diagenesis the thermal conductivity of rocks may change significantly, and the
transformations are able to create hydrocarbon traps. The present numerical study quantified the
effect of magmatic intrusions on the transitions of opal A to opal CT to quartz, smectite to illite and
quartz diagenesis. We also studied how these chemical alterations and the sills themselves have
affected the way the subsurface responds to stresses. The modeling shows that the area in the vicinity
of magmatic sills has enhanced porosity loss caused by diagenesis compared to remote areas not
intruded. Particularly areas located between clusters of sills are prone to increased diagenetic changes.
Furthermore, areas influenced by diagenesis have, due to altered physical properties, increased stress
accumulations, which might lead to opening of fractures and activation/reactivation of faults, thus
influencing the permeability and possible hydrocarbon migration in the subsurface. This study
emphasizes the influence magmatic intrusions may have on the reservoir quality and illustrates
how magmatic intrusions and diagenetic changes and their thermal and stress consequences can be
included in basin models.

Keywords: magmatic intrusions; diagenesis; stress; porosity; permeability; basin modeling;
stress modeling

1. Introduction

Magmatic intrusions are commonly emplaced with much higher temperatures compared to their
host rocks. Therefore, when emplaced into sedimentary basins, they may influence all parts of the
petroleum system [1]. Several studies have shown how such intrusions influence the temperatures
and hydrocarbon maturation in sedimentary basins (e.g., [2–11]). Other studies focus on the stress
induced by the sills on the host rocks as they intrude (e.g., [12,13]). However, only a few studies have
reported on the effect magmatic sill intrusions have on the diagenetic processes in sedimentary basins.
Haile et al. [14] concluded in their work at Edgeøya (Svalbard) that conductive heat from intrusions did
not seem to have affected the diagenetic products in the area. However, at Wilhelmøya (Svalbard) there
is evidence suggesting that hydrothermal fluid flow originating from sills has affected the chemical
transformations [15]. In a study of sandstones at Traill Ø (East Greenland) it was concluded that a
combination of conductive and convective heat from magmatism enhanced the diagenetic process [16].

In essence, porosity and permeability determine the quality of petroleum reservoirs [17,18]. At the
time of sediment deposition, the process of sediment lithification starts [19], driven by mechanical
and chemical diagenesis. Mechanical alterations are related to compaction of the sediments by burial,
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while chemical alteration is the compaction occurring when chemical compounds are dissolved and
re-deposited or new components are precipitated. While the mechanical changes are strictly a result
of increasing burial depth and vertical loading, chemical changes are less predictable and highly
dependent on the chemical compounds and the temperature (e.g., [20]). Diagenesis results in porosity
loss, increased rock densities and seismic velocities (e.g., [21–25]). Due to the sensitivity of chemical
diagenesis to temperature, basins subjected to magmatic intrusions are particularly prone to abrupt
and sudden changes of physical properties. Laboratory measurements show an increase of physical
rock strength (>100%) on the transition of opal A to opal CT [23], which imply that diagenetic processes
may also affect the way the rocks respond to subsurface stresses.

Diagenetic transformations are reported from sedimentary basins worldwide (e.g., [26–34]).
The Monterey Formation in California, USA, has been extensively studied with regard to the
transformation of opal A to opal CT (e.g., [35–39]), but diagenetic alterations have also been observed
several places in wells and on seismic data from the Norwegian Continental Shelf (e.g., [24,40–47]). All
of the latter studies report observed transitions of either opal A to opal CT or smectite to illite in the
Vøring Basin, offshore mid-Norway. We used a 2D section from the Vøring Basin with numerous sills
as the basis for the modeling, as it represents the structures of a magmatic basin better as opposed to
a synthetic profile. Modeling of a real 2D section will thus give more realistic results, even though
the parameters are of global nature. A detailed case study of the effects of magmatic intrusions on
diagenesis in the Vøring Basin is beyond the scope of this work.

The main goal of the study is to quantify the effect of magmatic intrusions on transitions of opal A
to opal CT to quartz, smectite to illite, and quartz diagenesis which was done with basin modeling
software (BMTTM, [48]). A second goal is to assess the influence of diagenetic processes and of the
sills themselves on the stress field in a sedimentary basin and the potential impact on fracture and
fault permeability, which is of significant importance for the petroleum systems. The results show that
magmatic sills and related thermal effects might have notable implications for the porosity loss due to
diagenesis in their vicinity. Diagenetic alterations and the sills themselves influence the location and
magnitude of stress accumulations in the basin and thereby have implications for the fault and fracture
development, and implicitly for the migration of fluids.

2. An Example of the Evolution of a Volcanic Basin—The Vøring Basin

The Vøring Basin is located offshore mid-Norway and is bounded by the Bivrost Lineament
to the NE and the Vøring Transform Margin to the SW (Figure 1). The area consists of grabens,
basins, and structural highs developed over three main rifting episodes from Carboniferous to Eocene
times (e.g., [49] and references therein); (1) Carboniferous-Permian; coincided with the onset of
rifting in the North Atlantic [40,50–55]; (2) Late-Mid Jurassic to Early Cretaceous; led to subsidence
and development of accommodation space for the thick Cretaceous sedimentary sequence [56,57];
(3) Late Cretaceous to Early Eocene; coincided with the opening of the North Atlantic, development
of the Vøring Marginal High, and intrusion of numerous sills in the Cretaceous basin fill [49,58].
Subsequent events were dominated by seafloor spreading and accretion of oceanic crust in the
expanding Norwegian-Greenland/North Atlantic Sea [59,60]. In the post-rift phase, the Vøring area
experienced localized tectonic uplift, erosion, sediment deposition, subsidence, flexure, and isostatic
uplift partly due to numerous glaciations and deglaciations of the Fennoscandian landmasses [61,62].
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Figure 1. Location of the studied profile (VB-2-87-B) in the Vøring Basin offshore mid Norway. Modified
after Sydnes et al. [10].

The sedimentary deposits of the Vøring Basin mainly consist of marine to deep marine sediments
(mainly shale) with intercalated shallow marine sediments (mainly sandstone) in the Upper Jurassic
and Cretaceous [49]. The Paleocene consists of shale with minor sandstone and limestone deposits [63],
and the Lower Eocene consists of shales. The magmatic intrusions were emplaced in lower Eocene
time within the entire sedimentary sequence. Oligocene, Neogene, and Quaternary deposits are
mainly shales with some ice rafted debris in the Plio-Pleistocene. The outer Vøring Basin was in the
Miocene and early Pliocene dominated by deep-water deposits consisting of biosiliceous hemipelagic
sediments [46,64].

The utilized 2D transect, VB-2-87-B (Figure 1), is about 100 km long and holds some 20 interpreted
sills located at ~3–5 km depth with lateral extension of the sills varying from about 3 to 30 km (Figure 2).
A velocity model by Hjelstuen et al. [64] was used for depth conversion of the section. The time of
intrusion activity is estimated at ~56 Ma, which is supported by ages derived from zircon dating of
magmatic sills in the Vøring area (55.6 ± 0.3 Ma and 56.3 ± 0.4 Ma, 6607/5-2 and Utgard wells; [65]).

From Carboniferous and up to the beginning of Eocene, the Vøring Basin was part of an active rift
phase [49]. As the active rifting ceased the Vøring area subsequently experienced thermal subsidence
and ridge push due to continental break up and opening of the North Atlantic. Repeated glaciations,
mainly since 2.6 Ma, have led to sediment depositions in the Vøring Basin. Currently the regional
stress field of coastal and mainland Norway is somewhat affected by post-glacial uplift and erosional
unloading/loading [62,66–70] in addition to compressive ridge-push. To make our results generally
applicable, the section from the Vøring Basin is solely used as a basis for the modeling, and site-specific
parameters such as lithology and rock properties, are substituted by global values.
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Figure 2. Seismic section and the interpreted, depth converted section of VB-2-87-B in the Vøring Basin
offshore mid-Norway. Interpretation is obtained from Blystad et al., [40].

3. Methods and Results for Magmatic Intrusion’s Influence on Diagenetic Processes

To perform the modeling of structural evolution, geohistory, thermal development, maturation,
and diagenesis, BMTTM (Tectonor AS) was used. All models are in 2D, which infer the third dimension
to be infinite. This is a good approximation when sills and faults are modeled, as the third dimension
commonly is much larger than the two others (e.g., [12]).

3.1. Geohistory, Temperature, Maturation, and Diagenesis

BMT is a high-resolution 2D basin modeling software utilizing a backstripping process, starting
with present day geometry, in order to reconstruct the geohistory of an interpreted seismic section
(Figure 2) [48,71,72]. One horizon at a time is stripped from the section and fault restoration and
decompaction (based on the given porosity-depth trends assigned for the lithologies) of underlying
sequences follow. This process is repeated all the way to the top basement, thus building the geohistory.
The fault restoration in BMT is performed by vertical simple shear, a method that leaves no gaps in the
geometry and allows for thermal and maturation calculations to be performed (cf. [48]).

BMT bases the thermal calculations on the finite difference method by conduction. The resulting
temperature history depends on the thermal conductivity and specific heat capacity of the sediments
as well as the basal heat flow from the mantle [48,71]. The surface temperature is the upper boundary
condition in the calculations and is kept at 7 ◦C, whereas the lower boundary condition is the basal
heat flow which is set to 47 mW·m−2 over the profile and over time. With these settings, the BMT
calculations generate the basis for the maturation and diagenetic modeling. Kerogen type II is assumed
for the maturation modeling, and maturation is calculated using classical first-order kinetics [48].
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3.1.1. Silica Diagenesis—Quartz Diagenesis

Quartz diagenesis occurs over three connected steps involving dissolution of quartz grains,
transport of dissolved silica over short distances, and precipitation of quartz cement on clastic quartz
grains [19,73]. BMT performs quantitative estimates of quartz cementation caused by dissolution of
silica as described in Walderhaug [74,75] and Lander and Walderhaug [76]. The method is based on
an empirically derived quantification of quartz precipitation as a function of temperature, and the
precipitation is considered rate limiting for the whole cementation process (in [75] and references
therein). This is a different approach than several other quantitative models where quartz dissolution
is considered the limiting factor (e.g., [77–81]). As the diagenesis is thermally dependent (e.g., [74,75]),
quartz cementation is an indicator of the maximum reached temperature and the burial depth.

Diagenesis is a complex process consisting of a number of transformations occurring
simultaneously. According to Walderhaug [74,75], the rate limiting step is the precipitation, which is
described by first-order kinetics and is proportional to the rate constant (k) given by the Arrhenius
equation (Equation (1)).

k = A0e(
−Ea
RT ), (1)

where k is the rate constant of mineral precipitation per unit surface area (mol/cm2s), A0 is a
pre-exponential constant/frequency factor (mol/cm2s), Ea is the activation energy (J/mol), R is the
real gas constant (8.314 J mol−1 K−1), and T is the temperature. A0 is the number that describes how
often molecules collide within the system under consideration. Ea is the energy needed for a specific
chemical reaction to occur and both parameters are unique for any reaction [17]. The kinetic equation
is integrated over temperature and time for a given timestep. By multiplying this with the available
grain surface area obtained from the porosity history of the reconstructed geohistory, the mineral
cement precipitated is calculated. However, increasing grain coating on quartz minerals reduces the
possibility for precipitation of diagenetic minerals. The porosity loss calculations in this study assume
zero grain coating, the porosity loss due to cementation might therefore be overestimated.

3.1.2. Silica Diagenesis—Opal A to Quartz Via Opal CT

Diatoms and radiolarian are two examples of siliceous plankton that after death enrich deep water
sediments with dissolved non-crystalline silica known as opal A [82]. Such fragments are associated
with low-energy deposition environments and amorphous silica is commonly found in deep water
sediments amongst clay and silt deposits. Through burial and increased temperatures opal A converts
to quartz via opal CT; this is observed in several basins worldwide, as documented in the introduction.
The conversion of biogenetic/amorphous silica, opal A, to diagenetic/microcrystalline silica, opal
CT, and subsequently to stable/crystalline silica, quartz, occurs through several dissolutions and
precipitations as the burial depth increases (e.g., [39,83,84]). This reorganization from non-crystalline
to crystalline silica causes changes in rock structures, mechanical properties, porosity, and permeability
and may potentially generate traps for hydrocarbons (e.g., [23,38,39,84,85]).

One approach to determine the depth of these diagenetic processes is an empirical derived
schematic presentation of the relation between temperature, rock composition, and silica-phase
changes [86,87], which can be used in areas of known temperatures. Another approach is to determine
experimentally the reaction kinetics under given chemical conditions which can be used for basins
worldwide (e.g., [22,38,88]. A third approach was discovered by Neagu et al. [25] who found a
connection between rotated fault planes and amount of porosity loss due to the conversion of opal A
to opal CT.

Generally, each chemical reaction has its specific pre-exponential constant and activation energy
which can be derived experimentally [17]. Additionally, all chemical reaction rates are temperature
dependent [89]. Therefore, the method described above for quartz diagenesis was used to predict
the precipitation rate for the transition of opal A to opal CT to quartz. Laboratory studies show that
the activation energy for the opal A to opal CT transition is lower than for the transition of opal CT
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to quartz and this indicates that reorganization of amorphous silica to microcrystalline silica require
lower temperature than the conversion of microcrystalline silica to crystalline silica [22]. This implies
that the opal A/opal CT transition is expected to be located at shallower depths than the opal CT/
quartz boundary.

In this study the values reported by Dralus et al. [39] for the transition of opal A→ opal CT→
quartz was used (Table 1), as their study results in improved predictions of the opal A to opal CT
boundary compared to other published kinetics [38]. They also found that high content of organic
matter slows the transitioning of opal A to opal CT and that different kinetic parameters are required
for rocks with high and low organic content.

3.1.3. Clay Diagenesis—Smectite to Illite

During burial diagenesis, illitization of smectite is a commonly occurring mineralogical reaction
of clay rich sediments and shales. The conversion is a gradual process leading to mixed layers with
different illite/smectite ratios [90] and is accompanied by volume loss and reduction in permeability [91].
With increasing burial depth and temperatures, the percentage of illitic beds in the illite/smectite
mixed layers increases (e.g., [24,92]). The temperature is an important factor in the smectite to illite
diagenetic process (e.g., [91]), but the presence of pore water and potassium (K+) are also essential for
this transition to take place [42,93–95]. Smectite reacts with potassium, possibly sourced by K-feldspar,
and the outcome is illite, silica, and water (e.g., [42]) from a complex dissolution/precipitation process
where the precipitation is rate limiting (e.g., [96–99]). A common approach for modeling the conversion
of smectite to illite is by using the Arrhenius equation and regarding the transformation as either a one
step reaction with one reaction rate (e.g., [94,100]) or as several parallel reactions with rates spread
over a defined range (e.g., [101]).

Table 1. Kinetic data used for the opal A/CT/quartz diagenesis and smectite to illite modeling. *Values
obtained from Sachsenhofer et al. [103].

Diagenetic Process Ea (kJ mol−1) A0 (mol/cm2s)

Opal A—opal CT—quartz Dralus et al. [39]
36.99 (low TOC) 1.04 × 1014

33.44 (high TOC) 3.01 × 1010

32.52 (Quartz) 1.96 × 109

Smectite to illite
Roaldset et al. [95] 33

1.02 × 108

2.72 × 109

Huang et al. [94] 28 8.08 × 104

Hillier et al. [102]* 31 1.81 × 103

The method described above for quartz diagenesis is also applied for the estimation of smectite
to illite diagenesis. However, it is important to note that this method does not take into account the
presence of chemical components that can act as catalysts or quenchers. As for quartz diagenesis,
precipitation is considered rate limiting for the smectite to illite transition and it is assumed that critical
chemical components, e.g., potassium, are present for the reaction to occur. Kinetic data from three
different studies were tested: (1) Roaldset et al. [95], (2) Huang et al. [94], and (3) Hillier et al. [102].
Their preferred parameters are given in Table 1.

3.2. Opal A to Opal CT—Testing of the Method

To test the quantification methods described above for the diagenetic processes, 1D modeling
was performed on a well in the North Sea. Roaldset and Wei [23] observed the opal A to opal CT
transition to be at 1740 m depth in well 30/9-B-50H (Figure 3) in the Oseberg area (North Sea). This area
has experienced several millions of years of Cenozoic tectonic quiescence [104–107] and is presently
close to maximum burial depth [95], which makes this particular well excellent for testing of the
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method. The stratigraphy was obtained from a well close by (well 30/6-2; Figure 3) consisting mainly
of sandstones and claystones (see Table 2 for parameters).

 
Figure 3. Location of well 30/6-2 and 30/9-B-50H on the Oseberg fault block in the North Sea. The wells
are located approximately 2 km apart. Modified from map on www.npd.no.

Table 2. Lithological parameters used in the modeling, based on standard values published in the
literature (e.g., [108,109]).

Lithology Porosity—Depth Trend
Conductivity (kv)

(Wm−1 K−1)
Heat

Capacity

Surface
Porosity

Exponential
Constant (km−1)

Low
Porosity

High
Porosity

(Jkg−1K−1)

Sandstone 0.45 0.27 3.30 (6%) 1.50 (45%) 1080

Claystone 0.63 0.51 1.70 (6%) 1.00 (60%) 940

Shale 0.63 0.51 2.00 (6%) 1.40 (60%) 1190

Basement, metamorphic 3.10 3.10 1100

Magmatic intrusions 3.10 3.10 1100

Asthenosphere 3.50 3.50 1100

Roaldset and Wei [23] showed that the opal A to opal CT transition zone coincided with a porosity
reduction of around 20%. Results from the 1D model of well 30/9-B-50H shows that 20% porosity loss
starts around 1740 m below seafloor (Figure 4). This coincides with the observations by Roaldset and
Wei [23], which gives a strong indication that the method gives realistic results.
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Figure 4. The modeled porosity loss in well 30/6-2 in the North Sea. The result coincides well with
observations by Roaldset and Wei [23] which shows the porosity loss starting approximately around
1740 m depth.

3.3. Example from the Vøring Basin, Section VB-2-87-B

To study the effect emplaced sills have on the diagenesis in basins, the methods described in
Section 3.1 were used on the seismic line VB-2-87-B (Figure 2) in the Vøring Basin (Figure 1). This
transect contains approximately 20 interpreted magmatic sills, as well as a horizon denoted opal CT
(Figure 2). The sills were modeled to intrude in one pulse at 56 Ma, with a magma temperature of
1000 ◦C which is within normal magma temperature range [12]. Table 2 summarizes the parameters
used in the modeling. The thermal effect of sills and the effect on the diagenetic processes are largest
the first million years after intrusion [5,10]. The figures below show results for 1 Myr after the intrusion
of the sills.

3.3.1. Quartz Cement

The resulting diagenetic effects (Figure 5) show large differences between models where sills are
accounted for and when they are disregarded. It is well known that sill thickness plays a role in the
size of the thermal aureole, as well as the amount of matured organic matter in the vicinity of sills
(e.g., [5,10]). This is also clearly illustrated in Figure 5 where results for alternatives with no sills, 50 m
and 100 m thick sills are shown. The entire basin is assumed to have sandstone lithology (see Table 2
for properties). Some areas show up to 40% difference in porosity loss between the models (Figure 5).
The areas where the largest differences are found are located close to the sills and in the areas between
clusters of sills. With increasing sill thickness a larger area between the sill clusters have increased
porosity loss (Figure 5). This is in accordance with Sydnes et al. [10] who found that the vitrinite
reflectance in a well in the Barents Sea is a function of the spacing and the possible heat exchange
between neighboring sills. For single, relatively shallow lying sills, the sill thickness does not impact
the size of the area of porosity loss to a significant degree. However, for deeper lying single sills, the
sill thickness will impact the size of the diagenetically altered area (Figure 5).
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Figure 5. Results for porosity loss due to quartz diagenesis for basin holding no sills (upper), 50 m
thick sills (middle), and 100 m thick sills (lower).

Quartz diagenesis due to sill emplacement will have implications for the reservoir quality in the
vicinity of sills, in particular for reservoirs lying between clusters of sills. For our basin with this
particular geohistory and thermal development, sills intruding at any depth in the sedimentary rocks
will enhance the porosity loss due to quartz diagenesis. The generated diagenetic changes as a result
of intruding sills (as shown in Figure 5) should still be visible today, as the surrounding host rocks at
the same depth have not yet reached the same amount of quartz diagenesis.

3.3.2. Opal A to Opal CT to Quartz

The transition from opal A to opal CT is considered to occur over some tens of meters and up
to 200 m [41]. Roaldset and Wei [23] found the transition zone of opal A to opal CT to start where
the porosity reduction is around 20%. Therefore, we assume that the transition zone starts where the
modeling result show 20% porosity loss and ends around 200 m deeper down. The basin is now set as
all shale and assumes presence of amorphous silica. Figure 6 shows the modeled opal CT transition
zone for the studied transect in the Vøring Basin with and without sills included in the calculations.
The largest contrast between the two models are found in the shallower areas and for sills situated at
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depths <1500 m below seafloor (Figure 6). For the scenario where sills are not included, the transition
zone results in a more or less horizontal zone around 1200 m depth. When the thermal contribution
of sills is included in the calculations, the opal A/CT boundary is found as shallow as approximately
700 m depth. This implies that the additional heat from the sills moved the transition zone up to 500 m
shallower depths. The influence of sills on the further transition of opal CT to quartz is more or less
the same as for opal A to opal CT and therefore not shown here.

 
Figure 6. The results for the opal A/CT transition zone when sills are disregarded (upper) and when
they are included (lower). The transition zone is assumed to start where the porosity loss exceeds 20%.

3.3.3. Smectite to Illite

Transformation of smectite to illite may occur in sediments and rocks containing clay minerals,
and the basin is therefore assumed to have only shale lithology. The results for all the tested kinetic
values show that magmatic intrusions and their heat contribution influence the diagenesis and result in
transition of smectite to illite at shallower depths than without sills (Figure 7). However, the published
and used A0 and Ea values give significantly different results (Figure 7). The values proposed by
Roaldset et al. [95] with high frequency factor (Table 1; Figure 7) give results similar to the result
for the transition of opal A to opal CT (Figure 6). Without sills the transition from smectite to illite
occurs around 1200 m depth and with sills this boundary lies about 500 m shallower. Results for the
parameter values proposed by Hillier et al. (Table 1; [102]) show a porosity loss of 10% and increasing
with depth, starting at >2000 m depths when sills are disregarded (Figure 7 pink, stippled lines lower
left). For models where sills are included a porosity loss up to 40% is obtained in areas close to the sills
(Figure 7). The results are quite similar to results displayed for quartz diagenesis (Figure 5). For the
Vøring Basin, a transition in seismic velocity, porosity, and density, believed to resemble the smectite to
illite transition, has been observed at depths corresponding to 80–90 ◦C [24]. The modeled isotherms of
80 and 90 ◦C for the model without sills are shown in Figure 7 (left). According to Peltonen et al. [24],
the kinetic parameter values preferred by Roaldset et al [95] result in a transition of smectite to illite at
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a shallower depth than 80–90 ◦C. The kinetic values of Hillier et al. [102] result in a transition zone that
lies deeper than the 80–90 ◦C isotherm.

 
Figure 7. Modeling results of smectite to illite diagnesis when sills are disregarded (left) and when
they are included (right). The kinetic parameters of Roaldset et al. [95] and Hillier et al., [102] are used
(cf. Table 1). The modeled isotherm of 80–90 ◦C is marked for scenario without sills (left). Lower left,
pink, stippled lines indicate location of 10% and 15% porosity loss.

From field observations it has been reported concurrent onset of oil generation and the conversion
of smectite to illite (e.g., [110]). When comparing the resulting maturation assuming kerogen type II in
the section from the Vøring Basin (Figure 8) with and without sills, there is a good correlation for both
scenarios when compared to the smectite to illite conversion, when kinetic values by Hillier et al. [102]
were used. Without sills the maturation starts at depths >2900 m at lateral location 50 km on the
transect (Figure 8). At the same point in the transect without sills and Hillier et al. parameters ([102];
Figure 7), a porosity loss of 10% due to conversion of smectite to illite starts around 2700 m depth
(Figure 7 pink, stippled lines lower left), which gives about 200 m difference in the location of the onset
of hydrocarbon generation and smectite to illite conversion. For the modeled hydrocarbon maturation
with sills (Figure 8) there is also a good correlation with the modeled porosity loss due to conversion to
illite with the use of Hillier et al. [102] kinetic values (Figure 7).
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Figure 8. Hydrocarbon maturation for the studied transect without (upper) and with (lower) sills.
The onset of maturation of organic material and the onset of porosity loss due to transition of smectite
to illite is almost concurrent (compare to Figure 7).

4. Methods and Results for Stress Accumulation Influenced by Diagenetic Processes and Sills
Themselves

As stated in the introduction, the physical properties of rocks subject to diagenesis will be altered
(e.g., [22,23,95]. The increase in rock stiffness, as a consequence of diagenesis is of particular interest
when studying how diagenesis may change the way the rocks respond to stresses. Additionally,
the sills themselves are much stiffer than the host rocks in sedimentary basins and will accumulate
stresses when subject to compressional or extensional loading [12,111].

4.1. Stress Modeling

To investigate how diagenesis and sills might affect stress accumulations in the subsurface, we used
Comsol Multiphysics 5.2.a (www.comsol.com), a commercial finite element method (FEM) software
that solves problems based on partial differential equations. The stress effects were studied on two
synthetic cases and on the section from the Vøring Basin (Figure 2). All the models are in 2D and have
fault zones divided into two separate units, consisting of a fault core which is surrounded by a damage
zone with stiffnesses of 0.1 and 1 GPa, respectively (Figure 9). A typical Poisson’s ratio of 0.25 [112] was
used in all the models and they were all subject to either horizontal compressional or extensional stress
of 5 MPa to resemble horizontal regional or local stresses. All sills were assumed to be solidified and
have Young’s modulus values resembling such a situation. Properties are as summarized in Table 3.
The lower boundary was fastened in all models to avoid translation and rotation of the rock body.
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Figure 9. Schematic overview of the synthetic models with an enlargement of the fault zone and
definition of the units and Young’s modulus values used in the models. The X’s indicate the boundary
fixated to avoid translation and rotation of the rock body during loading.

Table 3. Physical properties used in the stress modeling, based on standard values for rock properties
published in the literature (e.g., [111]).

Young’s Modules

Host Rock
Area Modified
by Diagenesis

Basement
Fault Core/

Damage Zone
Fault Core/Damage Zone
Modified by Diagenesis

Sills

10 GPa 20 GPa 50 GPa 0.1 GPa/1 GPa 0.2 GPa/2 GPa 50 GPa

4.2. Stress Effects of Sills and Diagenesis

In general, stress accumulations indicate areas prone to either opening of fractures or
activation/reactivation of faults. Areas where tensile stresses accumulate may lead to opening
of fractures or keep existing fractures open, whereas activation/reactivation of faults may occur in
areas where shear stresses accumulate. Active faults and open fractures increase the permeability in
the area where they are located. Typical global properties of rocks were used in the models (Table 3)
and the results show the location of stress concentrations, and how sills and diagenesis affect stress
accumulations. The models were based on the assumption that rocks behave as linear elastic up
to 1%–3% strain at low temperature and pressure [113,114] depending on the rock strength. Strain
exceeding 1%–3% commonly results in failure. Normally the shear strength of rocks lies between 1 and
12 MPa and the tensile strength is half of the shear strength, normally between 0.5 and 6 MPa [115–117].
Stresses exceeding these limits will commonly initiate fault movement and open fractures, respectively.

When comparing models where sills and sill-initiated diagenesis are accounted for versus when it
is disregarded, it is possible to determine if and how these units may have influenced fracture and fault
related permeability. Laboratory studies show that the physical strength of rocks increases by more
than 100% on the transition of opal A to opal CT [23]. Therefore, the stiffness of the diagenetically
altered area is doubled compared to the Young’s modulus value of the rocks not altered by diagenesis.

Synthetic Case

A synthetic case of arbitrary dimensions shows that in a homogeneous basin, stresses build up
at and around the fault tips when subject to compression and extension (Figure 10). Red and yellow
colors in the models represent areas where stresses concentrate, while blue colors are areas of small to
no stress accumulations. Fractures may open and increase the permeability close to the sides of the
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fault tips where the tensile stresses concentrate (Figure 10). The direction of the fractures will follow
the direction of σ1 (maximum principal compressive stress) and open in the direction of σ3 (minimum
principal compressive stress or maximum principal tensile stress) [111]. Initiation of fault movement
may occur at the fault tips where shear stresses accumulate, and as the shear stresses are larger at the
upper tip, this is the area most likely for fault slip initiation (Figure 10).

 

Figure 10. Stress results for the synthetic case of a fault zone with arbitrary dimensions in a homogeneous
basin. The tensile and shear stress developed in a homogeneous basin with one fault subject to horizontal
compressive stress of 5 MPa (indicated by horizontal arrows). The host rock has a Young’s modulus
value of 10 GPa, the damage zone is 1 GPa, and fault core 0.1 GPa.

As shown in Sections 3.3.1–3.3.3, magmatic sills will influence the diagenetic processes in their
proximity (see Figures 5–7). In order to include this impact in the synthetic model, a second model
featuring the same fault, but with one sill surrounded by a diagenetically altered area was added.
The results (Figure 11) show that in addition to accumulating shear and tensile stresses at the fault
tips, due to compression, stresses mainly build up in the sill and in the area modified by diagenesis
surrounding the sill. This occurs as stresses tend to build up in layers/zones of stiffer rocks in contrast
to softer rocks in heterogeneous basins (e.g., [111,118,119]). These shear stress accumulations are also
present in the fault zone, particularly where the sill crosses the fault, and consequently, potential
fault reactivation may start in this area. The accumulated shear stresses in the sill and diagenetically
modified area may result in linking of present weaknesses and potentially initiate growth of new faults
within this area, if the shear strength of the rock is exceeded [111]. Tensile stresses concentrating in the
area modified by diagenesis along the fault zone and within the diagenetically altered damage zone
may, if the tensile strength of the rock is exceeded, open fractures [111]. Similar results are obtained
for the same model subject to extension, however, the resulting tensile stresses will be much larger
compared to when subject to compression (not shown here) and accordingly the chance of opening
fractures will increase.
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Figure 11. The resulting tensile and shear stresses of a fault with sill intruded through the fault zone
with a surrounding area of diagenetic alteration when subject to horizontal compressive stress of 5 MPa
(indicated by horizontal arrows). Dimensions are arbitrary in this synthetic model.

4.3. Example from the Vøring Area

For the transect VB-2-87-B in the Vøring Basin, the influence of sills and diagenetically altered
area (as given in Sections 3.3.1–3.3.3) was included to investigate its effect on the stress accumulations.
The mid-Norwegian margin is presently experiencing compression. However, this is not a specific
study of the Vøring area, therefore, to study the response to compressive and tensile horizontal stresses
the model was subjected to both. The area to the left (Figure 12a) with several faults and sills, is of
particular interest as it displays the interaction between faults, sills, and areas modified by diagenesis.
As the smectite to illite transition zones (Figure 7) show boundaries much like the one of opal A to opal
CT (Figure 6) and quartz diagenesis (Figure 5), this transition was not included in the study, as the
results are expected to be more or less the same as for the opal CT transition zone and quartz diagenesis.

 

Figure 12. (a) Stress results for the Vøring profile when the sills are excluded, and diagenesis is
disregarded. The results show the shear stresses due to 5 MPa compressive horizontal stress (indicated
by horizontal arrows). The white box indicates the area enlarged in (b) and (c), the red box indicates
the area enlarged in Figures 13 and 14. (b) The same scenario as in (a) but with the tensile stresses due
to compression. (c) The same scenario as in (a) and (b), but with tensile stresses due to 5 MPa extension
(indicated by horizontal arrows).
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Figure 13. Stress results for the basin with 50 m thick sills subject to horizontal compressive stress of
5 MPa. The area and scale are shown by the red box in Figure 12. (a,b) The results for the basin when
the sills and the transition zone of opal CT are accounted for. (c,d) The results when sills and quartz
diagenesis are accounted for. White circles indicate areas where the sill does not penetrate the fault
zone, however, parts of the fault zone have area altered by diagenesis.

 
Figure 14. Stress results for the basin with 50 m thick sills subject to horizontal tensile stress of 5 MPa.
The area and scale is shown by the red box in Figure 12. (a,b) Results for basin where sills and the
transition zone of opal CT is accounted for. (c,d) Results for when sills and quartz diagenesis is
accounted for. The white circle to the right indicates the area where the sill does not penetrate the fault
zone, however, parts of the fault zone have area altered by diagenesis. This area concentrates stresses,
and when high enough, may contribute to fault reactivation and fracture development. The sills are
50 m thick.

The transformation zone of opal A to opal CT starts when the porosity reduction is around 20%
(cf. Figure 6; [23]) and is modeled to end around 200 m deeper (cf. [41]). Five different scenarios were
tested and subject to horizontal compressive and tensile stresses of 5 MPa: (1) the basin with both sills
and diagenesis disregarded (Figure 12), (2) the basin with sills but diagenesis disregarded, (3) the basin
without sills but with opal A to opal CT transition zone included, (4) the basin with sills and opal A to
opal CT transition zone included (Figures 13 and 14) and, (5) the basin with sills and quartz diagenesis
(Figures 13 and 14).

Common results for all the models, whether subject to compressive or tensile stress, is that stresses
build up at the fault tips (like the synthetic models), and in particular at the lower tips (Figure 12a–c).
This is due to the larger contrast in rock stiffness between the fault zones and the basement compared
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to the contrast between the fault zones and the host rock (cf. Table 3). Shear stresses are more or less the
same with regard to location and strength of accumulations, whether they are subject to compression
or extension. However, the tensile stresses are much lower for the models subject to compression
(Figure 12b) than those subject to extension (Figure 12c).

When subject to both compression and extension, the synthetic models show that both shear
and tensile stresses mainly concentrate in the sill and area modified by diagenesis, also where these
features cross the fault zone (Figure 11). Figure 13 shows the results for the Vøring basin subject to
compression and when sills and the opal CT transition zone are included (Figure 13a,c), as well as
when sills and the quartz diagenetically modified area are accounted for (Figure 13b,d). For all cases,
areas of increased tensile stresses are few and small, but potential fractures may open along the fault
zone to the right and increase the permeability if the stresses become high enough (Figure 13c,d). In
addition, areas indicated by white circles in Figure 13c,d, show elevated tensile stresses related to where
the sill and diagenetically modified area cross the fault zone. Fractures may open or remain open if
stress concentrations grow high enough, thereby contributing to increased permeability in these areas.
The shear stresses tend to build up in the areas modified by diagenesis and in the sills. Where the sills
cross the faults, stress concentrations are, without exceptions, particularly high (Figure 13a,b) and may
reactivate the fault if they exceed the rock’s shear strength of 1–12 MPa. Elevated shear stresses in the
opal CT transition zone and area modified by quartz diagenesis, may potentially initiate growth of
new faults if the stresses become high enough, and thereby contribute to increased permeability.

When the basin is subject to extension the shear stresses concentrate in the same location with the
same strength (Figure 14a,b), as when subject to compression (Figure 13a,b), for all scenarios. If the
shear stresses exceed the shear strength of the rocks, fault slip will be initiated in some areas (colored
red and yellow). However, the tensile stresses are much larger for the basin subject to extension
(Figure 14c,d) as opposed to compression (Figure 13c,d). The entire sills tend to concentrate tensile
stresses, not just when crossing fault zones (Figure 14c,d). Additionally, the diagenetically altered
area of both opal CT and quartz accumulate higher tensile stresses compared to their surroundings.
The high concentrations of tensile stresses show that the basin is prone to open fractures and increase
the permeability in several areas. Due to the particularly high stress concentrations in the sills and the
areas that have undergone diagenetic transitions, fractures are expected to first open in these places.

5. Discussion

Magmatic intrusions may influence the location and amount of porosity loss due to diagenesis,
given that the necessary physical, biogenic, and/or chemical conditions are present. Two specific topics
are addressed in this study: (1) quantification of the effect of magmatic intrusions on several diagenetic
processes (opal A to opal CT to quartz, smectite to illite, and quartz diagenesis) and (2) the effect of
sills and diagenetically altered areas on the fracture and fault permeability in basins with emphasis on
the effect of these factors on petroleum systems.

5.1. Effects of Diagenesis on Petroleum Systems

Diagenesis contributes to loss of porosity and permeability in petroleum reservoirs and thus
essentially harm the reservoir quality [90]. However, the same processes may also enhance the porosity
and permeability through development of secondary porosity by dissolution, grain coating, and
fracturing of layers that have become brittle [90]. All diagenetic products can aid in calibrating the
thermal history of basins, as the transformation of each diagenetic product commonly occurs over a
specific temperature range. Thereby, they are markers for maximum temperatures and burial depths
and may uncover areas exposed to unusual environments, i.e., uncommon heat flow or uplift and
erosion, and they can be used together with for instance vitrinite reflectance and fluid inclusion data to
calibrate thermal predictions.

The thermal conductivity of sediments could rise 4–5 times when opal CT transitions to quartz [120],
as a result of the porosity loss. In the Bjørnøya Basin (Barents Sea) this difference in thermal conductivity
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results in about 10 ◦C higher temperatures in the Paleocene/Eocene shales for opal CT rich shale
compared to quartz rich shale [118]. This temperature difference is caused by the nature of clay
minerals that have a flattened structure favoring horizontal over vertical heat transport [120]. This is
an example of the importance of including diagenesis in basin modeling. Modeling of diagenesis will
ensure good thermal models when assessing the petroleum potential of sedimentary basins [120].

When the effects of diagenetic processes on petroleum reservoirs are considered, it is important to
realize that chemical compounds in subsurface fluids can be catalysts or quenchers for the processes.
First of all, the transition of opal A to opal CT to quartz requires presence of amorphous silica in
the sedimentary rocks. Kastner et al. [83] studied the chemical controls on the opal A to opal CT
transition and found that the diagenetic process is increased in carbonate rocks and reduced in clay-rich
rocks. The presence of magnesium and hydroxide ions was found to enhance the conversion of opal
A to opal CT. Subsequent transformation of opal CT to quartz released magnesium and hydroxide
ions [83] and fluids enriched in magnesium and hydroxide ions were expelled upwards along faults
increasing the transformation of opal A to opal CT at shallower depths [121]. Conversion of smectite
to illite requires the presence of clay minerals in the sedimentary rocks. Furthermore, the presence
of potassium has proved to enhance this conversion process. The transformation rates of smectite to
illite increases with high potassium concentrations and lower temperatures are needed to start the
conversion [95]. The potassium is commonly sourced by k-feldspars, which requires such minerals
to be present for diagenesis to occur [91]. On the other hand, laboratory studies indicate that the
presence of magnesium ions retards the conversion process in the early phases of the smectite to illite
conversion [94]. Therefore, although thermal requirements are met for diagenetic alterations to occur,
it is ultimately the biogenic and/or chemical compounds in the rocks and pore fluids that determine
the possible diagenetic processes.

5.2. Effect of Magmatic Sills on the Diagenetic Process in Reservoir Rocks

Earlier studies of magmatic intrusions and their effect on porosity evolution and diagenesis of
reservoir rocks have come to contrasting conclusions (e.g., [14,15,122–124]). The diagenetic processes
of sandstone reservoirs are likely to be controlled by the initial composition of the sand, original
pore water composition, content of neighboring lithologies, burial and thermal history, and timing of
cementation relative to accumulation of petroleum [17,47,82]. These criteria can largely explain the
contrasting conclusions that are put forward in the referenced literature.

Haile et al. [14] conclude in their study at Edgeøya (Svalbard) that quartz cementation is
unaffected by the short-lived heating of magmatic sills in reservoir rocks. They suggest that slow quartz
cementation rates are in contrast to the relatively short-lived magmatic heating and will therefore not
leave fingerprints on the diagenetic process. This conclusion contrasts from the results in our study
which clearly show that magmatic sill intrusions affect the diagenesis in their proximity (Figures 5–7).
Nejbert et al. [125] state that most sills in the Svalbard area are about 10–30 m thick. The sills are
relatively thin and the distances between the sills are unknown in the study by Haile et al. [14], which
could explain the contrasting conclusions of their study and ours. The magmatic sill thickness, distance
from sills, and clusters of sills are pointed out in several studies to have significant importance on
the thermal effect of magmatic intrusions (e.g., [3,5,6,9–11]). Our study shows that thermal effects
will also affect diagenetic transformations (i.e., Figure 5). The location of sampling in the study by
Haile et al. [14] might also be too far from sills to be thermally affected by them.

Another aspect is the temperature of the intruding magma. As the thermal effect of sills is a
function of the temperature of the intruding magma, a lower magma temperature than 1000 ◦C (used
in this study), would result in smaller thermal aureole surrounding the sills and consequently decrease
the area affected by diagenesis. This could also to some degree explain the contrasting conclusions.
The host rock pre-intrusion temperature is identified to be crucial for the thermal effect of magmatic
intrusions (e.g., [5,8,11]), and ultimately the effect of magmatic intrusions on diagenetic processes.
Factors such as fault displacement, time span of faulting and sediment deposition, fault angle, rock
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thermal conductivity and specific heat capacity, basal heat flow, and restoration method used to
simulate the fault movement through time, are all factors that influence the host rock pre-intrusion
temperatures. For a specific, detailed area study, all these factors are crucial and require thorough
assessment [11].

5.3. Silica Diagenesis

Silica diagenesis embraces two distinct types of chemical compaction processes, both of which
are thermally dependent. The first studied here is quartz diagenesis and is related to pressure
dissolution of quartz minerals, diffusion of dissolved silica and precipitation of quartz cement.
Quartz cementation is the number one porosity reduction process in sandstones below 2000 m
depth (e.g., [17,126,127]). Rapidly increasing porosity loss due to quartz cementation occurs when
temperatures exceed 100–110 ◦C [75] and hydrocarbons do not seem to influence the porosity reduction
process [91]. Grain coatings of clays have been found to inhibit quartz cementation and contribute to
porosity preservation (e.g., [128–130]). Furthermore, at depths for peak mineral dissolution, such as
quartz dissolution, the porosity is found to increase through secondary porosity production before it
decreases again at deeper burial depth [130]. For basins without magmatic intrusions the porosity loss
in petroleum reservoirs due to quartz diagenesis are expected to be found at depths corresponding to
the mentioned temperature range (100–110 ◦C). As the results in this study show, magmatic intrusions
in sedimentary basins contribute to abrupt changes in the diagenetic processes (Figure 5) and reservoirs
with reduced porosity may thus be found at shallower depths than expected. Reservoirs located
between sills in a cluster are particularly prone to porosity reduction due to quartz diagenesis.

The transition of siliceous sediments from opal A through opal CT to quartz, starts at lower
temperatures than the silica transition discussed previously. Opal A dissolves and subsequently
precipitates to opal CT at about 50–60 ◦C, and further transition into crystalline quartz starts around
80–90 ◦C [131]. These transformations are known to create hydrocarbon traps. In Onnagawa Formation,
Yurihara oil and gas field (Japan) and Monterey Formation in California (USA), the opal CT/quartz
boundary acts as a seal due to its low permeability, while the quartz rich layers underneath, with
higher permeability, act as a reservoir [38,132]. For basins following the thermal development without
particular interruptions, the transition zone of opal A to opal CT will normally be in the temperature
range of 50–60 ◦C, and the opal CT to quartz transition at depths corresponding to 80–90 ◦C. Results
from this study show that sills intruding at depths <1500 m moves the opal A/CT transition zone to
significantly shallower depths. For basins with magmatic sill intrusions emplaced at shallow depths,
such a hydrocarbon trap model would lie at shallower depths than basins without sills, and could
possibly go undiscovered if sills are not included in the thermal and diagenetic calculations during
basin modeling. The opal A/CT boundary has been mistaken for a flat spot as oil/water contact and
drilled (e.g., [22]). When incorporating the diagenetic transition of opal A to opal CT in basin modeling,
such errors may be avoided.

Opal CT Boundary in the Vøring Basin

The opal A to opal CT transition zone is found at surprisingly shallow depths in some areas
of the Vøring Basin. Several reasons for this fossilized opal A/CT transition have been suggested.
The transition zone is proposed to have developed during Miocene and died out in Early Pliocene
(e.g., [44,49,133]). As the transition of amorphous silica to opal CT is a temperature dependent reaction
(e.g., [22,24,73–75]) the fossilized transition is a record of peak paleo temperatures which may reflect
max burial depth of the basin, uplift and erosion of the area, higher thermal gradient in the past,
or another unknown thermal event [22,44,49,131]. The Eocene magmatic sills are, however, not the
cause of the observed shallow opal A/CT zone because the extra heat provided by the intrusions did
not affect the diagenesis as shallow as the Miocene/E Pliocene formations.
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5.4. Smectite to Illite

The conversion of smectite to illite is one of many different clay diagenetic processes occurring
in the subsurface. Illite has a fibrous texture and small amounts of this clay may dominate the pore
space and largely reduce permeability [91]. The smectite to illite transition is of particular interest for
the oil and gas industry as it may coincide with the onset of oil generation [90]. For the Vøring Basin,
Peltonen et al. [24] found that major smectite to illite conversion occurred at depths corresponding
to a temperature interval of 80–90 ◦C. For shales in the Gulf Coast (USA), the major rate of smectite
to illite conversion was found at temperatures of 90–120 ◦C [134]. Other studies conclude that the
illitization process starts at 50 ◦C and ceases around 100 ◦C [135]. These diverse temperature ranges
for the smectite to illite conversion is also reflected in the modeling results in this study, when different
published kinetic parameters are used (Figure 7). This emphasizes the complexity of the smectite to
illite conversion, and possibly clay diagenesis in general. An area influenced by magmatic activity in
western Pannonian Basin (Hungary), show a divergent effect of magmatic heating on clay minerals and
the smectite to illite transformation [103]. Such results emphasize that, although thermal requirements
are met for diagenetic processes to take place, other factors must also be fulfilled for chemical reactions
to occur (cf., [136]). For the smectite to illite diagenetic functionality described here, caution must be
exercised in the interpretation of the results. This means that the described method can be used to locate
areas that fulfill the required kinetics for alterations to occur. This is a good first approximation in pin
pointing areas prone to have undergone diagenetic changes in the basin. However, subsurface chemical
knowledge is needed in order to examine if other necessary criteria are met for diagenetic alterations.

5.5. Influence of Sills and Diagenesis on Stress Accumulations

When sills have solidified and are subject to compressive and tensile stresses, this study shows that
the sills and the diagenetically altered areas accumulate stress (Figures 10–14). When stresses exceed
the shear and/or tensile strengths of the rock, the rocks will fail and fault movement will be initiated or
fractures will develop, respectively. This occurs because stresses tend to build up in the stiffer layers
as opposed to softer rocks (e.g., [111,116,117]), which will be decisive for where fractures develop
and faults could be reactivated. From the models (Figures 10–14) it can be deduced that the higher
the contrast in rock stiffness, the higher the stress concentration in the stiff layers. For diagenetically
modified areas, with higher increase in rock stiffness than studied here (doubled the stiffness of the
host rock), the potential stress accumulation in the area modified by diagenesis will be higher, and the
likelihood of fault initiation and fracture opening is increased. On the other hand, in an opposite
situation, the potential stress concentration will be lower and so will the likelihood of fault movement
and fracture opening.

It has been proposed that diagenetic processes may affect the fluid flow properties in the subsurface
(e.g., [14,47]), a statement which is confirmed by the results in this study. This is the case, not just due to
how diagenesis modifies rocks porosity and permeability, but also to how these diagenetic alterations
change the rock’s physical properties. An active fault may increase the temporary permeability
many times, and faults and fractures may dominate the fluid transport in the rock masses if they
are interconnected [111]. The results in this study show that sills or diagenetically altered areas
(Figures 11–14) could ultimately lead to opening of fractures or initiate fault movements if the tensile
or shear stresses of the rocks are exceeded. For a petroleum system, such an outcome can be crucial,
as opening of fractures and fault movement increase the permeability and supports fluid flow, possibly
to new locations. Thus, we conclude that sills and their related diagenetically modified areas may
influence the subsurface fluid migration pathways through time and space and increase the permeability,
as opening of fractures and reactivation of faults may act as fluid conduits.
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5.6. Limitations of the Calculations

All basins have their particular thermal and structural histories concerning e.g., sediment source,
lithology, fluid circulation, pore fluid chemistry, and structural development. These variations all play
a part in possible chemical alterations in the subsurface and lead to unique diagenetic development.
Therefore, information regarding these elements must be included for more detailed local studies.

In numerical modeling there is a direct link between the quality of the input data and the quality
of the output from the models. When studying a particular area, caution must be taken regarding
various parameters. For instance, we only studied conductive heat transfer in the subsurface and heat
convection by fluids is not accounted for. Convection by fluids could influence the resulting thermal
and diagenetic calculations to various degrees (cf., [137–141]). The Vøring area shows proof of fluid
convection (e.g., [142]), our results therefore show maximum porosity loss, at least for some areas.
However, for basins that show little to no signs of convecting fluids, the presented estimations are
adequate. We argue that the method presented here is a good approach to reveal areas needing further
investigation of possible diagenetic alterations and thus possible alterations of reservoir properties.

6. Concluding Remarks

This study quantified the porosity loss due to the transition of opal A to opal CT to quartz, smectite
to illite and quartz diagenesis and how magmatic intrusions may affect the diagenetic process. As the
diagenetic alterations change the physical properties of the rock, it was shown how these alterations
and the sills themselves influence location of stress accumulations in a basin and thus may contribute
to changes in fracture and fault permeability. All these factors have implications for the petroleum
system and the results are summarized as follows:

• Conductive thermal effects of sills significantly influence the diagenetic processes in sedimentary
basins.

• The effect of magmatic intrusions on the diagenetic processes depends on the depth at which
the magmatic sills intrude. Maximum diagenetic changes occur at different temperatures for the
different processes. For sills to influence the transition of opal A to opal CT they must intrude at
depths >1500 m.

• Sill thickness influences the size of the diagenetically altered area, particularly where clusters of
sills are closely spaced.

• Sills and diagenetically modified areas influence location of stress accumulations and may
contribute to initiation of fault movement and opening of fractures. As fractures and faults can
act as conduits for fluid flow, sills and areas modified by diagenesis may therefore contribute to
increased permeability.

• A thorough case study is required to determine the sill’s specific effect on diagenetic processes and
stress accumulations in the Vøring Basin and other volcanic basins. This is now made possible
with the work done in this study.
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Abstract: Using Fracture Seismic methods to map fluid-conducting fracture zones makes it important
to understand fracture connectivity over distances greater 10–20 m in the Earth’s upper crust.
The principles required for this understanding are developed here from the observations that (1) the
spatial variations in crustal porosity are commonly associated with spatial variations in the magnitude
of the natural logarithm of crustal permeability, and (2) many parameters, including permeability
have a scale-invariant power law distribution in the crust. The first observation means that crustal
permeability has a lognormal distribution that can be described as κ ≈ κ0 exp(α(ϕ−ϕ0)), where α
is the ratio of the standard deviation of ln permeability from its mean to the standard deviation of
porosity from its mean. The scale invariance of permeability indicates that αφo = 3 to 4 and that the
natural log of permeability has a 1/k pink noise spatial distribution. Combined, these conclusions
mean that channelized flow in the upper crust is expected as the distance traversed by flow increases.
Locating the most permeable channels using Seismic Fracture methods, while filling in the less
permeable parts of the modeled volume with the correct pink noise spatial distribution of permeability,
will produce much more realistic models of subsurface flow.

Keywords: crustal well-core poroperm; crustal fluid flow; crustal flow channeling; critical state
physics; well-log spectral scaling; crustal power law scaling; lognormal; pink noise; crustal fracture
seismics; crustal fracture imaging

1. Introduction

As discussed by Sicking and Malin (2019) [1], new methods of passive seismic data acquisition
and processing allow ambient subsurface fluid connectivity to be mapped. Complementary to the
information on fluid pathways from microearthquakes (MEQ) generated by massive high-pressure
(active) fluid injections (e.g., [2]), the new passive technique of Fracture Seismics (FS) can directly
reveal both the locations and relative permeabilities of fluid-filled fractures. Further, and perhaps more
importantly, passive FS mapping shows the degree of flow connectivity at distance scales greater than
a few tens of meters from the point of active fluid injection.

A variety of independent evidence indicates that locations where MEQ and FS activity is most
intense are where fluid flow is most likely [1]. FS maps typically reveal long connectivity structures
that conduct fluid flow, as illustrated in Figure 1. The top panel shows the intensity of FS signals, and
the bottom panel indicates the fracture-connectivity skeletal pathways through the cloud where FS
signals are most intense and fluid flow is most likely.
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The FS pattern in Figure 1 is from a fracture stimulation in the Marcellus gas shales, and the
connectivity of its permeability-related signals may be considered a surprise. However, in this case the
FS flow prediction was confirmed both by gas pressure communication and by a tracer experiment.
These measurements showed a high degree of connectivity over ~600 m between vertical Well B and
horizontal Well A, as indicated by the FS backbone in the lower panel. This backbone was observed in
the FS data from Stage 3, and then later also at Stage 4, in advance of the arrival of tracer signals in
Well B, which appeared at the time Stage 5 was stimulated.

 
Figure 1. (Top) A horizontal map slice of the above background Fracture Seismic (FS) intensity
(red high, blue low), activated during the third stage of a fracture stimulation treatment. (Bottom) The
above-background FS intensity (red high, blue low) backbone of the same horizontal map slice in the
FS intensity cloud for hydrofracturing Stages 3–5. Point A is the wellhead of a horizontal well with a
trajectory indicted by the black line. Point B shows the location of a vertical well with pressure and
chemical tracer monitors. Both pressure and tracer communicated between Well B and Well A, where
the FS skeleton connects the wells over a distance of 600 m. Figure is from Lacazette et al (2013) [3].

There are good observation-based theoretical reasons to expect the kind of spatially extended
crustal flow connectivity on the hundred-meter scale seen in Figure 1. The purpose of this paper
is to discuss these reasons. We show that the distribution of features observed in such FS maps
is expected. The expectation that crustal fluid flow over length-scales >10–20 m will be through
high-connectivity flow structures is discussed below, from both (a) direct observations and physical
logic and (b) the power law scale invariance in the observed self-similarity of fracture-connectivity
patterns. The first approach was developed over the last three decades in a series of papers (e.g., [4–10]).
The second approach has a vast and densely spaced literature (e.g., [11] and the many references
therein). Our purpose here is to bring these insights together and convey an understanding of how
upper-crustal fluid flow is likely to be structured, based on observations and the critical state physics
of brittle rock.

2. Crustal Observations and Implications

2.1. The Observed Relationship between Crustal Porosity and Permeability

This section first shows that spatial variations in crustal porosity invariably coincide with
commensurate spatial variations in the natural logarithm of permeability. It then shows that this means
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that the magnitude of crustal permeability commonly has a lognormal distribution, even though the
magnitude of porosity that is spatially associated with permeability is normally distributed. Following
Leary et al. (2017, 2018) [12,13], we derive a general expression that encapsulates this observation
and deduction. The derivation shows that the combinatorial probability of crustal pore and fracture
connections provides a logical explanation for why normally distributed pores are associated with
a lognormal distribution of permeability. There could be a physical extension between pores and
fractures [13] which we do not discuss here. With increasing strain, broken grain cements could
progressively localize deformation, eventually leading to faulting, for example. This is not addressed
in this paper. Here, we use observations of cores to discuss the connection conditions for permeability
and learn how a normal distribution of pores and pore connections leads to the observed lognormal
distribution of core permeability. We then transfer this insight to fractures.

Figures 2–4 show field data that illustrate how changes in crustal porosity are invariably associated
with changes in the natural logarithm of permeability,

δϕ ∝ δ lnκ (1)

The (possibly irregularly spaced) porosity and permeability values in these figures were measured
down well-core samples according to standard oil-field procedures (e.g., [14]). The histograms on
the left side of Figure 2 show that the porosity values of four North Sea cores have a normal spatial
distribution, whereas the permeability values have a lognormal distribution. Similar histograms of
porosity and permeability are shown in Figures 3 and 4.

On the right side of Figure 2, the porosity and permeability values are plotted as a function of
sample number. In Figures 3 and 4, they are plotted as a function of sample depth. The measurements
are plotted in normalized form, such that their variations have zero-mean and unit variance. This is
achieved by subtracting the mean porosity (or ln permeability) and dividing by the standard deviation
of porosity (or ln permeability). These profiles show that where there is a change in porosity there is a
correlated change in ln permeability. Natural logs are used throughout the discussion for consistency
with these observational plots and for compatibility to theory.

Whereas the number of samples with small porosity values rapidly decreases in these histograms,
the same is not true for permeability histograms. The roll-off in the number of samples with small
permeability values can be seen only in the plot of numbers versus the logarithm of permeability, and
may be due to failure to measure variations in low permeability. The potential for undersampling
suggests that the permeability distribution could be alternatively described as a power law (which
has no roll-off at low permeability) instead of lognormal. Both logarithmic and power distributions
are long-tailed at the high permeability end of their distributions. However, power distributions are
fat-tailed, meaning this distribution has more high permeability values than a lognormal distribution.

The important point here is not these differences between power and lognormal distributions,
but simply that, on simple inspection, the porosity and permeability distributions are normal and
lognormal, respectively, and these relationships are general. The Figures show data from wells
worldwide. They depict the most commonly observed characteristic of reservoir rock porosity
and permeability. Furthermore, the normal-versus-lognormal correlations between porosity and
permeability are not dependent on the orientation of the sampling well. Figure 4 shows that the same
relationship is observed in cores from a horizontal well as in cores from vertical wells. Be it a vertical
or horizontal well-core sampling sequence, the differences in their population distributions remain the
same: normally distributed porosity and long-tail power permeability. Both these distribution and
correlation relationships appear to apply just as well along rock formations as across them.
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Figure 2. Porosity and permeability measurements on four sub-vertical North Sea gas field well cores.
(Left panel) Histograms of porosity values are plotted as number of values in 1% wide bins versus
percent porosity. Both log permeability and permeability data are plotted as the number of values in a
bin versus millidarcies. The histograms suggest that the porosity has a normal, and the permeability a
lognormal, distribution. (Two right panels) Porosity (blue) and natural ln permeability (red) data are
plotted as functions of sample number. The porosity and permeability data are normalized to zero
mean and unit variance.

Figure 3. Porosity (φ, blue ) and natural log permeability (ln κ, red) magnitudes in sub-vertical well
cores from the North Sea (top), Germany (middle), and South Australia (bottom). Porosity and ln
permeability are plotted against sample depth. Both are normalized to zero mean and unit variance.
The number of measurements is shown on the plots. In the histograms, the porosity values are plotted
as the number of values in 1% wide bins versus percent porosity. Both ln permeability and permeability
data are plotted as the number of values in bins versus millidarcies (mD).

Figures 2–4 show data that establish Equation (1). Equation (1) can be integrated to yield
an expression between the spatial variation of permeability, κ(x,y,z), and the spatial variation of
porosity, ϕ (x,y,z)

κ ≈ κ0 exp(α(ϕ−ϕ0)), (2)
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Figure 4. (Top) Porosity (φ, blue) and ln permeability (ln κ, red) measurements from a horizontal well
from North Sea clastic oil fields, plotted with zero-mean and unit variance. (Bottom) Histograms of the
number of measurements in bins of equal porosity, ln κ, or κ.

Here, κ0 and ϕ0 are the mean values of permeability and porosity, and α is a constant of
proportionality. That (2) follows from (1) can be easily verified by differentiating (2) with respect to ϕ.
If ϕ = ϕ0 ± σϕ, it follows from (2) that lnκ = lnκ0 ± ασϕ, where α is the ratio of the standard deviation
of lnκ to the standard deviation of ϕ:

α = σlnκ/σϕ. (3)

When α is very small, the series expansion of the exponential in Equation (2) reduces to a linear
relationship between the departure of κ and the departure of ϕ from their mean, and both permeability
and porosity are normally distributed. In the small-α limit, permeability equations such as the
Kozeny–Carmen relationship hold. In this domain, the flow is homogeneous for a normal distribution
of porosity.

When α is large, κ fits the definition of a lognormal variable, where the permeability distribution
has a long permeable tail. In the large-α limit, lnκ has a standard deviation spread of σlnκ. If this
spread is large enough and, as discussed in the next section, the spatial distribution of permeability is a
power distribution, the flow will be channelized. These two conditions (large α and a power spatial
distribution of permeability) for channelized fracture flow are what we investigate in this paper.

2.1.1. The Connection–Condition Explanation for a Lognormal Distribution in Permeability

The reason that a normal distribution in porosity magnitude can lead to a lognormal distribution
in permeability magnitude can be understood if it is recognized that permeability requires a connection
condition to be met. For the current discussion, this connection condition is that fractures (or pores)
must be able to pass fluids onward to other fractures (or pores).

Shockley (1957) [15], among others, illustrated how physical/statistical observables (events)
that are normally distributed can interact conditionally to create other observables (events) that are
lognormally distributed. His simple example asked why relatively few authors publish the bulk of
scientific papers. He proposed that eight author traits are necessary to produce a publication: (1) ability
to select problems; (2) competence to work on them; (3) ability to recognize a result; (4) ability to
prepare a manuscript; (5) ability to present results adequately; (6) ability to profit from criticism;
(7) determination to submit a manuscript; and (8) ability to respond to referees’ criticism. Assuming
each author trait is normally distributed through a population of scientists, the conditional nature of
the final ‘event’, the publication of a scientific paper, depends on the product rather than the sum of
the component traits. If p1 is the probability for trait 1, p2 for trait 2, etc., then P = p1* p2* . . . * p8 is
the probability of publication, and only a few authors will possess all the traits needed for successful
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publication. Successful authors will be rare, and the distribution of author publications will have
a long tail: few scientists meet the connection condition of having all eight traits, so they publish a
disproportionate share of scientific papers.

Permeability requires that pores and fractures be connected. As the scale or volume of interest
becomes larger, there will be more and better connections between pores, and longer and more
permeable fractures within a given volume, and the probability that some subset of pores or fractures
will be connected will increase with increasing volume. For example, given n independent fractures in
a volume, simple counting shows there are n! = n* (n-1) * (n-2) * ways to connect them. If the number
of pores or fractures increases by δn, the probability of connection will increase: δln(n!) = ln([n+δn]!) −
ln(n!) ≈ δn ln(n). Since ln(n) changes more slowly than n, it is reasonable to assume that δln(n!) ∝ δn
Associating n with ϕ, and n! with κ, we find δln(κ)∝ δϕ, as shown in Equation (1), above. We thus
see that, if permeability is viewed in terms of connections of pores or of fractures, it follows that a
change in the number of pores (pore connections) or in the number of fractures will lead to a change in
ln permeability.

2.1.2. Spatial Properties at the Critical State

Critical state physics principles can account for how variations in permeability become distributed
spatially. This distribution is the second and final piece of information needed to determine whether
the departures of ln permeability from its mean will lead to flow channeling.

One example is the application of critical state physics to the phenomenon of opalescence.
Opalescence is the clouding of an otherwise clear liquid such as CO2 at its critical temperature and
pressure. Observed almost 200 years ago, this phenomenon was understood 100 years later to be
related to spatial optical index fluctuations in the critical liquid which scatter light, thereby clouding
the liquid. In the last 50 years, the amplitudes of these fluctuations have been found to be power law
distributed as a function of their physical length scale. The longer the length scale of the fluctuation,
the larger the amplitude of its density change. For example, if the density variations were decomposed
into their Fourier components, the longer wavelengths would have a greater amplitude. The square of
the amplitude might vary as 1/k, where k=2π/ λ, where λ is the wavelength of the Fourier component.

Properties that vary spatially in a power law 1/k fashion are scale invariant in the sense that you
cannot deduce scale in an image of the material that contains the property. In the case of opalescence in
a clear liquid, the pattern of optical index variations captured in a photo frame of tenths of a millimeter
on a side looks the same and is statistically the same as that captured in frames that are millimeters
on a side. Furthermore, the onset of density variations and the clouding they cause is related to a
“structure function” such as ε = (T – Tc)/Tc, where T is the system temperature, and Tc is the critical
point temperature (e.g., [16]). Importantly, the opalescence is clearly related to the proximity to the
critical point and not to other properties of the fluid.

The critical-state percolation model [17,18] provides additional insight. In the simplest version of
a percolation model, nodes in a square grid are connected to their neighbors by bonds that are either
open (and allow flow between nodes) or closed (and allow no flow). If open bonds are randomly
assigned according to some probability, there is a critical fraction of open bonds at which at least
one pathway of conducting bonds spans the sample. Near this critical sample-spanning fraction,
percolation model properties such as permeability, electrical conductivity, and diffusion coefficient are
found to be power functions, and universally depend more on spatial dimension than the morphology
(internal construction) of the medium [18]. This potentially greatly simplifies understanding rock
properties. The flow backbone in the sample-spanning cluster is found by deleting all the dead-end
conducting bonds where no flow occurs. The flow backbone provides a basis for the depiction of
backbone fracture seismic flow structures shown in the bottom section of Figure 1. Note that the
seemingly dead-end backbones of flow in Figure 1 could connect to overlying or underlying depth
slices through the volume, or could discharge into a broadened flow.
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2.1.3. The Critical State of the Earth’s Crust

A major insight of the late 20th Century in the Earth Sciences is that the earth’s crust is stressed by
plate tectonic forces, such that it is in a state of constant incipient failure [19]. The brittle crust is riddled
with fractures that are always at or near mechanical failure. Fractures are power scaling or scale-invariant
characteristics of rock [11]. Geologists must place a hammer or some other object of known scale
in a picture of veins or fracture traces to indicate their scale (e.g., [11]). Leary et al. (2018) [13] have
shown that the αϕ0 parameter in Equation (2) above, plays the same role in the deformation of the
earth’s crust as the critical temperature plays in opalescence. If αϕ0 is between 3 and 4, the crust is in a
state of constant incipient failure. The result is that the spatial distribution of fractures is power law,
and it follows that the spatial distribution of permeability is power law. Barton, Camerlo, and Bailey,
1997 [20] have shown that the distribution of fracture trace lengths is also power scaling. Leary et al.
(2018) [13] show that αϕ0 is between 3 and 4 for a wide variety of sedimentary rock, which means that
they are in a state of incipient failure.

2.1.4. The Power Exponent of Permeability

Prior to the invention of FS methods, it was not possible to image fracture permeability directly to
determine its location and spatial distribution. However, permeability proxies such as the mineral
alteration caused by fluid flow through fractures and the size distribution of microearthquakes, can be
used to infer the power exponent that characterizes the spatial distribution of fractures in rock [11].
The permeability power exponent can also be inferred from Equation (2) for a pink noise spatial
variation in porosity or by the direct field mapping of fractures.

Figure 5 shows how the square of the amplitude (spectral density) of well-log measurements
of fracture density, porosity, and fluid-flow-related mineral alteration fall off as the spatial scale
of measurement (frequency) decreases. The variation in signal strength with depth, measured by
well-logs, is Fourier transformed. The logarithm of the square of the amplitude (fluctuation power of
the signal, S(k)) of each Fourier component is plotted against the logarithm of the spatial frequency, k,
of the component measured in cycles/km (or any other units of measure, since the log slope is not
affected by the units). The spectral density method is well described by Malamud and Turcotte
(1999) [23]. All the properties related to fluid flow, plotted in Figure 5, show approximately a pink
noise, scale invariant, 1/k power distribution.

Figure 5. Time-series analysis well-log properties related to flow in fractures. From top left to

bottom right, these properties are: acoustic velocity, gamma ray intensity, potassium abundance,
potassium-thorium abundance, neutron porosity, thorium abundance, uranium abundance, mass
density correlation, and mass density. In all these panels, the spectral density S(k) (y-axis) falls off
with frequency as ~1/k, where k is spatial scale-length measured in number of cycles per km (x-axis).
Data are from a sand-shale well-log provided to us courtesy of R Slatt [21,22]. The power-scaling
exponent is shown in the red box at the upper right of each plot.
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2.1.5. The Flow Significance of the Distribution of Permeability

Figure 5 shows that down hole log measurements related to flow in fractures are power-scaling
with an exponent of approximately −1:

S(k) ∝ 1/kβ, where β = 1. (4)

This value of the power exponent, β, is intermediate between zero slope of randomly distributed
white noise and the slope of two of red noise (the Brownian noise, obtained by taking the running sum
of randomly distributed spatial properties). A power spectrum with a slope of one is called a pink noise.
Equation (4) shows that, for pink noise, when k becomes smaller (e.g., the number of Fourier cycles per
km is fewer and the variation extends over a larger distance), the signal power increases. For a pink
noise spatial distribution of permeability, as the volume of rock becomes larger, it is increasingly
likely that a permeable channel will short-circuit flow across the entire observed volume. We show
this below by first discussing how white and pink noise distributions of porosity differ, and then use
Equation (2) to convert a pink noise porosity distribution to a pink noise permeability distribution and
address channeling.

Figure 6 contrasts white and pink noise distributions in porosity. The plots on the left side of
Figure 6 depict a hypothetical white noise porosity distribution. The top image is a depth slice map of
porosity. The middle plots the porosity along an arbitrarily directed hypothetical well-log through the
depth slice map shown above. The Fourier power spectrum S(k) of this porosity well-log is plotted as a
function of wave number k on the abscissa in the bottom image. The white noise is generated from a
standard pseudo-random number generator in Matlab computational software.

  

 
Figure 6. (a): Spatially uncorrelated and (b) correlated hypothetical porosity models. (Top): Map
views of porosity variation indicated by color. (Middle) Representative synthetic porosity well-logs
in an arbitrary direction through the porosity map view images above. The ordinate is distance and
the abscissa is the magnitude of porosity. (Bottom): Power spectrum of synthetic well-log porosity,
plotting the square of harmonic amplitude (ordinate) against spatial frequency (cycles per km) on
abscissa. Numbers are the power exponents (-β ) of the power spectra (see Equation (4)). They confirm
that the left map distribution is spatially uncorrelated white noise (β ~ 0) and the right map distribution
is spatially correlated 1/k pink noise (β ~ 1).

The working assumption behind the white noise application to crustal randomness is that,
at some suitably large scale-length, whatever is physically happening at one point in the formation
is independent of whatever is happening at any other point. That is, above a suitable scale length,
crustal flow structure is uncorrelated. The white noise uncorrelation assumption is inherent in the
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representative elementary volume (REV) method of crust flow modelling (e.g., [24–26]). Whatever the
pattern in the REV, it is assumed that one could make a 3D rubber stamp of the REV and replicate the
pattern at a larger scale by filling in the whole volume with the stamp. The largest and smallest features
remain the same, no matter how many times a pattern is repeated or how large its volume is. REV
patterns cannot increase or decrease the range of properties beyond those in the REV. REV’s thus have
no scaling larger or smaller than that contained within the REV itself. As a consequence, the entire
crustal flow volume is described by just one REV sub volume. There is no large-scale variation in
permeability in the depth slice white noise map (top right).

In contrast, the 1/k spectrum pink noise-correlated spatial distribution of porosity is illustrated
on the right side of Figure 6. The pink noise distribution of porosity is generated using discrete
Fourier transform methods, as described in ([23], p.35). The pink noise porosity distribution is then
shown along a hypothetical well-log through the depth slice image (middle right diagram) and plotted
in power spectrum form in the bottom right image. The pink noise porosity distribution reveals
different intensities at every scale length contained in the volume. The plan map shows dramatic
inhomogeneities which connect over large distances. A yellow to red band across the entire property
map can be seen in the middle of Figure 6, for example. This porosity pattern suggests that a flow
channel could pass fluid across the entire image. In contrast to the uncorrelated plan map depiction to
the left, no small portion of the correlated map is representative of any other small portion. The porosity
level and pattern at one location cannot be used to predict what will be found in another small
portion of the image. The spatial fluctuation power spectrum has a power slope of ~1 rather than
~0. Connected flow paths are expected, but the position of the spatially correlated pore-connectivity
cannot be predicted on the basis of a limited number of samples.

The tendency towards channelized flow at large scale for a 1/k pink noise porosity distribution is
demonstrated in Figure 7. Flow in this figure is calculated for a porosity distribution derived from
a normal distribution of pore sizes with a 1/k power spatially correlated distribution with a power
scaling exponent of −1, in the same fashion as described above. The porosity normal distribution
is converted to permeability using Equation (2), a pressure gradient is imposed across the spatial
permeability distribution, and the resulting flow is computed using the Matlab finite-element partial
differential equation solver. The 2D grid has 300 × 300 element resolution. Arrows show both the
distribution of velocity magnitudes and flow directions in the model domain. The ±2 spread in
the natural logarithm of the flow velocity (ln|V|) in Figure 7 approximately matches the spread of
natural log permeability shown in Figures 2–4. The flow directions show that spatially correlated
porosity leads to flow dramatically channeled across the model from the high-pressure boundary to
the low-pressure boundary.

 

Figure 7. a. The flow field, computed for a medium with a permeability that varies by ±2 natural
log units (see Figures 2–4 well-core data) and has a 1/k spatial distribution of ln κ, shows dramatic
channeling between the high- and low-pressure boundaries. b. Distribution of natural log-well log-flow
velocity, ln (V), where V is in arbitrary units
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2.1.6. The Power Exponent of Permeability from Two-Point Analysis of Permeability

Figures 2–4 suggest a mean value of φ = 0.2 ± 0.1. Assuming a critical state crust with αφo = 4,
it follows that α = 20, and, since α = σlnκ/σϕ, σlnκ= 2, then whether ln κ has a 1/k crustal scaling can be
tested by two-point spatial correlation methods. This analysis shows a power law separation exponent
of −0.5. This corresponds to a Fourier power spectrum slope of 1/k for the ln permeability field [10,27].

2.1.7. Power Law Exponent of Permeability from Microearthquake Distributions

Over 18,000 m3 of water was recently injected at ~6 km depth in Finland to stimulate flow for
deep geothermal heat extraction [28]. Over 54,000 microearthquakes (−1 <M < 1.9) resulted from this
stimulation, of which 6150 were located and characterized. These events have a two-point correlation
power law separation radius exponent of between −0.5 and −0.6 [10], which corresponds to a Fourier
power spectrum slope of 1/k.

2.1.8. Power Law Exponent from Field Mapping of Fractures

Barton (1995) [11] reported on outcrop fractures mapped at 17 locations at scales from centimeters
to kilometers. He found that fracture length had a fractal dimension of D~1.5.(range 1.4 and-1.7) Since
fractal dimension is related to the exponent β as 2β = 5-2D ([23], p30), Barton found β ~ 1 from outcrop
mapping. A β = 1 corresponds to a 1/k distribution, since, by convention, β is the negative of the
exponent of k.

2.1.9. Power Exponent from Analysis of Fracture Seismic Images

The flow backbone shown in the bottom image of Figure 1 consists of connected linear segments
with different levels of fracture seismic emission intensity and physical length. Histograms can be
made of both relative fracture seismic segment length and FS emissions intensity, and their statistical
distributions determined. Figure 8 shows that both of these properties have lognormal (or power law,
since the roll over may simply reflect the limits of segment resolution) distributions, in which there
are long fracture seismic intensity segments, and high FS emissions intensities that fall far outside of
normal distributions, i.e., these distributions have long tails.

Figure 8. (Left) Normalized length distributions of linear fracture seismic intensity segments from
four different reservoirs: (Clockwise) Marcellus, Utica, East Asia, Wayland. Linear backbone segments
can be seen in the fracture seismic map slice in the bottom image in Figure 1. (Right) Normalized
histograms of seismic fracture emission intensity recorded shale reservoir fracks, above. Data are from
Lacazette et al. (2013) [29].
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2.2. Flow From a Well: What Is at Stake

Figure 9 illustrates what is at stake in practical terms in the description of permeability as both
lognormal and 1/k distributed. The figure depicts flow from a well to the sides of the computation
domain, where the injected fluid is allowed to freely escape the system. The figure was generated by
Matlab finite-element methods for different values of β and α in Equations (2) and (4). Uncorrelated
(β = 0) and correlated (β = 1) porosity distributions are assigned to 105 unstructured elements with the
grid resolution increasing strongly toward the injection well. Corresponding permeability was derived
from porosity assuming α = 1 or 30. The mean porosity is selected such that αφ0 ~3 to 4 in all panels.
The method of flow computation is the same as is used to simulate the flow vectors shown in Figure 7.

If the permeability has little variation around its mean (small σlnκ), the flow proceeds radially
away from the well (lower two images) regardless of whether the ln permeability (and porosity) is
spatially ordered as pink (β =1, 1/k) or white (β =1, random) noise. However, if the magnitude of
permeability variation around its mean is of the order shown in Figures 2–4, and the ln permeability is
spatially ordered (1/k), flow from the well occurs through a spatially correlated dendritic or filamentary
pattern (top left image). The flow does not have this pattern if the ln permeability distribution is
uncorrelated (white noise), even if the permeability has a large spread from its mean (top right image).
Both substantial permeability inhomogeneity and a pink noise spatial ln permeability distribution are
required to produce the channelized/filamentary flow shown in the top left panel of Figure 9.

 
Figure 9. Flow calculated from a central well to free-flow boundaries where it escapes the system
for different values of α in Equations (2) and (3) and β in Equation (4). Color indicates the relative
magnitude of the fluid velocity (red low, purple high). Flow channeling (upper left panel) requires
that both a large spread in ln κ from its mean (e.g., α =30) and a distribution in permeability that is pink
(β = 1). The variation in the magnitude of permeability from its mean can be large, but cannot produce
channel flow if its spatial variation is that of spatially uncorrelated white noise (top right panel).
The permeability distribution can be 1/k (pink noise) but cannot produce channel flow unless the
variation in ln permeability is also large (bottom left panel). When the permeability distribution is white
and the spread in ln permeability small, the flow from the well is of course uniform (bottom right panel).
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The earth’s crust meets both these criteria for channelized flow (permeability inhomogeneity
and pink noise, scale invariant, spatial ln permeability distribution) as the following references in
various areas attest: oil/gas (USEIA 2011), geothermal [30], mineral deposition [31–36] and trace
elements [37–40]. The spatially heterogeneous, length-scale dependence of permeability is documented
from lab-scale cm to reservoir-scale km [8,41–45]. The normal distributions, often assumed for modeling
and analysis of flow in the earth’s crust, offer no formalism for dealing with the spatial variations
(channeling) observed in the actual flow system (e.g., [21,22,46–55]).

3. Summary and Discussion

Flow measurements are difficult to make at even a few meters from a drill hole. However, we can
infer the characteristics of flow far away from the wellbore from the observed variation in permeability
about its mean and from the observed spatial distribution of permeability. Our analysis proceeds from
the observations that (1) variations in crustal porosity and pore connections are invariably associated
with variations in the logarithm of crustal permeability (δϕ ∝ δ lnκ) and (2) the Fourier spectral power
fluctuations in permeability magnitude (and all rock properties, micro-earthquakes, etc., associated
with flow in fractures) scale inversely with spatial frequency (1/k).

Integrating the first observation produces an exponential relationship κ ≈ κ0 exp(α(ϕ−ϕ0)),
in which the variation in permeability magnitude relative to its mean is specified by a parameter
α = σlnκ/σϕ. The permeability in the Earth’s crust has a substantial spread and the Earth’s crust
is critically stressed which means that αφo = 3 to 4 and permeability has a 1/k (pink noise) spatial
distribution. Consequently flow in the crust will become increasingly channelized as the distance of
the flow increases.

The relationships described in this paper are physically fundamental. A connection condition
explains why changes in porosity or the number of fractures in a volume are related to changes in log
permeability magnitude. The pink noise spatial distribution of permeability is the distribution for
which scale cannot be determined from observations. Geologists have long been aware that geological
observations are scale invariant [56,57]. The parameter combination αφo = 3 to 4 defines the critical
point of failure for the crust, for which this scale invariance will pertain.

Critical State Physics studies show that near the point of critical failure many parameters have a
pink noise spatial distribution and that their magnitudes depend more on the proximity to critical failure
than to other factors [18]. This greatly simplifies understanding crustal permeability. That fractures
are closely involved in the critical state of the crust may not be surprising. Fluid-filled fractures are
the weakest element in the crust. The crust may be in a critical state because, in this state, fluids can
move, as required by compaction and tectonic deformation, through permeable pathways at all scales
(millimeters to kilometers). Fluids may control crustal properties more than presently appreciated.

The framework described in this paper is also of great practical importance. Flow channelization
poses a risk to many engineering and commercial pursuits. That flow channelization must be expected
in the Earth’s crust as the distance of flow increases is thus significant. The fact that flow channels
might be mapped by fracture seismic methods, as described by Sicking and Malin (2019) [1], means
that, for the first time, the location of the major flow channels at a particular site can be determined
and specified in models. The self-similar nature of permeability and the standard deviation of ln
permeability from its mean allows the flow-field to be modelled in a statistically realistic way at finer
scales. The combination of specific flow channel modeling with statistically realistic modeling of the
finer details could produce more realistic and useful models of subsurface fluid flow for reservoir
development and management, contaminant remediation, geothermal energy extraction, and many
other purposes.
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Abstract: Fracture seismic is the method for recording and analyzing passive seismic data for mapping
the fractures in the subsurface. Fracture seismic is able to map the fractures because of two types
of mechanical actions in the fractures. First, in cohesive rock, fractures can emit short duration
energy pulses when growing at their tips through opening and shearing. The industrial practice
of recording and analyzing these short duration events is commonly called micro-seismic. Second,
coupled rock–fracture–fluid interactions take place during earth deformations and this generates
signals unique to the fracture’s physical characteristics. This signal appears as harmonic resonance of
the entire, fluid-filled fracture. These signals can be initiated by both external and internal changes in
local pressure, e.g., a passing seismic wave, tectonic deformations, and injection during a hydraulic
well treatment. Fracture seismic is used to map the location, spatial extent, and physical characteristics
of fractures. The strongest fracture seismic signals come from connected fluid-pathways. Fracture
seismic observations recorded before, during, and after hydraulic stimulations show that such
treatments primarily open pre-existing fractures and weak zones in the rocks. Time-lapse fracture
seismic methods map the flow of fluids in the rocks and reveal how the reservoir connectivity changes
over time. We present examples that support these findings and suggest that the fracture seismic
method should become an important exploration, reservoir management, production, and civil safety
tool for the subsurface energy industry.

Keywords: fracture seismic; fracture connectivity; fracture mapping; passive seismic

1. Introduction

We use the term “Fracture Seismic Method” to refer to the method of mapping fractures using
one-way depth migration applied to fracture emissions that have durations of seconds to minutes.
The use of the term in this fashion distinguishes the fracture seismic method from other methods such
as the reflection seismic method and the micro-seismic method. This paper presents an end-to-end
description of the fracture seismic method and presents examples that map subsurface connectivity
structures. The fracture seismic method extends current passive methods by making use of harmonic
resonances within the fracture that are caused by interfering Krauklis waves (Krauklis, 1962) [1]
initiated by dislocations on fracture tips and internal fracture fluid flows (e.g., Frehner, 2014 [2]; Tary
et al., 2014) [3,4]. The fracture emissions come from short duration energy pulses and harmonic
resonances of the entire fracture. The resonances are episodic, seconds to minutes long, and occur
in the frequency band of 1 to 100 Hz. They are readily observed in passive, multichannel seismic
recordings at both green- and brown-field sites. Two examples of fracture seismic signals are shown in
the spectrograms in Figure 1.
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Figure 1. Spectrograms of fracture seismic data containing resonances. The top panel is from a
Colombia thrust zone where the regional compressional stress is high. In the first 5 min of this panel,
there are two styles of resonances. Note the harmonics at 5 min. The bottom panel is from the New
Albany shale. It reveals a much simpler resonance signal where the highest intensity resonance is in the
50 to 60 Hz frequencies, with lower intensities at lower frequencies. Figure modified from Sicking et al.
(2019) [5,6].

The most widely used method for monitoring of hydraulic fracturing uses geophones at reservoir
depth in vertical wells that are located near the hydraulic fracturing. Maxwell et al. (2003) [7] describe
this downhole method for detecting microearthquakes (MEQ) generated during stimulation operations
and for imaging deformation associated with the injections.

Another method for mapping MEQ during the hydraulic fracturing uses surface or buried grid
recordings. The basis of this method is Kirchhoffmigration, and it is normally referred to as seismic
emission tomography. Duncan et al. (2010) [8] describe the surface geophone method for detecting
and mapping MEQ. The focus of these hydraulic fracture monitoring methods is to use the MEQs to
infer the creation of fracture connectivity.

Kochnev et al. (2007) [9] describe a non-MEQ passive seismic imaging method for mapping the
progression of hydraulic fracturing that is similar to the fracture seismic depth migration method
presented here. Their method requires searching the trace data for low-energy source seismic waves
that can be identified before imaging and the method is applied only to map the progression of the
stimulation over time. This approach is not useful for mapping pre-existing fractures before drilling.

In work related to our fracture seismic method, Tary et al. (2012) [10] compute continuous
time-frequency transforms that highlight signals that have time-varying resonance frequencies.
They conclude that these signals are the result of resonance in fluid-filled fractures or, alternatively,
successions of very small repetitive seismic events along the fractures. They also observe correlations
between the variations in the frequency content of their recordings, the hydraulic fracturing conditions,
and the occurrence of micro-seismic events. They note that there is a direct correspondence between
variations in the slurry injection rate and the combined energy emitted.

Seeking to better identify these ambient emissions as opposed to MEQ events, Chorney et al.
(2012) [11] present results on seismic energy sources that are associated with deformations such as
tensile fracturing or slow slips. Furthermore, Bame et al. (1986) [12] note that the ambient signals they
observe are unlikely to be detected by searching with seismic event triggering methods because these
require sharp signal onsets.

Additional support for the origins of these episodic signals that occur over long time intervals can
be found in the fracture mechanics literature. Vermilye et al. (1998) [13] and Shipton et al. (2001) [14]
investigate the various release mechanics of stored elastic strain energy from rocks through field
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studies of fractures. This stored strain energy is not evenly distributed in the earth’s crust, but it is
preferentially released on fracture/fault surfaces and in the damage zones surrounding these fractures.

Fracture mechanics theory predicts that stress concentrations are associated with fractures.
Accordingly, Vermilye et al. (1998) [13] and Moore et al. (1995) [15] report field and laboratory
studies with clear evidence that these stress concentrations are recorded in the fracture damage zones.
Vermilye et al. (1998) [13] show that damage zones consist of rock volumes with a high density of small
fractures and that the density of fractures increases exponentially with their proximity to the main
fracture surface.

Ziv et al. (2000) [16] show that the brittle crust is in a state of unstable frictional equilibrium.
Therefore, very small changes in stress (approximately 0.01 bar or approximately 1 kPa) can cause
slippage on weak fractures. Lawn et al. (1975) [17] show that failure occurs preferentially on small,
optimally oriented fractures and in the zones surrounding the fractures in which crack-tip stress
concentrations amplify the stress magnitudes. Hubbert et al. (1959) [18] show that this unstable
equilibrium is further disturbed as additional fluid pressures reduce the normal stress on preexisting
fractures. They also show that, during production, subtle movement of fluid produces similar effects.

Fracture seismic connectivity mapping started circa 2005. (Geiser et al. 2006) [19]. The end-to-end
system for applying the fracture seismic method has been in practice since 2010 (Sicking et al., 2012) [20].
The main mapping step is a time-progressing depth migration of the fracture seismic resonance
episodes, a process that we call streaming depth imaging (SDI; Sicking et al., 2016) [21]. Two examples
of fracture information that can be computed using SDI are shown in Figure 2. For these examples, the
fractures seismic intensity is summed over the time interval of a stimulation stage and the fracture
surfaces are extracted from the intensity volume. The left panel shows the fracture surfaces colored
by the summed intensity for the entire stage and shows that the summed intensity is highest at the
perf shots and lowest at the fractures more distant from the perforations. The right panel shows the
fracture surfaces colored by the clock time of the first fracture emissions. The fractures to the left of the
well were stimulated first, early in the stage treatment time, and the fractures to the right of the well
were stimulated progressively later in time.

Recent research on the source of fracture seismic signals has put the fracture seismic method on a
solid theoretical and practical base (e.g., Tary et al., 2014 [3]; Liang et al., 2017) [22]. It has now been
applied to dozens of field projects and the examples presented here come from those projects (e.g.,
Sicking et al., 2014; 2015; 2016; 2017 [21,23–25], Geiser et al., 2012 [26], Lacazette et al., 2013 [27]).

Figure 2. Fractures extracted from the local fracture seismic intensity cloud for a single stimulation
stage. The left panel shows the extracted fractures colored by the fracture seismic intensity. The intensity
at the perf locations (red) are the highest because they are active the longest. The right panel shows the
extracted fractures colored by the time of first emission. This shows that the fractures to the left of the
well stimulated much earlier during the treatment and the fractures to the right side of the well were
stimulated progressively later in time. (Figure from Sicking et al., 2015) [24].
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Several features distinguish fracture seismic from micro-seismic. Micro-seismic uses only slip
events that are short enough to allow time separated P and S phases to be recognized on ordinary
seismograms (e.g., Aki and Richards, 1980 [28]). Fracture seismic uses signals that can be viewed as
the harmonic modes of fluid filled fractures embedded in the upper crust (Liang et al, 2017) [22]. After
the resonances are initiated and while there is a continued input of energy, these fracture-length-and
aperture-controlled modes of fluid-filled fractures can continue resonating for many seconds to even
minutes (Sicking et al., 2019 [5,6]). These waves can also be initiated by the passage of earthquake
waves, tectonic and tidal strains, and pressure changes caused by industrial activities. When the
geometry of the fracture changes, the frequencies and intensities of the fracture’s resonance modes
also change.

The methods for observing fracture seismic have been greatly improved by the increase in
numbers and sophistication of portable and borehole seismographs over the past few decades.
The most cost-effective method is to piggyback on 3D seismic reflection surveys, the fracture seismic
data being gathered during active source downtime. The offsets to be covered by the receivers is
determined by the target depth of the deepest target and the noise environment. The density of
receiving points needed is on the same order as used for recording reflection seismic.

The increased sophistication and speed of seismic reflection signal processing has also significantly
aided fracture seismic processing. Initially, many hours of continuous fracture seismic recordings were
thought to be necessary in order to build up a 3D volume of fracture intensity. Now, using spectrograms,
episodes of intense resonance can be quickly identified and directed into the fracture seismic SDI
workflow (Sicking et al., 2019 [5,6]). Many codes used for two-way-travel-time data analysis can be
adapted for fracture seismic one-way-travel-time processing. Noise suppression methods are critical
in optimal fracture seismic fracture mapping.

After creating a fracture seismic intensity volume via SDI, the local maximum energy surfaces can
be tracked and mapped into a 3D image of the connectivity structure. Time-lapse versions of these
structures are effective tools for resource management. Because the most intense resonances come
from the most permeable fluid filled fractures, changes in relative intensity documents changes in the
connectivity and fluid content.

2. Background and Methods

2.1. Fracture Seismic: Spectrograms

The presence of resonating signals in passive recordings has a long history in observational
seismology. They gained prominence in Western literature in connection with volcanic activity (e.g.,
Dibble, 1972 [29]) and their association with fluid-filled fractures (Aki et al., 1977 [30]). Their occurrence
in hydraulic fracturing was inferred during engineered geothermal system studies at Fenton Hills
New Mexico (Bame and Felher, 1986 [12]). They have recently been demonstrated to be present in
seismic observations of oil and gas stimulations (e.g., Tary et al., 2014 [3]). They have now also been
identified in quiet time fracture seismic recordings (Sicking et al., 2019 [6]). They are most readily seen
in time-verses-frequency spectrograms of multichannel seismic data.

Figure 1 shows examples of spectrograms computed from fracture seismic recordings in two
very different basins. The top panel is from a thrust zone in Colombia that is under high stress from
compressional tectonics, accounting for the high fracture seismic signal level. The first 5 min of this
panel show a combination of chaotic and dispersive (frequency changing) resonances. The post 5 min
interval shows a resonance with three harmonics.

The bottom panel of Figure 1 shows the spectrogram for data recorded in the New Albany shale
during a time before the observation site was hydraulically stimulated. The type of resonances detected
during this recording are typical for times when there is no industrial activity. The resonance is
dominated by amplitudes in the 50 Hz to 60 Hz range, with several lower-intensity bands at lower
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frequencies. The difference from the Colombian thrust zone is likely due to differences in the state of
stress and local geology, which is dominantly extensional.

2.2. Fracture Seismic: Signal Initiation

Fracture seismic resonance signals can be initiated in several ways, by both external and internal
influences. Examples include distant earthquake strains wave, abrupt responses to accumulated earth
tides, isostatic and tectonic deformations, fault creep, and hydraulic stimulation: All contribute energy
that can initiate and sustain fracture seismic resonances (e.g., Gomberg, 1996 [31]; Du et al., 2003 [32];
Thomas et al., 2009 [33]; Tary et al., 2014 [3,4]; Liang et al., 2017) [22].

If a fluid-filled fracture is growing, the opening and shearing can initiate the Krauklis waves on
the fracture surfaces and they are influenced by the fracture fluid and the surrounding rock. The waves
travel along the fracture surfaces, quickly interfering to produce a modal/harmonic resonance of the
whole fluid, fracture surface, and surrounding rock system.

Reservoir stimulation by hydraulic fracturing, flooding, or the extraction of fluids causes turbulent
flow in the fractures. These flows can also initiate interfering Krauklis waves that then radiate seismic
waves. These harmonic motions were first recognized in volcanic activity (e.g., Aki et al., 1977 [30]),
next along plate boundaries (e.g., Zhang et al., 2010 [34]), and now in the entire fractured crust (e.g.,
Sicking et al., 2019 [5,6]).

Tary et al. (2014 [3,4]), divide the resonances into two end-member source types. One type
involves unconnected/isolated fractures, the other connected fractures. Their resonant frequencies
change with changes in the apertures and lengths of the cracks, and the forces exciting them.

In this paper, examples of resonance and turbulent flow are taken from several different areas and
illustrate key features of the spectrograms that are computed for data evaluation and time window
selection. Figure 2 show the system of fractures for one stage of stimulation that was computed using
fracture seismic data. Both panels show the same fractures, but the left panel fractures are colored by
the total local fracture seismic intensity density over the entire stimulation stage and the right panel
fractures are colored by the time that each fracture first emits energy.

2.3. Fracture Seismic: Data Acquisition

Acquiring fracture seismic data requires a ground surface recording grid of geophones very
similar to that used for recording 3D reflection seismic data. The area covered by the receivers should
be larger than the area to be imaged. This area is selected such that the edges of the receiver grid
are outside of the image area by 1.0 to 1.5 times its depth. If the receivers are laid out on the ground
surface, 30 to 60 receiver points are required for each square km. The receivers used for fracture seismic
recording on the surface are the same as those used for reflection seismic recording and can record a
useful bandwidth that is typically 6 Hz to 1000 Hz. However, in most cases, the recording systems
sample the signals at 2 milliseconds and have a Nyquist of 250 Hz. For buried grids where the receivers
are placed in boreholes drilled past the local weathering layer, one to three receiver points are required
per square km and the receivers may capture frequencies as low as 1 to 2 Hz.

Figure 3 shows four possible layouts for receiver grids. A uniform, face-centered hexagonal
distribution is the best design and will have the smallest amplitude artifacts in the final fracture
seismic intensity volume. Covering the same area but using cables in an orthogonal grid will provide
very good results with only small artifacts in the amplitudes of the fracture seismic intensity volume.
The star grid is widely used because it is cheaper to implement in the field and is very versatile in
modifying the design to account for access to land. However, the star design is good only for the
central portion of the receiver grid. As you move towards the edge of the receiver array, there will be
amplitude artifacts and distortions in the locations in the fracture seismic intensity volume. The right
side of Figure 3 shows a patch design. This design is sometimes used for projects where only the MEQ
detections are desired. However, the patch design causes severe amplitude artifacts in the fracture
seismic intensity volumes computed for fracture extractions.
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Figure 3. Surface recording grids for fracture seismic during the monitoring of stimulations. The grid
should cover the desired area around the wells being monitored plus additional area to capture the
required aperture for the one-way depth migration. The ideal grid is uniform distribution of geophones
as shown in (a). The uniform layout has the minimum amount of amplitude artifacts in the fracture
seismic intensity volumes. When using a cable system, the geophones are best configured in orthogonal
lines (b). The star cable layout (c) provides good imaging in the center portion of the grid but the
fracture seismic intensity volume suffers location distortions in the outer areas. The patch grid (d)
provides the lowest-quality fracture seismic intensity volumes and has very high amplitude artifacts.
Figure modified from Sicking et al. (2019) [5,6].

The depth of a buried grid should be sufficient to place the geophones below the seismic-signal
distorting layers of the near surface. The advantage of this type is that the geophones see very little of
the surface wave noise that is a major source of interference for surface geophone. For this reason, the
density can be reduced to 3 or fewer per square km instead of the 30 to 60 per square km required for
surface geophone arrays. Figure 4 shows a buried grid layout in which the density of receivers is 0.45
per square km.

Figure 4. Buried geophone arrays are the best option if monitoring will be carried out multiple times
over the same area. They are buried 30 to 100 m deep and have the advantage that they do not record
the surface wave noise that is encountered on the surface arrays, so the density of geophones is reduced.
Surface arrays require 30 to 60 geophones per square kilometer while buried geophone arrays require
only 1 to 3 per square km. The geophones can be monitored for each new project by hooking up
recorders to each geophone for the time of the project. The figure to the left is a map of the fractures
extracted from the survey. Figure modified from Sicking et al. (2019) [5,6].

The cost per station is significantly higher for the buried grid than for surface recordings. However,
there a many fewer geophone locations and the reduction of noise and the reuse of the same grid for
stimulation and time-lapse monitoring makes up for the extra cost. If the geophone grid is reused
three times, the cost of the buried grid is less than the cost of the surface geophone grid that is laid out
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special purpose for each observation. In addition, the quality of fracture seismic maps from a buried
grid are much improved over surface grids.

For the purpose of recording fracture seismic before drilling wells, the data can be collected during
the acquisition of 3D reflection seismic, whereby the recorders are switched to continuous recording
mode for a few hours while the active sources are offline (Figure 5). The fracture seismic data are
recorded at different locations in a roll-along mode as the reflection survey proceeds across the area.
Each ground array is recorded and processed separately. The final volumes computed for each array
are merged to cover a targeted area.

 

Figure 5. Passive seismic recorded using the geophones layout for the 3D reflection seismic recording.
The receiver grid is rolled with the 3D acquisition and every few days the active sources are shut down
for a few hours while the geophone outputs are recorded in continuous mode. In this example, the area
of interest (blue) is recorded in seven separate recording times on different days. The seven fracture
seismic intensity volumes have 50% overlap and are merged after the seven final intensity volumes
are computed. Merging seven independently recorded and processed volumes causes artifacts at the
seams. The fracture seismic intensity volume is discussed in Section 3.5.

In this method, however, because overlapping volumes are recorded at different times, the separate
volumes see different amounts of fracture seismic energy and the seaming of the volumes can be
problematic. The seaming problem can be avoided by laying out geophones over a large surface area
and recording continuously for a few days without moving the receivers. An example of this method,
discussed later in this paper, is a recording grid that had 4650 active receivers covering a 50 square km
study area. In this example, the entire area is recorded simultaneously and only one fracture seismic
intensity volume is computed.

The distortions in the intensity volume for different receiver layouts for fracture seismic will differ
for different grid configurations. Two examples of amplitude distortions caused by recording grid
layout are shown in Figures 6 and 7. Figure 6 shows the amplitude distortions for the patch grid
example shown in Figure 3 that has dozens of geophones clustered in each of a few dozen patches. For
fracture intensity mapping, the patch design is very poor because of the severe amplitude artifacts
in the final volume. The amplitude artifacts are both short and long wavelength and significantly
interfere with the interpretation of the fracture system extracted from the recordings.
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Figure 6. The patch receiver layout is designed such that there are 15 to 25 patches and within each
patch there are 50 to 200 geophones. This layout allows for the suppression of surface wave noise
within each patch and is focused on detecting and locating MEQs. For computing fracture seismic
intensity volumes using one-way depth migration, this design is inferior. The geophone layout is
shown on the left. A synthetic trace was computed for each geophone that would provide a uniform
amplitude in the output fracture seismic intensity volume if a uniform grid was using the recording.
When the synthetic is input to the one-way depth migration using geophone locations only at those for
the patch geometry, the depth slice shown on the right is produced. The slice is for the area in the red
box on the left. The patch geometry causes the short and long wavelength amplitude artifacts, and
these will overprint any fracture patterns that may be imaged.

Figure 7. Highway noise in the star grid versus orthogonal grid. All data were recorded simultaneously
so the signal content is the same for the star grid and the orthogonal grid. The star grid does not cancel
the horizonal noise perpendicular to the star arm. The orthogonal grid suppresses the highway noise
and the signal from the stimulation is enhanced.
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Figure 7 shows the difference between using a star grid and a cable grid for the same study site.
The fracture seismic intensity volume using a star grid does not suppress the highway noise in the
final fracture seismic intensity volume while the orthogonal cable grid suppresses the highway noise.
The highway is perpendicular to the cables in the star grid and the noise hitting the cable broadside
cannot be suppressed. The orthogonal grid suppressed the highway noise because it has cables that
are basically parallel to the highway.

2.4. Fracture Seismic: Signal Processing

The filtering and depth migration methods used for fracture seismic are based on typical reflection
seismic signal processing algorithms, but are modified to deal with one-way travel times from the
fracture seismic sources to the receivers. Success in using fracture seismic recordings for mapping
fractures requires having high-quality non-resonant signal analysis and suppression (Sicking et al.,
2016, 2017) [21,25].

The steps for processing fracture seismic can be broadly broken in to four parts: (1) Elimination of
cultural and man-made seismic waveforms: (2) estimation of elevation and residual statics; (3) building
the earth velocity model; and, (4) one-way travel time depth migration for a continuous signal source.

Cultural and man-made noise that is active for longer than minutes of time can be classified as
stationary noise (Figure 8). This type of noise is common in industrial areas and transportation corridors
and appears as noise background added to the consistent, slowly changing, harmonic character of
fracture seismic signals. This long duration of noise can overwhelm fracture seismic signals, but the
noise can be separated from the fracture seismic signals with cepstral filtering (Sicking, 2016) [21].

 

Figure 8. Continuous but erratic signals along the stationary source-receiver path can overwhelm
fracture seismic signals. The left panel shows the locations for the receivers, the well head, and
compressor noise sources. The right panel shows the ray paths from the well head to a single receiver
for various types of seismic waves. The noise is generated at all times and the ray paths are fixed so the
wave forms on the receiver trace are very repetitive. (Figure from Sicking et al., 2016) [21].

The cepstral filtering processes each fracture seismic trace independently by transforming the
trace into the Cepstral domain, applying a bandpass in that domain, and inverse transforming back to
time. The transform to the cepstral domain requires two forward Fourier transforms. The first Fourier
transform is applied to the time data to compute the amplitude and phase as a function of frequency (a
Fourier spectrum). The second forward Fourier transform uses only the amplitude versus frequency
to compute the amplitude and phase as a function of quefrency (a Cepstrum). A low pass filter is
applied in quefrency and the resulting amplitude and phase signal is inverse Fourier transformed
to the frequency (Fourier spectral) domain. The amplitude versus frequency is combined with the
original phase versus frequency before taking another inverse Fourier transform to compute the filtered
trace in time.

The Fourier frequency spectrum for one trace of field data containing stationary noise is shown
in the top panel of Figure 9. The erratic spectrum of the stationary noise is superimposed on the
less variable, broader background of the more stable fracture seismic signal. The erratic part of the
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spectrum needs to be removed. Because of the large differences in their spectral character, the erratic
stationary noise spectrum spreads to the full range of quefrencies while the fracture seismic signals are
confined to the very lowest quefrencies. In fact, the low pass filter in quefrency needs only to keep
the lowest 1% to 2% of the quefrency spectrum. The middle panel of Figure 9 shows the quefrency
spectrum of the field data. A low pass filter is applied in quefrency that passes only the lowest 1% of
the quefrencies. When this filtered Cepstrum is reverse-Fourier transformed back to the frequency
domain (bottom panel), the stationary noise is essentially eliminated.

 
Figure 9. The cepstral filtering process to remove stationary noise. The stationary noise becomes
spikes in the spectral domain (top panel). In the cepstral domain, these spikes are spread across all
quefrencies (middle panel). The fracture seismic signals are in the lowest 2% of the quefrencies. After
the application of the low pass filter in quefrency, the inverse transform to the spectral domain is shown
in the bottom panel. (Figure from Sicking et al., 2016) [21].

The filter in the quefrency space has an amplitude of 1.0 at the smallest quefrency and an amplitude
of 0.0 at the quefrency that is 3% of the Nyquist in quefrency space. More than 97% of the Quefrencies
are thereby set to zero. Moreover, 95% of the trace energy is preserved in these lowest 2% of the
quefrencies. Because the cepstral filter is a non-linear filter, its order of application is important: It does
not commute with other linear signal processing filters. Experience shows that it should be run as the
first filter in the processing flow.

The value of the cepstral filter in fracture seismic processing is illustrated in the top two panels of
Figure 10. Here, the time window of noisy multichannel data includes the waveforms for a relatively
large amplitude microearthquake (MEQ). The data are sorted by the azimuth direction with respect to
the location of the MEQ. The traces have been shifted in time using one-way travel times from the
voxel of the MEQ to each receiver on the surface. The waveforms for the MEQ should all arrive at
the same time after the trace shifting. The figure shows the data before and after cepstral filtering. In
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the unprocessed data, the MEQ is not readily evident in the trace data. After cepstral filtering of each
receiver trace, the MEQ signal emerges in the middle of the record section.

 

Figure 10. Cepstral filtering reveals the presence of a small microearthquake in these multichannel
fracture seismic data. The top panel shows the traces as recorded in the field. The middle panel show
that traces after cepstral filtering revealing the microearthquakes (MEQ). The bottom panel shows the
trace data after all filtering has been applied. Figure from Sicking et al. (2016) [21].

The suppression of other types of noise also aids in obtaining clear fracture images. These include
filters that help identify and clean up transient amplitude bursts, electronic line noise, and traffic
noise. The trace section in the bottom of Figure 10 shows the effects of further processing to reduce
such interferences. The result clearly reveals the MEQ’s signals, including its azimuthally dependent
radiation pattern.

Another example of stationary noise suppression is shown in Figure 11. The top panel of this
Figure contains a spectrogram of fracture seismic data. A 5-min section of constant 45 Hz noise is
circled. Because this signal is continuous over time, one-way depth migration spreads it out in space in
the fracture seismic intensity volume, as is shown in the left and right sides of the lower panel. The key
for identifying this signal as stationary noise in the fracture seismic intensity volume is the alignment
of the features it produces in the final processed volume. These features are linear and point back to
the surface position of the noise source, the presence of which was later identified in surface maps and
images. Thus, in addition to cepstral filtering, careful selection of time windows to avoid including
stationary noise greatly aids in fracture seismic intensity mapping.

Elevation and residual statics are important because the one-way travel time depth migration
assumes that the traces are shifted in time to approximate a flat elevation datum. Therefore, fracture
seismic traces must be shifted to account for differences in the receiver elevations and for the near
surface velocity variations. The elevation statics are computed by taking the difference between the
surveyed elevation of the geophone and the chosen constant elevation datum, computing the travel
time for the elevation difference using the near surface velocity. The computed travel time shifts are
applied to the traces before depth migration. The optimum method for analyzing the elevation statics,
the residual statics, and the correct velocity model is to record the waveforms from a perforation
shot that is visible on all geophones. Using the initial velocity model, the one-way travel times from
the X, Y, Z location of the perforation shot to each geophone are computed and applied to the traces
after correction for the elevation differences. If the first break time of the perforation shot waveform
is approximately at the same time for all of the traces, the velocity model and elevation statics are
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accurate. The top panel of Figure 12 shows that the arrival times on average are flat in time for the full
offset range for this example. The remaining variations from the same arrival time are caused by near
surface velocity differences between the individual receivers. The time shifts for each trace to get them
to the same arrival times are the required residual statics. The bottom panel of Figure 12 shows the
traces after correction for residual statics and shows that the waveforms arrive at the same time on all
traces. By using the correct velocity and good quality statics, the depth migration can be computed
with very high confidence that the intensity volumes will be good quality.

Figure 11. Surface noise in the traces appears in the spectrogram as narrow frequency band noise (top

panel). The time window indicated by the red bars was used to compute a depth slice and a vertical
slice of the fracture seismic intensity volume (bottom two panels). The narrow frequency band noise
shown in the spectrogram causes the linear features in the fracture seismic intensity volume noted
by the black lines. Tracking the black lines back to the intersections reveals the surface location of the
noise source.

The velocity model must be accurate in order to obtain correct locations for the fractures in the
volume. Often, a 1D velocity model is constructed from the sonic log recorded in a nearby well. This
1D velocity model is used to fill the entire 3D velocity volume such that the travel times are a function
of offset only. This can work well for the small area around the well if the rock layer strata are flat lying
and relatively homogeneous. For most areas of the Eagle Ford formation in Texas, there is a lateral
velocity gradient such that for a constant depth the velocity decreases towards the Gulf of Mexico.
When there is a lateral velocity gradient, using the same velocity for all voxels in the fracture seismic
intensity volume results in a location error. Figure 13 shows an example of the velocity volume from
the Eagle Ford that shows the gradient very well. When a 1D velocity model is used to focus and locate
the perf shots, the gradient in the actual earth velocity causes errors in the locations of the perforation
shots. The measured location errors for the perforation shots provide the information required to
compute a set of statics that can be applied to the traces to force the location of the perforation shots to
their known correct locations.
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Figure 12. The top panel shows the traces sorted by offset from the X, Y location of the perf shot and
with the time shifts applied using travel times from the perf location in depth to each receiver such that
they should all be flattened at the same time. The traces are adjusted for elevation differences between
the traces. The bottom panel shows the traces time shifted for the residual differences remaining on the
traces in the top panel.

 
Figure 13. The velocity volume computed from the 3D reflection seismic shows a gradient. Using the
1D velocity model derived from the sonic log and this gradient, the perf shots can be positioned to
match the known locations. Using this method to calibrate the location accuracy avoids the requirement
to build a 3D interval velocity model.

The location correction using the gradient will not work for areas where the velocity volume has
3D complexity. For areas with 3D complexities, the full 3D interval velocity must be used for all aspects
of focusing and imaging in order to obtain useful results. A 3D complex velocity model is best derived
using 3D reflection data and iterative pre-stack depth migration. Figure 14 shows an example of a
complex 3D velocity model in a Colombia thrust zone. For fracture seismic, the one-way travel times
in a complex velocity model must be computed using a full 3D ray tracing algorithm.
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Figure 14. 3D complex velocity model in thrust zone computed using iterative depth migration.
The fracture seismic intensity volumes computed with this velocity model will tie the reflection data
and the fracture seismic intensity can be mapped onto the geologic structures.

2.5. Identification of Resonance and Turbulent Flow in Fracture Seismic Trace Data

Resonance and turbulent flow signals are identified in spectrograms computed from the trace
data. The spectrograms are naturally noisy and extra care is taken to build up the signal during the
computation of the spectrograms. For a surface location of interest, several traces very close to that
location are selected for computing a single spectrogram. Spectrograms are computed for each selected
trace and then the spectrograms are stacked. The first step in the computation of the spectrogram for a
single trace is to compute the Fourier transform (FFT) for the first second of the trace and store the
amplitude versus frequency at the first time sample in a two-dimensional array of frequency–time.
The 1 s window is moved up in time by one sample, the FFT is computed, and the amplitude of
the FFT is stored in the second sample along time. For trace data sampled every four-milliseconds,
there are 15,000 one-second windows in 1 min of trace data. After the spectrogram is computed for
every selected trace, all of the frequency–time arrays are stacked to obtain a single spectrogram for the
location of interest.

Spectrogram analysis facilitates the efficient identification of time windows for use in computation
of fracture seismic intensity volumes. Time periods with the strongest resonances are selected from the
spectrograms and used in the depth migration method to map their spatial locations (Sicking et al.,
2016, 2017) [21,25].

A spectrogram computed for data recorded during the startup of the first stage stimulation for a
well in the Eagle Ford is shown in Figure 15. The quiet time before the pumping is initiated shows some
resonances that are episodic. They build in amplitude over time and they transition from dispersive to
turbulent flow as the pumping continues and the pressure rises.

Figure 15. Resonance during stimulation. Eagle Ford during the startup of the stimulation for Stage 1.
The resonances show a transition from dispersive to turbulent flow. There is a very pronounced change
at the time when the formation breaks down.
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Tary (2014 [3,4]) shows that fracture seismic resonances and turbulent flow are correlated with
changes in pressure and slurry rate during stimulation. An example of this correlation is shown in
Figure 16 where the spectrogram for 13 min of trace data recorded during stimulation is shown along
with the pressure and slurry rates used for the same 13 min. The corresponding time windows between
the treatment curves and the spectrogram are denoted by the vertical yellow lines. The resonance
patterns in the spectrogram change at the same times that the pump curves show changes. This
supports the interpretation that the resonances in the spectrograms are signal that is excited by the
stimulation in the reservoir.

 
Figure 16. The spectrogram for 13 min of trace data recorded in the New Albany shale during
stimulation correlates with the pressure and slurry rate curves. The pressure and slurry rate curves are
shown in the top panel and the spectrogram is shown in the bottom panel. Four different time windows
are denoted by the yellow lines and show that the changes in the treatment curves are correlated with
changes in the spectrogram.

2.6. One-Way Travel Time Depth Migration

The fracture seismic intensity volumes are computed using Kirchhoff depth migration with
one-way travel times. The one-way travel times are computed from each voxel at depth to every
receiver on the surface. Kirchhoffmigration is a two-step process that first applies a time shift to each
trace equal to the travel time from the voxel to the surface geophone and then images across all of the
time shifted traces.

An intensity volume is computed for each 200-millisecond time window of the trace data with a
move up of 100 milliseconds between the intensity volumes. The intensity is computed for every voxel
in the depth volume for every time window. This produces a new fracture seismic intensity depth
volume at 100 millisecond steps.

Figure 17 shows a graphic of the for processing, focusing, and imaging used to compute the 3D
depth fracture seismic intensity volume for each 100 milliseconds. The time interval for computation
of intensity volumes can range from a few minutes to several hours. The imaging application must
compute intensity volumes that can be coherently stacked over the entire time interval. Because of this
stacking requirement, the fracture seismic intensity volumes are computed using semblance (defined
in Figure 17) and the values in the intensity volumes are all positive. The phase of the waveforms in
the trace data can change for each time window such that if the image computation method preserved
the phase of the trace data, the fracture seismic intensity volumes from one depth volume to the next
would not stack coherently.
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Figure 17. Workflow for one-way travel time depth migration. After trace processing and velocity
model building and calibration, the traces are depth migrated for each time window and each depth
voxel for the time interval that will be summed; fij is the trace amplitude at trace I and time j.

The differences between the method described by Kochnev (2007 [9]) and the one here are that
they compute the coherency only for a subset of the depth volume and for previously identified time
intervals. The streaming depth migration described here streams all of the trace data for the entire time
interval of interest through the processing workflow and computes tens of thousands of depth volumes.

The post migration processing identifies the time windows in which coherent noise contaminates
the fracture seismic intensity volumes and deletes them. The time windows in which large amplitude
MEQ occur are detected and deleted. The final fracture seismic intensity volume is computed by
summing all of the volumes that are not deleted.

2.7. 3D Fracture Extraction Methods

Fractures are extracted from the fracture seismic intensity volume by first picking all of the local
maxima in the volume. Two methods that are currently employed are picking the local maxima
and computing the value of the maximum negative curvature. The voxels that have local maxima
or maximum curvature are connected to each other to form complex 3D surfaces that show the
connectivity of the permeable fractures throughout the volume. Copeland et al. (2015) [35] describes
the curvature method for tracking the maximum curvature in the intensity volume.

Petrophysical and engineering measurements support this interpretation for data recorded when
there is no industrial activity (quiet times) and for data recorded during stimulation (Sicking et al.,
2016, 2017) [21,25], (Geiser et al., 2012 [26]), (Lacazette et al., 2013 [27]).

2.8. Location Accuracy—Correlation with Distributed Acoustic Sensing (DAS)

The fracture systems are very complex 3D surfaces and there is always the question concerning the
location accuracy of these surfaces. The location accuracy of 3D reflection seismic imaging measures
the offset in three dimensions for reflections and faults from the locations determined from drilling.
Fracture location accuracy can be measured using some of these same methods.

The location accuracy of images from one-way travel time depth migration is on the same order
of magnitude as that obtained by reflection seismic imaging because it employs the same band pass in
frequency and the same velocity model. Fracture seismic fracture locations have better location accuracy
because there is integration over long time periods and the accumulation of signal over the integration
time improves the location accuracy. Reflection seismic imaging does not have this advantage.

Figure 18 shows a synthetic study that demonstrates the improvements obtained from integration
over time. A fracture was modeled in a 3D velocity volume and the signals emitted from the fracture are
very small. However, the emissions from the fracture continue episodically for 15 min. The recording
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system has 2000 receivers on the surface and the fracture is located at 5000 ft. depth. The noise in the
trace data has sufficient amplitude that the signal in not visible in the traces.

Figure 18. Integration of fracture seismic volumes increases the location accuracy, the S/N, and the
resolution. For 10 s of integration, the fault is not visible. After 1 min of integration, the fault begins to
be recognized. After 5 min, the fault is well defined and after 15 min, it is well resolved.

The images in Figure 18 shows a depth slice of the intensity volume through the fracture. As the
integration time increases, the Signal-to-Noise ratio (S/N) increases and the resolution of the fracture
improves in that the peak signal to background noise increases and the measured width of the fracture
narrows. With sufficient integration time, spatial location of the fracture reaches an accuracy of 8 to
15 m.

Figure 19 shows the comparison of a fracture image from fracture seismic data integrated over
the entire stage with the fiber optic cable acoustic recording for the same stage. The acoustic signal
from the fiber optic log shows that most of the frack fluid came from the perf location nearest to the
well head. The fracture seismic fracture image crossed the well within 3 to 8 m of that perf location.
This is a direct comparison of two independent measurements and shows that the location accuracy of
fracture seismic is very good.

Figure 19. Comparison of the fracture image from fracture seismic traces and the distributed acoustic
sensing (DAS) log from a fiber system recorded during the stimulation. The DAS plots and the fracture
image show the same result, which supports the interpretation that the location accuracy of fracture
imaging is on the order of 8 m.

2.9. Fracture Seismic Images and Hypocenters/MEQ

Fracture seismic was recorded using a buried grid in the Eagle Ford during the stimulation of
four wells. The hypocenters were detected and located for the stimulation times for all stages of all
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wells and are shown in the right panel of Figure 20. The fracture seismic method was used to extract
fractures for the same treatment times as was used for the hypocenter detections and they are shown
in the left panel of Figure 20. In most projects where this comparison is made, it is rare that there is a
direct correlation between detected hypocenters and the fracture seismic maps.

Figure 20. Comparison of fracture images from fracture seismic to the MEQ locations in the same data.
The fracture seismic data were recorded using a buried array in the Eagle Ford. There is only a partial
correlation between the fracture surfaces and the MEQ.

The waveforms that are emitted from the fracture tips for the hypocenters and MEQ are
sourced by different mechanisms than the signals used to compute the fracture seismic intensities.
The interpretation of this phenomenon is that the fracture seismic energy from fluid-filled fractures
are emitted along the length of the fractures while the hypocenters occur at the tips of the fracture.
Thus, the larger MEQ are not collocated with the fracture seismic image and the smaller opening mode
hypocenters are at the tips of the fractures.

These differences in source mechanisms and signals explain why the fracture models computed
using hypocenter locations are almost always different from the complex 3D fracture models derived
using fracture seismic methods.

3. Case Studies

A large database of case histories demonstrates the capacity of fracture seismic methods to directly
map fluid-filled fractures and their role in subsurface connectivity. The examples come from different
basins and different geologic settings They also come from data recorded before, during, and after
various kinds of industrial activities, and from both greenfield as well as brownfield sites.

Fracture seismic methods have been used to map the fracture connectivity during the stimulation
of approximately 100 horizontal wells with almost 2000 stages. Fracture seismic observations before,
during, and after these stimulations show that the fracture systems that produce the most fluids are
the same fractures that are mapped before wells are drilled. We will also show how fracture seismic
can track the fluid producing volume over the life of the well.

Figure 21 shows a subsurface rectilinear volume that contains a well for which the fracture seismic
method was applied before, during, and after the stimulation of the well. The lower panel shows a
depth slice of the intensity volume computed before the stimulation. The back panel show a vertical
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slide of the intensity volume computed during the stimulation. The 3D volumetric view in the center
shows the producing volume for the well after it was being produced. The actual volume of rock that
is producing fluids is quite different from the stimulated rock volume computed during the treatment.

 

Figure 21. Fracture seismic imaging of the subsurface is applied before, during, and after
hydraulic stimulation.

In addition to local hydraulic fracture stimulation projects, 15 larger-scale fracture seismic
mapping studies have been completed. These include projects when the fracture seismic is recorded
before drilling, stimulation, production, subsurface flooding, or other related industrial activities
are underway. The correlation between the fracture systems computed for quiet times and the
fracture systems computed during production indicates that the fracture systems are excited by
pressure changes caused by natural earth processes such as tectonics or earth tides as well as by the
stimulation treatments.

3.1. Intensity Burst during Stimulation—Texas

This example shows fracture seismic signals that are distributed along the length of a single
fracture. These observations were recorded during the hydraulic stimulation of one stage in the Eagle
Ford shale of Texas. It consists of a single burst of high-energy resonances that lasted for 7 s (Figure 22).
The burst was recorded with a surface grid laid out with orthogonal cables that had 2100 receivers
over an area of 65 square km.

The spectrogram in the left panel of Figure 22 for these 7 s shows the narrow band energy that we
initially identify as resonance from turbulent flow into the fractures surrounding this stage. The seismic
record sections on the right show that the amplitudes of this burst can be seen on the individual
receivers with amplitude that is well above the background noise. The waveforms do not change
phase with azimuth or offset, which indicates that this is not a point hypocenter or MEQ.

Fracture seismic depth migration was used to map the 7 s burst to the location of its source.
The fracture seismic intensity volume shows that all this energy came from a very small area (see
Figure 23). The resonance shown in the spectrogram and the vertical extent of the source location
supports the interpretation that it is a resonance initiated either by flow into the fracture or by resonance
along the entire fracture. The overlay of the fracture seismic intensity on the associated 3D seismic
reflection section shows that it is in a small synclinal structure and is oriented in the vertical direction.
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Figure 22. Intensity bursts during stimulation. A burst of higher amplitude waveforms in the trace
data continued for 7 s. The spectrogram of the 7 s is shown on the left. The amplitude of the signals
was sufficiently high that the waveforms are clearly visible in the individual traces as shown in the plot
on the right.

Figure 23. Computing an integrated fracture seismic intensity volume over the 7 s of data in Figure 22
and plotting on the reflection seismic shows that the energy came from a fracture in a small syncline
that extends in depth from the Buda to the Austin Chalk and is focused into a very small area just to
the West of the well near the stage being stimulated.

3.2. Thrust Fault Activation during Stimulation—China

This example shows that faults can have both permeable zones and zones that do not transmit
pressure or fluids. A horizontal well drilled along a reservoir layer in a thrust zone is shown in
Figure 24. This well was parallel to and 300 m shallower than the thrust fault mapped on reflection
seismic. Given this vertical separation, it was thought that hydraulic stimulation of the well would not
affect this structure. In order to evaluate the stimulated resource volume of this treatment, fracture
seismic data were recorded using 1600 receivers in a surface grid.

The recording for each stage shows that there is a zone in the nearby tear fault that is permeable
for only part of the length of the well. The permeable zone is active for only four of the stages during
the treatment. For stimulation stages near the toe and near the heel of the well, the trust fault was
seismically inactive. During the tear-fault-related four stages, the stimulation pressure was transmitted
down to the thrust fault and caused many larger microearthquakes. None of the other treatment
stages cause microearthquakes in the thrust. Evidently, the fracture seismic imaged permeable zone
transmitted the pressure from the pumping to the thrust and a large number of MEQ are stimulated
during the four stages.
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Figure 24. MEQ in the trust fault that is 300 m below the well were activated during only four middle
stages of the well treatment. The pressure from the stimulation propagated along the tear fault down
to the thrust and caused activation in the thrust zone. The pressure from the stimulation activated
resonances in the tear fault so that it was mapped in the fracture seismic intensity volume. The side
view of the fracture image volume (left panel) shows the tear fault, the well, and the MEQ in the trust
fault. The oblique view (right panel) show that the tear fault is very close to the well (50 m).

The side view in Figure 24 shows the width and height of the tear fault and that is permeable.
The tear fault is approximately 50 m from the well path. The fracture image volume in Figure 24 shows
the tear fault width and height. The width mapped is the same width and location as the location of the
four stages. The height of the tear fault goes vertically above the well and below the trust fault depth.

3.3. Large Single Grid in Thrust Zone, No Stimulation—Colombia

This example shows how fracture imaging using fracture seismic is integrated with 3D reflection
seismic in a new area to select drilling location (Sicking et.al., 2017) [25]. This large area in Colombia
had not been actively explored for over 60 years. The reservoir in this area is the Rosa Blanca formation
that produces gas in areas where it is naturally fractured. During the decade of the 1950s, this area had
been drilled with little success. There were many dry holes but one well struck a highly fractured zone
and blew out. Subsequently, the area was abandoned.

In 2012, before initiation of new drilling, a modern 3D reflection seismic survey was collected
and, as an independent acquisition, a 4650-channel fracture seismic dataset was recorded that covered
50 square km. The fracture seismic area was in the middle of the area covered by the reflection
seismic survey. Before any wells were drilled, the reflection seismic data was processed and migrated
using pre-stack depth migration and a complex detailed 3D interval velocity model was computed
(Figure 14).

The fracture seismic was processed using the fracture seismic method and a fracture seismic
intensity volume was computed that included data from 15 h of recordings. The depth tie between the
active and fracture seismic data was ensured by the use of the same interval velocity model for both
depth migrations. The intensity volume was integrated with the reflection seismic depth migration
volume in order to find the structural positions of the most active fractures in the Rosa Blanca.

The fracture seismic traces were analyzed for resonance using spectrograms (Figure 1). The high
fracture seismic intensity and resonance observed at this site is likely due to the high stress state caused
by the compressional forces in this region of the northern Andes. The spectrograms help to identify
time periods for computing the fracture seismic volumes. While the behavior of the resonances is not
yet well understood, experience dictates that very active resonance time periods are the best times to
use in fracture seismic depth migration to compute the intensity volume.

Figure 25a shows a map view of the horizon slice extracted along the target horizon from the
fracture seismic intensity volume. It is overlaid with the structural contours interpreted from the
reflection seismic volume for the same horizon. The horizon map shows that the highest intensities are
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in the hanging wall of the thrust fault. The black symbols are the locations of dry wells drilled in the
1950s. They are all in the low fracture seismic areas of the Rosa Blanca. The small red circle shows the
location of the well that blew out in the 1950s. This well is at the top of the structure and in a higher
fracture seismic area, which indicates fracturing on the Rosa Blanca. A new well shown by the large
black circle was drilled into the hanging wall of the thrust fault and in an area of high fracture seismic.

Figure 25. Identifying zones of fracturing in reservoir before drilling. Panel (a) shows the fracture
seismic intensity extracted from the volume along the reservoir horizon with the overlay of the
structural contours interpreted from the 3D reflection seismic. The traces of the thrust faults are shown.
The highest fracture seismic are parallel to and out in front of the thrust fault. Panel (b) shows a vertical
cross section through well X with the fracture seismic overlaid on the reflection seismic. The yellow
line shows the horizon that was extracted to get the slice shown in (a). The fracture seismic intensity
is higher down dip from where well X was drilled. Dry holes (small black circles) drilled before this
analysis are in zones of low fracture seismic intensity. An old well that blew out (shown by the small
red circle) and Well X are in zones of high fracture seismic.

Figure 25b shows the vertical cross section of the reflection seismic and the fracture seismic
intensity volume through the new well. The reflection seismic data are in black and the overlay of the
intensity in color. The intensities show that the hanging wall of the thrust is the most active and that
the structure in the fracture seismic volume follows the structure in the 3D reflection data.

Integration of fracture seismic, together with interpretation of reflection seismic, can be used to
indicate potential areas for drilling. Based on these data, a test well was drilled, and a heavily fractured
reservoir was found in the zone of high intensity. From when the well was put on production and until
April of 2019, this well has produced 1.7 BCF gas. Based on the results of Well X, we conclude that
the high fracture seismic intensity along the flank of the thrusts does indicate areas of active fractures.
By active, we mean seismically active with the implication, based on experience, that the fractures are
also permeable.

3.4. Roll Along Fracture Seismic during 3D Reflection Seismic Acquisition—Texas

This example shows how fracture seismic can aide in selecting drilling locations. A 3D reflection
seismic survey was collected in the Permian basin of west Texas using a nodal recording system. There
were approximately 6500 simultaneously active nodes in the receiver array.

The fracture seismic data were collected concurrently with the reflection seismic by programming
the nodes to record at night for 2 h when the crew was not shooting. This recording schedule meant
that a very large area was covered by the fracture seismic for each day of recording. Each day of the
fracture seismic recordings were processed as an independent data set. Multiple days of recording
were selected such that there was substantial overlap in the independent intensity volumes. Nine
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hours of recordings over the area of the proposed horizontal well were selected for fracture seismic
intensity computation.

Map and cross section slices of the fracture seismic intensity volume are shown in Figure 26.
The well shown in Figure 26 was not drilled until two years after the seismic acquisition. The depth
slice shows that the volume has areas of high intensity and areas of low activity. The proposed well
path is predominantly in a zone of low activity with some higher activity at its toe and heel.

Figure 26. Slices of the fracture seismic intensity volume that was computed from data recorded during
a 3D reflections seismic acquisition before the well was drilled. The depth slice (a) of the fracture
seismic intensity volume is shown at the depth of the proposed well. The vertical slice (b) is along the
path of the proposed well. The logs of the acid uptake show that the uptake was highest in the zones of
highest fracture seismic intensity and lowest in the zones of low fracture seismic intensity. This result
supports the interpretation that the fracture seismic intensity shows the zones of natural fractures.

Shown in both the depth slice and the vertical slice along the well path is the log for the volume of
acid uptake during the stimulation. This log shows that the acid uptake is highest in the zones that had
higher fracture seismic intensity and was lowest in the zones of low fracture seismic intensity. They
are consistent with the interpretation that the zones of higher fracture seismic intensity have higher
fracture density and connectivity. This well was not economic. If the fracture seismic intensity volume
had been used to plan the well, it could have been relocated to a zone of high-density natural fractures.

3.5. Roll along Fracture Seismic during 3D Reflection Shoot—Wyoming

This example shows how fracture seismic is used for areal evaluation before development. A
3D reflection seismic survey was recorded in Wyoming that covered a very large area. A smaller
area was selected for the fracture seismic recording. The entire receiver array of 6000 geophones
was used for recording several hours on seven different days during the active seismic acquisition.
The fracture seismic was recorded such that there was a 50% overlap in the fracture seismic intensity
volume between recordings. Each recording time was processed as an independent project and the
seven fracture seismic intensity volumes were merged later.

The depth slice at the reservoir depth from the fracture seismic intensity volumes for all seven
recordings is shown in Figure 27. The slice shows a fault zone across the Northern part of the volume
that is also mapped in the 3D reflection seismic. There are two large areas of high fracture seismic
intensity in the SW and NE corners of the survey area. These areas are separated by a NW to SE trend
of lower fracture seismic activity.

289



Geosciences 2019, 9, 508

Figure 27. Depth slice of the fracture seismic intensity volume that was computed from fracture seismic
recorded during a 3D reflections seismic acquisition before the well was drilled. The seams in the final
volume are the result of merging the seven independent volumes. The linear feature that runs East to
West in the North of the Volume is also seen in the 3D reflection volume.

The seams in the final merged volume are readily apparent in the depth slice shown in Figure 27.
The fracture seismic intensity volumes are from data that were recorded a few days apart. The fracture
seismic intensity during one day of recording is not the same for the other days. Differences in the
fracture resonances can account for much of the differences. Processing may also account for small
differences in the amplitude from one day to the next. It should be noted that there was a 50% overlap
in the intensity volumes from one day of recording to the next such that every voxel in the volume
has contributions from two days. Even with the presence of the seams, the fracture seismic intensity
volume reveals important information on the natural fracture zones of this prospect and the optimal
locations for drilling and stimulation.

3.6. Roll Fractures and Well Treatments—Illinois

This example shows how pre-existing fracture systems impact stimulation. Pre-stimulation
fracture seismic was recorded over a well site in the New Albany shale after the well was drilled, but a
few weeks before the well was stimulated. These data were used in the planning for the stimulation.
Fracture seismic was also recorded during the stimulation. This allowed for the comparison of the
fracture seismic intensity volume before, and after stimulation.

Spectrograms were computed from the fracture seismic data recorded pre-stimulation and from
the fracture seismic data recorded during stimulation. Samples for both are shown in Figure 28. The top
panel shows the spectrogram for a time window pre-stimulation and reveals a narrow band resonance
in the 50 Hz to 60 Hz range, along with a broad distribution of signals at lower frequencies. For
comparison, the spectrogram for a time window during the stimulation is shown in the lower panel of
Figure 28. The resonances are mostly in the lower frequency bands but have substantial changes in
amplitude, character, and frequency band. These changes correlate with the stimulation pressure and
fluid rate pump curves (Figure 16).
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Figure 28. Spectrograms computed from pre-stimulation fracture seismic data (top) and data recorded
during stimulation (bottom).

The fracture seismic intensity volume computed for this pre-stimulation time period shows that the
fracture seismic activity is very high at the toe of the well and has significant zones of low activity in the
middle of the well path (Figure 29, left panel). The fracture seismic volume from the pre-stimulation time
period was used to plan the stimulation. During the first three stages of the stimulation, problems were
encountered in getting the fluid to flow into the formation. The pre-treatment data were used to analyze the
stress field to determine that the pressure used in the pumping should be reduced to solve this problem.

Figure 29. The fracture seismic intensity volume computed from fracture seismic data recorded before
stimulation show that the stimulation activated the same fractures that were mapped before the
stimulation activity. The left panel shows a depth slice of the intensity volume from the pre-stimulation
data. The middle panel shows the depth slice of the pre-stimulation intensity with the overlay of the
fractures active during stimulation. The right panel shows the connectivity pathways computed from
the 16 intensity volumes computed for each stage.
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Comparing the pre-stimulation fracture seismic (left) to the fracture volume (middle) that
was computed during the stimulation shows that the fractures that are computed from the data
recorded during the stimulation follow the intensity patterns in the fracture seismic volume computed
pre-stimulation. The overlay of the fractures computed during stimulation on the fracture seismic
intensity computed pre-stimulation show that the pre-existing fracture system impacts the performance
of the stimulation with the highest intensity zone during the pre-frack time having the highest density
of activated fractures during the stimulation.

Using the fracture seismic intensity volume computed from the pre-stimulation and the volume
computed during stimulation we forecast the connectivity pathways (Figure 29, right panel) in the
reservoir that will produce the most fluid flow during production. These were computed by first
thresholding the amplitude in each of the intensity volumes for each stage of the stimulation. In each
voxel for each stage, the amplitudes that were below this threshold were reset to zero. For each voxel,
the number of volumes that were above the threshold for that voxel were counted and the count for
that voxel was stored in the repeated activity volume.

For example, with 16 stages, each voxel has the possibility of containing a number between
0 and 16. The connectivity pathways are then seen as the highest number of threshold crossings.
This attribute volume is used to model the pressure and fluid transmission through the reservoir.
The connectivity pathways for this example show that zones of best connectivity in the reservoir are
the most active in the pre-stimulation fracture seismic volume.

3.7. Pump Startup Time Fracture System—Texas

This example shows how the pressure from the stimulation produces fracture seismic intensity in
the fracture system before formation breakdown. Formation breakdown is when the fractures near the
well open and allow the initiation of fluid flow into the reservoir. The fracture seismic data recorded
before formation breakdown can provide very useful details about the reservoir.

Figure 30 shows a spectrogram for 30 min of data recorded in the Eagle Ford shale during pressure
buildup for the first stage of a hydraulic stimulation. During startup, the increasing pressure moves
into the rocks causing resonances in the permeable fractures that are connected to the well at Stage 1.
The observed resonances grow in amplitude and complexity with increasing pressure. The resonances
transition from low-amplitude dispersive to high-amplitude turbulent after formation breakdown.
These resonances are very different from those observed during the pre-stimulation in the New Albany
shown in Figure 28.

Figure 30. Spectrogram during Stage 1 startup shows the resonances transition from low amplitude
to high amplitude as the pressure is increased with pumping time. Formation breakdown causes a
substantial change in the resonance as the fluid begins to flow into the formation. The lavender bars
mark the 5 min of data that are used to compute the fracture images.
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The 5 min of trace data marked by the lavender lines in Figure 30 were selected for computation of
the pre-breakdown fracture seismic volume. These minutes were selected because of the high fracture
seismic signals in the spectrogram and because it is before formation breakdown. Previously, it was
not expected that the fractures would emit such high-intensity fracture seismic resonances before
formation breakdown.

The depth slice at the well depth of the fracture seismic intensity volume computed from these 5
min is shown in Figure 31. The feature trending from SW to NE and terminating at the well is a fault
that was previously observed in the 3D reflection seismic data. The depth slice shows the fracture
seismic intensity stimulated by the startup of pumping with the overlay in black lines of the fractures.
The fractures map the connectivity to the perforation location for Stage 1.

Figure 31. Depth slice of fracture intensity volume computed for 5 min fracture seismic data and the
overlay of the computed fractures. The fractures show the connectivity pathways that connect to the
well at the Stage 1 perforations.

This section of the Eagle Ford has a large number of fractures, as can be seen in the 3D reflection
section shown in Figure 23. The interpretation is that only a few of these fractures were activated
during Stage 1 startup. Most of the fractures in the volume are not activated with the increase in
pressure. Only the most permeable fractures are activated during the startup time before the first stage
formation breakdown. The fracture lines form a pattern that might have been in related to a previous
stress direction that is different from the one in place today.

3.8. Stimulation Time—Texas

The fracture seismic fracture surfaces shown in Figure 32 are computed from data recorded during
the stimulation for a well in the Permian. The fractures activated by the stimulation open out into
the reservoir for approximately 15 m and then turn parallel to the well. This well was not economic
because the fractures that opened did not have sufficient rock volume. The interpretation is that
the well was either not drilled along the maximum horizontal stress direction or that the pumping
pressures changed the local stress causing the fractures to turn parallel to the well.
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Figure 32. Fracture images computed during stimulation for the stages of a well in the Permian showing
the that the stimulated fractures open perpendicular to the well and then turn parallel to the well.

3.9. Prediction of Well Interferences on Adjacent Well—Pennsylvania

The location accuracy of fracture seismic fracture imaging is demonstrated in a project in the
Marcellus. One well had been drilled and seven more planned when a buried grid was installed over
the pad site. Well A in Figure 33 was stimulated and put on production before Well B was drilled.
The fracture seismic signals initiated by the fluid flow into Well A were used to compute a fracture
seismic intensity volume before Well B was stimulated.

Figure 33. Predicting pressure interferences on an adjacent well. The fracture intensity computed
before the stimulation of Well B but while Well A was producing show the fractures crossing the path
of Well B. The locations shown by the circles mark the stage locations along Well B that were being
stimulated when pressure interferences were measured at the well head of Well A.

Well A was in production during this fracture seismic recording and the fractures computed from
the fracture seismic data intersect with the path for Well B. This indicates that when Well B is fracked,
there could be pressure hits on Well A at three separate stages of the Well B stimulation. The locations
of these three predictions are shown by the circles in Figure 33. Later, when Well B was stimulated,
pressure changes in Well A were recorded by a gauge at the head of Well A. These pressure changes
occurred for treatments located at fracture seismic imaged fracture crossings. These engineering data
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confirm the predicted connection between the wells and that the fracture map shows the fractures that
transmitted the pressure from Well B to Well A.

3.10. Actively Producing Volume Before and After Pressure Hits—Pennsylvania

The fluid flow into the well during production causes turbulent resonance in the fractures and
allows for the computation of the actively producing volumes. Fracture seismic intensity volumes
computed from data recorded over a producing well are used to extract the active voxels that are
connected to the well. An intensity threshold is first selected and applied to the intensity volume.
The remaining voxels that are connected to the well are extracted from the fracture seismic intensity
volume using an iterative process whereby the active voxels that are touching the well are extracted in
the first iteration. The subsequent iterations detect and extract voxels that are touching the previously
extracted voxels. The iterations continue until no more active voxels connected to the well are detected.
The volume of extracted voxels is the actively producing volume that can be used for planning
additional wells or reservoir treatments.

Two wells were drilled in this example from the Marcellus Shale shown in Figure 34. As discussed
for Figure 33, fracture seismic was recorded before Well B was stimulated but while Well A was in
production. The producing volume for Well A was computed using fracture seismic recorded before
the stimulation of Well B (Figure 34, left) and again after the stimulation of Well B (Figure 34, right).
Comparing the two producing volumes shows that the producing volume for Well A is 25% smaller
after the stimulation of Well B than it was before the stimulation.

Figure 34. Producing rock volume around Well A before (left) and after (right) the stimulation of Well
B. The pressure changes in Well A (Figure 33) during the stimulation of Well B caused production
declines and also reduction in the producing volume.

The production data recorded at the wellhead of Well A show that the production from Well A
was reduced by 30% during the stimulation of Well B. The well head production reduction agrees with
the fracture seismic intensity volume reduction and supports the interpretation that the hits on Well A
caused the reduction in production.
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3.11. Fluid Producing Volumes over Time—Texas

The Eagle Ford producing volume images on the left in Figure 35 show the fracture seismic
intensity volumes computed using fracture seismic recorded on a permanent buried grid for the
stimulation time, at two years and at three years after the well was put on production. The buried grid
was activated during the stimulation and again two years and three years later.

Figure 35. Fracture seismic intensity signals decline over three years. Left: Fracture seismic intensity
volumes showing the rock volume activated during stimulation, the rock volume that is active after
two years of production, and the rock volume that is active after three years of production. Right:
Production curves recorded at the well head showing the fluids produced over time. The passive data
for year three were recorded at a time when the production curves show the well was not in production.

Computing the fracture seismic intensity volumes for each of these times allows the active voxels
connected to the well to be extracted for each time. The top down view of the stimulated rock
volume and the actively producing volumes are shown. These three time-lapse volumes show that the
stimulated volume during the treatment is much larger than the producing volume after two and three
years of production. After two years, there are portions of the well that are not producing and after
three years, only short segments of the well are producing.

The production curves in the right panel of Figure 35 show the volume of production measured at
the well head. Zooming into the curves for the times of the active producing volumes shows that the
well head production volumes correlate with the active volumes measured from the fracture seismic
monitoring. The fracture seismic recording time was at a time when the well was producing and the
fracture seismic actively producing volume is large. The recording at year three was at a time when
the production from this well was very low and perhaps shut in and the fracture seismic actively
producing volume is small.

3.12. Forecasting Production Before Drilling—Texas

This example shows an attempt to extract the reservoir connectivity volume that is connected to a
well path before the well is drilled. Recording using a buried grid allowed extraction of the intensity
along the planned well path before drilling and again during production 2.5 years after it was put
on production. The fracture seismic intensity volumes shown in Figure 36 compare the predicted
producing volume before the well was drilled to the actively producing volume after 2.5 years of
production. The data were recorded twice using a buried grid. The first recording was two months
before the well was drilled and the second recording was 2.5 years after the well was put on production.
The planned well path for this well was used for the pre-drill active voxel extraction from the intensity
volume. Figure 36 shows the forecast producing volume in black (left) and the measured producing
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volume 2.5 years later in blue (middle). Their overlay is shown on the right. There is good correlation
between the forecast and the measured producing volumes.

 

Figure 36. Forecasting production before the well is drilled. Left side: Pre-drill, fracture seismic
intensity-based forecast of the producing rock volume around the well. Center: Fracture seismic-based
measurement of the producing volume after 2.5 years of production. Right: Overlay of the forecast and
the observed producing rock volumes.

These fracture seismic intensity volumes show that the production is coming from zones in the
reservoir that were permeable before the well was drilled. This result establishes that time-lapse
monitoring of the reservoir using fracture seismic, from pre-development through the production life
of the reservoir, provides essential information for optimal management of the reservoir.

4. Conclusions

Based on several converging lines of evidence, we and others have concluded that fracture seismic
recordings contain episodic signals generated by resonating, fluid-filled fractures. Theoretical studies
by others show these resonances can be generated by interfering seismic waves originating from either
dislocation at the fracture tips or turbulent fluid entries from other fractures and hydraulic stimulations.
In this paper, we focus on showing how these signals can be used to map the most permeable structures
in the subsurface.

Given their long durations and narrow-band frequency content, these signals can be understood
as harmonic vibrations of fluid-filled cracks that are elastically coupled to the surrounding rock mass.
The method for recording, processing, and imaging these signals is called fracture seismic in order to
distinguish it from micro-seismic methods. Micro-seismic methods detect the impulsive dislocations
that generate distinguishable P and S waves to locate fractures. Fracture seismic captures and images
the signals from the entire fracture and builds a three-dimensional image of the fractures. Fractures that
are interpreted from micro-seismic have only a partial correlation with the fracture systems mapped
using the fracture seismic method.
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Fracture seismic observations can be acquired with both high density, multi-receiver, reflection
seismographic equipment and lower density buried grids. The number of receivers necessary per
square km of study area is between 30 and 60 for surface-based observations and 1 to 3 for buried
grids. The density of the receiver grid for any acquisition is determined by the noise environment for
the project and the economics of permitting and physical access constraints. The quality of the fracture
seismic map is impacted by the density. The area to be instrumented is determined by both the depth
and area to be imaged. From the edge of the area to be imaged, the farthest offset receivers should be
1.2 to 1.5 times the depth of the target area.

The fracture seismic method computes fracture emission intensity volumes using one-way depth
migration. These intensity volumes can be computed using modern digital signal processing of
fracture seismic data recorded during the acquisition of multi-receiver reflection seismic survey data.
The redundancy of such data allows for the removal of other passively recorded signals, including
earthquakes and cultural and industrial generated background noise. Well-known seismic reflection
processing codes such as cepstral filters, noise analysis and filtering, and depth migration, can be
readily adapted to the one-way-travel-time depth migration used in the fracture seismic method for
computing fracture seismic intensity.

A substantial base of fracture seismic observational case histories now exists. These examples
establish that fracture seismic methods can reveal the locations of the subsurface fluid-flow pathways.
Pre-drill fracture seismic mapping can be used to guide well paths, establish optimal treatment
programs, and forecast well interferences. Stimulation time fracture seismic can be used to measure
treatment effectiveness. Combined with pre-treatment fracture seismic maps, both potential and
actual fluid production can be readily and accurately estimated. Time-lapse fracture seismic tracks the
evolution of flow paths over time.

These attributes of fracture seismic permeable structure mapping establish its importance in
future exploration, development, production, and management of subsurface resources. With the
rapid expansion of the number of receivers that can be fielded and the speed of modern computers,
fracture seismic acquisition can be integrated with 3D seismic reflection acquisition. Both reflection
seismic volumes for detailed interpretation of the geologic structure and fractures seismic intensity
volumes can be computed simultaneously and allow the integration of the subsurface connectivity
with the geologic formations. As a consequence of these developments and the value of results of our
case studies, we believe that studies of the kind we have presented here will soon become standard
practices, for both commercial and social purposes.

Author Contributions: Conceptualization, C.S.; formal analysis, C.S. and P.M.; investigation, C.S. and P.M.;
methodology, C.S.; project administration, C.S.; software, C.S.; supervision, C.S.; validation, P.M.; writing—original
draft, C.S. and P.M.; writing—review and editing, C.S. and P.M.

Funding: This research received no external funding.

Acknowledgments: The authors wish to thank Jan Vermilye for her ideas and contributions to many of the
methods presented and for her review of the manuscript. Ashley Yaner, Amanda Klaus, and Lance Bjerke
processed the data and provided the data integration in the field examples.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Krauklis, P.V. About some low frequency oscillations of a liquid layer in elastic medium. Prikl. Mat. Mek.
1962, 26, 1111–1115.

2. Frehner, M. Krauklis wave initiation in fluid-filled fractures by seismic body waves. Geophysics 2013, 79,
T27–T35. [CrossRef]

3. Tary, J.B.; Van der Baan, M.; Sutherland, B.; Eaton, D.W. Characteristics of fluid induced resonances observed
during microseismic monitoring. J. Geophys. Res. 2014, 119, 8207–8222. [CrossRef]

4. Tary, J.B.; Van der Baan, M.; Eaton, D.W. Interpretation of resonance frequencies recorded during hydraulic
fracturing treatments. J. Geophys. Res. Solid Earth 2014, 119, 1295–1315. [CrossRef]

298



Geosciences 2019, 9, 508

5. Sicking, C.J.; Vermilye, J.; Malin, P.E. Resonating fluid filled fractures in passive seismic. In SEG Technical
Program Expanded Abstracts 2019; Society of Exploration Geophysicists: Tulsa, OK, USA, 2019; pp. 3021–3025.

6. Sicking, C.J.; Vermilye, J. Resonance Frequencies in Passive Recordings Map Fracture Systems: Eagle Ford
and New Albany Shale Examples. In Proceedings of the Unconventional Resources Technology Conference,
Denver, CO, USA, 22–24 July 2019.

7. Maxwell, S.C.; Urbancic, T.I. Passive imaging of seismic deformation associated with injection for enhanced
recovery. In Proceedings of the 66th EAGE Conference and Exhibition, Paris, France, 7–10 June 2004;
pp. 458–461.

8. Duncan, P.M.; Eisner, L. Reservoir characterization using surface microseismic monitoring. Geophysics 2010,
75, 75A139–75A146. [CrossRef]

9. Kochnev, V.A.; Goz, I.V.; Polyakov, V.S.; Murtayev, I.S.; Savin, V.G.; Zommer, B.K.; Bryksin, I.V. Imaging
hydraulic fracture zones from surface passive microseismic data. In Proceedings of the 2007 EAGE/SEG
Research Workshop on Fractured Reservoirs ”Integrating Geosciences for Fractured Reservoir Description“,
Perugia, Italy, 3–6 September 2007.

10. Tary, J.; van der Baan, M. Potential use of resonance frequencies in microseismic interpretation. Lead. Edge
2012, 31, 1338–1346. [CrossRef]

11. Chorney, D.; Jain, P.; Grob, M.; van der Baan, M. Geomechanical modeling of rock fracturing and associated
microseismicity. Lead. Edge 2012, 31, 1348–1354. [CrossRef]

12. Bame, D.; Fehler, M. Observations of long period earthquakes accompanying hydraulic fracturing. Geophys.
Res. Lett. 1986, 13, 149–152. [CrossRef]

13. Vermilye, J.M.; Scholz, C.H. The process zone: A microstructural view of fault growth. J. Geophys. Res. 1998,
103, 12223–12237. [CrossRef]

14. Shipton, Z.K.; Cowie, P.A. Damage zone and slip-surface evolution over μm to km scales in high porosity
Navajo sandstone, Utah. J. Struct. Geol. 2001, 23, 1825–1844. [CrossRef]

15. Moore, D.E.; Lockner, D.A. The role of microfracturing in shear fracture propagation in granite. J. Struct.
Geol. 1995, 17, 95–114. [CrossRef]

16. Ziv, A.; Rubin, A.M. Static stress transfer and earthquake triggering: No lower threshold in sight? J. Geophys.
Res. 2000, 105, 13631–13642. [CrossRef]

17. Lawn, B.R.; Wilshaw, T.R. Fracture of Brittle Solids; Cambridge University Press: Cambridge, UK, 1975;
pp. 1–378.

18. Hubbert, M.K.; Rubey, W.W. Role of fluid pressure in mechanics of overthrusting. Bull. Geol. Soc. Am. 1959,
70, 115–166. [CrossRef]

19. Geiser, P.A.; Vermilye, J.; Scammell, R.; Roecker, S. Seismic used to directly map reservoir permeability fields.
Oil Gas J. 2006, 104, 37.

20. Sicking, C.J.; Vermilye, J.; Geiser, P.; Lacazette, A.; Thompson, L. Permeability Field Imaging from Microseismic.
In SEG Technical Program Expanded Abstracts; Society of Exploration Geophysicists: Tulsa, OK, USA, 2012;
pp. 1–5.

21. Sicking, C.J.; Vermilye, J. Pre-drill reservoir evaluation using passive seismic imaging. In Proceedings of the
Unconventional Resources Technology Conference, San Antonio, TX, USA, 1–3 August 2016.

22. Liang, C.; O’Reilly, O.; Dunham, E.M.; Moos, D. Hydraulic fracture diagnostics from Krauklis-wave resonance
and tube-wave reflections. Geophysics 2017, 82, 171–186. [CrossRef]

23. Sicking, C.J.; Vermilye, J.; Lacazette, A.; Yaner, A.; Klaus, A.; Bjerke, L. Case Study Comparing
Micro-Earthquakes, Fracture Volumes, and Seismic Attributes. In Proceedings of the Unconventional
Resources Technology Conference, Denver, CO, USA, 25–27 August 2014.

24. Sicking, C.J.; Vermilye, J.; Lacazette, A. Predicting Frac Performance and Active Producing Volumes Using
Microseismic Data. In Proceedings of the Unconventional Resources Technology Conference, San Antonio,
TX, USA, 20–22 July 2015.

25. Sicking, C.; Vermilye, J.; Yaner, A. Forecasting reservoir performance by mapping seismic fracture seismic.
Interpretation 2017, 5, T437–T445. [CrossRef]

26. Geiser, P.; Lacazette, A.; Vermilye, J. Beyond “dots in a box”: An Empirical View of Reservoir Permeability
with Tomographic Fracture Imaging. First Break 2012, 30, 63–69.

299



Geosciences 2019, 9, 508

27. Lacazette, A.; Vermilye, J.; Fereja, S.; Sicking, C. Ambient fracture imaging: A new passive seismic method.
In Proceedings of the Unconventional Resources Technology Conference, Denver, CO, USA, 12–14 August
2013.

28. Aki, K.; Richards, P. Quantitative Seismology: Theory and Methods; WH Freeman & Co.: New York, NY, USA,
1980; pp. 1–13.

29. Dibble, R. Seismic and related phenomena at active volcanoes in New Zealand, Hawaii, and Italy. Ph.D.
Thesis, Victoria University, Wellington, New Zealand, May 1972.

30. Aki, K.; Fehler, M.; Das, S. Source mechanism of volcanic tremor: Fluid-driven crack models and their
application to the 1963 kilauea eruption. J. Volcanol. Geotherm. Res. 1977, 2, 259–287. [CrossRef]

31. Gomberg, J.S. Stress/strain changes and triggered seismicity following the Mw7.3 Landers, California,
earthquake. J. Geophys. Res. 1996, 101, 751–764. [CrossRef]

32. Du, W.-X.; Sykes, L.; Shaw, B.; Scholz, C. Triggered aseismic fault slip from nearby earthquakes, static or
dynamic effect? J. Geophys. Res. 2003, 108, 2131. [CrossRef]

33. Thomas, A.M.; Nadeau, R.M.; Bürgmann, R. Tremor-tide correlations and near-lithostatic pore pressure on
the deep San Andreas fault. Nature 2009, 462, 1048–1051. [CrossRef] [PubMed]

34. Zhang, H.; Nadeau, R.M.; Toksoz, M.N. Locating nonvolcanic tremors beneath the San Andreas Fault using
station-pair double-difference location method. Geophys. Res. Lett. 2010, 37, L13304. [CrossRef]

35. Copeland, D.; Lacazette, A. Fracture surface extraction and stress field estimation from three dimensional
microseismic data. In Proceedings of the Unconventional Resources Technology Conference, San Antonio,
TX, USA, 20–22 July 2015.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

300



geosciences

Article

Compaction and Fluid—Rock Interaction in Chalk
Insight from Modelling and Data at Pore-, Core-,
and Field-Scale

Mona Wetrhus Minde 1 and Aksel Hiorth 2,*

1 The National IOR Centre of Norway, Department of mechanical and structural engineering and materials
science, University of Stavanger, 4036 Stavanger, Norway; mona.w.minde@uis.no

2 The National IOR Centre of Norway, Department of energy resources, University of Stavanger,
4036 Stavanger, Norway

* Correspondence: aksel.hiorth@uis.no

Received: 14 November 2019; Accepted: 16 December 2019; Published: 21 December 2019

Abstract: Water weakening is a phenomenon that is observed in high porosity chalk formations.
The rock interacts with ions in injected water and additional deformation occurs. This important effect
needs to be taken into account when modelling the water flooding of these reservoirs. The models
used on field scale are simple and only model the effect as a change in water saturation. In this paper,
we argue that the water weakening effect can to a large extend be understood as a combination of
changes in water activity, surface charge and chemical dissolution. We apply the de Waal model to
analyse compaction experiments, and to extract the additional deformation induced by the chemical
interaction between the injected water and the rock. The chemical changes are studied on a field scale
using potential flow models. On a field scale, we show that the dissolution/precipitation mechanisms
studied in the lab will propagate at a much lower speed and mainly affect compaction near the
well region and close to the temperature front. Changes in surface charge travel much faster in the
reservoir and might be an important contributor to the observed water weakening effect. We also
discuss how mineralogical variations impacts compaction.

Keywords: chalk; compaction; water weakening; rock—fluid interaction; modelling

1. Introduction

Many of the chalk formations in the North Sea contains large volumes of oil. In some areas,
the porosity is higher than 45% [1,2]. During production, the reservoir pressure is decreased, the effective
stress is increased and the reservoir subsequently compacts. Compaction is a significant driver for
oil expulsion, and, as an example, for the Valhall field in the North Sea, the compaction is estimated
to contribute to 50% of the total recovery [2]. For the Ekofisk field, reservoir compaction has led to
seabed subsidence of approximately 9 m, where about 50% of the 9 m is due to pore pressure decline,
and about 50% is due to the injected water [3]. The difference between physical and physicochemical
effects is important to include when simulating the reservoir oil production and compaction.

In field-scale simulations of water-induced compaction in chalk, one uses the water saturation as
an indicator of enhanced compaction [4]. In this paper, we argue that the water weakening effect is
more related to changes in the water chemistry than changes in the water saturation, meaning that
it is the changes in the concentration of specific ions that induce enhanced compaction, not only the
ratio between oil and water. It is important to include a mechanistic understanding of fundamental
processes of deformation, to model fluid flow and compaction in basins or reservoirs over observable
timescales. Incorporating these insights on water weakening will produce reliable and more applicable
basin models. In the next sections, we will review some of the relevant core experiments, and interpret
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them by simple models. Thereafter we discuss how these changes may propagate on the field scale,
by the use of streamline models. The practical consequence of this is that one can, to some extent,
control the fluid chemistry inside the pores, control compaction and thereby impact the oil recovery.
Finally, we present discussions, summary and recommendations for the future.

2. Interpreting Triaxial Core Deformation Experiments in Terms of the de Waal Model

Hydrostatic tests are usually performed in triaxial cells, where the axial (length of the core) and,
to some degree, the radial strain can be monitored during the experiment. Fluids are continuously
passed through the cores, of approximately 7 cm in length, allowing for measurement of permeability
and effluent fluid sampling. Back-pressure is applied to maintain a uniform pore pressure as the core
compacts, and to avoid fluids boiling at elevated temperatures. A pressure difference of a few kPa is
enough to drive fluids through the sample. Thus, the stress–strain development is mainly dictated by
the microstructural properties of the solid (matrix) framework.

Usually, the triaxial test data are reported for two stages of testing: i) The hydrostatic loading stage,
where the confining pressure and pore pressure are increased linearly, and the axial strain is measured
as the axial stress is increased until the core has passed its yield point. ii) The creep stage, during
which the core subsequently deforms slowly under a small constant load [5]. The yield point can be
considered a measure of the “strength” or “compaction strength” of the core, while the time-dependent
creep that occurs after the yield point has been exceeded might be considered as a kind of “viscosity”.

Figure 1 shows an example where a chalk core from the Aalborg outcrop was heated to 130 ◦C,
loaded up to 12 MPa, and then left to creep for 61 days at a constant stress of 12 MPa, while a solution
of 0.657M NaCl was passed through at a flooding rate of 1PV (Pore Volume) per day [6]. As can be
seen from Figure 1a, the axial strain is proportional to the axial stress (e.g., the core deformation is
elastic) up to the yield point at ~8.2 MPa (the solid black line). The yield point is not a single point,
but rather a zone of transition between 7.5 and 8.5 MPa that separates the elastic and plastic (black
dotted line) phases of deformation. The elastic bulk modulus is defined as the ratio of the change in
axial stress to the change in volumetric strain up to the yield point [7] (the slope of the solid line in
Figure 1a divided by 3). The plastic bulk modulus is defined as the ratio of the change in axial stress to
the change in volumetric strain in the phase after the core has reached the yield point (the slope of the
dashed line in Figure 1a divided by 3). Assuming that the material compresses equally in all directions,
the axial strain can be converted to volumetric strain by multiplying by factor of 3, and the effective
viscosity can be defined as the ratio between the axial stress and axial strain rate (ηe f f =

σ
dεV/dt ) [7].

The effective viscosity increases strongly with time in a creep experiment and as the stress is kept
constant, the strain rate is reduced.

Numerous rock mechanical laboratory experiments have been carried out with a large degree
of reproducibility between experiments. These experiments can be understood with reference to the
grain contact model suggested by de Waal [8]. Here we describe the de Waal model and show how it
provides a good basis for understanding experiments involving rock–fluid interactions and the various
chemical factors that affect reservoir compaction. During the creep stage, compaction usually follows a
log t trend as shown in Figure 1b. The following creep model captures this trend [8]:

εV(t) = B log
(
1 +

.
εV(0)t

B

)
(1)

B is a constant related to the friction between the grains, and
.
εV(0) is the initial strain rate, which can

be seen by differentiating the above equation with respect to t:

dεV(t)
dt

=

.
εV(0)

1 +
..

εV(0)t
B

t→0→ .
εV(0) (2)
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The model suggested by de Waal was derived from the basis of earlier work by [9] where it was
shown that the friction coefficient between two blocks of rock, μ, depends on the time, t. The blocks
were in stationary contact before sliding was initiated, and the friction coefficient was found to follow
the empirical law:

μ = μ0 + C log(1 + Dt) , (3)

where C and D are constants, and μ0 the friction coefficient at t = 0. In [9,10] experiments were
conducted over a time frame of one day, where the materials were kept in contact at a constant normal
and shear stress for time t. When the static contact time was reached, the shear stress was rapidly raised
to the level required to produce a slip. The reason for the dependence of friction on the stationary
contact time is that the contact area between the surfaces increases as the static contact time increases [9].

De Waal argued that Equation (3) can be used to understand creep [8] if t in the equation is replaced
with a time constant ta that describes the average lifetime of grain–grain contact, and this contact time
is related to the inverse strain rate. The physical explanation for the macroscopic time-dependent creep
of rocks is thus, according to de Waal, that the average lifetime of contact points affects the real contact
area which determines the sliding friction.

 

(a) (b) 

Figure 1. (a) Hydrostatic loading stage. The elastic bulk modulus is 720 MPa (slope of solid line divided
by 3). The plastic bulk modulus is 210 MPa (slope of the dashed line divided by 3). (b) The creep stage
deformation. The core is left to deform at a constant stress 12 MPa. The dashed line is the de Waal
model (text equation 1) with parameters

.
εV(0) = 0.012%/hour and B = 0.43%. Data are from [6].

Westwood, Goldheim et al. [11] and Macmillan, Huntington et al. [12] extended Dieterich’s [10]
perspective by pointing out that the friction coefficient is also dependent on the fluid chemistry. Based
on the experiments conducted, they argued that ion interactions modify the surface microhardness,
and that it is greatest when the zeta potential is close to zero for, in this case, MgO. This implies
that the friction is at its lowest level when the zeta potential is close to zero because grain contact is
minimized by the hardness. A low value of the zeta potential should thus increase the strain rate.
Westbrook and Jorgensen [13] also pointed out that water adsorption from the air affected the time
dependence of microhardness observed in nonmetallic materials. They found up to a 10% decrease in
the microhardness of wet calcite compared to dry, depending on the crystal plane.
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The de Waal model has also been used to capture the dependence of creep strain rate on loading
rate. The loading rate is known to affect the strain rate in the laboratory [14], and the laboratory strain
rate is usually much larger than the strain rate in a reservoir where the loading results from the slow
drawdown of fluid pressure by petroleum and water extraction. The challenge is to translate the
higher strain rates observed in the laboratory to the lower field strain rates. Andersen, Foged et al. [14]
extended the de Waal model from constant stress rate to constant strain rate and showed how to apply
it to North Sea chalk. They found that the de Waal friction factor for the Valhall field was more or
less constant over the stress range of interest, which reduced the number of tests required to estimate
compaction at field depletion rates.

3. Water Activity Weakens Chalk in Loading Phase

If the friction coefficient, thus the strain rate, is dependent on the fluid chemistry, it follows that
the mechanical properties of chalk also depend on the pore fluid [15–17]. The physical mechanism
for water weakening has been attributed to capillary forces and differences in “wettability” between
fluids [16,17], but for later publications [18], at least in part, water weakening was explained by the
relations between physical and chemical properties of the chalk.

Risnes [19] found that the hydrostatic yield point of chalk (the full elastic deformation) increased
by 50%, 70%, and 80% if, instead of water, the pore fluid was switched to methanol, oil and glycol,
or air, respectively. The hydrostatic yield point was estimated to be 18 MPa for glycol and 10 MPa for
water. These results have been confirmed by [20,21], where the chalk was saturated with supercritical
CO2, and by experiments where the activity of water was changed systematically by changing the
fraction of glycol mixed into water [20]. Chalk strength increases as the activity of water is decreased.

A completely different approach by Røyne et al. [22] gives further insight into the water weakening
effects. They used a double torsion method, wherein a calcite crystal with an initial crack is immersed
in a fluid. The crack is extended by bending the calcite, and the crack velocity is measured. The crack
velocity is considered to be a measure of surface energy, where a lower surface energy produces a
greater crack velocity. By immersing the sample in a mixture of glycol and water, the surface energy
of calcite was determined for different water activities. Assuming that the hydrostatic yield point
is related to pore collapse and bond breaking between the individual grains in the sample, a lower
surface energy should mean a weaker chalk and a lower yield point. In the Røyne et al. [22] experiment,
the surface energy was 0.32 J/m2 for glycol and 0.15 J/m2 for water. This factor of ~2 reduction is very
close to the factor of 1.8 reduction determined by Risnes [20]. The activity of water can also be changed
by changing the concentration of salts. Risnes et al. [23] were able to reduce the activity of water to
0.48 by the adding of CaCl2. Figure 2 plots against the activity of water, the surface energy of calcite
immersed in fluids with different water activity normalized to the surface energy of calcite immersed in
pure water, or the yield point of cores saturated with fluids with different water activities normalized
to their yield point when saturated with pure water (activity = 1). It shows that the decrease in chalk
strength with water activity is similar, regardless of how the activity of water is modified. The figure
shows that not only does the yield point change by similar amounts with changes in water activity
for all the experiments, but also the trend of the change with water activity is similar. Water weakens
chalk, and the activity of water is a measure of the amount of weakening.
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Figure 2. The normalized surface energy of calcite immersed in fluids with different water activity,
or the normalized hydrostatic yield point of cores saturated with fluids with different water activity,
are plotted against water activity. Normalization is achieved by dividing by the yield point or surface
energy measured when the pore or emersion fluid is pure water. Blue triangular points show changes in
calcite surface energy from [22]. Green, black and red square points show core tests where water activity
was changed by mixing water and glycol [20]. Purple points show the changes in normalized yield
point when the activity of water is modified by additions of CaCl2 [23]. Experimental uncertainties are
not included in the figure.

4. Water Surface Chemistry Affects Chalk Deformation and Creep

However, chalk strength depends on water chemistry as well as water activity. When comparing
chalk deformed at 130 ◦C with seawater as the pore fluid, to chalk deformed at 130 ◦C with seawater
without sulphate as the pore fluid, the yield point is 74% lower. The total dissolved solids concentration
was kept constant by adding NaCl [24,25]. The activity of water, aw, for a brine is [26]

aw = 1− 0.018
∑

i

mi, (4)

where mi is the molality of other ions in the solution. For seawater the water activity is ~0.98; thus,
the activity of water is not a factor in this comparison. Sulphate ions weaken chalk and Figure 3 shows
how sulphate lowers the yield point. Notice that although the yield point is dramatically lowered (the
elastic bulk modulus is strongly decreased) by the presence of sulphate, the plastic bulk modulus (the
slope of the dashed lines) is not changed.

Figure 3. Loading stage deformation for Liège cores saturated with different fluids and tested at 130 ◦C.
NaSO4 concentration is varied while the amount of NaCl is adjusted to keep the ionic strength constant
at 0.657 M. Pore fluids for the distilled water (DW) curve contain neither NaSO4 nor NaCl. The yield
point is depressed and the elastic bulk modulus decreased by sulphate (solid lines), but the creep
deformation and plastic bulk modulus are not affected by sulphate.
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Megawati et al. [27] hypothesized that the electrostatic interactions that give rise to an osmotic
pressure (disjoining pressure) near the grain contacts could explain the enhanced weakening. Sulphate
adsorbed onto the calcite grains changes the surface and zeta potentials. The surface becomes more
negatively charged. The variations in hydrostatic yield for all the chalk samples was proportional to the
maximum peak of the disjoining pressure. Nermoen et al. [28] performed additional experiments and
suggest the electrochemical interactions that give rise to the disjoining pressure can be incorporated
into an effective stress equation.

Sulphate in the brine also affects the creep rate [27]. Cores from different outcrops, which have
different mineralogical compositions, have a very similar creep rate and creep rate development
when the brine contains sulphate. This is in contrast to cores from the same outcrops flooded with
NaCl (inert) brine, which shows greater variance in the strain rate development. This might be an
indication that the grain-to-grain friction between the calcite grains is to some extend controlled by the
diffusive layer counter ions, and not only the local mineralogical properties of the grains. If sulphate
is introduced after the loading phase, i.e., in the creep phase, there is a sudden increase in the creep
rate [29]. This effect is transient, and when the pore surfaces of the calcite grains are saturated with
sulphate, the creep rate is reduced.

5. Core Deformation Related to Mineral Alteration

Additional core deformation can be the result during the creep stage when the fluid passed
through the deforming cores is out of equilibrium with the minerals in the core. Figures 4 and 5
compare the axial creep strain for two sets of experiments. In one set, a wide range of chalk cores was
flooded with inert (e.g., nonreactive) NaCl brine. In the second set, cores from the same outcrops are
flooded with reactive MgCl2. In both sets of experiments, the temperature is 130 ◦C. The axial creep
for all the cores flooded with MgCl2 is greater than those flooded with inert NaCl, and is commonly
more than three times greater. The chalk cores with few impurities (>99.7% calcite, the Stevns Klint
and Mons (Trivières Fm)) flooded with MgCl2 show a temporary plateau in creep strain, see Figure 5.
The chalk cores with lower carbonate content (the Aalborg, Liège, and Kansas) show no such plateau.

 

(a) (b) 

Figure 4. (a) Axial creep for cores flooded at 130 ◦C with nonreactive NaCl, and (b) a corresponding fit
to de Waal model. AA=Aalborg, KA=Kansas, LI=Liège, MO=Mons, SK=Stevns Klint. The numbers in
the parenthesis gives the porosity and permeability. All data from [6].
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(a) (b) 

Figure 5. (a) Axial creep for cores flooded at 130 ◦C with MgCl2, the numbers in the parenthesis gives
the porosity and permeability, and (b) corresponding fit to de Waal model and model parameters in the
parenthesis. AA=Aalborg, KA=Kansas, LI=Liège, MO=Mons, SK=Stevns Klint. All data from [6].

The creep strains experienced by all the cores under NaCl flooding are well described by the de
Waal model (Equation (1)), as shown in Figure 4b. The de Waal model does not match well with the
cores flooded with MgCl2 brine, as seen in Figure 5b. We can now use the de Waal model to estimate
the additional strain induced by the chemical reactions. If we simply subtract the “expected” creep
from the cores flooded by MgCl2, by using the results in Figure 4, Figure 6 shows the excess creep
strain that results when the cores are flooded with MgCl2. The excess creep strain takes a while to
develop for some cores (the plateau mentioned above), but once established the excess strain rate is
linear and ~0.04%/day in magnitude.

 
(a) (b) 

Figure 6. (a) Excess axial creep measured in cores flooded with reactive MgCl2 obtained by subtracting
the de Waal deformation for the NaCl flooding, and (b) the creep rate.

Post-experimental investigations by scanning electron microscopy (SEM) show mineralogical
alterations already after weeks of flooding. Dissolution of calcite takes place, and is commonly observed
together with precipitation of magnesite. For the chemical alteration to be fully appreciated, reactive
fluids must be passed through the chalk cores at elevated temperatures for very long periods of time.
Figure 7 shows the results when a Liège chalk core was flooded for ~3 years (1072 days). There is a
significant flux of Ca2+ out of the core but no flux in, and there is an almost exactly counterbalancing
flux of Mg2+ into the core with no Mg2+ flux out. The sum of the Mg2+ in and Ca2+ out always almost
exactly matches the injected MgCl2 concentration. This indicates that Ca2+ in the carbonate core is
being replaced mole for mole with Mg2+. Mass balance indicates that 93 to 98% of the initial calcite is
replaced by magnesite over the course of this experiment [28]. The initial porosity of the core was 41%,
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and the final porosity 40%. The pore volume is thus conserved and the 10% axial (30% volumetric)
strain resulted from the mineralogical alteration of the matrix. Mineralogical alteration can cause
substantial compaction. Note that the de Waal model fits the MgCl2 core flooding well in this case
(see Figure 7); however, in this case, the flooding rate is changed during the experiment. At ~380 days,
the observed creep is deviating from the de Waal model, but at this point, the flooding rate is decreased
(less chemical reactions) and the axial creep rate is lowered. After approximately 700 days, the observed
creep is below the de Waal model, but at ~800 days, the flooding rate increased and axial deformation
is increased. Thus, in this case, the match with the de Waal model is a coincidence, due to changes in
the flooding rate.

 
(a) (b) 

Figure 7. (a) Axial creep, permeability, and influent and effluent chemistry for a carbonate core
flooded at 130 ◦C for ~3 years with reactive MgCl2. Line style indicates changes in flooding rate from
1 PV/day to 3 PV/day. Solid black line in (b) is the specific surface area development estimated from the
experimental permeability and porosity using the Kozeny–Carman equation.

As the porosity did not change in the experiment shown in Figure 7, the dramatic and immediate
drop in permeability is unexpected. The drop in permeability is most likely caused by magnesite
crystallization in the large, permeable pores (see Figure 8a). In other chalk types, crystallization of
magnesium-bearing clay minerals may also reduce permeability (Figure 8b). Minerals crystallized in
pores increases the surface area per unit pore volume. Since permeability is directly related to porosity
and inversely related to the square of surface area per unit of pore volume and pore tortuosity (c.f.,
the Carmen-Kozeny equation), an increase in surface area per unit pore volume strongly decreased
permeability. The slight recovery in permeability between 200 and 300 days (Figure 6a) could suggest
either that precipitated magnesite had subsequently dissolved or that pore throats subsequently opened
such that the tortuosity was reduced. Textural changes related to alteration can clearly and dramatically
change permeability.

At the end of the experiment flooding with MgCl2, (as shown in Figure 7) had completely replaced
the original calcite with magnesite. After ~800 days, injected Mg2+ was no longer reacting, but passing
unchanged in concentration through the core. A similar experiment that was terminated at 516 days
flooded a Liège chalk core under Ekofisk field conditions with 0.219 M MgCl2. Mapping by energy
dispersive spectroscopy (EDS) by the use of mineral liberation analyzer (MLA) of the core from inlet to
outlet after flooding, shows two regimes of mineralogical change. Toward the outlet, the core is only
partly altered. The mineralogy is mainly calcite, the primary mineralogy of chalk, but precipitates
of clay and magnesite are found within the calcite matrix. At the inlet, a total transformation from
calcite to magnesite is observed. Only magnesite and clay are observed, and no calcite is left. For cores
flooded for an even longer period, the transition between the two regimes has moved further into the
core, indicating that this transformation of mineralogy moves like a front through the cores [30,31].
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( ) ( ) 

Figure 8. (a) Newly precipitated magnesite crystals in a large pore (edited from [30]). (b) Magnesium-bearing
clay minerals crystallized in Aalborg chalk, which contains large amounts of primary opal-CT, after
being flooded with MgCl2.

6. Fluid–Rock Interactions in Reservoirs

The triaxial laboratory tests discussed in Section 5 cannot describe what takes place in a reservoir
because they are carried out under isothermal conditions, whereas cold fluids are injected into a
reservoir and reactions take place as fluids move through a thermal migration front. Figure 9 illustrates
what is observed to happen in a reservoir. It plots the chemistry of fluids produced from a well
300–400 m from the nearest well into which seawater is being injected [32]. Chlorine does not react
with the reservoir sediments. Seawater has a much lower chlorinity than Ekofisk formation water, and
thus the production of low salinity water indicates the arrival of injected water. Following the changes
in chlorinity in Figure 9, we see that during a period of 5–6 years, the chlorine concentration drops to
0.63 mol/L, which is close to the chlorine concentration in seawater of 0.525 mol/L. Thus, the water in
the producer after 5–6 years is almost pure seawater.

Using the chlorine concentration as a tracer for seawater, we can predict what the concentration of
all the other ions would be if no chemical reactions took place in the reservoir. The solid lines in Figure 9
represents the unreacted concentrations of calcium, magnesium, etc. The difference between the
produced water chemistry (points) and these solid lines indicates the chemical exchange between pore
waters and the reservoir sediments that has occurred as the injected seawater moved from the injector
wells to the production well. It can be seen that a large fraction of Mg and SO4, and a bit of K, have been
lost from the fluid, presumably going into dolomite or magnesite, anhydrite, and clay, respectively.

 
(a) (b) 

Figure 9. Cont.
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(c) (d) 

 
(e) (f) 

 
(g) (h) 

Figure 9. (a–h) Chemistry of waters produced from an Ekofisk well 400–500 m from the nearest
well where seawater is being injected. The chemistry of produced water (points) is compared to the
predicted initial ion concentrations (solid lines), assuming that chlorine is a conservative (ideal) tracer
for unreacted seawater and that the drop in chloride concentration is solely due to mixing between
Ekofisk formation water and seawater. The difference between the lines and points indicates the
chemical exchange that has occurred in the reservoir. Note that the Y-axes in the various graphs have
different scales.

Figures 10 and 11 show models of alteration in a reservoir for a situation similar to that shown
in Figure 9. These figures show streamlines between an injection and a production well 500 m away,
assuming the reservoir is homogeneous. The streamlines are calculated using potential methods [32–34],
injection rate is 30 Mbbl/day and production is constant at 5Mbbl/day; the flow is two phases and
through a fixed depth interval of 70 m. The modelling methods are described in more detail in [32].
The snapshots after five years of seawater injection in Figures 9 and 10 show that the temperature
gradient lags behind the injected waterfront. The lag results from the fact that water only moves in
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the pore space, whereas the temperature moves in the total volume (matrix and pore space). Due to
the temperature dependence of the mineral reaction kinetics, the chemical alteration fronts travel at
speeds different form both the water and the temperature fronts. Figure 9 shows the weight fractions
of some of the minerals precipitated and dissolved. Much of the magnesium carbonate alteration
occurs close to the injector. After 40 years of simulated seawater injection, about 1.5 wt% of calcite is
dissolved and 1.5 wt% of dolomite is precipitated near the injection well, and the calcite to magnesium
carbonate transition may extends about 400 m from the injection well [32]. The sulphate bearing
mineral anhydrite precipitates at high temperatures and dissolves at low temperatures. The simulations
predict a sulphate wave that travels at the same speed as the temperature front, where anhydrite is
precipitated and dissolved again as the thermal front passes through the reservoir.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 10. Streamlines approximately 5 years of seawater injection. (a) Water saturation (Sw),
(b) temperature profile, (c) chlorine concentration, (d) magnesium concentration, (e) sulphate
concentration, and (f) calcium concentration.
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(a) (b) 

 
(c) 

Figure 11. (a–c) Streamlines showing the weight fraction of alteration minerals in the reservoir at the
time of water injection breakthrough (approximately 5 years of seawater injection). The wells are
separated by 500 m.

7. Discussion and Summary

Chalk fields in the North Sea are over-pressured and during production and pressure depletion,
they compact significantly. The compaction can contribute significantly to hydrocarbon recovery,
and for the Valhall field, it is estimated to be responsible for about 50% [2] of the total oil recovery.
For the Ekofisk field, the water weakening effect is expected to contribute to about 50% of the total
compaction [3]. In the case of the Valhall field, it is believed to be much less than the Ekofisk
field [35]. From the results discussed here, this can potentially be explained as a consequence of
temperature differences, but another important factor is the pore pressure history. The Ekofisk,
at discovery, had an initial reservoir temperature of 130 ◦C, whereas Valhall had a temperature of 93 ◦C.
Both mineralogical alterations and the effect of surface charge, due to sulphate adsorption, are less
significant at lower temperatures.

The field conditions are different, at the field scale the effective stress is changing due to pressure
drawdown. As pointed discussed by Andersen, Foged et al. [14], it is possible to extrapolate lab
results to field results by performing strain rate controlled tests. The experimental data presented and
discussed in this paper have been performed at a constant hydrostatic stress, and not uniaxial constant
strain rate. However, by comparing hydrostatic tests with and without chemical effects, we believe
that many of our conclusions will still hold.
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The effect of water activity is the most uncertain effect. The experiments discussed in Section 3,
demonstrates quite nicely the transition between a phase consisting of pure fresh water, a mixture
of water and glycol to pure glycol and dry samples. The experiments are also explained as a change
in surface energy on the microscopic level. However, oil-bearing formations usually consist of a
hydrocarbon phase that is immiscible with water. Water is believed to be trapped in small (water-wet)
pores and oil resides in larger pores; over geologic time, oil adheres to the rock and change the
wettability. During water flooding, the original formation water (ionic strength ~2–3 times seawater)
and hydrocarbons are displaced by seawater. The change of water activity from formation water to
seawater is not large. A change from a 3M brine to seawater is a change in water activity from ~0.95 to
~0.98 (see Equation (4)). However, there is likely more to this story because at low water saturations
(~1–2%), the water activity is not easy to calculate because it is affected by surface charge, diffusive
layers and ion interactions with the chalk surface. If most of the water in this case is bound to the
chalk surface, the water activity should be much lower than 0.95 (independent on the salinity). Thus,
in areas of very low water saturation, an increase in water saturation could give a sudden increase in
the water activity, and weaken the chalk and induce compaction. There are some experimental data,
where chalk cores have been aged with oil and water saturations about ~5% [36], in those cases when
they are flooded with seawater, the creep rate does not change significantly compared to cores that are
100% water-filled. Thus, if these results are correct, the initial water saturation must be lower than
5% to see an effect of the water activity. From capillary pressure arguments, one would expect to see
more compaction in areas high above the free water level, where the water saturation is low. The field
data are scarce, but an observation well at the Ekofisk field shows more compaction close to the tight
zone, where the water saturation is higher due to smaller pores [3]. This does not support the water
activity hypothesis.

We have quantified the chemical effects in the hydrostatic creep experiments by using the de Waal
model. Comparing the fitting of the de Waal model to core data, where the chemical effects are minimal
and where they are present, we have shown that the effect of magnesium brines can be modelled by a
linear term ~Ct. The constant C is about 0.05%/day, as shown in Figure 6.

The simulated calcite to magnesite (or dolomite) alteration in the core experiments is about
0.07 wt% per day. Thus, we find that the alteration corresponds directly to additional creep strain.
The streamline simulations in Figure 11 show that close to the well, there is an alteration of 0.5 wt%
change after 5 years of flooding; this should then correspond to about 0.5% additional creep (0.5 m
of a 100-m reservoir interval). The chemical water weakening effects due to calcium to magnesium
carbonate alteration are much smaller, but not insignificant, on the field scale compared to the lab.
The main reason for the slow chemical alteration on the field scale is the cooling of the reservoir.

Sulphate, according to [27], adsorbs onto the calcite surface and causes additional elastic
deformation of factor of two, compared to NaCl, see Figure 3 (seawater corresponds to 0.024 M
Na2SO4). If sulphate is introduced into the core after yield, in the creep phase, the core experience a
sudden increase in strain rate [29]. This effect is transient, but the increase in volumetric strain due
to sulphate is ~1.5%. The simulations and the field data show that sulphate breaks through to the
producer in a reasonably short period of time. The sulphate front is lagging behind the water (chlorine)
front, due to both precipitation of calcium sulphate and adsorption onto positively charged calcium
cites, and one should therefore expect to see some delayed water weakening effect, i.e., the reservoir
compaction should happen after the water front has passed a reservoir section. In the reservoir models,
the grid is coarse and thus the simulation models might not be able to distinguish the sulphate front
from the water saturation.

8. The Future and Final Remarks

In the future, basin models will simulate the full chemical evolution of the reservoir with all
its attendant consequences. The most difficult thing to model is how the rock - fluid interactions
affects compaction at the various scales. We need core experiments to test rock deformation at realistic
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conditions, but the drawback is that it is difficult to tease out the exact mechanisms. The mechanisms are
needed in order to get the speed of chemical interactions at a larger scale. Much has been investigated
regarding the chemical effects, but perhaps the most uncertain and less studied effect is how the
oil saturation affects compaction. There are some results [37] showing that oil-filled cores compact
when flooded with water. Later results shows less effects when flooding oil-saturated cores with
water [28,36,38]. The water activity is worth pursuing, as it will travel at the speed of the waterfront,
but most likely it should only be effective at very low initial water saturation (high capillary pressure).

There is still uncertainty related to the effect of initial mineralogy. Cores with low carbonate have
a different strain history, than cores with non-carbonate content (~5 wt%). Impurities in chalk seem to
eliminate the delay in alteration-induced creep.

Effects of water chemistry on compaction on the lab scale is important. We strongly believe
that reservoir models as used by the industry today are too crude to distinguish the different field
scale compaction mechanisms. By extracting streamlines from reservoir simulators and conducting
chemical alteration and adsorption calculations similar to those shown here, we can see the possibility
of predicting the distribution of the alteration fronts, as well as how far the sulphate adsorption front
has travelled. This might provide an idea of where to expect the most compaction, both horizontally
and vertically. This, in turn, can be checked against observation wells, and potentially 4D seismic data.
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Abstract: Proterozoic sedimentary basins very often emit natural hydrogen gas that may be a valuable
part of a non-carbon energy infrastructure. Vents in the Sao Francisco Basin in Brazil release hydrogen
to the atmosphere mainly during the daylight half of the day. Daily temperature and the regular daily
tidal atmospheric pressure variations have been suggested as possible causes of the pulsing of H2

venting. Here, we analyze a ~550 m-diameter depression that is barren of vegetation and venting
hydrogen mainly at its periphery. We show that daily temperature changes propagated only ~1/2 m
into the subsurface and are thus too shallow to explain the H2 variations measured at 1-m depth.
Pressure changes could propagate deeply enough, and at the depth at which the cyclic variations are
measured hydrogen concentration will have the observed phase relationship to atmospheric pressure
changes provided: (1) the pressure wave is terminated by geologic barriers at about 25% of its full
potential penetration distance, and (2) the volume of gas in the vents is very small compared to the
volume of gas tapped by the venting. These constraints suggest that there is a shallow gas reservoir
above the water table under the ~550 m-diameter barren-of-vegetation depression. The 1D-analytical
and finite-element calculations presented in this paper help define the hydrogen system and suggest
the further steps needed to characterize its volume, hydrogen flux and resource potential.

Keywords: hydrogen economy; natural hydrogen vents; Sao Francisco Basin; pulsing gas emission;
atmospheric pressure tides

1. Introduction

Hydrogen gas may become an important part of the zero-carbon energy economy because its
combustion produces only water vapor and no CO2. Hydrogen is generally considered a vector of
energy because it is an agent of energy transfer that needs to be manufactured from some other material,
such as hydrocarbons or water, and thus carries energy from other sources. Several studies have
shown, however, that there are natural sources of hydrogen that could be an important resource (Ward,
1933 [1]; Goebel et al., 1984 [2]; Newell et al., 2007 [3]; Sherwood-Lollar et al., 2014 [4]; Prinzhofer and
Deville, 2015 [5]; Guélard et al., 2017 [6]; Prinzhofer et al., 2018 [7]). The Earth is naturally expelling
native hydrogen through still-poorly determined physico-chemical processes.

As at the start of the petroleum era, we currently know only that hydrogen is seeping out of
rocks and soils in many locations. Studies so far have focused on the chemistry of the seeps that have
been discovered worldwide (Larin et al., 2014 [8]; Zgonnik et al., 2015 [9]; Deville and Prinzhofer,
2016 [10]; Prinzhofer et al., 2019 [11]) and the origin of the hydrogen (Larin, 1993 [12]; Gilevska, T.,
2007 [13]; Milesi et al., 2015 [14]; Vacquand et al., 2018 [15]; Truche et al., 2018 [16]). The many seeps
that have been found indicate the operation of an active hydrogen system, and transient accumulations
of hydrogen at relatively shallow depth are known (Mali, Prinzhofer et al., 2018 [7], USA, Goebel et al.,
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1984 [2]; Newell et al., 2007 [3]; Guélard et al., 2017 [5]). But we know little about the scale and economic
potential of the hydrogen systems that are involved.

The most important parameter for gauging the magnitude of the hydrogen resource is the
magnitude of the hydrogen (H2) emission because it immediately suggests the probability of hydrogen
accumulation under subsurface structures, and also indicates the sustainability of this source of energy.
To better constrain the magnitude of the hydrogen emission, a permanent monitoring station has been
installed at 16 ◦S in the dry, hot Sao Francisco Basin of Brazil. Venting is being monitored there with
sensors that measure H2 concentrations at ~1 m depth around the perimeter of a 550 m diameter vent
(Prinzhofer et al., 2019) [11]. The data indicate daily pulses of hydrogen emission. The maximum
concentration of H2 in the venting gases usually occurs in the middle of the day, although some sensors
have hydrogen concentration peaks at the beginning of the day, or even during the night. It appears
that these variations are linked to complex external parameters such as biologic activity in the soils,
temperature, atmospheric pressure, Earth tides, etc.

Importantly, the correlation between H2 concentrations and atmospheric pressure is not linear,
but presents a kind of hysteresis in which there is a delay between the pressure variation in free air, the
hydrogen concentration measured by the sensors at 1 m depth, and the gas movements induced in the
porous soil. The soil generally has very low water saturation above the water table several meters
below the surface. This paper investigates whether the variation of hydrogen concentrations in soils
could be caused by diurnal/nocturnal variations in temperature or atmospheric pressure.

H2 gas is venting in the Sao Francisco Basin from slight topographic depressions that are circular,
barren of vegetation, and aligned along a major fault. The water table is at 3 to 5 meters depth.
The hydrogen venting from the 600 × 500 m study area is not continuous, but pulses on a daily cycle
wherein H2 is detected by shallow (1 m depth) sensors for only about half the day, usually centered on
high noon. Prinzhofer et al. (2019) [11] have estimated the emission rate is between 7000 and 178,000 m3

H2 per day, based on the venting at Sensor 9 (Figure 1) where the volume of H2 venting is greatest
and the concentration of H2 in the venting gas is sometimes above 1000 ppm. Hydrogen is thought to
be generated in basins from the reduction of water attending ferrous to ferric iron oxidation (Welhan
and Craig, 1979 [17]; Neal and Stranger, 1983 [18]; Abrajano et al., 1990 [19]; Sano et al., 1993 [20];
Charlou et al., 2002 [21]) and/or NH4

+ decomposition at depths where the temperature exceeds 200 to
250 ◦C (Guélard et al., 2018) [22]. The H2 concentration was found to be 50% to 80% (with the rest N2
and several percent CH4) in a deep drill hole in the Sao Francisco basin, and measurements at other
sites in the basin found a source H2 concentration ranging from 50% to ~100%. This suggests that the
undiluted hydrogen source at the vent we analyze has a hydrogen concentration of at least 50%.

We investigate whether, and under what circumstances, daily changes in either surface temperature
or atmospheric pressure can cause gas flow to reverse (e.g., air to flow into the ground) for half the day
and thus potentially explain why H2 is detected for only half a day. The initial method of analysis is to
compute, for both temperature and pressure changes, the change in gas density as a function of depth,
the variations in the rate of gas flow produced by these density changes, and the conditions under
which the density-change-driven-flow could cause the flow of H2-free air into the vent subsurface
for about half the day. It is found that variations in atmospheric pressure could account for the
diurnal variations in H2 detection, but temperature variations cannot. The pressure-driven changes in
hydrogen concentration at 1 m depth are then investigated quantitatively by comparing the timing
and magnitude (phase relations between) of the calculated and observed modulation in hydrogen
concentration. It is found that pressure variations must be blocked by a barrier of some kind when they
have propagated about 25% of the distance they could potentially propagate into a gas-filled reservoir,
and that the gas volume of the reservoir tapped needs to be at least 1000 times greater than the gas
volume in the vent. These insights, obtained by simple 1D analytical and finite element analyses,
suggest how the Sao Francisco hydrogen system is operating, how the system could be tested by
future drilling, and the kind of future 3D modeling that will be required to define the operation of this
hydrogen system.
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Figure 1. H2 is venting in a pulsating fashion from the periphery of a 600 × 500 m topographical
depression barren of vegetation in the Sao Francisco sedimentary basin of Brazil at latitude ~16 ◦S.
Sensor 6 is circled in red. Figure is from Prinzhofer et al. (2019).

2. Analysis

2.1. Site Characterisics

2.1.1. The Study Site

As illustrated in Figure 1, H2 is venting from a 600 × 500 m depression that is barren of vegetation.
One possibility is that the reduced conditions caused by hydrogen venting have killed the vegetation;
another is that periodic flooding of the small depressions is he cause. To be neutral, we label the area
Abarren. The study area is the large barren area shown in Figure 1 with Abarren = 300,000 m2. It is venting
hydrogen at an estimated rate of between 7000 and 178,000 m3 H2 per day (Prinzhofer et al., 2019) [11].
Assuming the concentration of the source is 50% H2, the venting rate at depth, QH2, is between 14,000 and
356,000 m3 per day. If the flow is uniform across the vent area, the gas flux is Vdeep = QH2/Abarren = 0.05
to 1.2 m d−1. The average concentration of H2 in the discharge measured at ~1 m depth is ~100 ppm
(Prinzhofer et al., 2019 their Figure 2) [11].

2.1.2. Daily Variations in T

The temperature ranges from 15 to 35 ◦C in the afternoons. Because the bare surface will likely be
heated above the atmospheric temperature, the range of ground surface temperature will likely be
greater than the average atmospheric temperature range.

2.1.3. Daily Variations in Atmospheric Pressure

The daily variations in atmospheric pressure are quite regular at the site and are available from a
local meteorological station. Pressure peaks at about 10:00 local solar time, and the steepest part of the
subsequent pressure decrease occurs at about 13:00 local solar time. The pressure change over the day
is between 4 and 8 mbar. Figure 2A compares the atmospheric pressure variations on 14 August 2018
to the [H2] concentrations measured at 1 m depth by Sensor 6 on the same day. Peak [H2]sensor-6 occurs
at ~13:00, coinciding with the maximum in the rate of atmospheric pressure decline.

Figure 2B separates out the diurnal and semidiurnal sinusoidal components of the atmospheric
pressure change amplitudes of 1.5 and 1.2 mb and phase lags of 16 and 14 h, respectively. When summed
these components replicate the observed pressure variations very closely (compare yellow and blue
curves in Figure 2A).
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Figure 2. (A) Observed atmospheric pressure changes at Sao Francisco Basin H2 vent, and the [H2]
concentrations measured at Sensor 6. (B) The pressure variations can be decomposed into diurnal
and s semi-diurnal sinusoidal components which sum to accurately represent the observed variations
(yellow curve in A). (C) Phase relations between atmospheric pressure and [H2] measured at Sensor 6.

Figure 2C shows the phase relationships between atmospheric pressure and the hydrogen
concentration measured at Sensor 6. As in Figure 2A, hydrogen is detected when the atmospheric
pressure is decreasing, but the figure shows a clear hysteresis between pressure change and the hydrogen
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measurements that is diagnostic of pressure wave transmission into the subsurface. By hysteresis we
mean that hydrogen concentrations measured in Sensor 6 when the atmospheric pressure is increasing
are different from those measured when the atmospheric pressure is decreasing. In this case the
contrast is dramatic since the hydrogen concentration is zero when pressure is increasing and positive
when it is decreasing. The red circle in Figure 2C emphasizes that the maximum [H2] is measured at
13:00 when the surface pressure is decreasing at its maximum rate (Figure 2A).

The regular variations in atmospheric pressure are caused by atmospheric tides. At low latitudes,
away from the much larger pressure variations associated with shifts of the polar front jets, the
atmospheric tidal variations in pressure are typically mainly semi-diurnal with amplitudes of ~1.6 mb
(Le Blancq, 2011 [23]). At our site the tidal atmospheric changes (2 mb amplitude) are similar in
magnitude but have a strong diurnal component. We do not know why the daily atmospheric pressure
variation at our site are more strongly diurnal than the norm.

2.2. Theoretical Analysis

This paper analyzes the hydrogen venting in the Sao Francisco basin analytically. This reveals the
fundamental controls on the pulsing venting, but numerical simulations will ultimately be needed to
gain a full understanding of the system. Our analysis is thus preliminary and preparatory. All symbols
are defined in Table 1. Parameter values for the problem at hand are also given in the table, along
with the method of their calculation or references for the values selected. Relationships given in the
table indicate important physical dependencies. We consider both temperature and pressure wave
transmission into the subsurface but concentrate on pressure transmission because we find that daily
temperature changes penetrate only a few 10 s of centimeters and therefore cannot modulate hydrogen
concentrations to a depth of one meter. Our method is to calculate the change in gas volume from
either thermal expansion or compression and integrate this volume change to determine vertical (1D)
gas velocity.

Thermal and Pressure Wave Propagation into the Subsurface

Surface temperature and pressure changes diffuse into the subsurface at rates and depths controlled
by the subsurface thermal and hydraulic diffusivity, respectively. The diffusion equations both combine
the heat and pressure flux equations with conservation of heat and mass and are identical in form and
most clearly described in parallel. These equations describe how cyclic variations of temperature and
pressure propagate from the surface at z = 0 into the subsurface (z negative):

The flux of heat described by Fourier’s law and the flux of gas by Darcy’s law are:

j = −K
∂T
∂z

ẑ (1)

V = −k′
μ

∂p′
∂z

ẑ (2)

Conservation of mass requires:
ρTcT

∂T
∂t = −∇• j = KT

∂2T
∂z2

∂T
∂t = κT

∂2T
∂z2

κT = KT
ρTcT

(3)

(
βm + φβ f

)∂p′
∂t = −∇•V = k′

μair

∂2p′
∂z2

∂p′
∂t = κp

∂2p′
∂z2

κp = k′
μair(βm+φβair)

� k′
μairφβair

(4)

In (4) we have used the fact that the compressibility of air is much greater than the compressibility of
the soil matrix.
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The final temperature (3) and pressure (4) diffusion equations differ only in their diffusivity
parameters κ. We seek the subsurface solution for T(z,t) and p’(z,t) for z = 0 to −∞. Let α represent
either T or p’ and αo the amplitude variation imposed at the surface. Defining t = t/P, where P is the
period of the harmonic variation imposed at the surface, the solution to Equations (3) and (4), (Carslaw
and Jager, 1959. p.65 [24]) is:

α(z, t) = αoez/δ cos
(
2πt + z/δ

)
(5)

where

δα =

√
καP
π

(6)

Because we want the rate of venting, we take the time derivative of (5):

∂α
∂t

=
1
P
∂α

∂t
= −2π

P
αoez/δα sin

(
2πt + z/δα

)
(7)

Defining z = z/δα, we can integrate (5) from some depth zb to the surface (or sensor depth) to obtain the
total rate of volume change from great depth to the subsurface (or up to sensor depth). By conservation
of mass this must equal the gas flux, Vz=0(t), out the top surface (or past the sensors). The sign depends
on whether the forcing is by pressure or temperature change. The gas fluxes are:

Vp′
z=0

(t) = −2π
P
αp′oφβp′δp′

0∫
z′=zb

ez′ sin
(
2πt + z′

)
dz′ (8)

VT
z=0(t) =

2π
P
αToφβTδT

0∫
z′=zb

ez′ sin
(
2πt + z′

)
dz′ (9)

Here αo has been replaced by αp’o or αTo, and the sign is such that there is volume expansion if the
change in pressure is negative or the change in temperature is positive. Note the prime on z simply
indicates that it is an integration variable.

If the depth of integration, zb, is sufficiently large that the underlying pressure or temperature

variations are negligible, for example zb = −10, the normalized integral,
0∫

z=−10
ez sin(2πt + z′)dz′ varies

from −0.709 to +0.709 as t varies over its sinusoidal cycle. The phase shift between the temperature or
pressure forcing applied at the surface (z = 0) and the venting flux V are both maximum for this deep
integration. If zb is shallow and the full subsurface thermal or pressure wave is not captured in the
integration, the phase shift between the pressure or temperature and the venting flux V at the z = 0 is
less and the rate of venting is less.

The maximum and minimum values of the harmonic gas flux at the surface are:

Vmax/min
α (z = 0) = ± (0.709)2π

P
αoφβαδα (10)

Since the gas flux is linear, we can add the deep H2-bearing gas flux, Vdeep, to (6) to obtain the total gas
flux, Vtotal

Z=0(t):

Vtotal
z=0 (t) = Vdeep − 2π

P
αoφβαδ

z∫
z′=−10

ez′ sin
(
2πt + z′

)
dz′ (11)

The H2 emissions could be pulsating if:

Vdeep <
2π
P
αoφβαδα(0.709) (12)
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Table 1. Parameter values in equations derived above.

Param. Units Definition Value Method/Comment

αoT K Amplitude harmonic Tz = 0(t) 30 Ground changes > atmospheric.

αop’ Pa

Diurnal amplitude p’z = 0(t)
(lag 16 h)

Semidiurnal p’z = 0(t) (14 h
phase lag)

150
120

Atmospheric tide has two harmonic
components (Figure 2).

βT - Thermal expansion of air 3.3 × 10−3 =1/T[K] = 1/298 for 25 ◦C.

βp’ - Volumetric compression of
ideal gas 10−5 =1/p = 1/105 at atm. Pressure.

b m Depth of system Equation (17) ~20 m [H2] changes only near the surface.

bbox m Depth extent box model
Equation (13) >500 m Large bbox needed for sufficient Vair

cs J kg−1 K−1 Heat capacity of solid matrix 837

cair J kg−1 K−1 Heat capacity of
water-saturated air 4380

δT m Thermal skin depth

φ δT

=
√
κTP
π , P = 3600× 24s

0.1 0.107
0.2 0.102
0.4 0.098

δ1d
p′ m Pressure skin depth for 1 day

period

φ δp’

=

√
κp′P
π , P = 3600× 24 s.

Reduced by
√

2 for semidiurnal.

0.1 56.1
0.2 39.7
0.4 28.0

D m2 s−1 Diffusion constant of H2 in
large excess of air

0.756 × 10−4

6.45 m2 d−1
By comparison DCO2= 0.208 × 10−4.

Values from web.

DE m2 s−1 Effective diffusion constant
in vent

φ DE
=

Dφ
τ values assume τ = 2.

Table units are m2 per day.
0.1 0.323
0.2 0.645
0.4 1.29

φ - Porosity of vent subsurface ~0.4
[H2] - Volume fraction of H2 in air

[H2]1m - Volume fraction of H2 in air at 1 m depth <102–103

ppm

[H2]deep - Fraction H2 deep in the vent 0.5 to 1 Deep H2 concentration ~1 from
diverse observations (see text).[

H2
]

- H2 as fraction of [H2]deep =[H2]/[H2]deep.
j J m−2 s−1 Heat flux calculated

k’ m2 Permeability (10−12 m2 =
1 Darcy) 10−12 Near surface sandy soil is assumed

to be very permeable.

KT W m−1 K−1 Thermal conductivity
of media

φ KT Calculated at 25 ◦C with fabric
theory mix of Ks and Kair with

fabric mixing parameter = 0.3, see
Luo et al. (1994) [25].

0.1 0.843
0.2 0.685
0.4 0.498

Ks W m−1 K−1 Matrix thermal conductivity 4 Sandy soil with some clay at 25 ◦C.
Kair W m−1 K−1 Air thermal conductivity 0.0261 Air at 25 ◦C. T Dependence weak.

κT m2 s−1 Thermal dispersivity of media

φ κT

= KT
ρTcT

.0.1 4.2 ×
10−7

0.2 3.8 ×
10−7

0.4 3.6 ×
10−7

κp’ m2 s−1
Hydrodynamic dispersivity of

H2-filled media for 1 Darcy
vent permeability

φ κp’

� k′
μH2φβp′ ,κp’ for air is half H2.0.1 0.114

0.2 0.057
0.4 0.029

Npe - Peclet nbr (Equation (17)) >7.72 = Vb
DE

=
(0.05)(100)

0.648 = 7.72

μair, μH2 kg m−1 s−1 dynamic viscosity of air

μair = 1.78 ×
10−5

μH2 = 8.74 ×
10−6

μair = νair ρair.

νair m2 s−1 kinematic viscosity of air 1.48 × 10−5
Regression: νair = −1.1555(10−14)T3

+ 9.5728(10−11)T2 + 3.7604(10−8)T −
3.4484(10−6), from WWW.
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Table 1. Cont.

Param. Units Definition Value Method/Comment

P s Period of P harmonic 24 × 3600 T surface change, tidal p’ change.
P - Period normalized to 1 day 1 P/(1 day).
p Pa Atmospheric pressure 105

P’ kg m s−2 Perturbation from atmos. pressure
p’o kg m s−2 Amplitude atm pressure change 200 to 400 Changes due to atmospheric tide.

ρT kg m−3 Density of media

φ ρT

=ρs(1 − φ) + φρair.0.1 2430
0.2 2160
0.4 1620

ρs kg m−3 Density of solid matrix 2700
ρair kg m−3 Density of air 1.1 Density of air at 25 ◦C.

ρTcT J kg−1 K−1 Volumetric heat capacity
air-saturated soil

φ cT

=ρscs(1 − φ) + φρaircair.0.1 2 ×
106

0.2 1.8 ×
106

0.4 1.4 ×
106

T K Temperature in degrees K ~298
To K or ◦C Amplitude of imposed surface T(t) >20 Can be greater if surface T > T air.
τ - Tortuosity of sediment pores 2
τD d Time normalization in Equation (16) =

b2ϕ
DE

.

Vair
m3 m−2

d−1 Flux of air containing H2 Vair = Vcyclic + Vdeep.

Vcyclic
m3 m−2

d−1 Flux of air driven only by changes p

Vdeep
m3 m−2

d−1
Deep (source) H2 gas flux assuming

100% H2 concentration 0.05 to 1.2
Estimated by Prinzhofer

(2019) [11], assuming uniform
venting in barren zone.

VT
max m d−1 Maximum flux into subsurface

from T(t)

φ VT
max

= 2π
(P=1d)αoTφβTδT(0.709)

0.1 0.005
0.2 0.009
0.4 0.018

Vp’
max

diurnal m d−1

Maximum flux into subsurface from
diurnal p’(t), αop’ = 150 Pa. From

Equation (6)a. A 1 darcy subsurface
permeability is assumed.

φ Vp’
max

= 2π
(P=1 d)αop′φβp′δ1d

p′ (0.709)0.1 0.037
0.2 0.053
0.4 0.075

Vp’
max

Semi-diurnal m d−1

Maximum flux into subsurface from
semidiurnal p’(t), αop’ = 120 Pa.

From Equation (8). A 1 darcy vent
permeability is assumed.

φ Vp’
max

= 2π
(P=0.5d)αop′ϕβp′

δ1d
p′√
2
(0.709)

0.1 0.042
0.2 0.060
0.4 0.084

If condition (12) is satisfied, the T-driven or p’-driven flow into the ground will exceed the base
leakage rate of deep H2-bearing gas (Vdeep), H2-free air could periodically surround the sensors, and the
sensors could then detect low H2 concentrations. Since Vdeep = 0.05 to 1.2 m3 m−2 d−1, the question is
whether the right hand side of (12) can exceed this value.

• The box model

It is instructive to consider a simple (but unrealistic) “box” model where, as atmospheric pressure
changes, gas pressure changes instantly and uniformly within the entire box. If the subsurface where
hydrogen is venting is permeable enough to some depth bbox, the atmospheric pressure change can
be transmitted immediately, and the venting flux will be coincident with the rate of atmospheric
pressure change:

Vbox(z = 0) = −φbbox
∂p
∂t
βp′ (13)

For ϕ = 0.2, bbox = 1000 m, βp′ = 10−5 Pa−1, and −∂p∂t = 25 mb d−1 = 2500 Pa d−1, the gas flux from the
box Vbox = 5 m d−1. For later discussion it is important to emphasize that the assumption of very rapid
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pressure transmission means that there is no phase shift between surface pressure change and surface
gas flux.

• Advection-diffusion equation for [H2]

It will take some time for gas moving into the subsurface to reach the sensors at 1 m depth, and
on the way, there will be mixing with the gas in the subsurface. The advection–diffusion equation
describes these phenomena. The 1D flux, jH2, of H2 (expressed as the volume fraction of H2 in air) by
diffusion and advection is:

jH2 = −DE
∂[H2]
∂z

+ Vair[H2] (14)

where [H2] is the volume fraction of H2 in air. By mass conservation:

∂ϕ[H2]

∂t
= −∇• jH2 =

∂
∂z

DE
∂[H2]

∂z
−Vair

∂[H2]

∂z
(15)

where DE is the effective diffusion constant of H2 in the vent, and Vair is the vertical flux of air (m3 of
air passing through a plan area or 1 m2 per second) in the portion of the vent considered (in this case
the uppermost part). The effective diffusion constant DE =

Dφ
τ , where D is the diffusion constant of

H2 in air, ϕ is the porosity of the vent sediments, and τ is the tortuosity of the pores in the sediments,
which we take to equal 2. If we make t, z and [H2] non-dimensional by defining:

t = t b2ϕ
DE

= tτD

z = zb
[H2] = [H2][H2]deep

Npe =
Vb
DE

(16)

Equation (15) becomes:
∂
[
H2
]

∂t
=
∂2
[
H2
]

∂z2 −Npe
∂
[
H2
]

∂z
(17)

where Npe is the Peclet number (ratio of advection to diffusion).

2.3. Site Analysis

2.3.1. The Minimum Criterion for [H2]Station-6 Modulation

Whether the pulsing H2 leakage criterion (9) is met depends on the parameter values. The last
3 lines in the Table 1 show the calculated cyclic gas inflow rates for temperature and pressure variations
at the Sao Fancisco site. The maximum temperature-driven gas influx is an order of magnitude less
than the pressure-driven influx, and too small to reverse even Prinzhofer’s lowest venting estimate.
The pressure-driven influx, on the other hand, could reverse the [H2] venting if the venting were at the
low end of Prinzhofer’s estimated range. For convenience we show the comparison in Table 2.

Table 2. Deep H2 flux estimated by Prinzhofer, assuming the concentration in the deep venting gas is
50% H2 compared to air flux in and out of vent that is driven by tidal atmospheric pressure changes.
The air flux exceeds the venting flux for venting fluxes at the low end of the range estimated by
Prinzhofer for a subsurface permeability of 1 Darcy.

Estimation Method H2 or Air Flux

Prinzhofer Vdeep for 50% H2 concentration 0.05 to 1.2 m3 m−2 d−1

Calculated p-driven influx for ϕ = 0.1 to 0.4 0.079 to 0.159 m3 m−2 d−1

Calculated T-driven influx for ϕ = 0.1 to 0.4 0.005 to 0.018 m3 m−2 d−1
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The calculations assume a subsurface permeability of 1 Darcy, and porosities between 0.1 and
0.4. The two harmonic components of pressure-driven gas flow in Table 1 are summed to produce the
values in the Table 2. The pressure-driven gas flux is not very sensitive to porosity (factor of 2 change
for a factor of 4 change in porosity). This

√
φ dependence arises because δp′ depends on 1/

√
ϕ (see

Table 1). For a subsurface permeability of 10 darcies, δ1d
p′ would be increased by

√
10 = 3.2, and the

calculated pressure-driven air flux into the ground would range between 0.25 and 0.5 m3 m−2 d−1.
Diurnal temperature changes penetrate so little into the subsurface that they cannot affect H2 a

meter below the surface. From Table 1, the thermal skin depth for daily temperature variations is
at most 10 cm. This means that at 20 cm depth the temperature variation will be 10% of that at the
surface, and at 40 cm, 1%. Temperature variations thus do not appear to be a viable way to explain
[H2] variations measured at 1 m depth in the Sao Francisco basin. We therefore do not consider them
further in this paper.

2.3.2. Pressure-driven Subsurface Gas Fluxes

Figure 3 shows the changes in pressure, the negative of the rate of pressure change (a proxy for
decompression since gas expansion occurs when the pressure decreases), and the gas venting rate, all
as a function of depth in meters into the subsurface. The calculated pressure changes take into account
the resistance to gas venting offered by a 1-Darcy subsurface with 20% porosity. Note that at depth
the pressure changes are out of phase with the surface pressure changes. The venting flux integrates
the changes in gas volume from a depth where they are negligible to the surface. The profiles are
integrated here from z = −10 to 0 (z = −394 m to 0) using Equation (14) with Vdeep = 0, but the profiles
are displayed in Figure 3 only to 120 m depth. The air flux profiles in the last panel are labeled “cyclic”
to emphasize that they are produced by the cyclic daily changes in atmospheric tidal pressure only.

 

Figure 3. Calculated profiles of (left) pressure, (middle) the negative of the rate of pressure change
(a proxy for gas decompression), and (right) the gas venting rate. Changes are caused by the changes
atmospheric pressure shown in Figure 2. The subsurface permeability is 1 Darcy; the porosity 0.2 as
shown in the legend in the last panel. The curves are for different hours of the day as indicated by the
color key at the upper right of each diagram.

Figure 4A compares the calculated surface venting rate (black curve), the negative of the surface
rate of pressure change (blue curve), and the H2 concentration measured by Sensor 6 for 14 August
2018 (orange curve). The atmospheric pressure is decreasing at a maximum rate at 13:00 (blue curve
peak). The maximum H2 concentration measured by Sensor 6 (and most of the other sensors show in
Figure 1) occurs at the same time (orange curve peak). On the other hand, the surface venting rate
(black curve) peaks two hours later at 15:00.
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Figure 4. (A) The calculated gas venting rate at the surface (black curve) plotted versus local time for
14 August 2018. The blue curve shows the negative of the rate of change in atmospheric pressure at
the surface. The orange curve shows the H2 concentration measurements in Sensor 6 as a function of
local time. The peaks in the H2 concentration and –dp/dt coincide at 13:00, but the peak in surface
venting rate is shifted by 2 h and occurs at 15:00. (B) The calculated gas flux Vcyclic at the surface is
phase lagged relative to atmospheric pressure variations. (C) Calculated Vcyclic at 1.2 m depth is phase
lagged relative to measured [H2]1m at Sensor 6 is a fashion similar to atmospheric pressure variations
shown in Figure 2C. The red circles indicate the time maximum [H2]1m is observed in Sensor 6.

Figure 4B shows the relationship between atmospheric pressure changes and the rate of surface
gas efflux (Vcyclic). There is considerable hysteresis between the gas flux at 1.2 m depth and the surface
pressure changes that produce this flux. The changes in gas flux values are not the same when the
surface pressure is increasing as they are when it is decreasing. Figure 4C shows the relationship
between the measured [H2] at Sensor 6 and the calculated cyclic gas flux at 1 m depth. Again, there is
substantial hysteresis, and the hysteresis is very similar to that observed and shown in Figure 2C.

Figure 5 shows that if the cyclic (compression/decompression) gas flux comes from only the
shallowest parts of the full system (the first 10 m of the curves shown in Figure 3), the phase shift
with respect to the peak [H2]Sensor-6 is reduced. If the compression/decompression gas flux derives
from ~10 m (= 0.25 δ1d

p′ , where δ1d
p′ = 39.4 m)of the subsurface (zb = 0.25 in Equation (9)), the maximum

in the surface venting rate (gray curve) nearly coincides in time with the maximum measured H2

concentration. Note, however, that the magnitude of the gas flux is strongly reduced from the black
curve (Figure 5A) where gas is expelled from all depths.

Figure 5B shows that the air flux profiles are nearly linear if they originate in only the upper 10 m
of the profiles shown in Figure 3. Their linearity indicates that the upper part of the vent is behaving
like the simple box model defined in Equation (16) where it is assumed that all the air in the subsurface
is compressed equally and at the same time as the surface pressure changes. In the box case, the
integrated flux will increase linearly from zero at zb, as is nearly the case in Figure 5B.
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Figure 5. (A) The maximum cyclic gas flux calculated from a depth of 0.25δ (10 m depth for δ = 39.4 m)
is more in phase with the maximum measured H2. (B) Depth profiles of gas flux from 09:00 to 18:00.
The depth profiles are almost linear and therefore approximate the flux profiles that would occur in a
simple box model of the kind described in the box model section.

2.3.3. Box Model Advection/Diffusion Calculations of [H2] at 1 m Depth

For a rise in atmospheric pressure to cause a drop in H2 concentration at 1 m depth, air must
penetrate at least that deep. This is a significant constraint: The air velocity vair equals Vair/ϕ, so for
ϕ = 0.2 and Vair = 0.05 m d−1 (the low flux estimate of Prinzhofer), the air velocity is 0.25 m d−1.
The atmospheric tide drives air into the ground for at most half a day, so the depth of air penetration for
this low H2 flux estimate is at most ~12 cm, which is much less than the depth of the sensors. To reach
1 m depth, the influx must be at least 8 times greater, e.g., Vair~0.4 m d−1. Similarly, dilution of the
effluent H2 gases by influent air must be quite substantial for the measured [H2]1m concentrations to be
100 to 1000 ppm. A simple stirred tank mixing model suggests reducing [H2]1m by a factor of 1000 (from
50% H2 to 500 ppm) would require mixing one volume of deep hydrogen-rich gas with ~7 volumes of
air. Thus, from both these perspectives, the air influx must be about an order of magnitude greater
than Prinzhofer’s low estimate or ~0.05 m d−1.

The advection–diffusion Equation (17) can be used to model the [H2] concentration at 1 m depth.
The thickness of the “box” must be ~1000 m to produce cyclic air velocities large enough to dilute the
hydrogen concentration at 1 m depth by the large amounts observed. This is an unrealistically large
depth but suitable for our heuristic calculations here. The calculations start with the initial steady state
[H2] profile in bbox for the assumed deep gas flux Vdeep. This initial profile is then modified by the
cyclic tidal air movements. The gas flux is constant but time varying at its 1-m-deep box value over the
depth interval of analysis. The concentration changes produced by the cyclic variations in air flow
are calculated to a much shallower depth, b<<bbox, using Galerkin finite element methods (Baker and
Pepper, 1991 [26]) because the changes in [H2] induced by the cyclic air flux do not extend very far into
the subsurface (<25 m).

The calculations proceed in 1 h timesteps with 100 sub-timesteps. For plotting, [H2] is normalized
by dividing by the deep H2 concentration: [H2] = [H2]/[H2]deep. The bottom boundary condition is

Neuman wherein the H2 flux equals Vdeep[H2]deep and [H2]deep = 1 (100% H2). The top boundary is

Dirichlet, [H2]z=0 = 0. Four daily pressure cycles are computed, and the last selected for plotting.
bbox = 1000 m and Vdeep = 0.1 m d−1. There are 100 finite elements in the 25 m interval calculated.
The surface air venting rate varies from −3.4 to + 5 m d−1. Calculating for 200 instead of 100 finite
elements in the interval from the surface to b = 25 m makes no difference to the results. The 200 element
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curves exactly overlie the 100 element blue curves, showing the 100 element calculation has more than
enough depth resolution.

Figure 6 shows the changes in the [H2] calculated as a function of depth and time of day for the
atmospheric pressure variation of 14 August 2018 in the Sao Francisco Basin of Brazil. The insert in
each panel shows the gas flux at the surface over the interval plotted. It can be seen that the tidal air
flux produces dramatic changes in near surface hydrogen concentrations. Periods of air inflow drive
the near-surface

[
H2
]
1m

concentration to lower values. Periods of air outflow increase the near-surface[
H2
]
1m

. The H2 concentration varies between the surface and ~20 m depth. Below this depth the H2

concentration is at the deep, up-flow value.

 

Figure 6. Calculated profiles of
[
H2
]

for bbox = 1000 m and Vdeep = 0.1 m d−1 for various times during
14 August 2018. The insert in each panel shows the calculated venting rate, highlighting the interval of
the day when the profiles are plotted. The legend lists the time of day of each profile.

Figure 7 shows the calculated hydrogen concentration at 1 m depth,
[
H2
]
1m

on 14 August 2018.
Periods of air inflow drive the near-surface H2 concentration to very low values except for a small
peak at ~3 AM. Periods of venting elevate the 1 m depth concentrations to 37% of the deep input
concentration. The calculated variations in [H2]1m are offset from those observed (orange curve) by
about ~3 h. The calculated modulation of

[
H2
]
1m

is strongly dependent on the vertical extent of the

high permeability “box”. The dashed blue line shows the comparatively small variation in
[
H2
]
1m

calculated for bbox = 200 m.
Finally, Figure 8 shows that, as expected, there is no substantial hysteresis between [H2]1m and

atmospheric pressure for the box model calculations. This is in strong contrast to observations
(Figure 2C). Also, the calculated [H2]1m concentration continues to increase until the gas efflux reverses
(e.g., it is maximum at 17:00), rather than peaking when the rate of pressure change is greatest at 13:00
(red circle).
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Figure 7. Computed
[
H2
]
1m

for bbox = 1000 m and Vdeep = 0.1 m d−1 (blue curve) is compared to the
ppm [H2]1m observed (orange curve). The dashed blue curve the H2 profile computed for bbox = 200 m.

 

Figure 8. Phase relationship between [H2]1m and the atmospheric pressure changes that drive the cyclic
gas flow calculated in the box model. Unlike observations (Figure 2C), no substantial hysteresis is
suggested by the box model calculations. The red circle marks the time maximum [H2]1m is observed
in Sensor 6.

3. Discussion

From the above analysis, it is clear that the atmospheric pressure tide could cause the pulsation in
hydrogen concentration measured at 1 m depth. The main evidence supporting the hypothesis that
atmospheric pressure changes are modulating the measured hydrogen concentration is the hysteresis
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in the observed Δp’ vs. [H2]1m curve shown in Figure 2C. Figure 4C shows that the slow calculated
diffusion of pressure into the subsurface produces a hysteresis between the rate of venting at 1.2 m
depth, V1.2m, and the measured [H2]1m that is very similar in form to that observed between Δp’ and
[H2]1m. (Note, the circulation is the same if Δp’ is replaced by −Δp’.) If [H2]1m is proportional to V1.2m,
this hysteresis similarity strongly suggests the diffusion of pressure into the subsurface is the cause of
the measured pulsing of the hydrogen venting.

A substantial reservoir of gas (compared to the volume of gas in the vents) must be compressed
or expanded by the atmospheric pressure changes for hydrogen-free atmospheric air to be drawn to
sensor depth. For the simple “box” model calculated above, the box must be ~1000 m thick to change
[H2]1m in a fashion similar to that observed (Figure 7). Instantaneous pressure transmission to 1000 m
depth would require an unrealistically high subsurface permeability, so the box depth of 1000 m simply
indicates that the reservoir gas volume affected by atmospheric pressure changes must be at least
~1000 times larger than the gas volume between the surface and the H2 sensor at 1 m depth. Pressure
wave calculations show that, in addition, the volume of gas accessible to the pressure wave must be
about 25% of the full volume with which it could interact. This is required for the maximum venting
rate, V, to coincide with the maximum [H2]1m (Figure 5A). If the vent has a very low gas volume
compared to the reservoir with which it interacts, there will be very little transit delay for incoming air
to reach the H2 gas sensors at 1 m depth. It is important to emphasize that the box modeling is 1D.
Flow arises from vertical compression and decompression only. In reality gas would be supplied to
vents laterally as well as vertically. Thus, the 25% of the potential draw should be interpreted as 25%
of the 3D volume that feeds a particular vent.

It is reasonable that [H2]1m should be maximum at the maximum venting rate at 1 m depth.
The advection–diffusion solution shown in Figure 8 seems to suggest differently. It shows the maximum
[H2]1m occurs at the end of venting just before inflow begins. However, it is a 1D calculation that
considers only vertical diffusion. In actuality, H2 diffuses laterally from the vent, and, as gas rich in
H2 approaches the surface H2 will diffuse laterally and be diluted. This dilution will be minimum
when the gas efflux is maximum, and thus the maximum [H2]1m should coincide with the maximum
venting rate.

Observations as well as these modeling results suggest that hydrogen is venting from a shallow
reservoir lying between the surface and the water table under the barren zone, and that the venting
occurs mainly on the periphery, as shown in Figure 9. The barren zone is a small topographic depression
that fills periodically with water. It is plausible that the top of the barren zone could be less permeable
than its periphery because, due to periodic flooding, it receives more fine sediment deposition, has
more evaporative salt deposition, and is more altered. Because slumping permeability might also be
concentrated at the barren zone margins. If the upper layer of the central portion of the barren zone is
relatively impermeable, but underlain by permeable sediments, a sealed H2 reservoir could exist in the
permeable sediments between the surface and the water table. The hypothetical reservoir could extend
outside the barren zone if the sediments above the water table were as permeable outside as inside the
barren zone. The reservoir in Figure 9 is shown being filled from depth by relatively pure (50 to 100%)
hydrogen gas. Gas pushed into and out of the reservoir by atmospheric pressure tides through the
periphery vents dilutes the reservoir near these vents as illustrated by the green hydrogen concentration
contours surrounding the leftmost vent in Figure 9. Different perimeter vents will interact with the
reservoir in slightly (and perhaps substantially) different ways if the permeability and porosity vary
around the periphery of the reservoir. The time and concentration of the peak hydrogen concentration
at different sensors could therefore differ as observed. The vents will operate as observed provided the
three-to-five-meter-thick reservoir constitutes ~25% of the potential pressure wave penetration depth
and the gas volume in the vents is a very small fraction of the volume compressed and decompressed
by the atmospheric pressure tides impacting each vent.
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Figure 9. Schematic of H2 vent system suggested by the modeling results.

The possibility that the vent system is operating as illustrated in Figure 9 can be tested in several
ways: A gas probe in the center of the barren zone would test if there is a gas reservoir between a
sealed surface and the water table. The hydrogen concentration in the center of the barren zone should
be >50% (or at least much greater than near the vents). Gas probes into the reservoir near sites of
venting on the periphery could show how [H2] varies away from the vents. The gradient in [H2] and
pressure variations at these probes could confirm the hypothesis that atmospheric-pressure variations
cause the observed changes in measured H2. Measurements of permeability and porosity would also
test this hypothesis and would provide data for the kind of 3D finite element analysis that will be
needed to accurately model the H2 venting. Drill holes outside the barren zone would test the extent
of the H2 reservoir.

There is much that is not covered in our analysis. For example, as the water table at the base of
our hypothetical H2 reservoir rises and falls, accumulated H2 will be expelled and diluted. Tracking
these changes could be important to the H2 content of the reservoir. The magnitude of H2 venting is
best provided, at least in the short term, by integrating the H2 efflux from the periphery of the barren
zone as has been done by Prinzhofer et al. (2019). We add nothing to Prinzhofer’s estimates of the total
H2 venting rate in this paper. Rather, the analysis presented in this paper suggests the kind of system
that could operate as observed. Ultimately 3D finite element modeling will be needed to define the
hydrogen resource. For 3D modeling to contribute beyond the analysis offered here, however, more
needs to be known about the shallow H2 reservoir and its relation to the vents on the periphery of the
barren zone. The needed information can be obtained by gas probe or shallow drilling.

4. Conclusions

This paper analyzes whether pressure- or temperature-driven air flow can explain the temporal
variations in hydrogen concentration measured at 1 m depth along the perimeter of a 550 m diameter,
largely barren depression in the Sao Francisco Basin in Brazil. Although the temporal variations
could be caused by other processes such as solid earth tides or temperature-dependent bacterial H2

generation, etc., we find:

1. The variations in hydrogen concentration measured at 1 m depth could be caused by propagation
of a pressure wave into the subsurface, but not by the propagation of a thermal wave. Diurnal
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temperature changes penetrate less than a meter into the subsurface and produce only weak
perturbations of gas flow above the one-meter sensor depth.

2. The propagation of a pressure wave truncated at 25% of its potential penetration could produce
changes in hydrogen concentration at 1 m with a phase shift relative to atmospheric tidal pressure
changes similar to that most commonly observed.

3. To change [H2] concentrations at 1 m depth, the gas volume in each vent needs to be <1/1000th of
the reservoir gas volume with which atmospheric pressure variations interact.

4. The venting system we infer here from observations and calculations is illustrated in Figure 9.
The characteristics of this hypothetical system should be tested by measuring reservoir hydrogen
concentrations with gas probes or by drilling as indicated in the discussion section.
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Abstract: Hydrogen gas is seeping from the sedimentary basin of São Franciso, Brazil. The seepages
of H2 are accompanied by helium, whose isotopes reveal a strong crustal signature. Geophysical data
indicates that this intra-cratonic basin is characterized by (i) a relatively high geothermal gradient,
(ii) deep faults delineating a horst and graben structure and affecting the entire sedimentary sequence,
(iii) archean to paleoproterozoïc basements enriched in radiogenic elements and displaying mafic
and ultramafic units, and (iv) a possible karstic reservoir located 400 m below the surface. The high
geothermal gradient could be due to a thin lithosphere enriched in radiogenic elements, which can
also contribute to a massive radiolysis process of water at depth, releasing a significant amount of
H2. Alternatively, ultramafic rocks that may have generated H2 during their serpentinization are
also documented in the basement. The seismic profiles show that the faults seen at the surface are
deeply rooted in the basement, and can drain deep fluids to shallow depths in a short time scale.
The carbonate reservoirs within the Bambuí group which forms the main part of the sedimentary
layers, are crossed by the fault system and represent good candidates for temporary H2 accumulation
zones. The formation by chemical dissolution of sinkholes located at 400 m depth might explain the
presence of sub-circular depressions seen at the surface. These sinkholes might control the migration
of gas from temporary storage reservoirs in the upper layer of the Bambuí formation to the surface.
The fluxes of H2 escaping out of these structures, which have been recently documented, are discussed
in light of the newly developed H2 production model in the Precambrian continental crust.

Keywords: native hydrogen; H2 exploration; gas seeps; H2 venting; radiolysis; serpentinization;
draining faults; intra-cratonic basin

1. Introduction

The natural production of molecular hydrogen (hereafter hydrogen or H2) has drawn increasing
scientific attention due to the central role this molecule plays in fueling the deep subsurface biosphere or
promoting the abiotic synthesis of organic molecules (Truche et al., 2020 [1]). Natural H2 sources may also
represent a new attractive primary carbon free energy resource (Smith, 2002 [2]; Smith et al., 2005 [3];
Truche and Bazarkina, 2019 [4]; Gaucher, 2020 [5]). This latter industrial perspective has motivated
recent H2 exploration studies in ophiolite, peralkaline, Precambrian shields and intra-cratonic geological
settings (see review by Zgonnik, 2020 [6]).
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Natural hydrogen (also known as native hydrogen) sources have been identified for several decades
in seafloor hydrothermal vents, and hyperalkaline springs in ophiolite massifs. Serpentinization
of ultramafic rocks is the water–rock interaction process responsible for H2 generation in these
contexts (Neal and Stranger, 1983 [7]; Coveney et al., 1987 [8]; Abrajano et al., 1990 [9]; Charlou et al.,
1996 [10]; Seewald et al., 2003 [11]). However, the recent discoveries of intra-cratonic H2 seepages and
accumulations with no obvious link to an ultramafic formation challenge our current understanding of
H2 production and fate in the crust (Larin et al., 2015 [12]; Zgonnik et al., 2015 [13], Prinzhofer et al.,
2018 [14]). To date, there is no in-depth understanding of the hydrogen system from source to seep in
these latter geological settings. When not fortuitous, as in the Taoudeni Basin in Mali (Prinzhofer et al.,
2018 [14]), the discoveries of new H2 seepages were made thanks to the satellite detection of sub-circular
soil depressions displaying vegetation anomalies, e.g., Borisoglebsk in Russia (Larin et al., 2015 [12])
and Carolina Bay in the US (Zgonnik et al., 2015 [13]). These surface features are the only evidence
used to detect these H2 seepages. This limited understanding of the H2 systems, and this lack of robust
pathfinders prevents the development of a methodic exploration strategy or resource assessment in
these environments.

The São Francisco Basin belongs to this short list of intra-cratonic basins where H2 seepages have
been discovered. There, hydrogen gas vents from slight topographic depressions that are circular
and barren of vegetation and, in one of them, the recorded H2 concentrations range from 50% to 80%
(Prinzhofer et al., 2019 [15]; Cathles and Prinzhofer, 2020 [16]). In the area of the São Francisco Basin,
Flude et al., (2019 [17]) also, recorded up to 20% H2, mostly accompanied with N2 and several percent
of CH4, in the gas mixture from the head of exploration wells and natural gas seeps.

The São Francisco basin provides one of the first H2 case studies where geological information
can be collected with a sufficient level of detail to provide the primary elemental bricks that may
compose the H2 system in intra-cratonic basins. Here, we review the different layers of information
that compose a supposed H2 system in this basin and lay the foundation of a H2 exploration guide.

2. The São Francisco Basin

Located in the Brazilian states of Minas Gerais and Bahia, the São Francisco Craton presents
rocks dating back to the Paleoarchean, to the Cenozoic, and several Precambrian sedimentary
successions (Heilbron, 2017 [18]) (Figure 1). The basement is mostly composed of Archean TTG
(Tonalite–Trondhjemite–Granodiorite) rocks, granitoids and greenstones belts (Anhaeusser, 2014 [19])
together with Paleoproterozoic plutons and supra-crustal successions. This polycyclic substratum,
assembled during late Neoarchean times under high-grade metamorphic conditions, is intruded by late
tectonic K-rich granites, mafic-ultramafic units, and mafic dikes (Teixeira et al., 2017 [20]). The Southern
part of the São Francisco Craton consists of several gneiss complexes and greenstone belts from the
Mineiro orogeny.

The sedimentary cover is made up of units younger than 1.8 Ga: the São Francisco basin (Southern
part), the Paramirin Aulacogen (Northern part) and the Recôncavo–Tucano–Jatoba rift (Northeastern
part) (Heilbron et al., 2017 [18]). Besides these Proterozoic sedimentary successions, the São Francisco
basin also contains Phanerozoic units (Permo-Carboniferous and Cretaceous rocks).

Along the southern edge of the São Franciso basin, the Bambuí Group fills a series of buried
grabens. The Bambuí strata exposed along the area of interest in this study are generally flat lying and
cover more than 300,000 km2. The entire basin is covered by 450 to 1800 m-thick Neoproterozoic to
Cambrian sedimentary successions, which are unconformably overlying the Archean-Paleoproterozoic
basement (Delpomdor et al., 2020 [21]) (Figure 1b).
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Figure 1. (a) Digital elevation model of southeastern Brazil, showing the topography associated with
the São Francisco Craton outlined by the pink line (From Heilbron et al., 2017 [18]). (b) Simplified
geological map (Serviço Geológico do Brasil) of the Southern part of the São Francisco Basin, outlined
by the black line, with the Bambuí group in Yellow, the Phanerozoic cover in blue. Gas seepages
(H2, N2, He, Hydrocarbons) have been observed during field investigations inside the green ellipse
(Curto et al., 2012 [22]) and the triangle H2G corresponds to the gas seepage presented in Figure 2
(Prinzhofer et al.; 2019 [15]). The red markers, including the 1-RD-001-MG well, indicate locations
of the exploration wells. The E–W (East–West) black dash line corresponds to the seismic sections
presented in Figure 3. The solid black line linking the P1 and P39 white markers corresponds to the
Magnetotelluric stations for the MT1 line set up in São Francisco Basin by Solon et al. (2015 [23]).

3. H2 Seepages in the Bambuí Group in the Southern Part of the São Francisco Basin

To constrain the magnitude of the H2 emission, a permanent monitoring station has been installed
in a depression located 16 km North-North East of Santa Fé de Minas in the State of Mina Gerais
(Prinzhofer et al., 2019 [15]) (Figure 2). The recorded emission rates range from 7000 m3 to 178,000 m3 of
H2 per day with H2 concentrations in the venting gas in the order of 1000 ppm (Cathles and Prinzhofer,
2020 [16]).

Figure 2. (a) Magnetotelluric stations for the MT1 line set up in São Francisco Basin by Solon et al.
(2015 [23]) with the location of well 1-RF-001-MG, from Figure 1b. (b) H2 seepages (H2G) observed in
circular depression zones (16◦33.605′ S; 45◦20.620′ W) (Prinzhofer et al., 2019 [15]).
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In the same area, various geophysical data acquisitions have been previously obtained from
surface monitoring or exploration wells. Seismic and magnetotelluric sections show the distribution of
the main stratigraphic units across the São Francisco basin (e.g., Romeiro-Silva and Zalán, 2005 [24];
Reis and Alkmim, 2015 [25]; Solon et al., 2015 [23]) (Figure 1b).

The Bambuí group includes seven stratigraphic units. Logs from the 1-RF-001-MG well, located
near station P1 on line MT1 (Figure 2a), provide quantitative information regarding the thickness of
each geological layer to a depth of 1848 m with the sequences listed in Table 1. The depositional age of
the Bambuí Group, especially its lower part, remains controversial, e.g., the estimated date varies from
560 Ma to 762 Ma for the lowermost part of the Sete Lagoas (Delpomdor et al., 2020 [21]).

Table 1. Simplified interpretation of the well log data from the Petrobras’ well 1-RF-1-MG (From Solon et al.,
2015 [23]).

Depth Composition Lithology

surface to ~30 m • Siltstones and sandstone.
Serra de Saudade Formation

~30 m to ~320 m •Mainly composed of sandstone, siltstone,
mudstone and shale.

~320 m to ~480 m • Limestone. Lagoa do Jacaré Formation
~480 m to ~680 m • Intercalations of limestone and shale.

~680 m to ~980 m •Mainly composed of siltstone.
Serra de Santa Helena Formation~980 m to ~1200 m •Mainly consisting of limestone and dolomite.

~1200 m to ~1240 m •Mainly consisting of limestone and dolomite. Sete Lagoas Formation

~1240 m to ~1640 m • Composed of intercalations of shales and
limestone, conglomerates and diamictite. Jequitaí Formation

below ~1640 m • Composed of shale, limestone
and conglomerate.

4. A Possible Deep Origin for H2

In addition to H2 venting at location H2G (Figure 2b), He concentrations (5 ppm above atmospheric
reference value) measured by Prinzhofer et al. (2019 [15]) at a depth of 1 m, suggest a possible gas
migration from deep horizons, where He is generated. Other analyses of gas sampled at the surface,
from the head of the exploration wells drilled in the São Francisco basin confirmed that, besides high
concentrations of H2 (up to ~20%), He (>1%) is also present, in association with methane-dominated
hydrocarbons and N2 (Flude et al., 2019 [17]). Stable isotope data also suggest an abiotic origin for
the methane, while He isotopes reveal a strong crustal signature (3He/4He < 0.02 R/Ra) (Flude et al.,
2019 [17]). The nucleogenic 3He from the decay of 6Li could account for the 3He/4He ratios found
in the head of the exploration wells drilled in the São Francisco basin, i.e., close to R/Ra = 0.01 for
an average granitic crust. Moreover, Neon isotope data also suggest the presence of an Archaean
crustal component in the gases, indicating that a component of the gas has likely originated from
the underlying crystalline basement, or within Archaean-derived sedimentary rocks (Flude et al.,
2019 [17]).

The natural production of the continental H2 can be of various origins (Guélard et al., 2017 [26]).
Studies in deep mines from the Witwatersrand basin (South Africa) and the Timmins basin (Ontario,
Canada) have suggested a link between dissolved H2 and the radiolytic dissociation of water (Lin et al.,
2005a [27]). In addition to radiolysis, hydration of ultramafic rocks coupled to H2O reduction could also
be responsible for H2 generation in Precambrian shields (Goebel et al., 1984 [28]; Sherwood Lollar et al.,
2014 [29]). For example, the serpentinization of the gabbroic basement has been proposed as the
process responsible for H2 production in Kansas (Coveney et al., 1987 [8]).

Radiolysis and serpentinization both require specific environments, which can be identified from
geophysical and mineralogical investigations. Regarding the São Francisco basin, we detail these two
possible processes of H2 formation in the following subsections.
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4.1. Production of H2 by Water Radiolysis

Distinct Archean gneissic–granitic complexes characterize the Southern part of the São Francisco
Craton basement. They constitute a medium- to high-grade metamorphic terrain that crops out from
the Quadrilátero Ferrífero towards the west, and mainly comprises TTG rocks, migmatites and K-rich
granitic plutons (Teixeira et al., 2017 [20]). These rocks record deformational and metamorphic Archean
episodes (from 2.55 Ga to over 3.3 Ga). It is known that the crystalline basement, rich in radiogenic
elements and particularly this type of old basement Precambrian rock, represents potentially fertile
deep-seated sources of H2 (Parnell et al., 2017 [30]; Sherwood Lollar et al., 2014 [29]). Indeed, molecular
hydrogen production from water radiolysis requires the presence of radiogenic elements such as U,
Th or K, which split the water molecules by ionizing radiation to produce molecules of H2. For the
São Francisco Craton, the measured concentrations of uranium (U), thorium (Th) and potassium
(K) are presented in Table 2. The Bambuí Group exhibits intermediate-to-high K and Th contents,
while U-levels are around 2.5 ppm (Reis et al., 2012 [31]).

Table 2. Measured concentrations of Uranium, Thorium and Potassium.

Radioelement
Archean Granulitic Rocks of the

Jequie Complex 1
Brauna Kimberlite Present in the

Archean Basement 2 Bambuí Group

Uranium (U) up to 5 ppm up to 4.81 ppm up to 2.5 ppm

Thorium (Th) up to 100 ppm up to 35.8 ppm up to 16 ppm

Potassium (K) up to 4.5% NA up to 3%
1 Sighinolfi et al., 1982 [32]; 2 Donatti-Filho et al., 2013 [33].

In a coarse-grained rock like granite, beta-irradiation from K is more prone to affect inter-granular
fluid than the shorter-range alpha irradiation from U. Since K is also more pervasively distributed than
U in granite, it can contribute to a larger scale radiolysis process.

Given the rather consistent range of U, Th, and K concentrations reported in the São Francisco
Basin, we could expect in this zone a production rate of radiolytic H2 in water ranging from 10−8

to 10−7 nmol·L−1·s−1 (Lin et al., 2005b [34]). The methodology proposed by Sherwood Lollar et al.
(2014 [29]) to estimate the contribution of the Precambrian continental crust to H2 production via
radiolysis may then be applied to infer the regional H2 flux. The total radiolytic H2 production rate
in water-filled fractures of the Precambrian crust was estimated to range from 0.16 to 0.47 × 1011

mol·yr−1 for a corresponding surface area of 1.06 × 108 km2. Given the surface area of the Sao Francisco
Basin of 300,000 km2, this corresponds to a H2 diffusive flux of 0.45 to 1.34 × 108 mol·yr−1, i.e., 90 to
266 tons·yr−1.

4.2. Production of H2 by Serpentinization or Hydration

Serpentinization occurs when meteoric or oceanic waters alter ultramafic rocks originating from
the Earth’s mantle, such as peridotites and volcanic rocks. These rocks undergo changes in pressure and
temperature conditions, which cause them to react in the presence of water (Schlindwein and Schmid,
2016 [35]; Horning et al., 2018 [36]): They are oxidized and hydrolyzed with water into serpentine,
brucite and magnetite. The anaerobic oxidation of Fe(II) by the protons of water leads to the formation
of H2 (Foustoukos et al., 2008 [37]; Proskurowski et al., 2008 [38]). In Precambrian rocks, Sherwood
Lollar et al. (2014 [29]) propose that for the totality of the Precambrian crust (i.e., 1.06 × 108 km2)
around 0.2 to 1.8 × 1011 mol·yr−1 of H2 are produced by hydration. Here again, rescaling these values
for the São Francisco basin (300,000 km2), we obtain a H2 production rate from hydration reactions of
0.56 to 5.09 × 108 mol·yr−1, i.e., 113 to 1018 tons·yr−1.

Favorable conditions to produce H2 by a serpentinization process would imply the presence of
low-silica mafic and ultramafic rocks as well as an optimum temperature.
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4.3. Presence of Ultramafic Rocks

From the seismic section that crosses the São Francisco Craton from East to West (Figure 1b),
the interpretations done by several authors agree on the identification of the Bambuí group (Figure 3).
This unit is about 1200–1300 m deep in the area of the H2G seepage zone and lies on the Jequitaí
formation which itself lies on the poorly identified older Proterozoic succession, the Macaúbas and
possibly the Espinhaço formations (Solon et al., 2015 [23]).

Figure 3. Three interpretations of the same reflection seismic section across the São Francisco craton
(see Figure 1b for the location) from East “E” to West “W”. From top to bottom: (a) Romeiro-Silva and
Zalán (2005 [24]), (b) Coelho et al. (2008 [39]) and (c) Alkmim and Martins-Neto (2012 [40]). The locations
of the exploration well A-RF-1-MG are shown in (a) and the gas seepage H2G (blue triangle) is reported
for all cases. On all illustrations, the depth is expressed in two-way travel time (TWT).

The basal Paranoá–Upper Espinhaço sequence consists of continental sediments and volcanic rocks
associated with anorogenic plutons. Mesoproterozoic anorogenic magmatism associated with multiple
rifting episodes might represent a manifestation of the Columbia supercontinent breakup, which started
around 1.6 Ga and ended between 1.3 and 1.2 Ga (Reis et al., 2017a, b [41,42]). The Espinhaço Supergroup
is exposed on the East of the São Francisco Basin. The two basal formations of the Espinhaço sequence
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are composed of alluvial sandstones, conglomerates and pelites and form a ca. 300-m-thick of two
coarsening-upward sequences. Despite the potential presence of K-rich alkaline volcanic and intrusives
rocks (Chemal et al., 2012 [43]), this formation does not seem suitable for H2 production.

The basement rocks of the São Francisco basin are dominated by Archaean to Palaeoproterozoic
migmatites, amphibolite to granulite-grade gneisses, and granite–greenstones (Teixeira et al., 2017 [20]).
For example, the Rio Itapicuru low-grade supra-crustal greenstone belt has several lithostratigraphic
subdivisions, including a basal mafic volcanic unit composed of massive and pillowed basaltic flows
intercalated with chert, banded iron-formation, and carbonaceous shale (Oliveira et al., 2019 [44]).
The banded iron-formation is mainly composed of oxidized iron Fe(III) forming a possible mix of
hematite and magnetite, which can produce a strong magnetic anomaly (Pereira and Fuck, 2005 [45])
(purple zones in Figure 4).

 

Figure 4. Magnetometric map (modified from Correa, 2019 [46]). Note that “MG” stands for “Minas Gerais”.

In this area, the Bouguer anomaly map exhibits predominantly negative anomalies (Figure 5)
which correlate with granitoids resulting from the crustal rejuvenation of the area, associated with
partial re-fusion of the crust during past thermal events. This also suggests that major magmatic
sequences affected the basement of the southern part of the São Franscico Basin, which is compatible
with the magnetic anomalies (Figure 4). Since the Quadrilátero Ferrífero (a mineral-rich region with
extensive deposits of iron ore) and the “greenstone” belts present the same gravimetric signature,
they could have the same origin (Pinto et al., 2007 [47]). Here again, the basement rock composition
presents a high potential for H2 production.

4.4. Temperature Ranges at Depth

The potential presence of ultramafic rocks within the area of gas seepages, could suggest a
serpentinization process, but to be active, this process would require a favorable range of temperatures.
Crustal thermal models have been developed to examine the implications of the observed intra-cratonic
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variations in heat flow across the São Francisco Basin (Alexandrino et al., 2008 [48]). The thermal models
take into consideration the variation of thermal conductivity with temperature. It is thus possible to get
the temperature distribution calculated along a large profile that crosses the São Francisco Basin. It turns
out that our zone of interest in the São Francisco Basin, exhibits an abnormally high heat flow value for
a craton (Figure 6). In the gas seepage zone (green ellipse in Figure 5), the temperature gradient is
about 25 ◦C/km (Alexandrino et al., 2008 [48]). The optimum temperature for serpentinization was
found to be around 250–300 ◦C with a maximum production of magnetite (Klein et al., 2013 [49]).
However, some experimental data suggest that below 150 ◦C, H2 can still be produced through the
formation of Fe3+ oxi-hydroxides (Mayhew et al., 2013 [50]; Miller et al., 2017 [51]), with the formation
of H2 being possibly catalyzed by the surface of spinel-structure minerals occurring in ultramafic rocks.
In such thermal conditions, H2 could still be produced at a low rate, at a depth lower than 6 km, near
the gas seepage zone, and the optimum depth for its production would be at 10–12 km.

 
Figure 5. Bouguer anomaly map in the São Francisco Basin within the studied zone (modified from
Oliveira and Andrade, 2014 [44]).

4.5. Possible H2 Bubbling at Depth

Once produced by fluid–rock interaction processes (oxidation) at depth, H2 can migrate as a
dissolved component. The solubility of H2 in aqueous solutions is rather low and drops when T
and P decrease when approaching the surface (Figure 7d). The possible mechanism of H2 discharge,
concentrating, and transport upward to the lower T–P where H2 is less reactive is solution boiling, i.e.,
formation of the vapor phase coexisting with the liquid phase. The concentrations of H2 in vapors are
many orders of magnitude higher than that in the liquid (Bazarkina et al., 2020). At the same time,
rock permeability is much higher for gas-rich vapors than for salt-rich liquids. Bubble formation is
a function of T, P, total salinity, and gas saturation. Thus, during fluid ascent upward to the lower
T–P, gas bubble formation is favored (Figure 7d). Periodicity of H2 emission at the surface reported
by Prinzhofer et al. (2019) could be related to the kinetics of fluid–rock interaction at depth, further
time-dependent bubble accumulation, and the final periodical ejections similar to those described
in geysers.
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Figure 6. Heat flow map in the São Francisco Basin within the studied zone (modified from Alexandrino
and Hamza, 2012 [52]).

5. Draining Fault System in the São Francisco Basin

Deep faults serve as significant channels for deep fluids to ascend into and through the crust
and the 3He/4He ratio can be used to estimate the flow rate of mantle fluids through the fault zones
(Kennedy et al., 1997 [53]). Since the 3He/4He signature seems to be of crustal origin in the São Francisco
basin (Flude et al., 2019 [17]), the migration path followed by the H2 mostly crosses the sedimentary
cover without major changes of the ratio value. This weak interaction with the Bambuí sequences
could be due to a high flow rate value along the faults. This could be possible if the faults form direct
drains from the basement to the surface assuming a sufficiently high value of permeability.

Several interpretations of the available seismic data have been proposed for the fault systems
(Figure 3) (e.g., Romeiro-Silva and Zalán, 2005 [24]; Coelho et al., 2008 [39] and Alkmim and
Martins-Neto, 2012 [40]). Nevertheless, the São Francisco basin seems to encompass different tectonic
elements such as the Proterozoic rift structures, Neoproterozoic foreland f–t-belts and Cretaceous rift
structures (Reis and Alkmim, 2015 [25]). The rift structure that cuts across the central portion of the
basin is characterized by a system of major NW–SE faults. One could expect that the deep-rooted
faults in the graben structures (Precambrian sequence), which have been reactivated during the
Neoproterozoic Macaúbas basin-cycle, could cross most of the sedimentary formation. As a major
fault system, they may control the drainage at all depths and delineate some morphological features
observed on satellite imagery and digital elevation models (Reis et al., 2017b [42]).

If these faults cross different geological layers, mainly shales, sandstones and limestones,
their permeability values can range from 10−19 to 10−13 m2 (Donzé et al., 2020 [54]). In terms of
hydraulic conductivity for the water carrying the gas and neglecting the contribution of temperature,
this could correspond to a value as high as 10−6 m/s. This means that in the fastest scenario, the fluid
could take less than 100 years to migrate across the Bambuí sedimentary layer through a fault system.

6. Possible Temporary Shallow Zones of H2 Accumulation

The pressure variation observed at 1 m depth in the São Francisco basin (Prinzhofer et al.,
2019 [15]), with a momentary increase in H2 pressure, could indicate that the H2 systems are active.
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There is only a small temperature window where H2 may remain stable over a long time. This window
corresponds to a T range where abiotic redox reactions such as thermochemical sulfate reduction or
carbonate reduction (e.g., Fisher Tropsh type reaction) are slow (Truche et al., 2009 [55]), and where
bacteria are inactive. Such a T range can be roughly approximated to be 100–200 ◦C. Since these
temperature conditions are not met at shallow depth, H2 will probably not survive to long residence
time. Despite this fact, previous studies of H2 seepages often indicate that the hydrogen systems
are active, and transient accumulations of hydrogen at relatively shallow depth can be observed
(Prinzhofer et al., 2018 [14], Goebel et al., 1984 [28]; Guélard et al., 2017 [26]). These observations may
suggest a constant recharge of the aquifers by H2 flowing from deeper levels of the basin.

The circular depression where H2 seepage is observed (Figure 2b) could be related to a sinkhole
structure resulting from a chemical dissolution process at depth. If so, these depressions will contain
standing water connected with a ground-water reservoir contained in karst (De Carvalho et al.,
2014 [56]). The presence of resistive carbonate and calcareous rocks was inferred from ~320 m to ~480 m
followed by a layer of intercalated shales and sandstones (Solon et al., 2015 [23]). This carbonate layer,
which corresponds to the Lagoa do Jacaré carbonate layer, exhibits a potential karst system according
to the outcrops located East of the São Francisco Basin (Dos Santos et al., 2018 [57]).

Assuming a karst system at depth, this could imply a high level of porosity favorable for a massive
storage volume of an aquifer. Since karst features are controlled by structural heterogeneities, such as
faults and fractures, which influence fluid flow, they can provide preferential pathways for geofluids
with the development of secondary porosity. This could agree with the fact that the circular depressions
where H2 is venting are aligned along a major fault (Cathles and Prinzhofer, 2020 [16]).

7. Putting It All Together: A Potential H2 System within the São Francisco Basin

The first key point is related to potential source areas, e.g., the presence of both ultramafic
and U, Th and K-rich rocks. The presence of Archean greenstone belts containing ultramafic rocks,
TTG, migmatites and K-rich granitic plutons represent excellent H2-producing zones either via
serpentinization, or water radiolysis. Magnetic (Figure 4) and Bouguer (Figure 5) anomalies are
compatible with the presence of ultramafic rock producing H2. Temperature conditions also seem
favorable for the serpentinization process: with a temperature gradient of 25 ◦C/km (Alexandrino et al.,
2008 [48]), the optimum range of temperature would be expected at a depth of 10 km, with possible
lower rate processes at a shallower depth.

The second key point is the structural/tectonic context and the presence of faults deeply rooted in
the basements capable of draining a potential deep and scattered source. All interpretations of the
seismic profile of the zone of interest suggest the presence of deep faults following the graben structures
(Figure 3): they can be able to drain hydrogen produced at depth where the Pressure–Temperature
conditions are optimal. Some interpretations suggest that some of these faults could cross the entire
sedimentary sequence (Coelho et al., 2008 [39]), producing gas seepages directly at the surface. Some
others predict that these faults could reach some potential shallow carbonated reservoirs (Romeiro-Silva
and Zalán, 2005 [24]). These deep faults could also only reach the unconformity zone which composes
the boundary between the sedimentary basin and basement (Alkmim and Martins-Neto, 2012 [40]).

The third key point concerns the storage areas (i.e., reservoirs) of H2 at depth. As mentioned
previously, the interface between the basement rocks and the sedimentary layers could represent
a potential zone of accumulation. The interface is composed of the Macaúbas and the Espinhaço
formations. The Macaúbas sequence is made up of sandstones, pelites, diamictites, carbonates,
basic volcanic rocks, and metamorphosed banded iron formations (Alkmim et al., 2012 [40]), whereas
the Espinhaço formation is a quartz–arenite dominated package. The presence of the Paranoá–Upper
Espinhaço quartzite, which is tectonically uplifted, can facilitate the occurrence of sandstone reservoirs
with appreciable permeability and porosity. Thus, potential reservoir rocks could be found among
siliciclastics of the Macaúbas–Paranoá Megasequence (Solon et al., 2015 [23]).
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An interesting characteristic of the deep topography is that the seepage zone H2G is located near
the apex of the basement rock in the central part of the basin (see Figure 3). As the H2 charged fluid
reaches the Macaúbas/Espinhaço formations, it migrates along the unconformity toward this highest
point before escaping to the surface in the green seepage zone (Figure 2). On its way to the surface,
H2 can also be temporarily trapped in the Sete Lagoas formation and at a shallower depth, inside
the Lagoa do Jacaré formation. The permeability value of the Sete Lagoas Larst aquifer formation is
estimated to range between 10−14 m2 and 10−9 m2 (Galvão et al., 2015 [58]). As for the Lagoa do Jacaré
formation, very low permeability and porosity values were found in the Petrobras well 1-RF-1-MG.
The presence of faults, possibly connecting all these reservoirs with the surface could explain the
apparent structural control of the distribution of the known gas seepages (Curto et al., 2012 [22]).
Nevertheless, the presence of sinkholes in the H2G seepage area suggests the existence of a shallow
local karst formation, which could constitute a temporary reservoir for H2.

Figure 7. Conecputal model of the H2 cycle in the Sao Francisco Basin. (a) Interpretated seismic section
(Martins-Neto, 2009). (b) Zoom of the upper part of the Bambui sequence. (c) Possible presence of a
karst structure according to the presence of sinkholes (Figure 2). (d) Calculated solubility of H2 in H2O
vs. depth (Bazarkina et al., 2020 [59]).

Thus, surface seepages may be either in connection with the source rock or with intermediate
leaking reservoirs since these two configurations are present in this area. A summary of H2 migration
from sources to seeps in the São Francisco basin is presented in Figure 7.

8. Discussing the H2 Production from Radiolysis and Hydration Reactions in the São
Francisco Basin

Combining the H2 production rate from water radiolysis and hydration reactions assessed in the
previous sections, we obtain an estimate of 1.01 to 6.43 × 108 mol·yr−1 H2 production, i.e., ~200 to
1300 tons·yr−1 (Table 3). Cathles and Prinzhofer (2020 [23]) considered the local flux rate in the H2G
seepage zone (Figure 2b) to range from 7000 to 178,000 m3 per day. At a temperature of 21 ◦C and a
pressure of 1 atm, these values correspond to 0.105 to 3.68 × 109 mol·yr−1, i.e., 213 to 5400 tons·yr−1

(Table 3). Since the expulsion rate of H2 is almost certainly not steady, the episodic rate measured in
the H2G vent might be overestimated.
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Table 3. Estimated H2 flow rate production (tons·yr−1).

System ×109 mol·yr−1 tons·yr−1 Reference

São Francisco basin (radiolysis
and hydration combined) 0.101–0.643 204–1284 This study

H2G seepage zone São Francisco
basin 0.105–3.68 213–5400 From Cathles and Prinzhofer,

2020 [16]

Rainbow hydrothermal field ~0.1 200 Charlou et al., 2010 [60]

Ultramafic vents along the
Mid-Oceanic ridges ~10–100 20,000–200,000 Keir, 2010 [61]; Cannat et al.,

2010 [62]

Global Precambrian continental
lithosphere: (radiolysis and

hydration combined)
36–227 72,000–454,000 Sherwood Lollar et al.,

2014 [29]

In comparison, on the Mid-Atlantic Ridge (MAR), the total H2 discharge at the Rainbow
hydrothermal field is estimated to be ~108 moles H2 per year, i.e., ~200 tons·yr−1 (Charlou et al.,
2010 [60]) (Table 3). At a larger scale, the H2 flux from all high-temperature basaltic vents along
the MAR has been estimated at ~109–1010 mol·yr−1, whereas the H2 flux from high-temperature
ultramafic vents along the Mid-Oceanic Ridge (MOR) has been estimated at ~1010–1011 mol·yr−1

(Table 3) (Keir, 2010 [61]; Cannat et al., 2010 [62]), i.e., 20,000 to 200,000 ton.yr−1.
According to our calculations, which are based on the model developed by Sherwood Lollar et al.

(2014 [29]) for the Precambrian continental lithosphere, the maximum H2 production rate from the
basement rocks of the São Francisco Basin is within the same order of magnitude as the H2 flux of
one sinkhole of 500 m in diameter (H2G zone). This latter H2 venting site would also represent from
0.047% to 7.5% of the global estimated H2 production from the Precambrian continental Lithosphere.
This large discrepancy in the results leads us to conclude that there is a need to increase the accuracy of
hydrogen flux estimates through long term monitoring of soil gas migration according to different
methodologies and/or to revisit the global models.

9. Conclusions

Hydrogen exploration requires a combination of the techniques and data used for both conventional
petroleum and mining exploration. The first elementary bricks we provide here to evaluate the sources,
migration and trapping are certainly not enough, but the following general guidelines will be extremely
valuable in targeting the fertile H2 area in intra-cratonic areas.

Explore in old provinces where basement rocks are Archean to Paleoproterozoic. Use lithologies
(ultramafic rocks, U-, Th-, K-rich rocks), and He (R/Ra) as pathfinders for the H2 generation potential.
Carefully consider the local geothermal gradient as it may be of use to infer fertile zones for
active serpentinization.

Identify the location of faults deeply rooted in the basement, such as horst and graben structures.
Pay attention to the topography of the unconformity, which represents both a major drainage and
trapping area.

Target relatively shallow traps. As for He, H2 partitions into gas are better at a shallow depth.
Surface rounded depressions, karsts and sinkholes seem to represent favorable collecting zones prior
to H2 escaping into the atmosphere. A field investigation based on electromagnetic and gravimetric
prospections could help to characterize the structure of the sinkhole at depth in order to set up a
geotechnical drilling at the right location. Such boreholes, carried out in the first hundreds of meters,
could provide valuable information on the H2 concentration gradient down to the upper karstic
formation, which is often not possible from classical oil and gas exploration well drilling.

Dedicated exploration of boreholes is definitely required to improve this preliminary exploration
guide and to strengthen the accuracy for H2 flux measurements. Additional constraints on the
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H2–accompanying gases (He, N2, Ne, Hydrocarbons, Rn) and on the role of H2-consuming microbial
communities at the subsurface within the emitting structure (Myagkiy et al., 2020) [63] will be
extremely valuable.
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Abstract: Hydrogen gas seeping from Proterozoic basins worldwide is a potential non-carbon energy
resource, and the vents are consequently receiving research attention. A curious feature of H2 venting
in the Sao Francisco Basin in Brazil is that the venting displays a very regular daily cycle. It has
been shown that atmospheric pressure tides could explain this cycle, but solid earth tides might be
an alternative explanation. We show here that it is unlikely that solid earth tides are a dominant
control because they have two equally strong peaks per day whereas the H2 venting has only one.

Keywords: diurnal hydrogen gas venting; earth tides

1. Introduction

The quest to reduce dependence of fossil fuels has raised interest in hydrogen as a carbon-free
fuel that combusts only to water. Hydrogen seeps are known in a number of Proterozoic basins
worldwide [1–5]. Satellite detection of roughly circular depressions with depressed vegetation has
become an exploration method, since the H2 seeps are often associated with these features [3,5]. One H2

vent in the Sao Francisco Basin in Brazil has been the subject of detailed monitoring since 2018. It shows
a remarkably regular diurnal cycle of hydrogen venting wherein H2 is vented for only about half the
day centered on 1:00 p.m. [3]. A recent paper shows that the atmospheric pressure tide at the site
could explain this venting [4]. The association with a ~550 m diameter circular depression aligned
linearly with others in the area presumably along a fault suggests the venting could be from a deeply
penetrating gas pipe. Earth tides are known to induce water flow in and out of wells [6–8]. The purpose
of this paper is to evaluate the possibility that earth tides cause the diurnal gas venting at the Sao
Francisco vent site studied by Cathles, Prinzhofer, and Donzé et al. [4,5]. Following Donzé et al. [5]
we will refer to this site as the H2G site.

2. Methods

To evaluate the possibility that the diurnal venting at the H2G site could be caused by solid earth
tides, we computed the solid earth strain at the location studied in Cathles and Prinzhofer [4] using the
theoretical tidal loading software SPOTL [9] and compared it to the variations in H2 concentration
at 80 cm depth for sensor 6 in Figure 1b below. The theoretical earth tide strains determined with
this software have often been used in the analysis of high-resolution borehole water level time-series
measurements, since the tidal amplitude response and phase shift within a well or borehole are
controlled by the formation permeability and specific storage [7,8].
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Figure 1. (a) Comparison of changes in atmospheric pressure to observe changes in H2 concentration
at 80 cm depth at the location studied by Cathles and Prinzhofer [4] from the 13th to the 16th of August
2018. (b) Comparison of changes in solid earth tidal strain at the same site over the same period.

3. Results

As can be seen from Figure 1a and as noted by Cathles and Prinzhofer [4], the changes in H2

concentration are closely aligned with the maximum rate of decrease in daily atmospheric pressure
(the atmospheric tide). Unlike the atmospheric tide, which has one dominant cycle per day, the solid
earth tidal strain has two cycles per day (Figure 1b). Although one of the cycles could assist the H2

venting, no changes in H2 concentration are associated with the second which is equally strong.

4. Discussion and Conclusions

Because the solid earth tide has two equally strong peaks each day at the H2G site whereas the H2

venting peaks only one, it appears unlikely that solid earth tides play a dominant role in producing the
observed daily changes in H2 venting in the Sao Francisco Basin of Brazil. It is possible that the solid
earth tide contributes to the venting, but the atmospheric pressure tide must be (and could be) the
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dominant control. Biologic control on venting is, to our knowledge, the only other potential control.
It awaits evaluation.
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