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The concept of “symmetry breaking” has become a mainstay of modern biology, yet you will not
find a definition of this concept specific to biological systems in Wikipedia. The term first appeared
in the early 1960s in theoretical particle physics and rapidly spread throughout the entire domain
of physics. When explaining symmetry breaking, physicists like to paint a mental image of a ball
precariously perched on the very top of a bump separating two identical wells. The slightest noise
is sufficient to push the ball off the top and into either of the wells. After that, only one of them has
the ball, and thus the initial unstable symmetry of the system is broken. While visually appealing,
the allegory of a ball in a well is not always easy to relate to biology. Furthermore, throughout
development, biological organisms often seem to transit from an amorphous asymmetric state, e.g.,
a clump of dividing cells known as a morula, to the state with a striking apparent symmetry, such
as mature hydra polyp. This apparent increase in the symmetry of developing organisms can be
misinterpreted as contradicting the applicability of the concept of symmetry breaking in biology.

History can help us resolve this conundrum. The first mention of symmetry breaking in regards
to biological and chemical systems dates back, presumably, to the seminal paper by Prigogine and
Nicolis [1], who stated that the pattern-forming mechanism proposed by Turing to explain biological
morphogenesis [2] is “symmetry breaking as it leads from a homogeneous to an inhomogeneous steady
state”. In the mind of a theoretical physicist, a spatially homogenous chemical system is akin to an
unbounded featureless plane, and any geometric translation, mirror reflection, or rotation of such a
plane transforms it back into itself, defining it as infinitely symmetric. The appearance of a pattern
(such as a hexagonal lattice of Turing spots) breaks this symmetry, leaving few if any geometric degrees
of freedom that can transform the now patterned system back into itself. Similarly, an unpolarized
cell can be modeled by a perfect sphere, which remains itself after any rotation around any axis that
passes through its center. Cellular polarization effectively selects only one such axis around which
a cell can be rotated so it is still “transformed into itself”. Multicellular development is even harder
to interpret in geometric terms, although specific examples of such geometric symmetry-breaking
transitions can be identified. Thus, similar to cellular polarization, gastrulation reduces the spherical
symmetry of the blastula to the cylindrical symmetry of the gastrula. Instead of looking for specific
broken symmetries, it might be more productive to follow in the footsteps of Prigogine and Nicolis
and consider all phenomena of biological pattern formation as manifestations of symmetry breaking.
This pluralistic approach conceptually unifies efforts to understand biological morphogenesis on both
subcellular and multicellular levels and continues to gain popularity [3].

In the interdisciplinary spirit established by the founding fathers of the field, this Special Issue
“Symmetry Breaking in Cells and Tissues” presents a collection of 17 reviews, opinions, and original
research papers contributed by theoreticians, physicists and mathematicians, as well as experimental
biologists, united by the common excitement about biological pattern formation and morphogenesis.
In this issue, the contributors discuss diverse manifestations of symmetry breaking in biology and
showcase recent developments in experimental and theoretical approaches to biological morphogenesis
and pattern formation on multiple scales.

Cells 2021, 10, 86; doi:10.3390/cells10010086 www.mdpi.com/journal/cells1
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Establishment of cell polarity is, perhaps, one of the best-studied manifestations of symmetry
breaking in biology. Unicellular model organisms, yeasts, have been particularly useful for studies
of cell polarity due to their ease of genetic manipulation and the spectacular cell surface-localized
pattern—the conspicuous micron-scale polarity cluster organized by the activity of Cdc42 and other
small GTPases from the Ras and Rho families [4–6]. Moran and Lew discuss the role of differential
diffusion of proteins on the plasma membrane in the establishment of cell polarity in budding yeast [7].
Martin and colleagues deploy optogenetics to study the mechanism of Cdc42 cluster formation in
fission yeast and suggest the existence of mechanisms inhibiting de novo formation of the polarity
cluster on the cell sides [8]. Khalili, Vavylonis, and colleagues continue the topic of fission yeast cell
polarity by elaborating a detailed biophysical model that describes not only static but also spatially
oscillating patterns of Cdc42 activity [9]. Finally, Daalman et al. bring up an evolutionary aspect of the
budding yeast cell polarity network [10].

Par protein systems constitute another fundamental cell polarity paradigm found in diverse
cell types of higher eukaryotes [11–14]. While much has been learned about the Cdc42 polarity in
fungi and Par polarity in C. elegans embryos and epithelial cells, understanding the interplay between
these two modules has been notoriously difficult. Seirin–Lee, Gaffney, and Dawes construct and
analyze a heuristic model of C. elegans embryo polarity to explain the interaction between these two
modules [15]. A third fundamental paradigm of cell polarity, the polarization of motile chemotactic
cells, is revisited by van Haastert, who proposes a unified model of amoeboid movement applicable to
both fast- and slow-moving cells [16]. The topic of cell polarity is rounded off by a comprehensive
review of published polarity models by Othmer and colleagues [17].

Recent years have seen a dramatic rise of new topics establishing the mechanisms of biological
symmetry breaking, which are distinct from the diffusion-driven instability of the reaction–diffusion
systems proposed by Turing. Notable examples of these are mechanical instabilities in active systems
consisting of cytoskeletal polymers and molecular motors [18,19] and protein phase separation [20,21].
In this Special Issue, Schwille and colleagues present an in vitro reconstitution of actomyosin cortices, in
which they observe symmetry breaking and emergence of directed flows [22]. The theme of actomyosin
contractility continues in the contribution from Gerisch and colleagues who discuss unilateral
ingression of cleavage furrows in multinucleated cells of Dictyostelium amoeba [23]. The theme
of protein phase separation and its role in the establishment of cellular memory and stress adaptation
is reviewed by Caudron and colleagues [24].

Symmetry breaking on the scale of tissues and organs transcends multiple fields of developmental
biology and is an area of research that has both a distinguished past and a rapidly developing
present [25–28]. Connecting unicellular and multicellular scales, Yap and colleagues review epithelial
cell extrusion, a form of collective behavior of cells within epithelial sheets that plays an important role
in normal morphogenesis and development of cancer [29]. A review by Manceau, Bailleul, and Touboul
provides an extensive overview of mechanisms and models of multicellular pattern formation [30].

Several contributions focus on theoretical aspects of pattern formation and morphogenesis. Naoz
and Gov extend the theme of the pattern-forming role of proteins capable of bending the cell membrane
and provide analysis of actin-mediated protrusions on the ventral side of adhered cells [31]. They
show that facing hard substratum and adhering to it can stabilize such protrusions or induce their
transition into propagating wavelike structures. Formation of protein patterns on the cell membrane
in the presence of flows in the cytoplasm or cellular cortex is the focus of contribution by Frey
and colleagues, who show that such flows can induce interesting and nontrivial effects modulating
protein patterns [32]. An important theoretical question in the field of cellular pattern formation is
whether specific mechanisms are required to produce a single structure, such as the one necessary for
cellular polarization, or a multitude of similar structures, such as podosomes or microvilli. Goryachev
and Leda discuss recent theoretical work exploring this question in the minimal mass-conserved
activator–substrate models and conclude that the choice between competition and coexistence of
structures is determined by the complex interplay of multiple system parameters, rather than by the
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type of the molecular mechanism [33]. Developing this theme further, Banerjee and colleagues consider
induction of multiple structures in dynamically growing systems [34]. Finally, Beta, Gov, and Yochelis
discuss a dynamic pattern, representative of intracellular actin waves, in a minimal activator–inhibitor
model with mass conservation [35].

Funding: This research was funded by the Biotechnology and Biological Sciences Research Council of the UK,
grant numbers BB/P01190X and BB/P006507.

Conflicts of Interest: The author declares no conflict of interest.
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Cell-Substrate Patterns Driven by
Curvature-Sensitive Actin Polymerization:
Waves and Podosomes

Moshe Naoz and Nir S. Gov *

Department of Chemical and Biological Physics, Weizmann Institute of Science, P.O.B. 26, Rehovot 76100, Israel;
moshe.naoz@gmail.com
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Abstract: Cells adhered to an external solid substrate are observed to exhibit rich dynamics of
actin structures on the basal membrane, which are distinct from those observed on the dorsal (free)
membrane. Here we explore the dynamics of curved membrane proteins, or protein complexes, that
recruit actin polymerization when the membrane is confined by the solid substrate. Such curved
proteins can induce the spontaneous formation of membrane protrusions on the dorsal side of
cells. However, on the basal side of the cells, such protrusions can only extend as far as the solid
substrate and this constraint can convert such protrusions into propagating wave-like structures.
We also demonstrate that adhesion molecules can stabilize localized protrusions that resemble some
features of podosomes. This coupling of curvature and actin forces may underlie the differences
in the observed actin-membrane dynamics between the basal and dorsal sides of adhered cells.

Keywords: actin waves; curved proteins; dynamic instability; podosomes

1. Introduction

The actin cortex of cells is the prominent driver of membrane shape deformations, which exhibit
a huge variability, from propagating waves to stable protrusions. It is often observed that
the actin-membrane dynamics of adhered cells is very different between the basal and dorsal sides.
One of the major differences between the two sides is that on the basal side the membrane is held at close
proximity to the solid substrate (in the range of 10–100 nm, depending on the stage of the adhesion [1]),
while on the dorsal side the membrane is usually free to deform into the surrounding fluid.
In this paper we explore theoretically the actin-membrane dynamics in the presence of the confinement
of the substrate, when the actin polymerization is nucleated by curved membrane complexes.

Cells exhibit a variety of propagating waves of actin polymerization on their basal plasma
membrane, which are observed under many conditions such as the initial formation of adhesion [2] and
during cell motility [3–5]. When these waves propagate on the dorsal side of an adhered cell, or along
its perimeter edge, they are accompanied by large membrane deformations. However, when these
waves propagate along the basal membrane, at the interface between the cell and the underlying solid
substrate, such membrane deformations have not been unambiguously observed. These basal actin
waves have been studied intensively [6–9], and many of their features exposed. Mostly these waves
have been treated in the framework of reaction-diffusion models [9], where membrane deformations
do not play a role.

In previous works [10,11] we have investigated theoretically and experimentally the possible role
of curved activators of actin polymerization in the propagation of membrane-actin waves. In these
works the positive feedback is in the form of an actin nucleator that has a convex shape (such as
the I-BAR protein IRsp53 for example [12,13]), such that it tends to accumulate at the tips of membrane

Cells 2020, 9, 782; doi:10.3390/cells9030782 www.mdpi.com/journal/cells5
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protrusions that are driven by the actin polymerization force. The negative feedback, which is necessary
for wave propagation, can be provided by the contractile force of myosin-II [10] or the recruitment
of concave-shaped actin nucleators (such as the BAR family proteins, Tuba for example [14]) [11].
More recent work proposed that the negative feedback for propagating basal actin waves arises from
the actin network itself [15].

In this paper, we explore the dynamics of the membrane-actin system in the presence of only
the convex nucleator, but in the presence of a confining boundary which represents the effect of
the solid substrate. When there is no confinement, our model predicts that this system can become
unstable and drive the spontaneous initiation of membrane protrusions through a Turing-type
instability [16–20], as is indeed observed in experiments [21–24]. We show that in the presence of
a confining boundary this system indeed supports protrusions, which are however modified compared
to those growing on a free membrane: protrusions may split, and may even convert into propagating
rings. These theoretical results may explain some puzzling features observed for actin waves that
propagate at the substrate-attached cell surface, such as their tendency to form doublets of concentric
actin fronts [9,25,26].

In the last section we demonstrate that by adding adhesion of the membrane to the substrate
localized protrusive structures can be stabilized, and these share some features with localized adhesion
structures called podosomes.

2. Results

2.1. Expanding Ring of Membrane-Actin Wave

Our model is based on the description of the membrane shape in terms of a single height variable
h(x, y), which is appropriate for small membrane deformations (Monge gauge). This is applicable for
the present system, where the membrane is adhered to a solid substrate that confines the extent of its
normal deflection. on the membrane we consider a density field n(x, y) of “activator” proteins, which are
both curved and can recruit the polymerization of actin (such as I-BAR protein IRsp53, for example).
These “proteins” may therefore represent bound complexes that contain several proteins that together
have this combination of properties. The curved membrane complexes can diffuse on the fluid membrane,
as well as form high density aggregations. The spontaneous curvature of membrane proteins spans
a large range, from being almost flat [27], to having radii of curvature of the order of 10 nm [12] (we used
a value of 100 nm in this work). Please note that in general the membrane-bound protein complex can
have a radius of curvature that is different from that of its individual components.

We solve the equations of motion for the two fields (Equations (10) and (11)) numerically
using an explicit finite difference scheme with periodic boundary conditions. We first investigate
the response of the system to a single small Gaussian perturbation (see Supplementary Movie S1,
Figure 1). We choose values for the parameters of the model such that we are in the unstable regime,
and protrusions grow spontaneously. However, the numerical values of these parameters are not fitted
to any particular experimental measurement, and are simply chosen to demonstrate the qualitative
behavior over realistic length and time scales.

As shown in Figure 1a, the perturbation initially grows into a protrusion with a lateral width of
the order of the most unstable wavelength λc (Equation (12)). During this growth stage, the protrusive
force of the actin locally squeezes the layer of long molecules (glycocalix) that buffers the outer surface
of the membrane from the substrate (Figure 8). Due to the positive feedback, the density of activators
increases at the tip of the growing protrusion (note that throughout the paper the plots of the “activator
density” is with respect to the background, uniform density n-n0).

6
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Figure 1. (a–d) Numerical integration of Equations (10) and (11) over a period of 3 min, over a membrane
segment of size 10 × 10 μm2. The parameter values used: D = 0.1 μm2/s, H̄ = −10 μm−1,
n0 = 50 μm−2, ns = 300 μm−2, A = 3.8 · 10−5 kg μm5 sec−2, κ = 20 kBT, σ = 8.28 · 10−5 kg μm4 sec−2,
μ = 1.66 · 106 sec μm−2 kg−1, hwall = 0.5 μm. (a) Initial growth of the protrusion, prior to contact with
the substrate. Please note that throughout the paper the plots of the "activator density" is with respect to
the background, uniform density n-n0. (b) the protrusion after it comes into contact with the substrate
and the membrane at the tip becomes flat. Consequently, an activator ring is formed at the edge of
the membrane protrusion, where there is large positive curvature. (c) the membrane at the disk center has
retracted back towards the unperturbed position at h = 0, and a secondary inner ring of activators begins to
form. (d) the membrane ring and two activator rings expand further. (e) an illustration of the mechanism
that drives the expansion of the protrusion radially outwards. When the membrane reaches the flat
substrate its curvature diminishes and the activators are then aggregated at the location of the highest
curvature—the shoulders. However, since once the activators aggregate they push the membrane
against the substrate which results in the flattening of the shoulders and the formation of new shoulders
further away from the protrusion center. (f) a diagram of the structure of the expanding ring. Marked
in green are the regions high in curvature in the radial direction which is similar in magnitude for both
the inner and the outer rings. Marked in red is the outer radius curvature in the azimuthal direction
which is positive and marked in blue is the inner radius azimuthal curvature which is negative. Also
shown is the concentration of activators which aggregate into two rings at the outer and inner radii of
the membrane ring. The concentration of the outer activators ring is higher than the concentration at
the inner ring due to the different azimuthal curvatures.

Once the protrusion’s height exceeds hwall, the substrate limits further growth and the membrane
shape tends to match the contour of the substrate. If the substrate is sufficiently flat the activators
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which were aggregated at the tip of the protrusion disperse. Please note that we do not consider at this
stage any adhesion to the substrate, so that the activators remain mobile on the membrane even when
it is in contact with the substrate. The result is a rolling instability where the activators continually
aggregate at shoulders of the protrusion (Figure 1b,e), which are the location of the highest convex
curvature. The aggregation of activators increases the protrusive force exerted on the shoulders which
are therefore results in the membrane deformation moving radially outwards. The rolling instability
results in the protrusion developing into an expanding circular structure.

We emphasize that this model includes only normal deformations of the membrane, so the actin
force does not directly push the membrane sideways along the substrate. The movement of
the protrusion laterally is driven by the flow of the curved activators, and the coupling to the protrusive
force of the actin polymerization. Please note that a similar behavior is expected for curved activators
that adsorb in a curvature-dependent manner from the cytoplasm [11].

The membrane’s initial shape is an expanding cylinder and the activators form a ring at
the membrane perimeter of the protrusion (Figure 1b). Once the radius of the membrane cylinder
is sufficiently large, the membrane at the center of the cylinder, which is no longer supported by
a surplus of actin protrusive force, falls back to the initial height (at h = 0). This happens due to
the inherent repulsion between the membrane and the substrate, cause by the “cushion” layer of long
molecules (glycocalix) that cover the outer surface of the membrane (Figure 8). When the membrane
cylinder changes into a ring shape, a secondary inner ring of activators forms at the inner shoulder of
the membrane ring (Figure 1c,d,f), where there is high convex curvature.

The amplitude of the activators density at the inner ring is initially considerably smaller then
the outer ring amplitude. The reason for the amplitude difference is the difference in the mean
curvature between the outer an inner rings. While the radial curvatures (the curvature along the radial
coordinate centered at the protrusion center) are very similar, the azimuthal curvature (the curvature
along the angular coordinate), which is of the order of 1/R (R is the radius of the ring) is positive at
the outer radius and negative at the inner radius (Figure 1f). Therefore, at small radii, the difference
in the mean curvatures is significant. The higher convex curvature at the outer ring means that
the convex activators aggregate there more and the resulting protrusive force exerted on the membrane
is stronger. This imbalance results in the continued outwards expansion of the ring. Please note that
the inner actin ring does not move inwards, since the curved actin activators flow towards increasing
mean convex curvature, which decreases if the ring would shift to a smaller radius. Therefore
the inner ring is also propagating outwards, at a velocity which is very similar to that of the outer ring,
maintaining a roughly constant distance between them.

However, as the ring radius grows larger, the difference between the azimuthal curvatures
at the inner and outer rings diminishes and the difference in the amplitudes of the activators
rings (and therefore the protrusive force) decreases, which reduces the speed of the ring expansion
(Figure 2a,b). In Figure 2c we plot the activators density at the inner and outer rings as function of
the local mean curvature, and in Figure 2d we plot the ring velocity as a function of the difference
between the density of activators at the inner and outer rings. The plot shows that the velocity is
proportional to that difference, i.e., Vring ∝ Δn = nouter − ninner. The results indicate that the ring
velocity is indeed proportional to the imbalance in the pushing force of the two actin rings, and explains
why it decreases as: Vring ∼ 1/R (Figure 2b).
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(a) (b)

(c) (d)

Figure 2. (a) the radius of the outer membrane disk (and later ring) as a function of time (all panels
correspond to the simulation shown in Figure 1). (b) a log plot of the expansion speed of the outer
radius vs the radius. We see that the graph is curved at small radii (where the ring is actually a disk)
but as the radius grows (and the ring forms) the graph approaches a straight line indicating the power
law relation: Vring ∼ 1/R. (c) the peak values of the differential concentration n-n0 at the inner (red)
and outer (blue) rings as a function of the local membrane curvature. We see the the concentrations
are linear in the curvature, as given by Equation (3). (d) the ring outwards velocity as a function of
the difference in concentrations between the inner and outer activators ring.

We can quantify these observations by the following calculation: If we hold the membrane shape
constant, we can solve the steady state concentration profile of the curved activators that corresponds
to that shape. By taking ṅ = 0 in Equation (11) and integrating once we get

D∇n +
ΛκH̄2

n2
s

n∇n − ΛκH̄
ns

n∇3h = 0 (1)

we then divide by n and integrate again and we are left with

D ln (n/n0) +
ΛκH̄2

n2
s

(n − n0)− ΛκH̄
ns

∇2h = 0 (2)

For large concentrations we can neglect the first term on the left hand side and get

n − n0 =
H̄
ns

∇2h (3)

We therefore find that when the dynamics of the activators is faster than the expansion rate of
the membrane deformation, so that the activators’ concentration is in a quasi-steady state, we get that
the activators amplitude is approximately proportional to the local membrane curvature. In Figure 2c
we plot the concentration of the inner and outer rings vs. the mean curvature at these locations.
The plot shows the concentrations are a linear function of the mean curvature which confirms that
for the parameters used in the calculation, the dynamics of the activators are indeed faster than
the membrane dynamics, and the result of Equation (3) is valid.
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Since in our model the concentration of actin activators is strongly affected by the local membrane
curvature, the dynamics of the ring is sensitive to the topography of the substrate. We illustrate this
by simulating the dynamics on a substrate that is roughened with random bumps with an average
amplitude of a few tens of nanometers (Figure 3a). Using the same set of equations and the same initial
conditions as shown in Figure 1a–d, we now get the result shown in Figure 3b,c. The overall qualitative
behavior is similar to the case with a smooth surface, i.e., the formation of an expanding ring-like
membrane structure with inner and outer rings of activators. However, the shape of the expanding
structure is strongly affected by the substrate roughness and did not retain the circular symmetry
it started with. The membrane ring also shows short “finger-like” protrusions extruding radially from
the perimeter, which are accompanied by very strong aggregation of activators. The inner activators
ring does not extend into these deformations. Due to the surface roughness, and the consequent
fluctuations in the membrane curvature, the distribution of the activators inside the membrane
ring-like structure becomes very inhomogeneous and fragmented.

(a)

(b) (c)

Figure 3. (a) Substrate with random roughness, of Gaussian amplitude, with an average amplitude of
a few tens of nanometers. (b,c) Numerical integration over a period of 3 min of a ring expanding over
a membrane segment of size 10 × 10 μm2. We used the same parameter values as in Figure 1.

Another illustration of the effects of substrate topography is shown in Figure 4 (Supplementary Movie S2),
where a single elongated cylindrical ridge protrudes from the otherwise flat surface (along the x-axis).
As can be seen, when the membrane ring first reaches the tip of the ridge it is curved backwards with
respect to its expansion direction (top middle panel). As the membrane wraps around the protruding
ridge, this membrane part develops negative curvature and the ring of actin activators breaks up at
that point (top right panel). Only when the inner activators ring forms, this tip of the bump becomes
favorable and concentrates activators that begin to push the membrane ring backwards towards
the point of initiation (bottom-right panel). on the two side of the elevated ridge the original membrane
ring propagates faster than on the flat substrate. This is due to the higher concentration of actin
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activators, which is caused by the high positive curvature in the sharp corners that the elevated ridge
makes with the flat substrate (bottom middle and right panels).

Figure 4. Numerical integration of a ring expanding over a membrane that contains a cylindrical ridge
along the x-axis. From top-left to bottom-right, each panel shows the system at increasing time, with
the membrane shape and activator density in the top and bottom parts, respectively. We used the same
parameter values as in Figure 1.

The simulations in Figures 3 and 4, demonstrate that the distribution of actin activators
(and therefore actin filaments) can become highly fragmented due to surface undulations,
while the enveloping membrane structure remains continuous and smooth. It is therefore not
straightforward to relate the actin signal to the membrane topography when interpreting experimental
images of such cell-substrate waves. It also shows that topographic features can cause local direction
reversals and break-up of these actin waves.

2.2. Array of Localized Protrusions

We now study the conditions that may stabilize localized structures driven by the same curved
activator we used so far. In Figure 5 we show that starting with different initial conditions may lead to
a quasi-stable array of localized structures. A random noise in the initial membrane height or activators
density, instead of a single perturbation, gives rise to multiple protrusions, each with a lateral size
comparable to λc (Figure 5). When these protrusions reach the substrate they undergo the same
process of flattening and expanding that we saw before for a single protrusion. During their expansion,
the distance between these protrusions naturally decreases. The interaction between these protrusions
is repulsive due to the positive membrane curvature region trapped between neighboring protrusions,
similar to those observed in other curved membrane-bound aggregates [28]. Therefore, once they
have expanded and reached a distance of order λc from each other their expansion is halted, and they
stabilize. Over the course of the stabilization, the protrusions expand into all the space that is available
by the repulsive interactions between neighbors, leading to the elongation of some of the protrusions.
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Furthermore, if two protrusions were initially formed in close proximity, the energy barrier between
them is decreased and they can coalesce into a single elongated protrusion (arrows in Figure 5b–d
point to such a process).

Please note that in these localized protrusions the actin forms small rings within each protrusion,
due to the same process we found in the expanding ring (Figure 1), on a smaller scale. These protrusions,
which may seem stable, are highly sensitive to small perturbations, since they are stabilized only by
their mutual repulsion due to the local membrane-driven barrier. Over long times we expect noise to
cause them to shift and coalesce. Non-linear terms drive coalescence over such barriers, over a long
time [28].

Figure 5. Simulation over a period of 3 min over a membrane segment of size 5 × 5 μm2, with
Gaussian noise in the initial membrane height with variance of 10nm. The membrane’s random initial
deformations develop into protrusions of lateral size ∼ λc. (a) the initial growth period before most of
them make contact with the substrate. (b,c) the stabilization period of the protrusions, which elongate
into the available space and may coalesce with very proximal protrusions. (d) the final steady state of
the system. We used the same parameter values as in Figure 1.

2.3. Adhesion-Stabilized Localized Protrusion: The Podosome

To stabilize an isolated protrusion on the basal side, using the curvature-actin mechanism that
we propose, we need to stabilize the localized actin core and prevent the tendency of the protrusion
to expand outwards as a ring (Figure 1). An example of a localized adhesion structure on the basal
size of many cell types is the podosome [29]. Podosomes are actin-rich protrusive adhesion structures
formed on the membrane of several cell types, and have been implicated in the processes of cell
migration, tissue invasion and extracellular matrix (ECM) degradation. The mechanisms that give
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rise to podosome formation, and their large-scale organization in the cell, are still poorly understood
and are the subject of ongoing current research [30]. Podosomes are typically formed in monocytic
cells such as macrophages, osteoclasts and dendritic cells and similar structures called invadopodia
have been observed in carcinoma cells [31–35]. They are relatively dynamic, formed and destroyed
in the span of a few minutes and are formed only on the interface between the cell and a substrate.
Furthermore, the I-BAR protein IRsp53 was found in podosomes [36,37], suggesting that the basic
ingredients of our model may apply for this cellular structure.

The podosome’s actin core is surrounded by an adhesion ring, which we did not include so far
in the theoretical model, and we therefore suggest that this component may stabilize the core and
prevent its ring-like expansion. We propose that the adhesion molecules form a diffusion barrier that
greatly inhibits the diffusion of the membrane-bound actin nucleators (Equation (14)), and thereby
stabilizes the localized core. In addition, there is evidence that concave curved membrane proteins,
such as BAR domain proteins, accumulate at the podosome [38], and can further act as a diffusion
barrier [39]. we incorporate the adhesion into the model with the same approach that we used
to incorporate the actin, namely all the proteins involved in the adhesion process, from plaque
proteins that form a scaffold around the actin core to the integrins which connect between the cellular
membrane and external ligands, are grouped into a single component which we denote the “adhesion
proteins”. We consider adhesion proteins to be membrane proteins that have two possible states:
a non-adhered, freely diffusing state with concentration g f and an adhered, immobile state with
concentration gb. The transition from non-adhered to adhered state is only possible when the distance
between the membrane and the substrate is small enough, for the membrane-bound integrins to bind
to the substrate. Please note that we do not explicitly describe the inter-podosome actin network [34],
but rather focus on modeling a single, isolated podosome.

In addition to the geometric constraint, the binding rate of the membrane-bound adhesion
proteins depends on the application of tensile forces, as integrins are known to exhibit catch-bond
properties [40,41]. In the vicinity of the actin core of the podosome, the tensile force is thought to arise
at the outer edge of the core, where the actin filaments flow towards the actin core and apply a pulling
and shearing force that facilitates integrin adhesion [42–44] (Figure 6a).

We combine the two properties that affect the adhesion listed above, in a very simplified way,
in the following equations for the binding/unbinding rates of the adhesion proteins (used in the first
order kinetics Equation (15))

kg
on = kg

on,0 f (h)|∇n| (4)

kg
o f f = kg

o f f ,0 (5)

where f (h) has the profile shown in Figure 6b so that binding is only permitted close to the substrate.
The last term in Equation (4) describes in the simplest way the fact that the adhesion is dependent
on the spatial gradients in the actin force that is applied on the membrane. In addition, we note
that the adhesion strength that determines kg

on,0/kg
o f f ,0 is affected by the substrate stiffness and

chemical composition.
As before (Figure 1), we investigate the system’s behavior due to a small Gaussian perturbation

in the membrane height (Figure 7). Numerical integration of Equation (15) shows that the perturbation
grows into a protrusion and the curved activators aggregate at the tip of the protrusion.
When the protrusion reaches the substrate, the activators disperse from the center towards
the shoulders. However, at the same stage, adhesion proteins bind to the substrate around the activators
and inhibit their dispersion. If the adhesion proteins aggregate quickly enough they can trap
the activators in the protrusion core, despite the negligible curvature that the membrane at the center
possess due to the confinement by the flat substrate. However, the activators in the core may still
form a small ring due to small changes in membrane curvature (Figure 7). When we choose a shorter
binding protein, we get a core of smaller radius, which is uniform, i.e., the activators do not form a ring

13



Cells 2020, 9, 782

shape. We therefore demonstrate that the adhesion ring can indeed function as a diffusion barrier that
stabilizes the actin core. On long time scales, where the membrane-bound actin nucleators may detach
from the membrane, the actin core may decay, and this process could limit the podosome lifetime.

Figure 6. (a) Schematic illustration of the actin cables around the core of the podosome, where
the treadmilling flow induces shearing and pulling forces near the membrane. These forces are
thought to activate integrin-based cell adhesion [30]. (b) the function f (h) (Equation (4)) that we used
to limit the binding of the adhesion proteins only to within a distance of 2l0 from the substrate
(here hwall = 0.5 μm).

Overall, the stable podosome-like structure that our model produces exhibits many properties of
the podosome. This serves to demonstrate that a model with very few components can give rise to
spontaneous formation of membrane protrusions at the basal side of cells, which form an adhesion
complex that closely resembles podosomes. It is sometimes observed that the actin core of podosomes
may be slightly depleted at its center near the membrane [45], which is a feature that can also appear
in our model (Figure 7).

Please note that our model contains a single type of curved actin “activator”, while podosomes
seem to possess a complex composition of actin filaments [46], as well as a complex and dynamic
inter-podosome actin-myosin network [47]. Future modeling of these cellular structures, could involve
more of these components, allowing for the simulation of their large-scale dynamics, where podosomes
form macro structures comprised of many podosomes [44,48]. For such long-term simulations
we will also need to include processes that limit the lifetime of individual podosomes. In most
cells, podosomes are organized in a cluster of uniform distribution with a characteristic distance
between, undergoing processes of fusion and fission [49]. This organization and dynamics qualitatively
resembles the dynamics shown in Section 2.2 (Figure 5).
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Figure 7. Numerical integration of Equation (15) for the case of constitutive active activators over
a period of 2 min over a membrane segment of size 5× 5 μm2. The parameter values used were the same
as used previously, with the following changes: A = 1.9 · 10−5 kg·μm5· sec−2, Dg = 0.1 μ2/sec,
kg

on,0 = 0.05 μm5/sec, kg
o f f ,0 = 1 μm2/sec, l0 = 0.04 μm and g0 = 50 μm−2 (the initial uniform

concentration of the free adhesion proteins). The perturbation develops into a protrusion and when it
reaches the wall the activators at the core start expanding into a ring but this expansion is inhibited
by the adhesion ring that forms around it. The actin core is then trapped by the adhesion ring and
the structure stabilizes.

In several cell types, such as osteoclasts, large collections of podosomes exhibit a transition
to an expanding multi-podosome ring structure. The ring is densely populated with podosomes,
has a width of a few podosomes and expands at a speed of ∼1–2 μm/min [50,51]. The podosomes
in the multi-podosome ring are immobile and the ring’s outward expansion is achieved by
a treadmilling manner: the podosomes decay at the inner part of the multi-podosome ring and
form preferentially at its outer edge [49]. These multi-podosome rings move outward and merge
with each other until they reach the cell periphery, where they may stabilize as a podosome belt
(“sealing zone”) [52]. In certain cells the rings seem to originate at the same locations at roughly regular
intervals [51].

Within the current model we cannot account for the detailed dynamics of the podosomes
within the expanding ring, but we can speculate that its outwards expansion may be related to
the mechanism that drives the expansion of the actin ring described in Section 2.1: When a podosome
in the ring decays, its constituent proteins diffuse away, and due to the ring-link deformation of
the membrane the curved proteins tend to aggregate more strongly at the outer edge of the ring
compared to its inner edge (see Figure 1). This mechanism will therefore naturally increase the rate of
podosome formation on the outer edge of the ring, compared to its inner edge, and over time cause
the outwards expansion of the podosome ring. This expansion will depend on the rate of podosome
initiation and decay that enables this effective “podosome treadmill”y.

3. Discussion

The results of our model can give a very natural explanation to several puzzling features observed
in experiments. One such feature is that actin waves at the cell-substrate interface are observed to
expand as a single ring of actin polymerization, but beyond a certain size an inner ring of actin that
follows the outer one appears. The inner ring is often weaker than the outer ring, as our model predicts.
This feature was first noted by Vicker [25] in Dictyostelium discoideum amoebae, and more recently this
feature was studied in great detail [9,26].

The actin fronts observed in these experiments are very often broken and fragmented, with
numerous breaks appearing along the ring [25,26]. This feature is a natural consequence in our
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model of the sensitivity of the actin concentration to the surface topography (Figures 3 and 4),
due to the curvature sensitivity of the actin nucleators. Our model further predicts that the actin
polymerization will tend to concentrate where the substrate has concave corners, as along the sides
of elevated ridges (Figure 4). This prediction is in agreement with observations of crawling Dicty on
surfaces with patterned ridges [53].

To conclude, we have shown some aspects of the dynamics of the actin-membrane system, when
driven by convex actin activators and confined by the substrate. We show that the confinement
itself provides a source of negative feedback that can drive propagating fronts. These simulations
are simplified and contain several assumptions, which may not apply to all the biological cases.
Furthermore, we do not claim that the actin waves along the basal membranes of cells are driven solely
by the mechanism that we describe. Clearly complex reaction-diffusion feedbacks play an important
role in the propagation of actin waves in cells [4,9,25,26,54–56]. Our work may motivate further studies
of models that include both the reaction-diffusion dynamics and the membrane shape, coupled by
curved membrane complexes that nucleate actin polymerization [15]. Since reaction-diffusion models
lead to rich dynamics, as does the curvature-actin coupling [19], we expect that models with both
features could open up new classes of cell membrane dynamics to explore.

Regarding localized structures at the basal membrane, our model predicts that these may be
stabilized by the formation of adhesion around the actin core, as observed in podosomes. Furthermore,
if the membrane can be maintained in a curved shape at the tip of the protrusion (rather than flatten),
we predict that the curved activators will be less strongly dispersed (if at all), and the lifetime of
the localized protrusion extended. This prediction is in agreement with observations that podosomes
preferentially form along grooves where the membrane naturally has the curvature of the protrusion
tip [57,58], and on rough surfaces [59]. When the protrusion is able to penetrate into the substrate,
as occurs in invadopodia [60], the curvature at the protrusion tip is also maintained and this can also
stabilize it. Future studies could explore the membrane dynamics predicted by this model on curved
substrates, during phagocytosis for example.

4. Materials and Methods

4.1. Model Without Membrane-Substrate Adhesion

The model has two variables, h(�r, t), n(�r, t), that describe the local height deformation of
the membrane from its uniform state, and the local density of the membrane-bound, and curved,
activators of actin polymerization, respectively. We will work in the limit of small membrane
deformations, which allow us to treat the elastic energy of the membrane due to tension and bending
in the quadratic limit [16,17]. This is an approximation which may be justified due to the presence of
the confining boundary that naturally limited the amplitude of the membrane deformations. Non-linear
effects arise in our calculations only from the conservation of the activator field n. For simplicity we do
not consider the process of binding and unbinding of the actin activators from the membrane, which
can be added in the future [11].

We start with the free energy of the membrane and actin activators [16,17]

F(h, n) =
∫

d2r

[
1
2

κ

(
∇2h − H̄

n
ns

)2
+

1
2

σ (∇h)2 + kBTn ln (n)

]
(6)

where σ is the effective membrane tension, κ the bending modulus, H̄ the spontaneous curvature of
the actin activators and ns their saturation density. In this treatment the two-dimensional Laplacian
∇2h is the local mean membrane curvature, and we keep the entropic term only at the lowest order,
valid for low protein densities n � ns.

We model the external barrier (substrate) as a one sided harmonic potential (Figure 8) that affects
the membrane if its height coordinate h exceeds the barrier height coordinate hwall. We also subject
the membrane to a similar force (though smaller in magnitude) if its height is lower than the initial
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height (at h = 0) to account for the overall average rigidity of the cortical cytoskeleton. The wall and
cytoskeleton interactions can be inserted as potentials to the free energy of the system, in the form

Vwall =

{
1
2 Fwall (h − hwall)

2 h > hwall

0 h ≤ hwall
(7)

Vcyt =

{
1
2 Fcyth2 h < 0

0 h ≥ 0
(8)

where Fwall,Fcyt determine the stiffness of these potentials.

Figure 8. Illustration of the model. The substrate (“wall”) acts as a spring with a force Fwall(h − hwall)

(right pink arrow) when the membrane height h exceeds the boundary location hwall. The cytoskeleton
acts in the same way only in the opposite direction (left pink arrow) and is typically softer,
i.e., Fcyt < Fwall.

The equation of motion for the membrane height is given by [16,61]

ḣ = −
∫

Γ(r − r′) δF
δh

d2r (9)

where Γ(r − r′) is the Oseen tensor for the hydrodynamic interactions through the surrounding
fluid. We replace this long-range interaction kernel with a local on, as is often used for membranes
that are highly confined by the cytoskeleton (and here also by the substrate) [16,17]. We therefore
take: Γ(r − r′) = μδ(r − r′), where μ is the drag coefficient of the membrane. We can now use
Equations (6) and (9) to write the equation of motion for the membrane height

ḣ = μ
[
−κ∇4h + κH̄

ns
∇2n + σ∇2h + A(n − n0)− Fwall(h − hwall)θ[h − hwall]− (1 − θ[h])Fcyth

]
(10)

where we used the step function θ[h] to implement the truncated forces of the confining potentials
of Equations (7) and (8). The fourth term on the r.h.s. denotes the force due to actin polymerization,
which is proportional to the density of actin activators with proportionality factor A. We subtract
the average density of the actin cortex in this term to denote the fact that the cell membrane tends to
be pushed away from the substrate by a layer of extracellular molecules (called the glycocalix) [1,62].
These molecules act as molecular cushions and maintain weak (non-specific) cell-substrate adhesion,
and maintain osmotic pressure on the cell membrane.
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The dynamics of the actin activators is given by [16,17]

ṅ = Λ∇
(

n∇
(

δF
δh

))
= D∇2n +

ΛκH̄2

n2
s

∇ (n∇n)− ΛκH̄
ns

∇
(

n∇3h
)

(11)

where Λ is the mobility of the activators in the membrane, and D = ΛkBT is their diffusion coefficient.
We note that the model presented here considers activators that are permanently bound to

the membrane and respond to the curvature by flowing in the membrane. Alternatively, the activators
can be considered to adsorb to the membrane from the cytoplasm in a curvature-dependent
manner [11].

Linear stability analysis of these equations of motion (Equations (10) and (11)) indicate that
the system is unstable to small perturbations in either the membrane shape or activators density,
for a range of parameters. For negligible membrane tension the most unstable wavelength is

λc � 2π

√
kBTμ
AH̄ns

(12)

We chose the parameters to have this wavelength of order 1 μm.
The numerical simulations were done using an explicit finite difference scheme centered in space

and forward in time, with periodic boundary conditions. The Cartesian grid used in the simulations
was 0.025 × 0.025 μm in size.

4.2. Model with Membrane-Substrate Adhesion

When including adhesion proteins, the free energy of the system becomes

F(n, h) =
∫

dxdy
[

1
2

κ

(
∇2h − H̄

ns
n
)2

+
1
2

σ(∇h)2 + gbθ(h − hg)
1
2

kd(h − hwall − l0)2+

kBT
(

n ln(n) + g f ln(g f )
) ] (13)

where l0 is the length of the external part of the adhesion protein and hg is the minimal membrane
height required for adhesion to take place. We take this value to be hg � hwall − 2l0 to allow for
variations in the proteins length or membrane fluctuations.

In addition, we assume that the mobility of the actin activators to decrease in regions that have
high concentration of adhered adhesion proteins. The reasoning behind this is that the scaffold of
plaque proteins surrounds the actin core and restricts the movement of actin filaments, and forms
a “diffusion barrier”. If actin activators are attached to actin filaments then they too will be restricted.
We therefore take the mobility to decrease with the local density of bound adhesion proteins, as follows

Λ =

{
Λ0 − gb

gmax
, for gb ≤ gmax

0, for gb > gmax
(14)
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Under these conditions we can write the following equations of motion, including the dynamics
of the free and bound adhesion proteins (g f ,gb respectively)

ḣ = −μ

(
κ∇4h +

κH̄
ns

∇2n + μσ∇2h + A(n − n0)− θ(h − hg)gbkd(h − hwall − l0)− (15a)

θ(h − hwall)Fwall(h − hwall)− (1 − θ(h))Fcyth
)

(15b)

ṅ = D∇2n +
ΛκH̄2

n2
s

∇(n∇n)− ΛκH̄
ns

∇(n∇3h) (15c)

ġb = θ(h − hg)k
g
ong f − kg

o f f gb (15d)

ġ f = Dg∇2n f − θ(h − hg)k
g
ong f + kg

o f f gb (15e)

where Dg is the diffusion coefficient of the free (un-adhered) adhesion proteins in the membrane,
and the binding/unbinding rates of the adhesion proteins is given in Equations (4) and (5).

Supplementary Materials: The following are available at http://www.mdpi.com/2073-4409/9/3/782/s1,
Movie S1: Movie of numerical integration of Equations (10) and (11) showing a single growing protrusion,
that upon collision with the flat substrate is converted into an expanding ring. This movie corresponds to Figure 1
of the paper. Movie S2: Movie of numerical integration of Equations (10) and (11) showing a single growing
protrusion, that upon collision with the flat substrate is converted into an expanding ring. The ring then encounters
a cylindrical protrusion along the x-axis of the substrate. This movie corresponds to Figure 4 of the paper.
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Abstract: Proteins associated with the yeast plasma membrane often accumulate asymmetrically
within the plane of the membrane. Asymmetric accumulation is thought to underlie diverse processes,
including polarized growth, stress sensing, and aging. Here, we review our evolving understanding of
how cells achieve asymmetric distributions of membrane proteins despite the anticipated dissipative
effects of diffusion, and highlight recent findings suggesting that differential diffusion is exploited to
create, rather than dissipate, asymmetry. We also highlight open questions about diffusion in yeast
plasma membranes that remain unsolved.

Keywords: diffusion; cell polarity; Cdc42

1. Introduction

The growth mode of budding yeasts, including the popular model Saccharomyces cerevisiae, involves
the creation of a new cell (the bud) connected to a mother cell. Bud formation involves sequential
changes in the pattern of secretion during the cell cycle, changing from uniform secretion in the mother
during G1 phase, to polarized secretion into the bud during S/G2/M phases, to directed secretion
towards the mother-bud neck during septation (Figure 1A). This pattern of secretion means that new
proteins are delivered to locations that vary depending on when in the cell cycle the proteins are
synthesized. For proteins that are linked to the cell wall, where they do not subsequently diffuse,
the timing of synthesis determines their spatial distributions, as shown by elegant promoter-swap
experiments [1] (Figure 1B). Similar analyses indicated that some “landmark” proteins, which guide
the positioning of future bud sites, are also localized by controlling the timing of their expression in the
cell cycle [2]. However, it was long assumed that the dissipative effects of diffusion would make this
mechanism ineffective for proteins that are not attached to the rigid cell wall.

Cells 2020, 9, 1113; doi:10.3390/cells9051113 www.mdpi.com/journal/cells23
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Figure 1. Stereotyped pattern of secretion enables localization dependent on the time of synthesis
during the cell cycle. (A) Arrows indicate secretion patterns through the cell cycle. (B) With no diffusion,
cell wall-linked proteins are spatially distributed in a manner that reflects where they were initially
secreted. This leads to their accumulation in the mother, the bud, or at sites of cytokinesis, depending
on the timing of their synthesis during the cell cycle.

2. Slow Diffusion Restricts Mobility in the Yeast Plasma Membrane

Yeast cells are small, with diameters of 4–6 μm [3]. Over such distances, proteins with diffusion
constants typical of most integral membrane proteins in animal and bacterial membranes (~0.1 μm2/s) [4–7]
would diffuse across the cell in a few minutes. Nevertheless, many yeast membrane proteins accumulate
asymmetrically in the mother or bud plasma membrane. Early hypotheses to explain such asymmetries
involved a diffusion barrier at the mother-bud neck linked to cytoskeletal septin filaments found at
that location [8,9]. However, subsequent work suggested instead that no barrier is needed because
diffusion in the yeast plasma membrane is remarkably slow [10].

Fluorescence Recovery After Photobleaching (FRAP) studies showed that single-pass
transmembrane proteins in the yeast plasma membrane diffuse with D < 0.0025 μm2/s, while multipass
transmembrane proteins diffuse with D < 0.0005 μm2/s [11,12]. Because these studies assumed
that all fluorescence recovery was due to diffusion (neglecting other possible recovery pathways),
they represent upper bounds on the diffusion constant, so these findings indicate that proteins in
the yeast plasma membrane are remarkably immobile. This does not appear to stem from unusual
features of the proteins themselves, as similar proteins targeted to a yeast vacuolar membrane or a
mammalian plasma membrane are far more mobile (D ~0.1 μm2/s) [11]. Consistent with the cited
studies, FRAP experiments on a variety of other membrane proteins detected very little recovery on
10 min timescales, in fission yeast as well as budding yeast [13–15]. Thus, it appears that yeast plasma
membranes severely restrict diffusion of embedded proteins.

3. Basis for Asymmetric Distribution of Integral Membrane Proteins

Interestingly, several long-lived membrane proteins are enriched in the mother plasma membrane,
and this has been linked to the process of aging in yeast [13,16,17]. The proton pump, Pma1, is enriched
in the mother and is thought to initiate aging by raising the cytoplasmic pH in the mother cell [16].
Transporters of the multidrug resistance family are also enriched in the mother plasma membrane, and
are thought to decay with age, depriving the aging mother cell of detoxification capacity [13].

Given the very restricted lateral mobility of plasma membrane proteins in yeast, one way to obtain
mother-enriched protein localization would be to restrict protein synthesis to a specific phase of the
cell cycle, as discussed for cell wall proteins (Figure 1B). Indeed, the timing of synthesis combined
with slow diffusion appears to account for much of the observed asymmetry for these long-lived
proteins [10].

Slow diffusion also has implications for the distribution of short-lived proteins. The yeast
pheromone (α-factor) receptor, Ste2, undergoes endocytosis and vacuolar degradation [18,19]. In cells
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that have not been exposed to pheromone, Ste2 synthesis is constitutive and endocytosis is slow.
This causes Ste2 to accumulate in broad zones representing sites of recent delivery that change through
the cell cycle [12,20]. In cells exposed to pheromone, Ste2 endocytosis and degradation is rapid, so that
only very recently deposited receptor is present on the plasma membrane, accumulating more tightly
around the site of polarized secretion [21].

Endocytosis and recycling can also change the distribution of long-lived membrane proteins. In a
series of elegant experiments, the polarized distribution of v-SNAREs on the yeast plasma membrane
was shown to arise from the combination of polarized delivery, slow diffusion, and rapid endocytosis
that recycles v-SNAREs before they diffuse too far from their site of deposition [11] (Figure 2A). Similar
mechanisms account for the polarized distribution of the plasma membrane stress sensor Wsc1 [22].
Point mutations that disable the endocytosis of these proteins cause them to accumulate uniformly
all over the membrane, while appending a strong endocytosis signal on an otherwise uniformly
distributed plasma membrane protein suffices to make its distribution resemble that of v-SNAREs and
stress sensors [11].

Figure 2. Dynamic localization of integral membrane and peripheral membrane proteins.
(A) Asymmetric distribution of v-SNAREs arises from vesicle-mediated delivery of v-SNAREs to
polarity sites (left), slow diffusion of v-SNAREs on the membrane (middle), and recycling via endocytosis
(right). Note that while these processes are highlighted in separate panels for clarity, they all occur
continuously. (B) Cdc42 localization through the cell cycle. (C) Asymmetric distribution of GTP-Cdc42
arises from deposition of GDP-Cdc42 on the membrane by GDI followed by local activation by GEF
(left), diffusion of GTP-Cdc42 on the membrane (middle), and inactivation by GAP allowing GDI
to pluck GDP-Cdc42 off the membrane, recycling it to the cytoplasm (right). Note that while these
processes are highlighted in separate panels for clarity, they all occur continuously. Recruitment of GEF
to sites with GTP-Cdc42 enables a positive feedback loop that loads GTP on neighboring Cdc42.

In aggregate, these studies highlight two key aspects of yeast cell biology that enable asymmetric
accumulation of integral membrane proteins. First, secretion is directed towards different sites in a
stereotypical manner during the cell cycle, allowing targeted delivery of proteins depending on their
time of synthesis. Second, slow diffusion in the yeast plasma membrane can allow for asymmetries to
persist, either passively for long-lived almost immobile multipass membrane proteins, or via endocytic
recycling for more mobile single-pass membrane proteins.
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4. Asymmetric Distribution of Peripheral Membrane Proteins: Recycling via the Cytoplasm

Unlike integral membrane proteins, peripheral membrane proteins can detach from the membrane
to the cytoplasm, where diffusion is much more rapid (typically 5–15 μm2/s) [6,7]. For a cell as small as
yeast, cytoplasmic diffusion is very effective at dissipating any spatial gradients, as proteins would
diffuse throughout the cell in ~1 s. However, selective attachment/detachment from membranes can
result in localization to discrete sites. Perhaps the most intensively studied example is the conserved
Rho-family GTPase Cdc42, responsible for polarity establishment.

Cdc42 localization changes dramatically through the cell cycle (Figure 2B). Initially dispersed
throughout the cell, in late G1 Cdc42 accumulates at a patch on the plasma membrane that defines
the site of future bud emergence. Cdc42 is enriched in the bud membrane during bud growth and
relocates to the mother-bud neck during cytokinesis [23,24]. Because Cdc42 organizes the downstream
polarization of the cytoskeleton, considerable interest has focused on understanding how Cdc42 itself
becomes enriched at the polarity site [25].

Cdc42 is prenylated, which promotes its attachment to membranes. An early hypothesis to explain
Cdc42 polarization was that, as for the v-SNAREs discussed above, directed secretion combined
with endocytosis could mediate asymmetric accumulation of Cdc42 [26] (Figure 2A). However,
estimates of the Cdc42 diffusion constant (0.036 μm2/s: [27]) were far higher than those for v-SNAREs
(0.0025μm2/s: [11]). With such high mobility, no realistic endocytic pathway could recycle the Cdc42 fast
enough to counteract the dissipative effect of diffusion [28,29]. A proposed role for the septin diffusion
barrier in maintaining Cdc42 polarity [30] also seems unlikely, as Cdc42 remains well polarized in
septin mutants. Instead, current models of Cdc42 localization invoke recycling through detachment of
the protein to the cytoplasm.

At the membrane, Cdc42 switches between GTP- and GDP-bound states in a manner assisted by
GDP exchange factors (GEFs) and GTPase-activating proteins (GAPs) (Figure 2C). The Cdc42-directed
GEF in yeast is primarily cytoplasmic, but associates with other proteins that allow it to be recruited to
membrane sites with pre-existing GTP-Cdc42 [31]. This means that locations with some GTP-Cdc42
accumulate GEF, which loads GTP on neighboring Cdc42, creating a positive feedback loop that
can drive symmetry breaking polarization. As GTP-Cdc42 diffuses, ubiquitous GAPs promote its
conversion to GDP-Cdc42. GDP-Cdc42 can detach from the membrane to the cytoplasm, assisted by
a GDP-dissociation inhibitor (GDI) [32] (Figure 2C) or via other poorly characterized pathways [33].
This enables rapid dissipation of any GDP-Cdc42 asymmetry via cytoplasmic diffusion. The preferential
detachment of GDP-Cdc42 (compared to GTP-Cdc42) enables recycling of GDP-Cdc42 via the cytoplasm
while maintaining a gradient of GTP-Cdc42 at the membrane (Figure 2C) [34–36]. This mechanism
resembles the endocytic recycling mechanism of v-SNAREs (Figure 2A), but with rapid cytoplasmic
diffusion allowing for much faster recycling that maintains the asymmetry of Cdc42 despite the higher
diffusion of this peripheral membrane protein. In addition to cytoplasmic recycling, some studies have
suggested that Cdc42 polarization is assisted by differential diffusion of Cdc42 at the plasma membrane.

5. Differential Diffusion of Cdc42 at the Membrane

The first report to consider differential diffusion of Cdc42 suggested that Cdc42 could diffuse
more slowly in one part of the plasma membrane than another, perhaps due to membrane domains of
different lipid composition [37]. Such location-dependent diffusion would enable diffusion to promote,
rather than dissipate, Cdc42 asymmetry at the membrane. The notion that differential diffusion would
serve to generate a nonhomogeneous distribution is widely recognized in physics and chemistry.
As a simplifying case, let us neglect membrane–cytoplasm exchange and consider a cell that starts
with uniformly localized Cdc42 all over the plasma membrane. If Cdc42 diffusion were reduced in a
specific zone of the membrane, then molecules entering that zone by rapid lateral diffusion would slow
down, and Cdc42 would accumulate in the slow-diffusion zone (Figure 3A). At steady state, Cdc42
concentration would be uniformly high within the zone, and uniformly low outside the zone. At the
zone boundary, there would be a balance between escape of the slow-moving Cdc42 and arrival of
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rapidly-diffusing Cdc42. To maintain that balance, the concentration of Cdc42 within the slow zone
must be higher than that outside the zone, by a factor equal to the ratio of diffusion constants.

Evidence for such location-dependent diffusion came from an unexpected observation [37].
GFP-Cdc42 at polarity sites displayed patchy localization, with dark spots in an otherwise bright
polarized zone (Figure 3B). The patchiness persisted in mutants lacking the GDI and treated with
Latrunculin to disable endocytosis: conditions intended to disable membrane–cytoplasm exchange.
Moreover, an iFRAP experiment bleaching all of the GFP-Cdc42 outside of the polarity site led to
a gradual loss of fluorescence over 2–4 min while maintaining the patchy pattern at the membrane.
How could steep local gradients in GFP-Cdc42 concentration between adjacent patches exist when
diffusion should rapidly dissipate such gradients?

The authors proposed that the patches represented zones in which Cdc42 mobility was altered,
so that bright patches were slow-mobility zones and dark patches (as well as areas outside the polarity
site) were high-mobility zones. In this view, location-dependent diffusion explained the GFP-Cdc42
localization pattern (Figure 3C). Fitting the GFP-Cdc42 localization data yielded diffusion estimates
of 0.053 μm2/s (fast zones) and 0.0061 μm2/s (slow zones). The authors speculated that fast and slow
diffusion zones might represent patches of membrane with different lipid composition, reminiscent of
lipid rafts, although current models for lipid rafts consider much smaller and more transient entities.

Figure 3. Differential diffusion of Cdc42. (A) Location-dependent differential diffusion: zones of fast
and slow mobility (blue and orange, respectively) would cause a protein (green) to become concentrated
in the slow-diffusion zone. (B) GFP-Cdc42 displays patchy localization at polarity sites. (C) Patchy
localization could be explained by alternating zones of slow and fast mobility. (D) Patchy localization
of GFP-Cdc42 could also be explained by exclusion of GFP-Cdc42 from endocytic sites (clathrin-coated
pits). (E) Differential diffusion of GTP-Cdc42 and GDP-Cdc42. Localized GEF activity (blue) and
uniform GAP activity (orange) would lead to local activation of Cdc42 in the GEF zone. If GTP-Cdc42
(green) diffuses less than GDP-Cdc42 (red), then Cdc42 accumulates in the GEF zone. Arrows indicate
high mobility of GDP-Cdc42 relative to GTP-Cdc42.

An alternative, and in our view more likely, interpretation of the bright and dark patches is based
on the observation that fluorescent markers of endocytic sites at the membrane showed a pattern that
was anticorrelated with the GFP-Cdc42 signal [37]. We suggest that this could arise if GFP-Cdc42
were excluded from endocytic sites by the clathrin-associated coat proteins, generating the dark
patches in the polarity site (Figure 3D). Because Latrunculin treatment blocks internalization of the
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endocytic coat, endocytic “dark patches” could stably persist in the iFRAP experiment described above.
This hypothesis would obviate the need for location-dependent diffusion to explain the existence of
stable bright and dark patches. Instead, the gradual dissipation of GFP-Cdc42 could reflect maintenance
of asymmetry by GDI-independent recycling via the cytoplasm [33], combating a uniform diffusion
of Cdc42.

6. Differential Diffusion of GTP-Cdc42 and GDP-Cdc42

Other studies proposed a distinct scenario in which diffusion of any given Cdc42 molecule is
similar at all locations, but different forms of Cdc42 (GTP-Cdc42 vs. GDP-Cdc42) have inherently
different mobility [14,38]. Consider a situation in which GDP-Cdc42 diffuses more rapidly in the
plane of the membrane than GTP-Cdc42 (Figure 3E). The positive feedback loop mentioned above
(Figure 2C) would create a zone where GEF activity is elevated, so that most Cdc42 in that zone would
be GTP-bound. Assuming that ubiquitous GAP activity keeps Cdc42 elsewhere mostly GDP-bound,
the cell would develop a zone with slow (GTP-)Cdc42 diffusion surrounded by a membrane with rapid
(GDP-)Cdc42 diffusion. As with the differential mobility that comes from preferential detachment of
GDP-Cdc42 from the membrane to the cytoplasm, this version of differential diffusion enables (rather
than dissipating) polarization, and can collaborate with positive feedback via GEF recruitment to
concentrate Cdc42 at the polarity site.

Convincing evidence for a stark GDP/GTP-dependent difference in Cdc42 diffusion came from
studies in fission yeast, where (unlike in budding yeast) Cdc42 mobility was largely independent of the
GDI. GDP-Cdc42 was estimated to diffuse rapidly in the membrane (0.1-0.2 μm2/s), while GTP-Cdc42
diffusion was at least 10-fold slower [14]. This difference is sufficient, when combined with local GEF
activity, to explain the enrichment of Cdc42 at polarity sites. Although early estimates in budding
yeast found no evidence for a difference in diffusion constants for GDP-Cdc42 and GTP-Cdc42 [27],
more recent work using single-particle tracking of photo-activatable mEOS-Cdc42 is consistent with an
approximately two-fold difference (0.011 μm2/s for GTP-Cdc42 and 0.023 μm2/s for GDP-Cdc42) [38].
These findings suggest that both yeasts exploit differential diffusion of GDP-Cdc42 and GTP-Cdc42 to
enhance Cdc42 asymmetric distribution at the membrane.

7. Conclusions and Open Questions

Diffusion is best known as a dissipative process that acts to reduce concentration gradients in
cells and membranes. Nevertheless, many proteins in yeast plasma membranes develop markedly
asymmetric patterns of accumulation. The studies discussed above suggest that this is enabled by two
features. First, protein diffusion in the yeast plasma membrane is unusually slow, which reduces the
dissipative effects of diffusion. Second, some proteins, including Cdc42, may diffuse at different rates
depending on their conformation. These studies raise several unsolved questions, a few of which are
highlighted below.

7.1. Why Is Diffusion So Slow in the Yeast Plasma Membrane?

Mutations that perturb the normal lipid composition of the plasma membrane can modestly
increase protein diffusion [11,15]. Thus, an unusual lipid composition may increase membrane viscosity,
hence slowing diffusion. However, even quite dramatic changes in lipid composition do not restore
diffusion to the levels typical of other membranes, suggesting that non-lipid factors also contribute to
immobilization. Because the plasma membrane is in contact with the rigid cell wall, it seems likely
that interactions between membrane proteins and the immobile wall may also serve to restrict lateral
mobility. Studies in plant cells have shown that even membrane proteins that do not bind to the cell
wall can be corralled due to turgor-based apposition of the plasma membrane to the wall [39]. In yeast
there are other immobile structures called eisosomes that form stable grooves in the plasma membrane
and can impede diffusion of other membrane proteins [40]. Moreover, abundant membrane proteins
like the proton pump Pma1 display dynamic mesh-like localization patterns in the membrane [41,42],
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potentially creating corrals that could slow diffusion of other proteins by confining their movement [43].
Understanding the contributions made by lipids, proteins, and the cell wall would be interesting and
informative with regard to the degree to which similar phenomena occur in other systems.

7.2. Why Do So Many Membrane Proteins Accumulate Asymmetrically?

With the exception of the bud-site selection landmarks [2] and perhaps the stress sensors [22], we do
not understand why a cell would benefit by accumulating many membrane proteins asymmetrically.
Indeed, in several cases it seems counterproductive to do so. Asymmetric accumulation of proton
pumps and transporters has been linked to deterioration of mother cells during aging [13,16], and
it is unclear what benefit might outweigh that cost. Asymmetric accumulation of pheromone
receptors has the potential to mislead mating cells about the location of a mating partner, requiring
corrective mechanisms to provide accurate detection [12]. It would seem quite simple to avoid these
problems, and there are instances where endocytic recycling has been tuned so as to counteract the
asymmetry derived from timed synthesis in the cell cycle [10]. Why, then, are apparently unproductive
asymmetries maintained?

7.3. What Is the Basis for the Differential Diffusion of GDP-Cdc42 and GTP-Cdc42?

The structures of GDP- and GTP-bound Cdc42 differ in well-appreciated ways [44], but it is not
clear why that conformational change would significantly alter the protein’s mobility in the membrane.
Perhaps the simplest hypothesis would be that there is a much lower-mobility integral membrane
protein that interacts selectively with GTP-Cdc42, slowing its diffusion. Single-particle tracking
experiments in plant and animal as well as yeast cells identified a subset of “immobile” molecules, and
high variability in the trajectories of individual molecules, consistent with interactions that transiently
immobilize the protein. Other potential reasons for such transient immobilization invoke roles for
lipids and nanoclusters of Cdc42 [38,45–47]. Overall, it seems we still have much to learn about how
various proteins diffuse in the yeast plasma membrane.
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Abstract: Cells need to organise and regulate their biochemical processes both in space and time
in order to adapt to their surrounding environment. Spatial organisation of cellular components is
facilitated by a complex network of membrane bound organelles. Both the membrane composition
and the intra-organellar content of these organelles can be specifically and temporally controlled
by imposing gates, much like bouncers controlling entry into night-clubs. In addition, a new level
of compartmentalisation has recently emerged as a fundamental principle of cellular organisation,
the formation of membrane-less organelles. Many of these structures are dynamic, rapidly condensing
or dissolving and are therefore ideally suited to be involved in emergency cellular adaptation to
stresses. Remarkably, the same proteins have also the propensity to adopt self-perpetuating assemblies
which properties fit the needs to encode cellular memory. Here, we review some of the principles of
phase separation and the function of membrane-less organelles focusing particularly on their roles
during stress response and cellular memory.

Keywords: stress; cellular memory; phase separation; prions

1. Introduction

Phase separation is the demixing of a homogeneous mixture in solution to two separated phases,
one of which can take the form of an assembled and detectable structure. These assembled structures
have been given various nomenclatures including biomolecular super-assemblies, condensates,
quinary structures or membraneless organelles, which suggests that a wide array of structures could
be included in this classification [1]. One such example of a phase-separated structure is P-granules
and is involved in specifying germ cells in Caenorhabditis elegans [2,3]. Since phase separation was
found to play an important role into the biology of C. elegans, a plethora of structures forming through
phase separation have been identified and examples of these include nucleolus for ribosome assembly,
paraspeckles and nuclear speckles which regulate gene expressions, P-bodies for RNA storage and
processing, Cajal bodies for regulation of small nuclear and small nucleolar RNA genes, stress granules
for storage of stress-halted proteins and RNA [4–11]. In addition to phase separation being fundamental
in cell physiology, its role and perturbation in diseases has emerged as a novel focus to understand the
mechanisms of some pathologies such as amyotrophic lateral sclerosis (ALS). Some of these assemblies
can be very dynamic; they condensate and dissolve very quickly. For example, the poly(A)-binding
protein (Pab1) of Saccharomyces cerevisiae, has been demonstrated to phase separate in vivo and in vitro
to form hydrogels in response to physiological heat stress [12]. In this context, phase separation of
Pab1 is suspected to function in regulating translation of heat stress-related mRNAs [13]. Like Pab1,
the yeast Sup35, a translation termination factor, is also capable of forming liquid/gel-like condensates
in vivo during energy depletion-induced pH stress which completely dissolves once conditions return
to normal [13]. The dynamic nature of these structures is very interesting for rapid response to quickly
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changing environments. Interestingly, some of these structures can in addition lock into a stable
prion state which is an appealing property for a protein complex to establish and maintain cellular
memory. Prions are self-templating, altered, heritable forms of normal cellular proteins which are
often associated with neurodegenerative diseases and more recently adaptation to environmental
changes [14,15]. Phase separating proteins and prions are both enriched in low complexity regions
biased for specific amino acids. The difference, however, is that prions form stable structures while
structures arising from phase separation are more dynamic [15].

In this review, we discuss some of the principles of protein phase separation and how cells use
phase separation to adapt to stress conditions. We also examine how phase separation can support
cellular memory in different organisms.

2. Phase Separation Drives the Formation of Membraneless Organelles

Phase separation may involve a single protein (simple coacervation) or it could require two or
more proteins or RNA forming a complex (complex coacervation) [16]. A feature often found in
the sequence of proteins that undergo phase separation is the presence of intrinsically disordered
regions (IDRs) [17]. They are characterised by low complexity regions enriched in repetitive amino
acid sequences or motifs [18]. These motifs are multivalent and allow the formation of a network of
crosslinking caused by specific motifs within the same protein (Figure 1) [19]. Multivalency refers
to specific intermolecular interactions resulting from the presence of multiple domains or motifs
within a protein [16]. Some studies have described proteins with multivalency as quinary structures,
which are protein structures that are shaped and selected by evolution rather than randomly formed,
misfolded aggregates [20–22]. Because such repeats in IDRs are enriched with amino acid side chains
possessing biased properties (uncharged, charged or aromatic), specific secondary structure driving
forces such as hydrogen bonding, dipole–dipole, pi–pi interactions and pi–cation interactions lead to a
variety of contacts within the same protein structure [23,24].

IDRs enriched in positively charged amino acids (arginine/glutamine) have the tendency to bind
negatively charged RNA and phase separate in the process [16]. For example, Fused in sarcoma (FUS),
an RNA-binding protein involved in a range of essential processes including transcription, splicing,
mRNA transport and translation, undergoes reversible phase separation in vitro between a dispersed,
liquid droplet or hydrogel state under low salt concentration. Mutations in FUS induce pathological
protein assemblies which are associated with diseases such as familial amyotrophic lateral sclerosis
(fALS) and frontotemporal lobar degeneration (FTLD). This shows why it is important to investigate
the structure and dynamics of IDR-containing proteins [24,25]. FUS contains an RGG domain enriched
in arginine/glycine which displays a high content of beta-strand structure [26]. The presence of RNA in
solution with the FUS protein accelerates its self-assembly, because the RNA-binding domain provides
a scaffold for self-assembly of the protein [27]. Together, IDRs, RGG domains of FUS and RNA form
essential components of stress granules and concomitantly, multivalency influences the capability of a
protein to phase separate [27].

Many proteins and in many organisms across kingdoms contain IDRs. For example, the budding
yeast S. cerevisiae proteome contains over 20% of proteins with IDRs, and in silico screening of IDR
proteins in 31 eukaryotic genomes showed that 52–67% have long (at least 40 consecutive residues)
IDRs [28–32]. However, some proteins are more prone to phase separate than others. Currently, it is
unclear what really determines the phase separation tendency of an IDR-containing protein solely
from their sequences. An answer may come from analysis of the steady-state phase separation of Whi3
in a multinucleate organism such as Ashbya gossypii. Whi3 is an mRNA binding protein involved in
regulating nuclear division and polarity by interacting with various mRNAs [33]. These interactions
affect the structural organisation of Whi3, which consequently allows it to regulate these processes [33].
Whi3 forms droplets in vitro and in vivo. In vivo, phase separation of Whi3 is largely promoted by two
mRNAs CLN3 and BNI1 and interestingly, the biophysical properties of the droplets are specific to the
bound mRNA [33]. Local concentrations of Whi3, CLN3 mRNA and BNI1 mRNA could therefore serve

34



Cells 2020, 9, 1302

as a way to regulate various droplets associated with different cellular processes at distinct locations
within the same cytoplasm. This could be a mechanism by which constitutive phase separation and
a switch between two states is regulated. Phosphoregulation may be another reason that could be
responsible for specifying the function of various Whi3 condensates [34]. Thus, it is important to note
that the assembly of membraneless organelles is the collective effect of multivalency and other factors
such as RNA which can aid or expedite their assembly. This may underline that multivalency is an
essential criterion for phase transition and that IDRs are only the tip of the iceberg of protein sequences
promoting phase separation [35,36].

 

Figure 1. Different levels of phase separation. Multivalent interactions between intrinsically disordered
regions (such as hydrogen bonding, pi–pi interactions, pi–cation interactions and dipole–dipole
interactions) are necessary for phase separation.

As a result of different combinations of intermolecular interactions, multivalency can give rise to a
range of phase separated structures. Here, two case studies in which disparate structures arise from two
different IDR-containing proteins can be considered: the regulation of P granules assembly by the RNA
helicase LAF-1 in C. elegans and a protein involved in ALS, TDP-43. P granules are C. elegans germline
granules consisting of RNA and protein condensates within the cell and are key in determining
the properties of germ cells [37,38]. Phase separation of P granules is induced by the N-terminal
low-complexity RGG domain of LAF-1 [3]. The fact that the intermolecular interactions governed by
the LAF-1 RGG domain are influenced by salt concentration underscores that such interactions are
weak enough to be destabilised by an increase in electric charge [3]. This is important as these weak
interactions in liquid droplets formed by LAF-1 render them reversible, unlike TDP-43 aggregates.

TDP-43 is an aggregation-prone protein which largely influences the onset of sporadic ALS and
frontotemporal dementia, owing to the presence of ALS-linked mutations in its C-terminus [39].
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Similar to LAF-1, TDP-43 contains an arginine/glycine rich domain. However, unlike LAF-1,
TDP-43 has the propensity to form solid deposits. The presence of stress granules has been shown
to enhance TDP-43 aggregate formation due to the sequestration of proteostasis factors such as
HDAC6. Indeed, HDAC6 inhibition correlated with an increase in TDP-43 size [40]. The enhancement
of TDP-43 aggregation by stress granule association has also previously been proposed to be a result
of increased ubiquitylation and reduced splicing activity [41]. Remarkably, the point mutations
found in ALS patients accelerate the formation of TDP-43 solid inclusions in vitro [39]. Interestingly,
different morphologies were also observed depending on the amino acid mutated, such as defined
filamentous or amorphous structures [39]. The fact that IDRs can induce different types of assemblies
could be explained by the conditions; it is possible that in physiological conditions, these proteins favour
one form over another depending on, for example, the presence of RNA or a protein concentration
threshold. Thus, each type of structure may have specific assembly requirements. It is not surprising
that similar IDRs lead to a range of structures, as this is characteristic of multivalency and weak
interactions in quinary structures, as well as the pleiotropy in some protein assemblies [19,22,42].
However, the biochemistry of such structures is likely to be far more complicated inside cells than
what is currently experimentally observed, and there may be many more factors influencing them.

3. Phase Separation as an Adaptation Mechanism in Cells

Specific environmental cues including temperature, pH, osmotic and nutrient changes trigger
phase separation of proteins and RNA. Here, we discuss a series of adaptation mechanisms that rely
on protein phase separation.

3.1. Polyadenylate Binding Protein (Pab1) Droplet Formation in Temperature Sensing

The temperature threshold at which most cellular processes are able to be carried out is
limited. Beyond these thresholds, physiology begins to deteriorate as a consequence of protein
denaturation and disruption of cell membrane integrity. Therefore, living organisms need to execute
an ensemble of adaptation mechanisms to try to survive to temperature stress. Stress granules
(SGs) are formed in response to unfavourable changes in environmental conditions including
temperature. While numerous stress-granule-associated proteins have been identified, Pab1 is unique
in its exceptional temperature-sensitivity. Indeed, Pab1 displays a thermal-responsive self-assembly
rate 160-fold higher than typical biological reactions [12]. Like many SG-associated proteins, Pab1 has
been hypothesized to upregulate mRNA translation by forming higher-order protein assemblies
(Figure 2) [12]. The structural requirements for Pab1 to phase separate as an adaptive response to heat
shock has been previously probed in vitro, where the significance of multivalency in the context of Pab1
demixing has been highlighted. It was found that while the P domain of Pab1 (the proline-rich IDR) can
modulate the extent of phase separation, it is not necessary for phase separation to occur. The deletion
of the proline-rich domain of Pab1 showed reduced phase separation [43]. However, the additional
knockouts of 3 of its RRMs (RNA-recognition motifs) exhibited the greatest increase in the temperature
boundary required for its phase separation [43]. This implicates that in the absence of each of its six
domains, Pab1 was still able to phase separate at different temperatures, but absence of the RRMs
showed the most impairment to de-mix. Therefore, the IDR of Pab1 is not required for phase separation
and the RRMs contain major molecular determinants for demixing. This suggests that Pab1 demixing
is more reliant on multivalent interactions of the RRM domain with the IDR serving as an additional
tuner, rather than the IDR being the key player.

While being an unparalleled temperature-sensing system, the P-domain of Pab1 is highly
evolutionarily conserved across fungal species [1,12]. Remarkably, the frequency of usage of aliphatic
residues within the domain is reflected by a fitness advantage. Amongst numerous fungal species,
proline-rich regions are almost identical, while alternating patterns between aliphatic residues such as
methionine, valine and isoleucine is observed [12]. Interestingly, a negative relationship was found
between the frequency of aliphatic amino acids and their hydrophobicity in the interchangeable
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sections of the P-domain across these species [12], while this trend was different albeit consistent
across the rest of the protein sequence, the yeast proteome and disordered regions. The composition
of these flexible regions of the P-domain has been naturally selected according to hydrophobicity;
Pab1 phase separation is adaptive and has been fine-tuned on an evolutionary time scale. From this,
we can conclude that Pab1 acts as a temperature sensor by using its RRMs, and to a lesser extent its
P-domain, to tailor mRNA translation levels according to temperature changes within and around the
cell through phase separation.

 

Figure 2. Different stress signals trigger phase separation of intracellular components in yeast (OSFs,
Pab1, cytoplasm, Sup35) and mammalian cells (MAVS, TDP-43, YAP). Schemes adapted from [12,14,44].

3.2. pH Sensing with Poly-Uridylate Binding Protein (Pub1) and the Cytoplasm

Temperature change in the cell is often coupled with fluctuation in pH [43]. Stress response
pathways overlap in both conditions, such as the formation of stress granules. Along with Pab1,
the protein Pub1 is also a canonical component of stress granules [45] and as the name suggests, it is
also an RNA-binding protein [46]. In situations of glucose starvation, cellular ATP levels drop and the
proton-exporting activity by ATPases is reduced, which in turn induces a decrease in cytosolic pH [47].
In these conditions, Pub1 forms condensates and acts as a pH sensor [48].

Is there any common ground in proteins that sense stress? Both Pab1 and Pub1 are SG-related
and RNA-binding proteins and the efficiency of phase separation in both proteins is perturbed by
the presence of RNA [12,48]. Moreover, in both cases, the RRM domains play a significant role in
influencing phase separation. In another study, imaging of cells expressing full-length Pub1, Pub1-RRM
(Pub1 with only RRMs) or Pub1-LC (Pub1 with only the low-complexity domain) showed that only the
former two variants formed condensates after energy depletion-induced pH change [48]. Considering
the data on the P domain in Pab1, such IDRs/LC domains seem to serve a secondary role in regulating
phase separation via the RRMs, which act as the primary modulators [48]. While further studies are
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needed to pinpoint the canonical phase separating features of SG-proteins, these studies on Pab1 and
Pub1 tell us that their IDRs act to regulate solubility of the protein which provides specificity of phase
separation morphology. Such morphologies are likely to be evolutionarily refined to detect different
thresholds of stress.

In more extreme cases of pH stress, a widespread phase transition can also occur in the cell as
a result of entry into dormancy [49]. This shifts the cell into a state of cell cycle arrest and reduced
metabolic activity involving the packing of proteins into higher order structures, caused by a transition
of the cytoplasm from a liquid to a glass-like state upon manipulation of cytosolic pH in yeast and
bacteria [49–51] (Figure 2). This is a more stringent mechanism of phase separation as it is triggered
in response to more extreme environmental stresses. This cytoplasmic freezing has been observed
in budding yeast upon reduction of cytosolic pH, which was achieved by depleting 95% of cellular
ATP, inducing dormancy. Unlike conventional techniques used such as fluorescence microscopy to
discern condensate formation, this study placed its focus on the mechanical stability and mobility of
macromolecules in the cell using micro-rheological techniques [49]. To measure the fluidity of the
cytoplasm, a bead-like foreign tagged particle was introduced into the cells and its movement within the
cell was tracked. It was found that lowering cytosolic pH alone in the presence of glucose (no starvation)
is sufficient to display a reduced particle mobility phenotype, thus reduced cytoplasmic fluidity [51].
This reinforces the idea that proteins and macromolecules respond to simple physicochemical cues both
on an individual and global scale. Interestingly, upon screening of the isoelectric points of the entire
yeast proteome, the majority were found to overlap with the pH value corresponding to conditions
of starvation [51]. Because the solubility of proteins decreases abruptly when their surrounding pH
converges with their isoelectric point [52,53], it is highly likely that such proteins phase-separate to
form higher-order assemblies in instances of energy depletion. As a result, the cell enters a state of
dormancy when this occurs in a widespread manner under precipitous conditions, which could explain
the overall change from fluid to solid-like state of the cytoplasm [51]. This is biologically relevant
in terms of phase separation, as cytoplasmic freezing appears to be a mechanism by which proteins,
as well as RNA, are reorganised into such a state that likely also modulates translational activity to
reduce metabolism.

Molecular crowding was found to also play a role in the cytoplasmic freezing of yeast cells in
conditions of glucose starvation, ultimately leading to a decrease of mechanical fluidity of cellular
components [49]. Bacterial cytoplasmic freezing has been recorded as a mechanism to organise cellular
components in a size-dependent manner to regulate metabolic activity [50]. This demonstrates that
glass-like states may be induced by a variety of stimuli and it begs the question of whether this event is
confined to unicellular organisms, or in other words, do multicellular organisms regulate metabolic
activity through cytoplasmic freezing? While it has been reported that cells of metazoans such as the
marine brine shrimp also enter dormancy in a pH-dependent manner [54], it is unclear whether they
do so with the same mechanism. However, it is likely that single cells utilize stimuli-induced changes
in global material properties of the cytoplasm more commonly than multicellular organisms to sense
and adapt to simple physicochemical changes in an individual manner. This is probably owing to
the fact that multicellular organisms have alternative routes of sensing stress, such as the sensing of
temperature stress in C. elegans through thermosensory neurons to regulate metabolic activity and
initiate an organismal response [55].

3.3. Osmotic Shock Foci (OSF) Formation in Osmotic Stress

A ubiquitous environmental challenge that cells experience in all organisms is a change in
extracellular ion/salt concentration, which often leads to hyperosmotic shock to cells [56]. Consequently,
this causes cell shrinkage and water to move out of the cell [57]. Similar to a change in pH, this process
also disrupts the electrostatic charge of the intracellular area, which can concomitantly influence the
multivalent interactions (such as protonation of side chains) within proteins and affect solubility,
inducing phase separation.
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To investigate proteins that phase separate in response to osmotic shock in yeast, the formation of
P-bodies and sequestering of chaperones has been recently characterised; these proposed liquid-liquid
phase separated droplets were termed as OSFs (osmotic shock foci) [57]. Highly dynamic and reversible
OSFs that were found to be the chaperones Ssa1, Hsp104 and Hsp42 formed in vivo upon induction of
hyperosmotic shock, which disappeared swiftly upon stress removal [56]. The speed and reversibility
of this appearance supports the notion that such chaperone OSFs are liquid droplets rather than stable
aggregates. Interestingly, along with the reversible P-body proteins Dcp2 and Edc3, the overexpression
of other proteins with amyloidogenic domains which have been reported to form stable aggregates
(Sup35, Mot3 and Pan1) (Figure 2) [56], were all able to assemble and disassemble swiftly following
shock and relaxation respectively. This exhibits a drastically different phenotype to amyloid structures
which are reportedly fairly stable given that they usually require solubilizing agents such as guanidine
hydrochloride and sodium sulfate to be reversed [58,59]. Moreover, this indicates that the formation of
these alternative, unstable liquid-like droplets appears to be favoured over stable amyloid aggregates
in specific hyperosmotic conditions.

The main driving factor of phase separation as a result of hyperosmotic stress could be explained
by molecular crowding [60]. In another recent study, the protein YAP (yes-associated protein) in
mammalian cells was also shown to form liquid droplets seconds after hyperosmotic shock (Figure 2),
and to localise to areas of the cell with high concentrations of accessible chromatin domains as a
result of cell shrinkage and molecular crowding [60]. YAP is a transcriptional factor that normally
binds to enhancers of specific target genes [61]. Phase separation of YAP relies on its IDR (the
transcription activation domain), as mutants lacking this domain failed to form droplets under
crowding conditions [60]. The fact that liquid droplet formation can be induced directly by crowding
implicates that such proteins act as sensors of mechanical stress produced by crowding, thus phase
separating and localising specifically to adjust and regulate gene expression. Phase separation could
function as a rapid mechanism to respond to mechanical stress, and YAP serves as a starting point to
expanding the library of mechanical-sensing phase separating proteins that we already know, such as
TAZ and spindroin-like proteins in spider silk [62–64].

3.4. Sup35 Gelation in Nutrient Deficiency

One of the most well-characterized prion-like proteins in yeast is Sup35, a translation termination
factor which, upon inactivation via a conformational switch to its prion form [PSI+], leads to STOP
codon read-through [13,52]. Recent studies have revealed the reversible, non-prion structure of Sup35,
as a result of energy depletion-induced gelation (Figure 2) [13]. Sup35 can also be considered as a
stress granule protein due to its ability to sequester with Pab1 after phase separation and to regulate
translation termination [52]. It is unclear whether this alternative form of Sup35 directly results in
its inactivation and translation read-through. A study on Sup35 has demonstrated that, unlike prion
formation, gelation only requires its GTPase catalytic domain which is responsible for translation
termination in vivo [13]. Although this is the case, the IDR of Sup35 (NM domain) was shown to be
important for governing the droplet properties of Sup35 gels [13]. The fact that the catalytic domain
alone was able to form droplets could further suggest that gelation of Sup35 can be achieved solely
with the multivalent interactions within this domain rather than requiring the IDR of the NM domain.
However, the NM domain is important for rescuing the catalytic domain from potential stress-induced
damage by enhancing droplet reversibility. It is important to note that Sup35 prions are also reversible,
although this often requires curing with chaperones, while gel structures appear to be reversed simply
through a conditional feedback process [13,65].

Sup35 is structurally versatile in that it can phase separate into gel-like structures, but it is also a
prion which can form amyloid-like structures. Sup35 is present across many fungal species, but [PSI+]
is predominantly found in S. cerevisiae [66,67]. Interestingly, phase separation of Sup35 is conserved
among distant yeast relatives, while this is not the case for prion formation [13]. In contrast to S.
cerevisiae, Sup35 is unable to propagate [PSI+] in Schizosaccharomyces pombe in a Hsp104-dependent
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manner, while both have been shown to be able to form stress-induced Sup35 condensates [13].
However, whether endogenous [PSI+] can be propagated in S. pombe has not yet been tested and
it is possible that prion formation is mediated by other chaperone machineries. This suggests that
the temporary phase transition as a stress response mechanism may evolutionarily precede prion
propagation and induction. The reason why S. cerevisiae possesses numerous prion-forming proteins
while only one was found in S. pombe so far [68], but forms other condensates, is still unclear. This is
especially interesting as S. cerevisiae and S. pombe both share a wide range of chaperone systems that
are responsible for prion propagation [68,69]. The difference in their prion-forming tendencies may be
related to asymmetric cell division of S. cerevisiae, or the possession of other cytoplasmic determinants
in budding yeast that are open to be discovered in the future.

Taking this data into consideration, we can hypothesize that Sup35 phase separation serves a
distinctly different role to prion formation due to its induction under specific stress conditions such as
nutrient deficiency. Upon recovery to healthy conditions, such condensates return to their soluble state
in the cell [13]. Contrarily, Sup35 prion formation has been proposed to occur as a means to maintain a
basal level of mRNA translation regulation and to pass on stable aggregates to future generations [52].
This is interesting because Sup35 gelation appears to be a frequently occurring, stress-sensing process
that will happen in all cells, while Sup35 prion formation is unlikely to happen. Conversion to
[PSI+] has been proposed to be a bet-hedging device in terms of translation fidelity, such that prion
formation is positively selected for stressful conditions in exchange for a reduced overall fitness [70,71].
Nonetheless, both mechanisms are orchestrated for cell survival in fluctuating environments.

3.5. Mitochondrial Antiviral Signalling Protein (MAVS) Fiber Formation in Antiviral Immune Responses

The implementation of phase separating proteins has also been reported in binary decision-making
and signal transduction in innate immune response. In humans, the mitochondrial antiviral signalling
protein (MAVS) is activated by the viral RNA-detecting protein RIG-1 [44] and polymerizes into
amyloid fibers [72] (Figure 2). MAVS contains a CARD (caspase activation recruitment) domain at its
N-terminus, which belongs to the death domain superfamily. The CARD domain underlies filament
formation [73–75] and shares features with prion fibers [73]. Formation of filaments is required for the
activation of the downstream effectors NF-kB and IRF3 in the RIG-1 immune response pathway [75,76].
Therefore, MAVS amyloid fibers and prion-like behaviour is a physiological mechanism.

Interestingly, the CARD domain found in MAVS is able to functionally replace the NM domain
of Sup35 in yeast [44] and remarkably, the NM domain can also function in place of the MAVS
CARD domain in an NM-MAVS construct in mammalian cells. NM-MAVS filament formation was
promoted by transfecting cells with NM fibers inducing downstream signalling, which was measured
by activation of interferon beta 1a [44]. This highlights the remarkable interchangeability of Sup35
NM and MAVS CARD domains, which seem to mostly require filament assembly and self-templating
activity. This, contrary to the different faces of Sup35 we have discussed before, may suggest that prion
behaviour can be selected for during evolution and is not simply a by-product of phase separation.
The relationship between multivalent interactions providing a biophysical basis for phase separation
and self-templating activities displayed by prions is a fascinating topic to be addressed in the future.

3.6. Std1 and Carbon Source Sensing

S. cerevisiae cells are craving glucose as a primary carbon source for the production of energy.
The presence of glucose in the culture medium represses the expression of genes involved in alternative
carbon source utilisation, a phenomenon termed glucose repression [77]. Cells must therefore fine tune
their ability to sense and respond to low glucose levels if they are to survive. Snf1, a heterotrimeric
protein kinase of the Snf1/AMP-activated protein kinase family, primarily ensures survival under
limiting glucose conditions by activating genes involved in utilisation of sucrose, galactose or ethanol.
Snf1 is also involved in cellular developmental processes such as meiosis, sporulation and ageing
as well as response to other stress conditions such as oxidative stress, heat stress and regulation of
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various metabolic enzymes. Activation of Snf1, under glucose limitation is mediated by Std1 [78–81].
Under glucose replete condition, Std1 undergoes phase separation and localises to cytoplasmic foci.
When glucose is limiting, foci formed by Std1 dissolve, releasing Std1 which can translocate to the
nucleus and activate Snf1. Through this mechanism, cells are able to respond appropriately to limiting
glucose levels and probably buffer noise in the concentration or readout of the concentration of
sugar [80]. Phase separation is therefore a very interesting mechanism for both sensing and adapting
to stresses, as demonstrated by the few examples we have presented here. Interestingly, Std1 when
over-expressed in S. cerevisiae promotes the formation of [GAR+] prion, generating an adaptive
phenotype where the cells are not reliant on glucose as primary energy source [82]. Again, just as in
the case of Sup35, this demonstrates how the same protein can promote the formation of structurally
and physically distinct structures depending on different environmental cues.

4. Phase Separation and Cellular Memory

In addition to adaptation, there have been examples of protein-based memory which may rely on
phase separation. Whi3, in S. cerevisiae, is involved in encoding memory of deceptive courtship and
cytoplasmic polyadenylation element-binding proteins (CPEB) are involved in long term potentiation
during courtship in Drosophila.

There are two mating types in haploid yeast cells, MATa and MATα, which release pheromone
as a and α-factor respectively. Mating factors are sensed via the cell surface receptors Ste2 (MATa)
and Ste3 (MATα) [83–85]. Cells exposed to α-factor respond by arresting in the G1 phase of the cell
cycle and developing cytoplasmic projections (called a shmoo) in order to grow towards the source
of pheromone, which is supposedly a mating partner. However, when there is no mating partner,
cells escape pheromone arrest and proceed to division [86]. This type of failed mating attempts
can arise when cells cannot reach their mating partner in time, which could happen for example if
several cells try to fuse with the same one [83]. After escape from pheromone arrest, cells maintain a
memory of these deceptive mating encounters in the form of Whi3 condensates into super-assemblies.
Therefore, like Sup35, Whi3 appears to be able to form or join very different condensates because it
was found in stress granules, super-assemblies and age-induced aggregates [87,88]. Whi3 is an mRNA
binding protein which regulates cell size and cell cycle progression during the G1 phase of the cell
cycle [89,90]. These super-assemblies asymmetrically partition into mother cells when the cells divide
after escaping pheromone arrest (Figure 3). Indeed, mother cells do not shmoo any longer in the
presence of pheromone, but daughter cells emanating from these refractory mothers do not inherit this
memory and shmoo as soon as they are born [83,87,91].

Whi3 from S. cerevisiae possesses low complexity regions rich in Q/N residues, which have been
shown to mediate super-assemblies formation and memory [83,90]. Since Whi3 super-assemblies
are asymmetrically inherited, we suspect that such asymmetric segregation could be a powerful
mechanism to establish cell fate and maintain asymmetries. One observation however is that
these self-templating proteins have the tendency to adopt detrimental conformations during ageing.
For example, some variants of Sup35 accumulate specifically at age-induced protein deposits [87].
Conformational flexibility offered by the PrD comes at a cost when cellular physiology changes during
ageing. For example, pH is not regulated or controlled as tightly as in young cells and this may have
as a consequence that conformationally flexible proteins are suddenly locked into a more stable and
solid state. Whi3 also forms foci during ageing that result in a pheromone insensitivity of old yeast
cells [92]. Interestingly, cells harbouring a mutant form of Whi3 (whi3-ΔpQ) which do not adopt the
super-assembly conformation have been shown to live slightly longer than wild type cells [87,93].
It is not clear whether the asymmetric segregation of Whi3 super-assemblies in mother cells is a
mechanism to induce ageing and limit lifespan. Furthermore, it is not clear whether the variants of
Sup35 which accumulate at age-induced deposits have a function or not. These questions are still open
for investigation.
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Figure 3. The pheromone refractory state in budding yeast is propagated by Whi3 super-assembly
formation. Cln3 protein expression is constitutive when CLN3 mRNA is free from inhibition. Inactive
Whi3 is confined in the mother cell, while daughter cells containing active Whi3 continue to shmoo.

The involvement of prion-like proteins in formation and maintenance of memory is not a specificity
of budding yeast. Cytoplasmic polyadenylation element-binding proteins (CPEBs) are mRNA binding
proteins that exists in different cells types in a range of organisms such as sea slugs (Aplysia californica,
AsCPEB), flies (D. melanogaster, Orb2) and mice (CPEB3) where they regulate protein synthesis.
Isoforms of CPEBs found in neurons particularly differ from those found in other cell types by the fact
that their N-terminal is rich in glutamine which is a typical characteristic of yeast prion domains [94,95].
CPEBs exist in two different conformational states, a monomeric form and a prion-like self-sustaining
amyloidogenic aggregated form that behaves like a prion [95]. Aggregated states of CPEBs have been
linked to persistence and regulation of memory [96,97]. For example, in Drosophila, an already mated
female fly refuses to mate again. After prolonged rejection, a male fly learns to suppress its desire to
mate with already mated females, but not with virgin ones, for days because it develops a long-term
memory that it had been rejected before [98]. Flies which have significantly reduced aggregation of
Orb2 also have impaired retention of long-term memory of previous rejection. Orb2 has two isoforms,
a shorter, very rare and poorly expressed Orb2A and a longer, abundant and constitutively expressed
Orb2B. Orb2A is required for aggregation of Orb2B, a process necessary for the formation of long-term
memory. Both isoforms possess prion-like sequences in their N-terminal domain [98]. In vitro studies
have shown that the aggregated form of Orb2 is an activator of translation while the monomeric
form acts as a repressor of target genes associated with long term memory [99]. The monomer binds
to the CG13928 protein, which is responsible for repression, while the oligomer binds to CG4612,
which contributes to activation (Figure 4) [99]. This observation is not only limited to Orb2. Interestingly,
this phenomenon has also been reported for AsCPEB where the active state is the aggregated prion
state when it actively binds mRNA in vitro [95]. In neurons, AsCPEB exclusively form prion-like
punctate structures where they also regulate long term synaptic facilitation. It was suggested that
these structures may have formed from protein–protein interactions [97]. Protein–protein interactions
between one or more proteins also promotes liquid-liquid phase separation [16]. To investigate the
exact role of the prion form of AsCPEB in vivo, Kausik et al. [96] proceeded to overexpress AsCPEB
in neurites and observed formation of puncta outside synaptic areas which had no effect on normal
synaptic functions but retained ability to bind mRNAs. They therefore suggested that these prion
forms may actually play other active roles in this conformation. Conformational switches in classical
prions normally induce loss of function phenotype [73]. It appears therefore that apart from being
significant in phase separation, conformational switches may actually uncover activity in certain
prion-like proteins.
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Figure 4. The repression and activation of mRNA translation by Orb2 monomer and oligomer
respectively, resulting in altered synaptic activity and memory stabilisation. Scheme adapted from [99].

This observation opens up a new paradigm of looking at how Whi3 regulates memory in yeast.
Our current understanding is that conformational change to the super-assembly form transforms Whi3
from an active inhibitor of CLN3 mRNA translation to an inactive protein. However, it could well be
that super-assembled Whi3 is activating or enhancing translation of CLN3 mRNA. Altogether, this could
suggest that conformational switches of prion-like proteins may have a conserved functional role.

Another parallel that can be drawn between Whi3 and AsCPEB is that both proteins undergo
conformational changes specifically in the presence of pheromone and serotonin respectively.
This suggests that different memory encoding substances may be activated differently in a manner
that is not characteristic of prion proteins. We propose that, added to phase separation, prion-like
characteristics such as self-templating conformations of these proteins may be necessary for memory.
Confinement of this activity to the mother cells or activated synapse suggests that there is some form
of control. The mechanism behind this, however, is yet to be uncovered.

5. Conclusions

What precise role could phase separation play in ageing? Is there possibly an interplay between
ageing and memory acquisition? Ageing is a gradual decrease in the physiology of cells with time or
number of divisions. During ageing, cells have difficulties to deal with accumulated aberrant protein
aggregates which results partly from weakened mitochondrial activity. Ageing also affects proper
regulation of gene expression which in turn can result in the distortion of protein concentrations
and stoichiometry. Therefore cells have to cope with the increasing need to repair or degrade
damaged proteins that accumulate as they undergo complex metabolic and physiological activities [100,
101]. The overall consequence of this is a deviation from physiological states and ultimately death.
Changes in RNA concentration has been shown to affect phase separation of RNA-binding proteins and
subsequently the properties of biomolecular condensates [33]. While IDR-bearing proteins such as FUS
and TDP-43 have been shown to fuse into normal stress granules, mutants of these proteins contribute
to irreversible phase transitions of stress granules into pathological stress granules which are hallmarks
of age-related diseases such as Alzheimer’s disease [101,102]. The clearance of older stress granules as
well as pathological stress granules involves the autophagic machinery [103,104]. Defective autophagic
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machinery has been linked with increase in prion formation and neurodegenerative diseases such
as ALS [105–107]. It is however not clear how pathological stress granules evade cellular clearance
machineries. We have noted previously that Whi3 and Sup35 aggregate into a range of different
structures including age-induced deposits. It seems that IDRs have evolved to allow for structural
flexibility which enable proteins to phase separate into different assemblies where their exact function
may not yet be very clear.

In summary, we have highlighted how certain prion-like proteins, driven by multivalency,
undergo phase separation and adopt different physical states under various stress conditions, including
those implicated in memory establishment. We suspect that phase separation could be a mechanism
by which single cell organisms such as yeast and bacteria, as well as a number of multicellular higher
organisms, cope with stress conditions on a cellular scale. This process has also been refined by
natural selection across these organisms on the primary sequence level for each IDR-bearing protein in
specific stress scenarios, giving a spectrum of structures and components involved. While we have
described several well-studied stress-response systems, we predict that findings on phase separation
in memory acquisition and possibly ageing such as for Whi3 and CPEBs are only at the beginning of
their emergence.
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Abstract: Cell extrusion is a striking morphological event found in epithelia and endothelia. It is
distinguished by two symmetry-breaking events: a loss of planar symmetry, as cells are extruded
in either apical or basal directions; and loss of mechanochemical homogeneity within monolayers,
as cells that are fated to be extruded become biochemically and mechanically distinct from their
neighbors. Cell extrusion is elicited by many diverse events, from apoptosis to the expression of
transforming oncogenes. Does the morphological outcome of extrusion reflect cellular processes that
are common to these diverse biological phenomena? To address this question, in this review we
compare the progress that has been made in understanding how extrusion is elicited by epithelial
apoptosis and cell transformation.

Keywords: apoptotic extrusion; oncogenic extrusion; contractility; actomyosin

1. Introduction

Cell extrusion is a distinctive morphological phenomenon where cells are physically expelled from
tissues. This expulsion process, also described as delamination, is strikingly evident where the affected cells
appear to pop out of their tissue of origin (Figure 1A,B). Characteristically, extrusion occurs in epithelia and
endothelia tissues [1] which consist of polarized cells linked together by cell–cell junctions. For simplicity,
in this article we will principally refer to epithelia, where much of the work has been done to date.

Figure 1. Symmetry breaking in cell extrusion. (A) Epithelia face diverse challenges to their integrity
and homeostasis, including cell death, transformation, and overcrowding. One striking homeostatic
response is for cells to be physically expelled from the monolayer in either an apical or basal direction.
This process is called cell extrusion. (B) Immunofluorescence image of a cell expressing H-RasV12 being
apically extruded from a Caco-2 colon epithelial monolayer. (Green: GFP-H-RasV12; red: N-WASP
marking cell–cell contacts; purple: DAPI; courtesy of Dr. Selwin Wu.) (C) During the process of cell
extrusion, the overall geometric symmetry of tissue is broken as the cell is expelled out in Z dimension
either apically or basally. Moreover, the affected cell is biochemically and often mechanically different
from its neighboring healthy cells, breaking the planar symmetry or homogeneity of the monolayer.

Extrusion involves two forms of symmetry breaking (Figure 1C). First, extrusion breaks the
planar symmetry of the host tissue by expelling cells in a direction that is orthogonal to the plane
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of its monolayer. This can be understood as a form of geometric symmetry breaking (Figure 1C).
Cell expulsion has been described to occur in either apical or basal directions, which would generally
lead to the expelled cells being directed into the external environment or towards entering the body,
respectively. For simplicity, we will focus on apical extrusion in this article. Secondly, it is increasingly
evident that important biochemical and biomechanical differences distinguish the cells destined for
expulsion from their surrounding neighbors. Thus, at a first generalization we can consider extrusion
to disrupt the biochemical and mechanical homogeneity of the tissue at the interface between the
extruded cell and its neighbors (Figure 1C). Ultimately, any adequate description of the extrusion
process must explain how the geometric event of expulsion arises from the biochemical and mechanical
differences between the expelled cell and its neighbors.

A striking feature of the extrusion phenomenon is the diverse range of biological processes in which
it has been implicated. For example, it is elicited when epithelial cells undergo apoptosis (apoptotic
extrusion [2]) or when they express oncogenes (oncogenic extrusion [3]). Extrusion also occurs when
epithelia become overcrowded [1,4] or when they are infected with intracellular organisms, such as
salmonella [5,6]. In some of these cases, extrusion can be understood as a way of preserving tissue
homeostasis, but in other circumstances extrusion is involved in cell differentiation [7]. This suggests
that extrusion may be a final common response to very different biological processes. What is not
clear, though, is whether the common morphological features of extrusion reflect biochemical and
mechanobiological mechanisms that are shared between these different processes, or whether different
forms of extrusion may be better understood as distinct phenomena. In this review, we endeavor to
consider this question by comparing what is currently known about the two best-studied forms of
extrusion: apoptotic and oncogenic extrusion.

2. Defining Extrusion

To begin, it is useful to consider how we define cell extrusion. The term is often used to
refer to the morphological process of expulsion or delamination. This is understandable, given the
dramatic morphology of this process. However, diverse mechanisms may be responsible for similar
morphological events. For example, the basal egress of transformed cells from an epithelium has
often been ascribed to epithelial–mesenchymal transitions and local degradation of the basement
membrane [8] as well as to basal extrusion. On purely morphological grounds alone, it is difficult to
distinguish what may be mechanistically distinct phenomena.

In addition, to focus on expulsion alone runs the risk of overlooking a key feature of the extrusion
process, namely the necessary involvement of the epithelial cells which surround the cell that will be
extruded (“neighbor cells” for simplicity). This is exemplified by the role of E-cadherin, the classical
cadherin that is a major component of adherens junctions (AJ) in epithelia. Both apoptotic [9] and
oncogenic extrusion [3] are inhibited when E-cadherin is depleted in the epithelium surrounding the
cells that are to be extruded. Although it is not yet clear why E-cadherin is required in the neighbors,
this role for cell–cell interactions between neighbor cells implies that extrusion is a cell nonautonomous
phenomenon. The concept of cell nonautonomy in the surrounding epithelium is reinforced by
evidence that cell shape [2], the cytoskeleton [10,11], and cell signaling pathways [12] are altered
in the neighbor cells—often reflecting the biochemical symmetry breaking described earlier—and
these changes may be confined to the local environment of the extruded cells (only one or a few cell
diameters away).

We therefore suggest that it is useful to define extrusion as encompassing both (a) the phenomenon
of cell expulsion; and (b) the active contribution of the surrounding monolayer, both to expel the
extruded cell and, as we shall see, to preserve the epithelial barrier itself. Taking this perspective,
we will frame our review of apoptotic and oncogenic extrusion around the following questions:
(1) What are the relevant biochemical and/or mechanical changes that occur in the cells to be extruded?
What changes in these cells are responsible for triggering the extrusion process? (2) How do the
neighbor cells participate in the extrusion response? And what are the underlying cell biological and
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mechanical changes that characterize the neighbor response? 3) How are changes in the extruded cells
coordinated with changes in their neighbors? Is there cell-to-cell communication between these two
cell populations? As we shall see, the answers to these questions are provisional and may not be the
same for apoptotic and oncogenic extrusion.

3. Apoptotic Cell Extrusion

Apoptosis is a form of programmed cell death and a major cause of tissue turnover during
development and in postdevelopmental life [13]. Indeed, apoptosis is estimated to be responsible
for the daily turnover of ~150 billion cells in the healthy human body [14]. However, this burden
of cell turnover presents a homeostatic challenge for the body: to prevent the release of cellular
contents that can provoke inflammatory and autoimmune reactions. In the first instance, this is
achieved by apoptotic cells becoming fragmented into membrane-bound apoptotic bodies [15,16].
The immunological inertness of the apoptotic process can be maintained so long as those membranes
remain intact. However, membrane integrity can eventually be lost through secondary necrosis [17].
Therefore, additional mechanisms are required to eliminate apoptotic corpses and fragments before
their membrane integrity becomes compromised. The best-understood of these secondary mechanisms
is the phagocytosis of apoptotic bodies (efferocytosis) by macrophages/monocytes and nonprofessional
phagocytes (including epithelial cells) [18,19].

However, epithelia and endothelia can also eliminate apoptotic cells by extrusion. This has been
observed in model systems [20], but also occurs in pure cell culture [2,11,20] indicating that it is an
epithelium-intrinsic process that does not require other cells of the innate immune system. Indeed,
apical extrusion has a potential design advantage: since the apical surface of epithelial cells typically
faces to the external environment, apical extrusion allows apoptotic cells to be directly eliminated
from the body. Of note, extrusion appears to be engaged as a relatively early response to apoptosis:
it begins—and is sometimes completed [21]—before markers of late apoptosis (such as the ectofacial
presentation of phosphatidylserine) become evident [2,11]. Thus, apical extrusion may constitute a
first-line response to apoptosis in epithelia, one that can complement, or even prevent, the need for
efferocytosis. It should be noted, though, that there are species-specific differences: whereas apoptotic
extrusion typically occurs in an apical direction in vertebrates, in Drosophila, apoptotic cells are
commonly extruded basally [22–27].

The extrusion process can also address another challenge that apoptosis presents for epithelia.
The potential for apoptotic bodies to break down and provoke inflammation is one that is probably
shared by all tissues. But epithelia have the additional responsibility of providing major physiological
barriers in the body. In particular, epithelia provide the barrier separating the body from its external
environment, controlling the flux of ions and fluid, absorbing nutrients, and preventing the entry
of infective and noxious agents [28]. Functioning epithelial barriers require both intact cells and
also specialized cell–cell junctions, both of which are potentially compromised by apoptosis. Thus,
it is striking that epithelial barrier function is preserved even when apoptosis is enhanced by agents
such as etoposide [2,9]. Here, the neighbor cell response appears to critically preserve the barriers.
During apoptotic extrusion, neighbor cells elongate and extend lamellipodial extensions underneath
the apoptotic cell [29,30]. It is thought that these responses allow tight and adhesive junctions to
be preserved between the neighbor cells, thereby maintaining the barrier whilst the apoptotic cell
is eliminated. Indeed, both AJ and desmosomes are preserved during the process of apoptotic
extrusion [9,31]. This reinforces the notion that active neighbor cell responses are a critical part of the
apoptotic extrusion phenomenon.

How does the apoptotic cell induce extrusion? Apoptotic cells undergo both chemical and
mechanical changes that may trigger the extrusion process. Apoptotic cells produce a wide range
of chemical signals that have often been implicated in aspects of efferocytosis [32]. Of these
signals, the soluble lipid sphingosine-1-phosphate (S1P) has also been implicated in apoptotic
extrusion. Immunostaining revealed that S1P was initially evident in the apoptotic cells and later
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appeared to accumulate in their neighbors [20]. Furthermore, extrusion was blocked by inhibiting
sphingosine-1-kinase, the enzyme responsible for synthesis of S1P [20]. This suggested that S1P can be
released from apoptotic cells to trigger extrusion.

Apoptotic cells also change their mechanical properties. Cells become hypercontractile when
they undergo apoptosis [15,33]. In many, but not all [21], cases, this is thought to be due to the
activation of procontractile kinases by apoptotic caspases. For example, Rho Kinase (ROCK) is
autoinhibited by an intramolecular interaction between its N-terminus and its C-terminus [34].
However, the N-terminus of ROCK1 is cleaved by caspase-3, yielding a fragment that can constitutively
activate downstream contractile signaling [15,33], to promote Myosin II and LIM kinase activation.
Apoptotic epithelial cells show features of hypercontractility, such as blebbing and an increase in
cortical actomyosin [9,11,15,21,33]. Conversely, the sporadic expression of truncated, constitutively
active ROCK2 mutants in epithelia can induce extrusion, even though the transgene-expressing cells
do not undergo apoptosis [9,11]. Together, these observations imply that enhanced contractility within
apoptotic cells can provide a mechanical stimulus for extrusion.

How do neighbor cells expel apoptotic cells? To address this question, we focus on the mechanical
processes that allow neighbor cells to expel apoptotic cells and their underlying cell biological
mechanisms. Two mechanisms are currently known that can allow neighbor cells to apply compressive
forces onto, and therefore expel, dying, apoptotic cells.

First, the contractile cortex can be reinforced within neighbor cells, especially at their interface
with the apoptotic cell. Both F-actin and Myosin II have been observed to accumulate at this site
during the extrusion process. This generates a cup-like actomyosin network with increased contractile
tension [11] within the neighbor cells specifically at its junction with the apoptotic cell. Contraction in
this enhanced actomyosin cortex could effectively apply compressive forces to expel the apoptotic cell.
It should be noted that in this model, apical extrusion would imply that neighbor cell contraction is
principally applied at their basal regions, creating a net compression that directs the apoptotic cell
apically. Indeed, this has been observed in many cases [9–11].

In the second mechanism, compression can be generated by the lamellipodial protrusions that
neighbor cells make as they crawl underneath the apoptotic cells [35]. It has been suggested that
cortical contractility may operate for single cells, whereas lamellipodia may be involved where larger
cells, or small groups of cells, are being extruded [29]. These mechanisms are not necessarily exclusive,
as cryptic lamellipodia which extend underneath migrating epithelial cells can also form AJ [36,37].

Both of these processes imply that the cytoskeleton is altered within neighbor cells in response to
signals from the apoptotic cell. This would entail intracellular signaling pathways in the neighbor
cell that ultimately regulate the cytoskeleton, especially the actomyosin apparatus. To date, the RhoA
GTPase, a canonical activator of the actomyosin cytoskeleton, is the signal that has been most extensively
studied in this process. Levels of the active GTP-loaded form of RhoA have been reported to increase
in neighbor cells and selective inhibition of RhoA by microinjection of C3-transferase into the neighbor
cells blocked apoptotic extrusion [2,9]. RhoA is activated by guanine nucleotide exchange factors
(GEFs) and, consistent with this, p115 RhoGEF also localized to the basal regions of neighbor cells
during apoptotic extrusion [10]. Many other cytoskeletal effectors and signals are involved in both
cell contractility [11] and lamellipodial activity, so it is likely that other important pathways remain to
be identified.

Importantly, there are pathways for these chemical and mechanical apoptotic signals to elicit the
cytoskeletal responses of their neighbors. Extrusion would then arise from intercellular communication
between these two cell populations (Figure 2A).
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Figure 2. Types of extrusion. (A) Apoptotic cell extrusion. There are two known pathways for apoptotic
cells to elicit extrusion responses in their nonapoptotic neighbors. [Left side] When a cell undergoes
apoptosis, it becomes hypercontractile. This contractile force is sensed by its healthy neighbors through
E-cadherin which leads, in turn, to assembly of an actomyosin complex through coronin-1B. [Right side]
The apoptotic cell releases S1P. S1P binds to S1P2 receptors present on the healthy neighbors of the dying
cell; this ultimately activates RhoA through a signal transduction pathway that involves p115 RhoGEF.
The active form of RhoA mediates assembly of actomyosin complex in the neighbors. (B) Oncogenic
cell extrusion. Depending on the type of oncogene expressed, a transformed cell elicits distinct
signaling pathways which potentially converge to generate biomechanical changes. Activation of the
Cdc42/ROCK signaling pathway and upregulation of cytoskeletal-interacting proteins (e.g., EPLIN,
paxillin, and plectin) enhance contractility in the transformed cell. Simultaneously, in the neighboring
wild-type cells, activation of the RhoA/ROCK signaling pathway upregulates other cytoskeletal proteins
(e.g., Filamin A, vimentin). Mechanisms triggered in both the transformed and wild-type cells display
mutual coregulation.

The capacity for cell-to-cell communication is best understood for S1P, where extrusion could be
blocked by antagonizing the S1P receptor specifically in the neighbor cells [20]. Of the four classes
of S1P receptors present in vertebrates (S1P1 to S1P4), the S1P2 receptor appears to be specifically
involved, as extrusion was blocked with antagonist drugs and RNAi specific for this molecule [20].
However, extrusion was not inhibited by depleting S1P2 in the apoptotic cell itself [20], which made it
unlikely that S1P was working in an autocrine fashion. Instead, extrusion was blocked when S1P2 was
depleted in the surrounding epithelium [20]. This implied that the S1P2 receptor was only required in
the neighbor cells, yielding a paracrine model where S1P secreted by the apoptotic cell binds to S1P2

on its neighbors to elicit the extrusion response (Figure 2A). As S1P2 is a G-protein coupled receptor
that can activate p115 RhoGEF via its associated Gα12/13 subclass of G-proteins [10], it could anchor a
paracrine pathway to ultimately activate actomyosin in the neighbor cells via RhoA.

Adherens junctions also provide the potential for mechanical signals from apoptotic cells to be
transmitted to their neighbors. Indeed, a number of tension-sensitive mechanisms have recently been
identified to associate with E-cadherin [38–42] which could respond to the enhanced contractility of
apoptotic cells. They would also explain why apoptotic extrusion requires E-cadherin to be present
in the neighbor cells. Interestingly, one of these, which utilizes Myosin VI as a mechanosensor [42],
also activates RhoA via p114 RhoGEF, a close relative of p115 RhoGEF. Although tantalizing, though, a
role for mechanotransduction has yet to be tested in apoptotic extrusion.

4. Oncogenic Cell Extrusion

Cell extrusion also occurs when oncogenes are sporadically expressed in epithelia [43–46].
In vertebrates, oncogenic extrusion commonly occurs in the apical direction, although basal extrusion
has also been observed [3,47–49] (Figure 2B). Oncogenic extrusion can be elicited in cultured epithelial
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monolayers [3,45,50–53], indicating that it is an epithelium-intrinsic process like apoptotic extrusion.
Extrusion typically occurs only when oncogenes are expressed in single cells or small groups of cells
that are surrounded by nonexpressing epithelium. Indeed, extrusion did not occur when transforming
Ras mutants were expressed ubiquitously in MDCK monolayers [3].

Extrusion can be elicited by a diverse range of oncogenes. In addition to Ras, these include
Src [54], Cdc42 [55], Yap1 [56], and ERBB2 [46]. In addition to a range of cultured epithelia, oncogenic
extrusion occurs in Drosophila [3], zebrafish [57], and mouse models [58]. Thus, it has been suggested
that extrusion represents a fundamental response of epithelia to early transformation. The functional
consequence of extrusion is less clear. One possibility is that apical extrusion represents a mechanism
to eliminate newly transformed cells from the body (and it has accordingly been described as an
epithelial defense against cancer, EDAC) [59–61]. Akin to apoptotic extrusion, apical extrusion would
be considered to expel newly transformed cells into the external environment. However, apical
extrusion may also allow transformed cells to proliferate, by removing them from inhibitory influences
in the host epithelium [46], something that may be especially relevant where the apical compartment is
relatively enclosed. It should also be noted that experimental studies to elicit extrusion have typically
expressed strong oncogenes. It will be interesting to test whether extrusion is elicited or altered by the
loss of tumor suppressor genes or as driver mutations accumulate during the natural history of cancer.

What changes in the oncogene-expressing cells? The oncogenes tested to date include small
GTPases (Ras) and tyrosine protein kinases (e.g., Src, ERBB2) that are capable of engaging a diverse
range of downstream signaling pathways. Therefore, it is necessary to identify the pathway(s) and
their effector targets that are responsible for eliciting extrusion.

Indeed, a variety of signaling pathways are activated in cells that mosaically express oncogenes
such as Ras or Src, but their relative contributions can differ. For example, Cdc42 activity increases
in cells that express constitutively active H-RasV12 and extrusion is inhibited by coexpression of a
dominantly interfering Cdc42 mutant [3]. Furthermore, expression of a constitutively active Cdc42
mutant could itself induce extrusion [55]. Thus, Cdc42 appears to be a key mediator of extrusion
downstream of Ras. However, ERK/MAPK activity also appeared to be necessary for Ras to induce
extrusion, although expression of constitutively active Raf, which mediates signaling from Ras to ERK,
did not induce extrusion by itself [3]. Therefore, although signals like Cdc42 may play critical roles in
oncogene expressing, extrusion is likely to reflect their interaction with other signaling pathways.

A number of potential effector targets have also been identified in oncogene-expressing cells,
whose effects can provide insight into the mechanism of cell expulsion. For example, levels of EPLIN,
plectin, and paxillin were upregulated in cells mosaically expressing H-RasV12 and these appeared
to have secondary impacts on membranes and the cytoskeleton [50–52,57,59]. EPLIN appeared to
upregulate phosphomyosin levels while paxillin and plectin were implicated in increasing tubulin
and acetylated tubulin levels in H-RasV12 cells, perhaps by inhibiting the α-tubulin deacetylase,
HDAC [51,62]. Interestingly, atomic force microscopy measurements suggested that H-RasV12 cells
become stiffer and more viscous [3], but whether these cytoskeletal changes are responsible for that
mechanical change remains to be tested. It might also be anticipated that apical extrusion would
require the de-adhesion of cells from their underlying extracellular matrix. Thus, it is interesting that
matrix metalloproteinase expression is increased in cells that mosaically express constitutively active
Cdc42 or ERBB2 [46,55]. Interestingly, MMP inhibition reduced the extrusion of ERBB2-expressing
cells and, indeed, mosaic overexpression of MT1-MMP could itself support extrusion. Although the
picture remains incomplete, these findings suggest that multiple cytoskeletal and adhesive changes
occur in oncogene-expressing cells which collaborate to support extrusion.

How do the neighbor cells change? In contrast, it is much less clear how neighbor cells are
altered during oncogenic extrusion. Whereas an enhanced actomyosin cortex is commonly seen in
neighbor cells during apoptotic extrusion, it has seldom been observed during oncogenic extrusion [3].
Even though RhoA/ROCK signaling was required in neighbor cells, myosin activity was dispensable [59].
Thus, oncogenic extrusion does not appear to require a consistent contractile response in the neighbor
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cells, as is the case for apoptosis. Instead, other cytoskeletal changes have been reported to occur
in the neighbors of oncogene-expressing cells. These include upregulation of filamin, an F-actin
cross-linker which promotes cell surface tension [63], whose accumulation in neighbor cells depends on
RhoA/ROCK signaling [59]. As well, intermediate filament components are upregulated in neighbor
cells [59]. Keratin 5/8 was enhanced around H-RasV12 cells and vimentin accumulated in the neighbors
of v-Src cells. Intermediate filaments are capable of strain stiffening, to support the mechanical integrity
of cells and couple to desmosomes to promote cell–cell adhesion and tissue integrity [64,65]. However,
how this may contribute to the extrusion of oncogene-expressing cells is not yet clear, and its elucidation
is likely to require a clearer understanding of the mechanical events that drive oncogenic extrusion
(see below).

Is there cell–cell communication in oncogenic extrusion? Are these neighbor cell changes occurring
in response to signals from the oncogene cell? The answer to this question is much less clear than
that for apoptosis. The S1P receptor, S1P2, has been reported to be required in neighbor cells for
H-RasV12-induced extrusion [47,48,61], but whether this is responding to an S1P signal from the
H-RasV12 cells is unclear. Indeed, extrusion was not affected by inhibiting cellular production of S1P
by sphingosine-1-kinase [61]. As well, S1P levels were reduced by autophagy when K-RasV12 cells
underwent basal extrusion [48].

Further, the nature of cell-to-cell signaling appears to be much more complex for oncogenic
extrusion than is the case for apoptotic extrusion. For example, active GTP-Cdc42 levels were increased
in cells that mosaically expressed H-RasV12 (i.e., those whose neighbors did not express Ras), but not
when Ras was ubiquitously expressed in the monolayers [3]. Thus, oncogene-free neighbors were
necessary for Cdc42 to be activated in the H-RasV12 cells. Similarly, ephrin-A in neighbor cells has
been reported to activate its cognate receptor, EphA2, in H-RasV12 cells, to support F-actin and Myosin
II levels in the oncogene-expressing cells [66,67]. Together, these observations imply that there is
signaling cross-talk between both oncogene cells and their oncogene-free neighbors that contributes to
the nonautonomous nature of this extrusion phenomenon.

5. Thoughts for the Future

So, where does this leave us in our efforts to identify commonalities between apoptotic and
oncogenic extrusion? Overall, we appear to have a reasonable working model to help guide investigation
of apoptotic extrusion (Figure 2A). Here, signals from the apoptotic cell elicit cytoskeletal responses
in its neighbor cells that ultimately generate compressive forces that expel the apoptotic cell from
the epithelium. These apoptotic signals may be chemical and/or mechanical and the cytoskeletal
responses in the neighbors can be contractile and/or lamellipodial. It will therefore be important to test
if these options are alternatives that are used in different contexts or may function as complementary
pathways. Indeed, considering the second possibility, it is interesting to consider how a diffusible
apoptotic signal, such as S1P, can elicit a localized contractile response in the immediate neighbors of
the apoptotic cell [2,11,20]. One possibility is that mechanotransduction cooperates with S1P to refine
the site where RhoA is activated. Nonetheless, even with these open questions, the current picture
provides a framework to understand why apoptotic extrusion is a cell nonautonomous phenomenon.
It also begins to explain how the cell biological changes in apoptotic cells and neighbors account for
the biomechanical process of extrusion.

In contrast, a unifying model for oncogenic extrusion is less evident on present evidence (Figure 2B).
In particular, despite the wealth of biochemical changes that have been documented to occur in both
the oncogene-expressing cell and its neighbors, the mechanics of oncogenic extrusion have yet to be
characterized in sufficient depth to explain how these biochemical changes lead to the morphogenetic
event of extrusion. Tissue mechanics do affect the efficacy of oncogenic extrusion. For example, at the
interface between epithelial cells, mechanical tension is greater at the apical zonula adherens (ZAs)
than in the lateral cell–cell contact surfaces found basal to the ZA [53]. However, increasing lateral
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tension at the cell–cell junctions compromised extrusion. On a larger length scale, increasing tension
within epithelial monolayers also antagonizes extrusion [68].

However, to understand how these hypertensile changes exert their impact, we will need
to understand the mechanobiology of oncogenic extrusion. It seems likely that expulsion of
oncogene-expressing cells requires compression from its surrounding epithelium, but this has to
be confirmed experimentally, and then we need to elucidate the responsible cellular mechanism.
In particular, it will be important to understand whether and how the mechanical changes of
extrusion arise from the biochemical cross-talk that occurs between oncogene cells and their neighbors.
This knowledge will help us compare these two forms of extrusion and better define their commonalities
and differences. It will also provide a basis to characterize the diverse other forms of extrusion that
have been documented.

Finally, it will be important to understand the degree to which epithelial integrity is preserved in
different kinds of extrusion and how this is accomplished. As noted above, apoptotic extrusion preserves
the epithelial barrier. How this may be coordinated with the process of apoptotic corpse expulsion is
less clear, but it is interesting to consider whether the contractile forces of apoptotic extrusion coordinate
the assembly of junctions between neighbors. Both contractility within apoptotic cells [2] and cortical
contraction in the neighbors [11] could help to bring the surfaces of neighbor cells together, zippering
them up as the apoptotic cell is expelled. In contrast, whether the epithelial barrier is preserved during
oncogenic extrusion has not been thoroughly analyzed. Junctional proteins, such as E-cadherin and
β-catenin, have been reported to redistribute to the interface between oncogene-expressing cells and
their neighbors [54,55,57], a process that may involve cell contractility [54]. But it will be important
to test directly whether or not the epithelial barrier remains intact, as has been demonstrated for
apoptotic extrusion [2], and, if so, how interactions between neighbors are preserved to achieve this.
Alternatively, if the epithelial barrier is not preserved during oncogenic extrusion, this might be another
clue to suggest that it is biologically distinct from apoptotic extrusion.
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Abstract: Cortical actomyosin flows, among other mechanisms, scale up spontaneous symmetry
breaking and thus play pivotal roles in cell differentiation, division, and motility. According to many
model systems, myosin motor-induced local contractions of initially isotropic actomyosin cortices
are nucleation points for generating cortical flows. However, the positive feedback mechanisms by
which spontaneous contractions can be amplified towards large-scale directed flows remain mostly
speculative. To investigate such a process on spherical surfaces, we reconstituted and confined initially
isotropic minimal actomyosin cortices to the interfaces of emulsion droplets. The presence of ATP
leads to myosin-induced local contractions that self-organize and amplify into directed large-scale
actomyosin flows. By combining our experiments with theory, we found that the feedback mechanism
leading to a coordinated directional motion of actomyosin clusters can be described as asymmetric
cluster vibrations, caused by intrinsic non-isotropic ATP consumption with spatial confinement.
We identified fingerprints of vibrational states as the basis of directed motions by tracking individual
actomyosin clusters. These vibrations may represent a generic key driver of directed actomyosin
flows under spatial confinement in vitro and in living systems.

Keywords: bottom-up synthetic biology; motor proteins; pattern formation; self-organization

1. Introduction

In animal cells, cortical actomyosin motions including actomyosin flows have been proposed to
drive cell locomotion, cytokinesis, left-right symmetry breaking during embryonic development of
multicellular organisms, and cellular or tissue chirality [1–7]. Despite the omnipresent functions and
implications of cortical actomyosin motions and flows, the exact molecular origins and fundamental
determinants of these phenomena, in particular how local symmetry breaking within apparently
isotropic actin cortices scales up into these flows, are far from being understood. In many
eukaryotic model systems, myosin motors acting on actin filaments are proposed to play a key
role in driving actomyosin dynamics in cytokinetic rings and cortical actomyosin flows [1,5,8–10].
Distinct manipulation of myosin and actin independent of other cellular processes is challenging as
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they both are functionally highly integrated cellular proteins. To elucidate whether directional flows
may result spontaneously from active processes without being guided by the structural anisotropy of
the cellular architecture, it is mandatory to explore these phenomena in well-controlled reconstituted
systems [11,12]. Recent studies used an approach of encapsulating frog egg cell extracts in droplets,
so manipulation of the protein players may be easier when compared with living systems [13,14].
Nevertheless, due to the compositional complexity of cell extracts is comparable to living model
systems, it may be difficult to pinpoint the minimal set of necessary proteins to produce a certain
phenomenon. High density regimes of nematic (filament alignment in parallel lines) cytoskeletal
in vitro systems showed pattern formation and dynamics in a collective manner based on motor
driven sliding mechanisms between long cytoskeletal filaments [15,16]. In contrast, actomyosin
cortices and rings in living systems consist of non-polar and disordered actin filament networks and
are coupled to the cell membrane [17,18]. By a combination of bottom-up in vitro experiments and
theory, we identified a generic mechanism of how large-scale directional flow-like actomyosin motions
spanning several hundred micrometers are generated by myosin motors in a disordered, membrane
coupled, and isotropic cytoskeletal system in a confined spherical environment.

2. Results

To investigate the emergence of coordinated large-scale flows from spontaneous contractions in
quasi-isotropic cortices, we made use of recently developed minimal actin cortices (MACs) [19,20] and
confined them in water-in-oil droplets using microfluidic emulsification on Polydimethylsiloxan (PDMS)
chips. The chip design is shown in Figure 1A. (Note that we also performed emulsification simply by
manually mixing the components, in order to rule out any suspicion of flows caused by the pneumatic
microfluidic setup.) 1,2-di-(9Z-octadecenoyl)-sn-glycero-3-phosphocholine (DOPC) and biotinylated
lipids were dissolved in mineral oil, and for droplet formation we used a pneumatic microfluidic
system where the flow rate of each channel is individually controlled (Movie S1). The aqueous
solution contained dissolved actin monomers, neutravidin, and myosin in a salt buffer system. To test
the proper formation of a lipid monolayer that includes biotinylated lipids (DSPE-PEG-2000-Biotin),
we started with the encapsulation of fluorescently labeled neutravidin (Oregon Green 488 Neutravidin)
(Figure 1B–D). By analyzing the fluorescence intensity distribution throughout the droplets, we showed
that neutravidin only binds to the lipid monolayer when the lipid oil mixture also contains biotinylated
lipids (Figure 1C,D). This indicates that neutravidin does not bind non-specifically to the water/oil
interface. Co-encapsulation of myosin motors with the actin monomer and anchor system in the presence
of ATP resulted in the formation of a MAC. Inside the droplets, actin monomers started to polymerize
and bind to the lipid monolayer that contained biotinylated lipids, thus forming an initially isotropic,
i.e., spatially symmetric actomyosin cortex (Figure 1B,E, Movie S2). Concurrently, ATP-induced
contraction of the myosin motors resulted in the symmetry breakage of the isotropic actin carpet and in
the formation of actomyosin clusters (Figure 2A–C, Movie S3). Strikingly, within minutes, a large-scale
directional movement emerged from these spherically confined actomyosin clusters, which we refer
to as cortical actomyosin motion (CAM) (Figures 1E and 2B; Movies S3 and S5). Please note that in
the absence of ATP or in the presence of a motor inhibitor no CAMs occurred (data not shown).
The CAMs could last more than one hour and cover distances of several hundred micrometers before
eventually ceasing, reaching a state with only minimal movements (Movies S3 and S5). Interestingly,
these flow-like motions somewhat resemble cortical actomyosin flow-like motions in vivo, e.g., in the
C. elegans embryo. We characterized the velocity of the actomyosin cluster movements by using
particle image velocimetry [21] (Figure 2C; Movie S4). In order to test parameters that change the
velocity of CAMs, we co-encapsulated a crowding agent (methylcellulose) at various concentrations
and found a respective increase of the velocities in the presence of methylcellulose (Figure 2D, compare
Movies S3 and S5). By increasing the effective concentration of actin and myosin at the lipid monolayer
membrane interface, the overall cluster velocity was increased more than five times.
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Figure 1. Encapsulation and actin cortex formation inside water in oil droplets. (A) Confocal image
of a PDMS chip where the encapsulation of the buffer-protein system (see (B)) and formation of the
water in oil droplet is shown (Movie S1). (B) Illustration depicting the formation of an actomyosin
cortex. Neutravidin with its four binding sites may bind several actin filaments and biotinylated
lipids. (C) Confocal image of the equatorial plane of a droplet with a lipid monolayer containing
biotinylated lipids showing that encapsulated Oregon green labeled neutravidin binds to the lipid
monolayer. Line profile of the fluorescence signal of the Oregon green labeled neutravidin shows
two peaks which indicate binding of the neutravidin to the lipid monolayer interface of the droplet
(right). (D) In contrast, Oregon green labeled neutravidin does not bind to the lipid monolayer and is
distributed throughout the lumen of the droplet in the absence of biotinylated lipids. The fluorescence
line profile shows no peaks in the absence of biotinylated lipids indicating the absence of unspecific
binding to the lipid monolayer (right). (E) Confocal time-lapse images of encapsulated Alexa-488
labeled actin and myosin motors in the presence of ATP at the droplet equator plane. The formation of
an actin cortex and actomyosin clusters is shown (upper row) (Movie S2). The respective fluorescent
intensity profile indicates the formation of actomyosin clusters and shows their dynamics (lower row).
Scale bars, 100 μm.
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Figure 2. Directed movement of actomyosin clusters upon ATP dependent actomyosin contractions.
(A) Maximum intensity projection from a half droplet confocal z-stack where Alexa-488 labeled actin
clusters are visible (Movie S3). The red circle indicates the path of the generated kymograph. (B) A
kymograph of the maximum intensity projected half sphere is shown where directed movements of
individual clusters represented by distinct lines are visible. Scale bar, 10 μm. (C) Confocal time-lapse
image sequence used for particle image velocimetry (PIV) by (21). Vectors (green arrows) indicate
the flow direction of the directed movement of the actomyosin clusters (Movie S4). Scale bar, 50 μm.
(D) Velocity profiles measured by PIV of droplets with (red) and without a crowding agent (blue) are
shown (Movies S3 and S5).

Theoretical Model of the Cortical Actomyosin Motions

We then aimed to elucidate the mechanism behind myosin driven CAMs and complemented
our experiments with a theoretical model based on biophysical first principles, i.e., without assuming
an explicit mechanism a priori. We modeled the MAC droplet as a continuous, isotropic fluid.
The interaction between actin and myosin was modeled by a simplified myosin cross-bridge cycle [22–24]
where the force generating conformational change (r1) of the myosin head (M) occurs immediately
after the binding of filamentous actin (A) (Figure 3A). The actomyosin complex dissociates after
binding and ATP hydrolysis reloads the myosin head into the active state (r2). Typically, considered
intermediate species only have a very short lifetime [25] and are therefore neglected. As the MACs
were formed by polymerization in the absence of actin-regulating proteins [26–28], a rudimentary
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polymerization cycle [25] was added to the model. F-actin depolymerizes (r3) into monomeric G-actin
with bound ADP (GD), followed by a spontaneous nucleotide exchange (r4). The resulting ATP bound
G-actin (GT) binds stronger to F-actin (r5) than GD-actin (r6), and therefore GT-actin polymerization is
dominant [29]. Both reaction systems are necessary to reasonably describe the local ATP consumption
by polymerization and contraction. F-actin, cross-linked by myosin II molecules, forms a mesh-like
cortex, causing an active viscoelastic material behavior with a rheological property combination of
the Maxwell and Kelvin-Voigt models [30] considered in the momentum equation [31] (Supplemental
Equation (S14)). To model force generation according to the myosin cross-bridge sub-model, the
active stress was developed from a stress term of our previous study [32] considering the observed
medium ATP-dependency of myosin pulls in MACs [20]. The distributed reaction network is described
by a system of partial differential equations (PDEs) assuming diffusion (GD, GT, ATP) or combined
convection and diffusion flux (A, AM, M) (Supplemental Equations (S1)–(S6)). We reduced our analysis
to a one-dimensional ring topology, modeling a section of the spherical droplet to improve and simplify
the interpretation of the simulation results. To adopt experimental conditions of spontaneous symmetry
breaking, the PDE system was simulated with an initially slightly inhomogeneous myosin distribution
and revealed merging of small clusters into a gradually bigger main cluster, similar to experimental
observations (Figure 3B,C) for the used parameter space, which is largely based on literature values
(Table S2). The final non-symmetric cluster starts to move directionally in the one-dimensional
ring system like a propagating wave (Figure 3B,C). Hereinafter, two feedback characteristics are
described which are presumably essential for this movement. First, a non-symmetric contraction
profile is preserved by an unbalanced consumption of ATP at the leading and trailing edge of the
propagating cluster. Because of the locomotion and the ongoing network depolymerization, the cluster
traces non-convective GD-actin like a comet tail (Figure S1). In the GD-actin tail, ATP is additionally
consumed for the nucleotide exchange of monomeric actin (r4). Thus, less ATP is available for the
force-generating myosin cross-bridge cycle at the trailing edge of the wave and hence, less contractile
stress is generated compared to the leading edge (Figure 3D). This local asymmetry is maintained
despite consideration of the high diffusivity of ATP in an aqueous medium (Table S2). A reduction
of the F-actin depolymerization leads to the loss of the GD-actin tail the termination of the cluster
locomotion (Figure S7). Additionally, locally reduced ATP distributions induce a change of locomotion
direction as soon as the cluster reaches a reduced region. Here, more ATP is available at the trailing
edge than at the leading edge and the asymmetry is reversed (Figure S8). Second, examining the fine
structure of the simulated moving cluster reveals a vibration. It is driven by periodic depletion of the
local ATP concentration, leading to oscillating active and passive mechanical stresses inside the cluster
(Figure S3A). The cluster vibration passes through the following repetitive phases (Figure 3F):
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Figure 3. Modeling and simulation of actomyosin cluster motions reveal a propagation mechanism
through active matter vibrations. (A) Kinetic reaction network with F-actin polymerization cycle and
simplified myosin cross-bridge model. (B) Temporal development of a one-dimensional spatial F-actin
distribution with color-coded local concentration. (C) Circular representation of distributed F-actin
concentration according to the model topology for selected time points (marked in (B) with circles).
(D) Non-symmetric contraction of a propagating cluster. Upper graph: Normalized distribution
of reaction rate 4 (gray) compared to normalized F-actin cluster location (red). Middle graph:
Non-symmetric ATP distribution around the cluster. Lower graph: Normalized asymmetric contractile
stress pattern with color code representing ATP concentration according to the projection. (E) Vibration
of an F-actin cluster. Evolution of normalized cluster width (red) and displacement of center of mass θm

(gray) of F-actin in radiant. Cluster boundaries are defined as the points where the F-actin concentration
exceeds the mean concentration. (F) Sketch of the cortical actin cluster migration mechanism with
qualitative color-coded Actin and ATP gradients shows repetitive asymmetric contractions (I) and an
expansion phase (II) resulting in a shift of the center of mass according to (D) indicated by a black
arrow (middle panel) and displacement of the cluster indicated by an arrow (right panel).

I. Contraction Phase: In the beginning of the contraction phase, a high ATP concentration inside
the cluster results in an increase of the contractile stress accompanied by an increase of elastic stress.
With progressing cluster compaction, the actomyosin species gets locally accumulated, causing stronger
contractile stress and increased local ATP consumption.
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II. Expansion Phase: Increasing local ATP depletion and network strain leads to a local dominance
of elastic stress resulting in an expansion of the cluster. Because of the reduced network densities
inside of the cluster and therefore reduced energy consumption, ATP flows in diffusively and increases
the local ATP level, followed by a de novo contraction phase.

In addition, the asymmetric contraction pattern causes an accelerated displacement of the center
of mass during the contraction phase (Figure 3E,F). Owing to viscoelastic material properties and
asymmetric creep, the center of mass is not pushed back to the initial position during the expansion
phase, a result of the asymmetric contraction pattern. To investigate the wave propagation mechanism,
we assumed a constant diffusive ATP supply. Since the active stress is ATP-driven, the wave
propagation ceases, owing to the global ATP depletion (Figure S2). Hence, cluster vibrations due to
local ATP depletion and asymmetric cluster contractions are the main drivers of single cluster motions.
Parameter studies show that these motions occur in a large parameter space, encompassing several
orders of magnitude, and are therefore robust for the assumed parameters (Figure S9). In contrast
to previous theoretical studies [33,34], where the required asymmetry of a self-propagating cluster
is caused by polar actin bundles, our suggested model is also able to explain cluster migrations of
disordered actin filaments that can be expected in an isotropic cortex.

To find experimental evidence for the theoretically predicted vibrations of the actomyosin clusters,
we automatically tracked their directional movement (Figure 4A). In addition, by analyzing the directed
movement of the individual actomyosin clusters, we noticed that rotation of clusters around their
centers of mass correlated with a change in direction displacement (Figure 4A,B; Movies S6 and S7).
This can be explained with torque produced by an imbalance of forces perpendicular to the translational
trajectory. On the other hand, the model predicts vibrations with a certain oscillation period (Figure 3E).
Evidence for such vibrations in our experimental conditions can be found independently of the sampling
rate. For example, a sinusoidal signal with a specific frequency can be measured at under-sampling
conditions (Figure S5). The reconstructed signals still conserve the periodic behavior reflected by the
Fourier analysis, yet not maintaining the original frequency (Figure S5). To find evidence for vibrations
inside the clusters as predicted by our theory, we analyzed image sequences to measure fluctuations in
the distance between the geometrical and the intensity-weighted center of mass of several clusters.
The geometrical center of mass was computed by regular segmentation and binarization defining the
geometry of the cluster. In contrast, the intensity-weighted center of mass was calculated over the
same geometry but having the camera-intensity as the statistical weight of every pixel. Since clusters
have various geometries, we defined a characteristic length for the clusters as the square root of the
area. This quantity allowed us to measure changes between the geometrical and intensity centers of
mass with respect to their characteristic length. As a result, we were able to combine fluctuations
of myosin clusters with different sizes and experimental conditions (Figure S6). Fourier analysis of
these combined fluctuations strikingly indicates the existence of vibrational states (Figure 4D, red, blue
and yellow curves) which are clearly distinguishable from static conditions (Figure 4D, grey curve)
or acquisition and camera artifacts by measuring the background between moving clusters (data not
shown). We interpret these vibrational states as fingerprints of the theoretically predicted vibrations
that provide a mechanism for the directed and rotational large-scale movements of the actomyosin
clusters in silico and in vitro. Under crowding conditions where CAMs show the highest velocities,
we found higher amplitudes for the same observed frequencies in comparison to the other tested
conditions (Figure 4D). This finding implies that larger amplitudes correlate with higher velocities as
expected for vibrations-based movements. Since the crowder increases the effective concentration of
actin and myosin at the lipid monolayer membrane interface, we conclude that higher actomyosin
concentrations may lead to higher cluster velocities and therefore to larger amplitudes of the vibrations.
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Figure 4. Fingerprints of actomyosin cluster vibrations during their directed movements. (A) A
maximum intensity projection of confocal images of a half sphere during cortical actomyosin cluster
movements is shown. Tracked actin clusters are marked by circles (yellow) and their trajectories shown
(various colors, Movie S6). (B) Changes in the angle trajectory (red lines, θ) agree with cluster rotations
along its center of mass (φ) (left, Movie S7). Scale bar, 4 μm. (C) Analysis of four independent clusters
(various colors) suggest that rotation influences cluster steering and then a change in trajectory (Δθ).
The red data points correspond to the montage shown in (B). (D) The fast Fourier transformation (FFT)
indicates the presence of vibrational states for moving actomyosin clusters (red, blue, and yellow)
different from static systems and acquisition artifacts (grey). The higher amplitude for the crowder
condition with the highest cluster velocities of all measured systems implies that larger amplitudes
correlate with higher velocities. Scale bar, 10 μm.

3. Discussion

Based on our suggested mechanism for the directional motion of an individual cluster, we consider
the possibility of an alignment of motion of a group of clusters in one direction to result from potential
cluster interactions via the cortical actin network, thereby explaining the observed flow-like group
behavior of the actomyosin clusters. Alternatively, a macroscopically homogeneous quasi-symmetric
actin carpet is initially formed, as shown in our experiments (see Figure 1E, Movies S2 and S3). Since the
resulting clusters are initially connected via the isotropic actin mesh, the random asymmetry of the
largest cluster would determine the direction of movement of the entire cluster group, in the absence
of coordinating processes. Each cluster of the group is thus impressed with a direction of movement or
an asymmetric gradient profile originating from the respective monomer tail. In conclusion, our theory
suggests that the direct translational and rotational movements of actomyosin clusters originate from
an imbalance of oscillatory contractile stresses within the individual actomyosin clusters. Fourier
analysis of our experimental data indicates the existence of vibrational states that drive the directional
movements of individual actomyosin clusters and the formation of flow-like CAMs in the spherical
confinement of the active matter droplets. Hence, for future work it will be of great interest to investigate
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whether these vibrational states can be also identified in cellular model systems that exhibit myosin
driven actomyosin motions, e.g., in cytokinetic actomyosin rings or in cortical actomyosin flows.

4. Methods

Additional Information and details of the model as well as all methods and experimental
procedures and movie legends can be found in the Supporting Information Appendix.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/9/6/1432/s1,
Supporting Information (word document), Movie S1: Encapsulation and water in oil droplet formation, Movie S2:
Actin cortex formation and myosin contraction, Movie S3: Directional actomyosin flows, Movie S4: Particle Image
Velocimetry (PIV) of moving actomyosin clusters, Movie S5: Enhanced directional actomyosin flows through
crowding, Movie S6: Tracking of individual actomyosin clusters for determining fingerprints of cluster vibrations,
Movie S7: Rotation of actomyosin clusters.
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Abstract: Movement of cells and tissues is essential at various stages during the lifetime
of an organism, including morphogenesis in early development, in the immune response to pathogens,
and during wound-healing and tissue regeneration. Individual cells are able to move in a variety of
microenvironments (MEs) (A glossary of the acronyms used herein is given at the end) by suitably
adapting both their shape and how they transmit force to the ME, but how cells translate
environmental signals into the forces that shape them and enable them to move is poorly understood.
While many of the networks involved in signal detection, transduction and movement have been
characterized, how intracellular signals control re-building of the cyctoskeleton to enable movement
is not understood. In this review we discuss recent advances in our understanding of signal
transduction networks related to direction-sensing and movement, and some of the problems that
remain to be solved.

Keywords: cell motility; signal transduction; actin dynamics; intracellular waves; polarization;
direction sensing; symmetry-breaking; biphasic responses; reaction-diffusion; membrane and
cortical tension

1. Introduction

Active movement of cells, either individually or collectively, is essential in early development,
in the immune response, and in a variety of other processes [1]. Evolution has led to a number
of different modes of active movement of single-cell organisms, ranging from crawling to swimming.
Certain bacteria, such as E. coli, use flagella to swim, while paramecia use cilia, but each can only
use one mode of movement. However, some motile eukaryotic cells are more flexible and can adopt
the mode used to the environment in which they find themselves, swimming in some MEs and crawling
in others [2]. In addition, whether cells move individually or collectively can depend on the density
of the extracellular matrix (ECM) in their ME [3]. This plasticity or adaptability has significant
implications for understanding cell motility for it implies that the focus must be on the behavior
of the integrated system, not simply on its component parts.

Cells use complex signaling pathways to control the local structure of actin networks,
which comprise both branched and linear filaments, and the contraction of myosin-II (myo-II) motors,
which are embedded both in the cortical cytoskeleton—the cross-linked actin network that is linked
to the membrane—and in the remaining intracellular network of actin filaments, microtubules and
other structures. Together these networks, which we call the cytoskeleton (CSK), produce the forces
that drive cell shape changes and movement, whether they are random in spacetime or spatially
directed in response to signals in the environment. In order to move, the forces must be transmitted
to the environment, and the ease or difficulty of movement in a given context produces feedback that
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is used by cells to control their movement. Understanding how signaling networks and the mechanical
responses are integrated to produce shape changes and movement, and how external signals—either
in the form of imposed spatially or temporally varying signals or those generated by movement—affect
the responses, remains a major challenge in biology. The complexity of these processes is such that
mathematical models are essential for synthesizing what is known to unify observations, and for
making predictions that can guide further experimental work.

In this review, we focus on the processes that control single-cell motility, which we categorize
as (i) signal transduction, (ii) actin network dynamics and intracellular waves, (iii) direction-sensing
and polarization, and (iv) integration of signaling and structural changes. Each of these is a major
topic in itself, and while individual processes have been reviewed elsewhere [4–7], our objective is to
give a broader overview of their interdependence. We begin with a brief sketch of this that hints at
how they are integrated.

In the absence of directional signals in their ME, many cell types, including neutrophils
and Dictyostelium discoideum (Dicty), explore their environment more-or-less randomly [8,9], and therefore
the intracellular signaling networks that control the shape changes must be tuned to produce signals that
generate this movement. Thus, a first objective is to understand how the pathways that control actin
network dynamics can produce random extensions of the membrane, whether in the form of filopodia,
pseudopodia or lamellipodia. To this end, it is necessary to determine whether the known pathways
can at least generate random actin waves that might trigger such protrusions, ignoring whether
the membrane deformations needed for a protrusion emerge from these actin structures. Some have
suggested that an integrated model for direction-sensing, adaptation, and signal-independent
actin waves is comprised of two components—a signal-transduction excitable network (STEN)
coupled to a CSK oscillatory network (CON) [10]. In Section 3 we review the signal-transduction
networks in Dicty and neutrophils and discuss the dynamics of the Ras-PI3K-PTEN pathway.
In Section 4 we discuss a number of models for actin waves that have been developed and show that
a recent, detailed model of frustrated phagocytosis can replicate the experimentally observed waves
in this system.

In the presence of a chemotactic, durotactic or other directionally biased signal in the environment
the cells must orient or re-orient themselves appropriately, and this involves both direction-sensing
and polarization. This is a two-step process, the former defined as determining the most favorable
direction of movement, whether up the gradient of an attractant or down that of a repellent.
This is a classical problem and it is well understood what a cell must do, and in Section 5.2 we describe
a model for direction-sensing in Dicty that is based on extensive experimental data. The second
step of the process is polarization—often referred to as symmetry-breaking [11]—in which the cell
establishes an internal directional bias in the cytoskeletal structure. Simply put, this amounts to
establishing a front and a back of a motile cell. However, polarization is not restricted to migrating
cells—epithelial cells and budding yeast cells can become polarized without moving, the former
to distinguish the ‘top’ from the ‘bottom’ and the latter to establish the budding site. The dynamics
of the integrated signaling networks and their role in generating polarization in an external signal
is discussed in Section 6.

2. The Primary Modes of Cell Movement

Since different types of cells use vastly different modes of movement that involve different modes
of control of the CSK, we begin with a brief description of the various modes. An extended review
of cell motility is given elsewhere [2].

The two major modes of eukaryotic cell movement are called mesenchymal and amoeboid [12,13].
Mesenchymal movement is used by fibroblasts and various tumor cells, and usually involves
strong adhesion to the substrate and extension of relatively flat lamellipodia at the leading edge
(Figure 1). The construction of lamellipodia involves nucleation of filaments at the membrane that then
treadmill as in solution. The densely branched structure of the network arises via Arp2/3-controlled
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nucleation of branches on existing filaments [14]. Transmission of force to the environment involves
integrin-mediated focal adhesions that are connected to the CSK via stress fibers, and this mode often
involves proteolysis of the ECM to create a pathway for the cell [15].

Figure 1. A fibroblast cell on a surface.

The amoeboid mode of movement is based on a less-structured CSK and typically involves less
adhesion to the substrate. In the amoeboid mode cells adopt a more rounded cell shape and often
have a highly contractile ‘tail’ called the uropod [16]. There are several distinct types of amoeboid
motion that have been identified. In the first type cells generate a rearward flow of actin in the cortex,
which leads to a reactive tension gradient in the membrane that propels the cell forward. This is called
the tension- or friction-driven mode [17]. In the second type cells use actin-rich protrusions called
pseudopodia at the leading edge, or by blebbing, in which cycles of extension of the front and retraction
of the rear as shown in Figure 2b are used. In a third mode Dicty cells on a substrate move by deforming
their shape in a wave-like manner [18], similar to a swimming mode described below.

In an environment less favorable to mesenchymal movement, eg., due to changes in the stiffness
or adhesiveness of the substrate [19,20], cells compensate by undergoing a ‘mesenchymal-to-amoeboid’
transition (MAT) [21,22]. For example, leukocytes can use the mesenchymal mode when moving
in a tissue, but can also migrate in vivo without using integrins, instead using a ’flowing and squeezing’
mechanism [16]. In a cyclic AMP (cAMP) gradient on a rigid substrate, Dicty moves either by extending
pseudopodia or by blebbing, and determines which mode to use by monitoring the stiffness of the
surroundings. Pseudopodia are used in a compliant medium and blebbing is used in stiffer media [23].
While pseudopods and blebs involve very different actin dynamics, with the former based on
a highly branched dendritic network, whereas the latter involves high contractility of the cortex
that produces a high intracellular pressure and detachment of the membrane from the cortex at
the leading edge, they can coexist at the leading edge [23]. Furthermore, blebs may transform into
pseudopods by continued actin polymerization at the cortex, while pseudopods can spawn blebs
at their edges [23,24]. Thus there can be a delicate balance between them. Finally, some cells move
only by blebbing. Certain types of carcinoma cells are immobile on 2D substrates, but polarize
spontaneously, form blebs, and move efficiently in a confined environment [25].
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Figure 2. (a) Blebbing on a melanoma cell: myosin (green) localizes under the blebbing membrane (red)
(b) The actin cortex of a Dicty cell migrating to the lower right. Arrowheads indicate the successive
blebs and arcs of the actin cortex. The scale bar is 5 μm is each panel. From [26].

While it is less frequently used as a mode of movement, Dicty and neutrophils can swim
in a fluid [27], and presumably use this mode to move through fluid-filled voids in their environment.
Figure 3a shows a schematic that illustrates how Dicty moves by propagating protrusions down its
length, and Figure 3b shows a time sequence of shape changes that Dicty executes as it swims toward
the site of an attractant. This has been modeled and analyzed [28], and it was shown how characteristics
of the protrusions, such as their height, affect the swimmer’s speed and efficiency. In addition, it is also
known that Dicty cells can swim for several cell lengths without shape changes [29], and it has been
shown that they can do so by creating an axial tension gradient in the membrane [17].

Swimming and crawling are two very different strategies for movement, and raise the
problem of understanding how mechano-chemical sensing of the environment and transduction
of the information to the intracellular networks is used to control the structure of the CSK [30],
which is clearly different in a fibroblast from that in a swimming cell. Protrusions and other
shape changes require forces that must be correctly orchestrated in space and time to produce
net motion—those on cells in Figure 2a are not, while those in Figure 2b are—and to understand
this orchestration one must couple the intracellular dynamics with the state of the surrounding
fluid or ECM. Tension in and curvature of the membrane and cortex have emerged as important
determinants in the orchestration, whether in the context of undirected cell movement, or in movement
in response to environmental cues [17].

Finally, since cells can be motile in the absence of extracellular signals, the autonomous dynamics
of the actin network governing un-stimulated movement must be understood separately from
the stimulated response. The fact that different modes can coexist in cells such as Dicty suggests that
the balance between factors or pathways that determine the modes may be delicate.
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Figure 3. How Dicty amoebae swim by protrusions and shape changes. (a) a schematics of a swimming
cell with 3 protrusions. From [31]; (b) the shape of a Dicty cell as it swims. Scale bar 10 μm. From [27].

3. The Signal-Transduction Network in Eukaryotic Cells

Prokaryotes such as E. coli are too small to measure the spatial gradient of signals across their
body length, and thus developed a ‘run-and-tumble’ strategy in which they execute a random walk
with persistence when searching for a favorable environment or trying to leave an unfavorable one.
To implement this strategy E. coli has developed a sophisticated signal-transduction network that
controls the rotational bias of flagella that propel the cell [32,33]. Motile eukaryotic cells such as
neutrophils, fibroblasts and Dicty have also developed search strategies that involve execution
of a persistent random walk [8,9], but since they are large enough to measure signal differences over
their body length, the mechanism for implementing the search strategy is quite different. For instance,
cAMP is a chemoattractant for Dicty, but in the absence of an external signal, cells spontaneously
form and extend pseudopods [34–36], which involves localized re-building of the actin network.
These new pseudopodia can either be retracted or can attach to the substrate, and in the latter case
the cell adopts a polarized shape and moves in the new direction with a persistence time of about
9 min [37]. Of course the question is which intracellular signaling pathways control the location
of a new pseudopod and the remodeling of the cortex and CSK to form a pseudopod, and how is this
system biased by an external signal. Here the current state of knowledge for eukaryotes is far behind
that in E. coli. Due to its genetic and biochemical tractability, Dicty is a widely used model system
for studying these questions, and is to date the best understood eukaryotic system [38,39].

3.1. The Signal-Transduction Networks in Dictyostelium and Neutrophils

The small GTPases in the Ras superfamily, of which there are 150 human members and orthologs
in yeast, Dicty and other species [40], are essential components of the pathways controlling the CSK
in eukaryotic cells. These are grouped into five families—Ras, Rho, Rab, Ran and Arf—of which the
first two are of primary interest here. The GTPases act as molecular Boolean switches in signaling
pathways, with the on-off state determined by whether they are GTP-bound (‘on’) or GDP-bound
(‘off’). The binding state is controlled by GEFs (GTP exchange factors) or GAPs (GTPase-activating
factors (Figure 4). The state of the switch can be controlled by controlling the GEFs and GAPs, which in
turn can be controlled by other factors, and thus there are at least a two levels of control involved.
Active GTPases act on downstream effectors to control network structure and dynamics by controlling
two classes of actin nucleators, WASP and SCAR/WAVE proteins in one and Diaphanous-related
formins in the other. The first controls production of branched dendritic networks, and the other long,
frequently bundled, linear filaments. By controlling their localization with membranes in the presence
of different signals, the spatial location of different network types can be controlled in a cell.

Three Rho GTPases—Rho, Rac and Cdc42—all activated by Ras, control three pathways
in neutrophils that control actin network contraction, extension of filopodia [41], and lamellipodia [15,42],
resp. Cdc42 and Rac control dendritic network formation by activation of scaffold proteins of the WASP
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family, which when activated facilitate actin polymerization by regulating Arp2/3 [43]. When activated,
RhoA facilitates formation of actin bundles and stress fibers by activating the contraction of myo-II,
which is done by deactivating MLCPase, an inhibitor of myosin contraction [44]. A sketch of these
pathways in Dicty, which lacks both Rho and Cdc42, but uses Akt/PKB instead, is shown in Figure 5.
Figure 5a shows the five main pathways in Dicty that are involved in transducing an extracellular cAMP
signal to changes in the actin network.

The first step is binding of cAMP to one of the G-protein-coupled cAR receptors, which activates
the G-proteins. G-proteins consist of an α subunit that contains a GTP/GDP binding domain as well as
intrinsic GTPase activity, and a complex of a β and a γ subunit. The α and βγ subunits dissociate after
activation, and each can activate downstream signaling pathways as shown in Figure 5a. A major one
is via Gβγ, RasG,D and PI(4,5)P2/PI(3,4,5)P3 (PIP2/PIP3), to Rac1, adenylate cyclase and cAMP, another is
via Ras C and the TOR pathway, also to Rac1, and other pathways are driven by PLA2, by guanylate cyclase
(GC), and by Ca+2. While many components are shown there, the diagram only contains representatives
of the principal actors and pathways. For example, there are a number of Gαs, and five different Ras
proteins, three of which, RasG, Ras D and RasC are shown and are principals in the chemotaxis
pathways. RasG is a primary regulator via localization of phosphatidylinositol-3 kinase (PI3K),
which converts PIP2 into PIP3, while RasC regulates activity of the target of rapamycin complex
2 (TORC2), a parallel pathway that regulates chemotaxis. Figure 5b shows an expanded version
of the PIP2-PIP3 component, which is central to the waves described later [45,46]. A mechanistic
description of the PLC and CRAC pathways is given elsewhere [46,47].

Figure 4. The molecular switch for a RHo GTPase—Rho is ‘on’ or active when GTP-bound, and ‘off’ or
inactive when GDP-bound. From Charest et al. [43].
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Figure 5. (a) The principal pathways in cAMP signal transduction in Dicty. CAR1-4: the cAMP
receptors, Gα2 and Gβγ: components of the G-protein used for the transduction of the cAMP signal,
Ras, Rac1: small GTPases, PIP2 and PIP3; membrane components that are inter-converted via
phosphorylation and de-phosphorylation, IP3 and DAG: products of PIP2 degradation, GC: guanylate
cyclase—the enzyme that produces cyclic GMP (cGMP), AC: adenylate cyclase—the enzyme that
produces cAMP, Myo-II: a motor protein involved in contraction of the actin network. Arrows indicate
an effect, but not whether it is activating or inhibiting, and feedback steps are not shown. (b) Details
of the PIP2-PIP3 subnetwork.

Assembly of the motor protein myo-II is controlled in part by PAKa via its effect on MHCK [48],
and contraction is stimulated via the cGMP pathway by deactivation of an inhibitor of myo-II
contraction [44]. The balance between the Rac1, Rap1 and GC pathways, in conjunction with other
factors such as membrane tension, determine whether dendritic network formation (B-actin) or
bundling of long filaments (L-actin) and myo-II-controlled contraction dominates, and as will be seen
later the competition between them can lead to complex patterns of traveling waves.

Not all steps are shown in Figure 5, and other feedback interactions will be discussed later.
Mutual inhibition between these pathways may ensure that the mesenchymal and amoeboid modes
are mutually exclusive in some cells, but it is not absolute, since Dicty can use a mixed-mode strategy
that involves either pseudopodia or blebbing [24]. High-level models of some of the interactions
shown in Figure 5 are reviewed in [49–51].

3.2. The Dynamics of the Ras-PI3K-PTEN Pathway

In the absence of cAMP stimuli Dicty cells plated on glass extend pseudopods in random
directions, but under spatially uniform cAMP stimuli aggregation-competent cells first respond
by suppressing existing pseudopods and rounding up (the ‘cringe response’), which occurs within
about 20 s and lasts about 30 s [52]. This first phase of the response is characterized by uniform
and transient membrane localization of PHCRAC-GFP , a marker for PIP3, along the cell periphery
within 10 s [53,54]. This fast phase of PIP3 accumulation is less affected by PI3K inhibition,
which suggests that another pathway may be involved. Given that ElmoE interacts directly with
Gβγ [55], one could speculate that ElmoE might be essential in the first phase rise that occurs on a faster
time-scale. Under uniform stimuli there is a second phase characterized by localized patches of labeled
CRAC (Figure 6), extension of pseudopods in various directions, and an increase in the motility [56–58].
The second-phase rise is probably due to other signaling pathways, possibly involving F-actin (actin
filaments of either type), that react on a slower time-scale. A localized application of cAMP elicits
the cringe response followed by a localized extension of a pseudopod near the point of application
of the stimulus [59].

A model described in Section 5.2 shows how the cell can use Ras activation to determine the
direction in which the signal is largest, but how it organizes the motile machinery to polarize
and move in that direction is still a major question from both the experimental and theoretical
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viewpoint. A subsequent step downstream of Ras is the generation of pleckstrin homology (PH)
binding sites by the phosphorylation of the membrane lipid PIP2 by phosphoinositide 3-kinases (PI3Ks)
to produce PIP3, which in turn is dephosphorylated to produce PtdIns(3,4)P2 (Figure 5b). In Dicty,
PIP3 is produced by a class IA type kinase (PI3K1 and PI3K2) and a class IB type, kinase designated
PI3Kγ [60,61]. The former are activated via cytosolic tyrosine kinases, and thus may contribute to basal
activity, whereas the latter consists of a catalytic unit and binds to F-actin via the N-terminal region.
The latter fact may explain why the fast phase of the response to a uniform stimulus is PI3K insensitive.
Both PIP3 and PI(3,4)P2 provide binding sites for various cytosolic proteins containing PH domains
(PHPs) and recruitment is rapid: localization of PHPs at the membrane peaks 5–6 s after global
stimulation with cAMP [60,62]. Both PIP3 and PI(3,4)P2 are tightly regulated by the phosphatases
PTEN and SHIP, and within 10–15 s following uniform cAMP increases the PHPs return to the
cytoplasm [60,63]. This rapid increase of PIP3 at the membrane couples the extracellular signal
to actin polymerization via Rac1-WAVE-Arp2/3 (Figure 5a), which creates a feedback loop that
leads to increased PI3K binding and increased PIP3 production. The level of activated G-proteins
in continuously stimulated cells reaches a stimulus-dependent level, while membrane-associated
CRAC first increases, but then returns to its basal level. Therefore, adaptation of the PIP3 and cAMP
responses, as well as directional sensing, is downstream of Gβγand upstream of PIP3 and CRAC [64,65].

Figure 6. GFP in the cytosol before cAMP stimulation, a transient translocation of GFP to the entire
boundary of the cell at 8 s after addition of cAMP, and patches of GFP at the boundary after 40 s.
From Postma et al. [53].

The ratio of PIP2 to PIP3 has a significant role in the blebbing vs. pseudopod dichotomy
mentioned earlier. This ratio dictates if either detachment of the membrane from the cortex or,
B-actin formation at the membrane occurs. A reduction of PIP2 increases blebbing, possibly via its
effect on membrane-cortex adhesion [66], whereas the absence of PIP2 conversion in pi3k− leads
to greatly reduced production of blebs compared with wild-type cells [23,24]. One can see in Figure 5
that another balance, that between the Ras-independent and Ras-dependent pathways may be an
essential factor in resolving the blebbing-pseudopod competition.
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4. Intracellular Actin Waves in the Absence of Directional Signals

As remarked earlier, cells can execute a persistent random walk in a signal-free environment, and it
has been found that the intracellular components of the network exhibit a variety of spatio-temporal
wave patterns under such conditions. The first to observe actin waves in Dicty were Vicker et al. [67–69],
and Vicker [70] was the first to suggest that these waves were generated by an excitable
reaction-diffusion system involving actin dynamics. Since then such waves have been observed
in Dicty, neutrophils and other cell types [8,9,71–77]. Inagaki et al. [78] provide a broad overview
of waves and their role in various aspects of cell dynamics.

The actin waves in Dicty and macrophages arise during re-building of the actin network
following treatment with latrunculin A (LatA), which sequesters G-actin and leads to disintegration
of the network and rounding of the cells. After removal of the drug the cells return to their pre-stimulus
state, but in the interim there are distinct domains of the membrane that is in contact with the
surface in which different actin structures exist (Figure 7). In one PIP3, Ras and Arp2/3 are high
and the network is dendritic, whereas in the other PIP3 is low, PIP2 and cortexillin are high, and F-actin
is is linear and bundled. The existence of two distinct domains separated by a propagating actin wave
suggests that the underlying dynamics are bistable, with one state in which PIP3 is high and PIP2
is low, and the other in which the roles are reversed. The waves that exist between domains of high
and low PIP3 are usually closed and of varying shape, and actin recovery after bleaching shows that
they propagate by treadmilling [79]. Myosin-IB, a membrane-cortex linker protein [80,81], is found at
the front of a wave, and a dense dendritic network is found in the high PIP3 domain. Other components
that are found where PIP3 is low include coronin, which inhibits filament nucleation and indirectly
regulates cofilin activity via dephosphorylation [82], and cortexillin, which organizes actin filaments
into anti-parallel bundles.

Figure 7. A cross-section of the waves in LatA-treated Dicty cells. From Gerisch [79].

Because it is the balance between the Rac1, Rap1 and GC pathways that determines whether
formation of dendritic networks or formation of linear actin dominates, experimentalists believed
that the complex patterns of traveling actin waves in the cortex that are observed in the absence
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of directional signals may be the result of competition between them. Figure 7 shows that Arp2/3
is prevalent in the inner region while bundled filaments are dominant in the outer region, but the
dichotomy may not be so clean. Recent work shows that formins, which nucleate and elongate actin
filaments, are distributed throughout the inner and outer regions, but the type of formin varies , and the
waves disappear when cells are treated with a formin inhibitor [83]. Figure 8A shows that formin A
is high outside the wave, reduced in the inner region, but high in the wave front and back. Figure 8B
shows the coexistence of formin B (green) and Arp2/3 (red) along the wave front. Thus the actin wave
is undoubtedly a mix of long filaments and branched network. This changes the picture of how wave
formation is controlled significantly, since it indicates that the formin-controlled pathway is essential.

Figure 8. (A) Individual and overlay images of actin and formin A in a cell recovering from treatment
with 5 μM latrunculin, showing actin and formins on the substrate-attached cell surface. Scale bar 10 μm.
(B) The spatial distribution of formin (green) and Arp2/3 (red) along the wavefront. From Ecke et al. [83].

Oscillations in the local network dynamics, as well as waves in the corresponding reaction-
diffusion systems, often originate from a certain balance between positive feedback and slow inhibition
in the network. The simplest mathematical model that can produce the different wave types leads to
the following equation, which stems from reaction and diffusion in a two-phase medium with rapid
interphase transport.

∂u
∂t

+ ( f0 + f1u)
∂u
∂x

=
∂2u
∂x2 + g(u) (1)

The second term on the left side represents an active or convective transport process in the fluid
phase and g(u) is qualitatively a cubic nonlinearity with zeroes u1 ≤ u2 ≤ u3. By adjusting
the parameters f0 and f1 one can obtain a propagating transition wave from u1 → u3 or u3 → u1,
periodic and damped oscillatory waves, or transition waves [84]. Furthermore, if a second mechanism
controls one of these parameters, one can make the waves stall, as in [85] or reverse the waves at
the boundary. The transition waves are stable on the line, while the others are not, but this is not
relevant to the scale of a cell. However, this is only a cartoon description—the underlying mechanism
is much more complicated.

While the observed patterns of wave initiation and propagation suggest that the waves
are governed by an excitable system, it has been difficult to identify a minimal set of components
of the network shown in Figure 5 responsible for them. For example, it is known that the Ras
activation step in isolation is not excitable—it responds proportionately to any stimulus and adapts,
and thus if Ras is part of an excitable STEN there must be downstream feedback on Ras. However,
Ras and PI3K can still be activated in gβγ-null cells, thus eliminating the effect of extracellular
cAMP [34]. These authors and others [86] suggest that there is a feedback loop from F-actin to Ras,
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as shown in Figure 5b, but the feedback may arise from components further up the pathway.
Another question stems from the fact that it is often difficult to obtain the long-term evolution
of the waves in order to determine whether they are transition waves between two distinct steady
states, or pulse waves that begin and end at the same steady state. A model of frustrated phagocytosis
described later supports both types in different parameter regimes [87].

4.1. Models of Intracellular Waves in Dicty

It was reported that Ras waves exist in un-stimulated Dicty cells in the absence of both PI3K
and F-actin feedback, and it was concluded that Ras waves drive PIP3 waves [88]. The authors
suggest that spontaneous Ras wave formation is possible without any downstream feedback and that
this drives PI3K waves, and they develop a model in which there is feedback between the RasGTP
and RasGAP to obtain waves. Computations using a model described in Section 5.2 show that without
such feedback Ras alone cannot generate waves.

An important feature of the waves is that typically, but not always, the domains described above
are well separated, in that PIP3 is low where PIP2 is high and vice versa. There are several models
proposed to explain the PIP3/PTEN dynamics [73,89,90], in which the reduction in PTEN/PIP2 plays
the main inhibitory role such that the scheme follows the “substrate-depletion”-type mechanism
in line with the fact that PIP3 and PTEN appear to be anti-phase. The authors find that F-actin is not
required to generate PIP3/PTEN waves and propose a model based on the mechanism shown in Figure 9.
The computational results shown in Figure 10 show the out-of-phase relationship found in some,
but not all experiments. However, there are several concerns about the model. Concerning the effect
of effect of PIP3 on PTEN, it has been pointed out that neither an increase in PIP3 nor a decrease in PIP3
levels influenced the membrane-binding of PTEN [91]. In addition, the sampling techniques may
lead to erroneous conclusions. Gerisch et al. [92] show that when PIP3 and PTEN are sampled over
the entire attached surface the results appear to be consistent with the anti-phase conclusion, but when
sampled in a very small region the results are different. Figure 10B shows that there are regions
in which PIP3 decreases sharply even as PTEN continues to decrease, which is contrary to the model
predictions in Figure 10A. The switch from rise to fall of PIP3 is therefore unlikely to be caused
by a depletion of PTEN, and the authors suggest that other factors are involved in the PIP3-PTEN
dynamics. The model proposes that PIP3 might negatively regulate PTEN recruitment and positively
regulate PI3K recruitment [73,90], but this has not been experimentally confirmed. It has been observed
that PIP3 regulation of PI3K recruitment is F-actin dependent, and that there is no PI3K recruitment
in LatA-treated cells [93,94].

One of those additional factors may be the actin network, for it is well established that
the membrane-binding and activation of PI3-kinases depends on F-actin [93]. However, the role
of actin or actin waves in the generation of the PIP3/PTEN patterns is still controversial. It is reported
that PIP3/PTEN patterns disappear at a higher dose of LatA treatment (10 μM) [75,90], while PIP3
waves can still be observed in mild LatA treatments (0.5–2.0 μM). Nishikawa et al. [75] also reported
that PIP3 waves reappear with addition of 1 nM cAMP under 10 μM LatA treatment. On the
other hand, Arai et al. [73] report that PIP3/PTEN patterns are formed in the presence of 5 μM
latrunculin A, a concentration that the authors considered to be sufficient for the complete inhibition
of actin polymerization.

Another unknown in establishing a network concerns other factors affecting PIP2. In addition
to the PTEN-regulated supply from PIP3, PIP2 can be supplied by PTEN-independent pathways [87,95–97],
and as shown in Figure 5b, PIP2 can be degraded through calcium-dependent PLC activity and via
PI3K- and PLC-independent pathways [4,95]. Moreover, PTEN interacts with lipids through several
binding and catalytic domains [98–102], and it has been proposed that positively charged residues
in the PIP2-binding and C2 domains can recruit PTEN to the plasma membrane through associations
with negatively charged membrane lipid head groups [102–106], which suggests that there is a positive
feedback loop in the PIP2-PTEN interaction.
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Figure 9. The model of the PIP2-PIP3 reaction and the governing equations. From Arai et al. [73].

Figure 10. (A) The predicted PIP3-PTEN phase plane. From Arai et al. [73]. (B) A plot of PTEN (red)
and PIP3 (green) vs. time taken in a small spot on the membrane. From Gerisch et al. [92].

A more detailed model of the observed waves that incorporates more molecular details of the PI3K
pathway and the actin network dynamics has been proposed by Khamviwath et al. [107] (Figure 11A).
Stimulation with a localized pulse of activated receptors, leads to a a single pulse, whose magnitude
grows in time while the pulse spreads in both the x- and z-directions, the latter representing the height
of the actin network (Figure 11B). A threshold stimulus is needed for initiation of a wave because
the uniform rest state is stable, and this suggests that the model is excitable. The amplitude in the center
decays later, and the pulse splits into two symmetric pulses, which is consistent with experimental
observations [71].
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Figure 11. (A) A schematic of the network structure and molecular interactions in the model. (B) Two
snapshots in time of an actin wave initiated at x = 2.5, showing the network density (color) as a function
of space (x-axis) and network height (z-axis). From Khamviwath et al. [107].

Furthermore, Rac, which is a proxy for PIP3 in the model, shows no peaks, which is also consistent
with the experimental observations [71]. Another prediction of the model is that the inclusion
of PTEN leads to reversal of the waves, which agrees with the observations that the waves often
propagate to the cell edge and then reverse direction. Other wave models are reviewed elsewhere [51],
but much remains to be done to understand the internal structure of waves. For example, it has been
found in macrophages described later that PIP(3,4)2 is enriched in the wave center, rather than PIP3,
as in Dicty [76].

While the foregoing models involve PTEN and other components of the signaling network, it has
been shown that SCAR/WAVE, Arp 2/3 and actin-binding proteins can generate rapid, localized
oscillatory SCAR/WAVE-actin foci in Dicty cells lacking Gβ and PTEN [10], and more recently it was
shown that Gβγ has important effects on the dynamics. Knockout of Gβγ completely blocks chemotaxis
and CSK dynamics [4,34], but recently a Gβ sequestration technique to study the effect of Gβ on
the spatial interaction of the foci was developed [108]. It was found that sequestration of Gβ induces
large-scale oscillations of LimE-GFP, a reporter for F-actin, due to long-range coupling of actin foci,
and that very few Gβ-null cells display LimE-GFP oscillations. The global coupling of the local
oscillators interferes with the sensing of extracellular signals and the changes in local actin dynamics
needed to produce protrusions, but how this is effected remains to be explained.

4.2. Intracellular Waves in Frustrated Phagocytosis

Another system in which waves are observed involves macrophages that are in contact with
a surface, undergoing a process called ’frustrated phagocytosis. Phagocytosis is a process in which
phagocytes such as lymphocytes or macrophages engulf and destroy foreign bodies called pathogens
in a tissue, and it is initiated when a cell of the immune system detects antibodies carried by a pathogen
via receptors in the membrane. Signaling mechanisms that control the changes of the cellular
cytoskeleton needed for engulfment of the pathogen lead to large mechanical deformations
of the cell, and thus a mathematical model of the entire process would be extremely complicated.
Recent experiments have used an experimental technique similar that used in LatA-treated Dicty cells
in which the membrane does not deform, but rather, signaling triggers actin waves that propagate
along the boundary of the cell [76].

This eliminates the large-scale deformations and facilitates modeling of the wave dynamics.
A model of the actin dynamics observed in frustrated phagocytosis that can replicate the experimental
observations has been developed [87], and the key components that control the actin waves have
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been identified. Figure 12 shows the relative positions of different components in the wave found
experimentally [76], and these should be compared with those shown for actin waves in Dicty
in Figure 7.

Figure 12. Left: A cross-section of an actin wave, showing actin (red) and PIP2 (green). The drop in PIP2
occurs at the boundary of the cell. Right: The spatial profiles of components in the wave, all normalized
to their maximum value in the wave. Components were classified into 5 types, based on their pattern
of in the waves: Type 1—Cortical actin, PI(4,5)P2, PI5K; Type 2—Total F-actin; Type 3—PI(3,4)P2, DAG;
Type 4—Branched actin, N-WASP Type 5–SHIP2. Please note that PIP2 is constant in front of the wave.
Taken from Masters et al. [76].

The signaling network is controlled by the FcγR receptor, and it is known that receptor
activation following binding of the antibody immunoglobulin leads to a sequence of spatial
and temporal changes in phosphoinositides, Rho-family GTPases and actin nucleation-promoting
factors [109]. The spatio-temporal dynamics of these molecules control processes such as remodeling
of the cytoskeleton, membrane fusion and the production of reactive oxygen intermediates that
are necessary for particle internalization. However, it is not clear how the molecular scale activation
of FcγR’s leads to the observed micron scale patterns of activation and inactivation of network
components reflected in the propagating actin waves, and the network shown in Figure 13 was
developed to address this issue [87]. Only membrane-localized components are shown, and all
are placed in their approximate order of activation, with red faster than blue. The internal structure
of the wave is captured in the model, and two snapshots of the time-evolution following a stimulus
are shown in Figure 14.

Figure 13. The signal-transduction steps following FcγR activation. From Ponce de Leon & Othmer [87].
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Figure 14. Branched actin wave initialization and propagation. Shown are the profiles of branched
actin, PI(4,5)P2, Cdc42, and PIP3 at t = 5 s (a), and 180 s (b) after a perturbation. The concentrations
are normalized by the original steady state. The right axis on (b) is for PI(3,4)P2, which is shown
in light cyan.

There are a number of interesting predictions that emerge from the model. In particular, one
is that diffusion coefficients of membrane-bound species must be larger behind the wavefront than in
front to replicate the internal structure of the waves.

5. Models for Polarization and Direction Sensing

Cells in vivo are never either spatially homogeneous or geometrically symmetric at the molecular
level, and thus the commonly used term polarized must be defined more loosely. Usually cell polarity
refers to a spatial distribution of a protein, a lipid, the CSK, or another component that exhibits
an identifiable spatial gradient. The ability to polarize at the cellular level is an essential property
for cell division, cell-cell interactions such as mating in yeast cells, and the ability to move in a
favorable direction or against an unfavorable one, and most cell types exhibit some form of polarity,
which enables them to carry out these specialized functions. Polarity is very dynamic and can be very
short-lived, as in the signaling patches that may generate actin waves and lead to small local membrane
deformations, or longer-lived, such as the morphological polarity visible in cells such as neurons,
in migrating fibroblasts, or in epithelial cells, which have a well-defined apical-basal polarity [110].
Given that polarity may be evanescent or persistent, a major question is how these spatio-temporal
events are generated, and what distinguishes those that are evanescent from those that are imprinted
for a longer time. For example, the actin patches described earlier are generally short-lived,
and what determines the threshold that distinguishes a short-lived patch from a new pseudopod
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is not known. In the context of the problems described herein, the imprinting is rarely permanent,
but does involve some architectural changes in the CSK on the time scale of interest. The molecular
underpinnings of polarity in yeast cells are reasonably well understood, and mathematical models
have been developed to investigate the role of different pathways in the polarization process [111–116].
However, the underlying networks are more complex in motile cells such as Dicty and neutrophils,
and progress has been slower.

While polarity at the molecular or CSK level can arise in the absence of external signals,
direction-sensing involves the detection of spatial differences in an external signal over the cell surface,
thereby determining what the most favorable direction is according to some criterion. This typically
leads to the localization of some components in the membrane that can initiate structural polarization
at the level of the CSK, or if the best direction of the signal changes, lead to either re-polarization
of the cell or re-orientation of it. Typically, there is a threshold level of the signal needed to initiate a
response, and this may vary depending on the history of exposure to the signal, since some cell types
adapt to constant signal levels. In addition, many cell types can detect low levels of a signal, but then
amplify them internally to initiate the appropriate intracellular response.

5.1. Mathematical Models for Polarization

5.1.1. Localization of ‘Hotspots’ for Wave Initiation and Polarization

We have seen that a variety of membrane waves exist in Dicty and other cell types, but how they
are initiated is not well understood. Mathematically speaking, it is known that different perturbations
of an excitable system can lead to waves, but how the perturbation that triggers the event in question arises
spontaneously in the membrane environment is not known. Here we describe two different mechanisms
that may be involved—a spontaneous coagulation mechanism that creates a spatially distinct region or
‘hotspot’, and a positive feedback mechanism that has a similar effect. In either case the objective is
to create a localized nanostructure in the membrane that initiates the appropriate activity. Important
questions concern how large the nanostructure must be in spatial extent, how long it must persist
in time to create observable events such as propagating waves, and how long its effects persist. In the
case of PIP2-PIP3 waves the effect may be relatively short-lived, since once the wave has passed
the system may relax to the unperturbed state, whereas in other cases it may persist over a much
longer time scale.

Modeling of symmetry-breaking, which usually means establishment of polarity in a cell,
addresses either the question of ‘long-term’ or imprinted polarization, as in the budding yeast or a cell
migrating along the gradient of a signal, or relatively short-term polarization, either spontaneous
or in response to a fluctuating extracellular signal. In persistent polarization the initial response
to the event may stimulate reinforcing events, such as modification of the CSK that prolong the
asymmetry or polarity for a longer period. This will be discussed in the context of direction-sensing
in response to an external cu—here we discuss establishment of localized nanostructures.

The general mechanism of cluster formation is illustrated in Figure 15, which shows how diffusion
on the membrane can lead to clusters of proteins. The model arose in the context of cell polarization
from the observation that surface-bound Cdc42 forms nanoclusters in the membrane in budding
yeast [117]. The clusters diffuse more slowly than single molecules and are larger at the cell poles
and thus they tend to localize there [118]. Clearly interactions with the membrane and other proteins
must lead to a reduction in the free energy of the system, else there would be no clustering, and it
is found that the cluster size depends on both the scaffold protein Bem1 and the lipid environment,
in particular phosphatidylserine levels [118].
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Figure 15. Formation of naonclusters on a lipid bilayer. From Sartorel et al. [117].

At sufficiently high densities the process can be described by the Smoluchowski equation

∂ fn

∂t
(x, t) = D(n)Δ fn(x, t) + Qn

1 ( f )(x, t)− Qn
2 ( f )(x, t). (2)

Here fn is the membrane density of clusters of size n, D(n) is the diffusion coefficient of such
clusters, and Δ is the Laplacian on the surface. The term

Qn
1 ( f )(x, t) =

1
2

n−1

∑
m=1

α(m, n − m) fm(x, t) fn−m(x, t), (3)

represents creation of clusters, where α is the coefficient of creation of a cluster of size n from clusters
of size m and n − m. Similarly, the loss term is given by

Qn
2 ( f )(x, t) = fn(x, t)

∞

∑
m=1

β(m, n) fm(x, t). (4)

Of course treating the aggregation process using continuum densities may not be valid in general,
in which case one must revert to a stochastic simulation of Equation (2). This was done for general
reaction-diffusion equations in Hu et al. [119] and in the context of aggregation on membranes
in Turner et al. [120] and Richardson et al. [121].

∂u
∂t

(x, t) =
1
2

DΔu + kon(1 − h) + k f b(1 − h)u − ko f f u, (5)

Another mechanism closely related to models described in the next section involves reinforcement
of binding from the cytosol by previously bound ligands on the membrane. The simplest model
of this involves a single species that is either bound to the membrane or is freely diffusing in the
cytosol [122]. The molecular species shuttles between the cytosol and membrane in a simple on-off
step, but the rate of binding to the membrane can also be increased by membrane-bound species,
as shown in Figure 16 (top). The governing equation for such a reinforced-binding mechanism in which
diffusion on the membrane is allowed is where h is the membrane-bound fraction of the total number
of molecules—both in the cytosol and on the membrane [122].

Again the question of whether a continuum description is appropriate arises, and the authors
tested a stochastic simulation of Equation (5) and found that the results depend strongly on the total
number of particles, as shown in Figure 16 (bottom). When there are many particles the entire
membrane is covered and the distribution of signaling molecules on the membrane converges to
a homogeneous steady state. However, when there are few particles—1000 under the conditions
used—the model with a positive feedback alone is sufficient to create and maintain a single localization
site of membrane-bound molecules. This model has also been applied by Houk et al. [123] to
explain how membrane tension maintains cell polarity by confining signals to the leading edge during
neutrophil migration.
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Figure 16. The reinforced-binding model. Modified from Altschuler et al. [122].

A different model for localization depicted in Figure 17 was proposed by Marco et al. [124].
In this model localization stems from the balance of three processes: diffusion along the membrane,
transport to the membrane along actin or microtubules, and recycling to the cytoplasm via endocytic
uptake and membrane recycling. In this model local polarization of the CSK is assumed to entail active
transport, but the objective is to show how proteins can be localized on the membrane.

Figure 17. Schematic diagram of the model. From Marco et al. [124].

Let f denote the density distribution of the protein on the membrane, and let Fcyto

be the homogeneous cytoplasmic concentration of the protein. Then the evolution of f is governed by

∂ f
∂t

= d f Δ f −
(

eaχ +
ea

α
(1 − χ)

)
f + hFcyto

χ∫
χ

, (6)
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where d f is the diffusion constant on the membrane and χ is the directed transport window function
defining the region of the plasma membrane to which cytoskeletal tracks are attached. Furthermore,
h is the directed transport rate along cytoskeletal tracks, ea is the endocytosis rate within the directed
transport region, α is the ratio of the endocytosis rates within and away from the directed transport
region, and Fcyto is the cytoplasmic pool of f which is homogeneous due to the fast dispersion
in the cytosol. Their experimental results corroborate the assumption that co-localization of endocytosis
with actin patches in the polarized region is important for cell polarity. Of particular significance
is the theoretical result that endocytosis rates can regulate dynamically balanced systems to optimize
the asymmetric localization of membrane-protein distributions. Endocytosis will reappear later
in the context of regulating the spatial distribution of WASP in Dicty.

Which of the three mechanisms might be involved in wave formation as described earlier?
The reinforced-binding mechanism and the endocytosis model are directed more to creation
of permanent ‘poles’ in a cell, rather than an ephemeral ‘hot spot’, since there is no explicit mechanism
for deconstruction of the localization by turning off the positive feedback on binding, while localization
in the cluster-formation model is more likely to be disrupted due to membrane fluctuations.

5.1.2. Reaction-Diffusion Models for Gradient Establishment

In the clustering and reinforced-binding mechanisms polarity arises independently of the CSK,
but when motility is involved bidirectional interaction of signaling and the CSK is essential, as seen
in the model of phagocytosis. When there is a link the most complete model description involves
both the signaling networks and the mechanical effects of membrane deformations and pseudopod
growth, and there is as yet no mechanistic model of these interactions. At the other extreme,
there are many mathematical models that have been formulated that contain no link between signaling
and the CSK, and the objective in these is to establish a gradient of a signaling molecule involved
in polarization. Meinhardt [125] suggested an activator-inhibitor model that incorporates a third
species that functions as a local inhibitor. Small external differences are amplified via a Turing instability
in the activator-inhibitor system, and the slower in-activator suppresses the primary activation. It was
shown that transient maxima of the internal signals arise at random locations in the absence of external
signals, and for suitable parameters the model can generate stable cell polarization. This model
is an interesting high-level description of the process, but has no direct relation with the underlying
biochemistry in any system.

A class of more recent models for gradient establishment and direction-sensing are also based on
an activator-inhibitor mechanism. These so-called LEGI—local excitation and global inhibition—models
are used to explain direction sensing and adaptation in a constant chemoattractant field [126].
The models incorporate a fast-responding but slowly diffusing activator and a slow-acting,
rapidly diffusing inhibitor, similar to what is used in a Turing mechanism, to set up an internal
gradient of activity that tracks the extracellular gradient. The usefulness of such models is limited
because of the oversimplification of the signal-transduction network, and the need for a wide disparity
in the diffusion coefficients of the inhibitor and activator to establish an intracellular gradient.

Other models have been built around two-component systems of reaction-diffusion equations
that involve binding of a cytosolic species to the membrane, and in these the difference in diffusion
rates arises from the fact that one component diffuses in the cytosol and the other on the membrane.
Such models are typically described by a system of the form,

∂u
∂t

= DuΔu + f (u, v)
(7)

∂v
∂t

= DvΔv + g(u, v).
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where u is the cytosolic concentration and v is the areal density on the membrane. It is assumed that u
is constant in the direction normal to the surface, which is appropriate for a membrane under a thin
layer of fluid, but not in general, and thus f (u, v) represents the binding step. Furthermore it is
usually assumed that binding is the only reaction, and that f (u, v) = −g(u, v), i.e., v and u
are membrane-bound and cytosolic forms of the same species that are converted point-wise in space.
However, this is not strictly correct, since the volumetric change in u is not equivalent to the areal
change in v [127].

In general, f (u, v) incorporates both a nonlinear feedback component that reflects reinforcement
of binding, i.e., a form of autocatalytic binding, as in the model described earlier, as well as saturation.
Otsuji et al. [128] have used several different forms of the nonlinearity, viz.,

f (u, v) = a − 1
{

u + v
[a2S(u + v) + 1]2

− v
}

or f (u, v) = −a1(u + v)[(αu + v)(u + v)− a2], (8)

where Du = αDv, S is intensity of stimulation, and a1, a2 are model parameters whose biological
meanings are obscure. In a model due to Mori et al. [129] f is chosen as

f (u, v) =
(

k0 + γ
un

un
0 + un

)
v − δu, (9)

where k0 is the rate of activation of u from v and δ is the rate of inactivation of u to v. Here a Hill
function in u alone, as distinct from the first form in Equation (8), was used to describe self-activation
or binding of u. The authors show that a wave initiated at one boundary can stall or be ‘pinned’ under
suitable conditions, thus leading to stable polarization.

While these models provide some insight into cell polarization, they are in general too simplistic
to make significant predictions concerning polarization in a given system. The most significant
limitation of all models of the type at Equation (8) is that the stimulus is restricted to one point on the
boundary. As a result, they cannot be used for understanding how a cell in reacts to a graded signal,
since there is no extracellular signal except at the point of stimulation. A second problem concerns
how the structure of the nonlinearities used might arise from a mechanistic description. Figure 18
shows the steps in a mechanistic description of yeast polarization, which would lead to a complex
system of equations for components on the membrane that would be difficult to describe with two
variables. Other models of the type in Equation (8) are reviewed in [130].

Figure 18. The components of a model for self-organized clustering of activated Cdc42 in yeast.
Blue (pink) represents inactive (active) Cdc42 in the cluster. Inactive Cdc42 is activated at the membrane
by a complex of active Cdc43, Bem1 and Cdc24. The guanine dissociation inhibitor (GDI) shuttles
inactive Cdc42 to and from the membrane. From Goryachev and Pokhilko [111].
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5.2. A Model for Direction-Sensing in Dictyostelium in cAMP Gradients

For a Dicty cell to align with the local gradient in a noisy chemotactic field, it must measure
the local cAMP concentration at its surface and determine the direction in which to move. A precise
choice is not necessary—a mathematical model predicts that cells can aggregate as long as they
choose their direction within a cone of ±135◦ of the correct direction, but they aggregate more
slowly [131]. A computational model of the Gβγ-AC-cAMP part of the network in Figure 5 shows
that a for a sufficient length of time a cell experiences a significant difference in the front-to-back
ratio of cAMP when a neighboring cell signals [132]. It follows from this that other components
in the signal-transduction pathway will sustain similar front-to-back differences in a gradient,
and experiments have shown that this holds for PIP3, PI3K, and PTEN.

A more recent model for the first downstream steps in the signal-transduction pathway in Dicty
incorporates more of the underlying biochemistry and can replicate a number of experimental observations.
These include amplification at the level of RasG (hereafter simply Ras), the observed biphasic
response to graded stimuli, the existence of a refractory period for repeated stimuli, and ‘memory’
of the up-gradient direction in a wave [133]. In LatA-treated cells [134,135] the feedback effect from
the actin cytoskeleton on Ras is eliminated, and the model is based on these experiments. Figure 5
shows that activated Ras activates PI3K and other downstream steps to actin polymerization, but the
model was restricted to the Ras dynamics in response to cAMP because there is no known direct
feedback to Ras from downstream steps between Ras and the actin cytoskeleton.

The model involves three main processes: signal detection via CAR1, transduction based on
activation of Gα2βγ, and activation of Ras (Figure 19). The key components in the model are Gα2βγ,
Ric8, (a GEF that activates Gα2 [136]), Ras, and RasGEF and RasGAP. All components except Gα2 cycle
between the membrane and the cytosol. RasGEF and RasGAP are activated at the membrane by free
Gβγ, and the translocation of RasGEF from the cytosol is enhanced by the activated form of Gα2 .

Figure 19. A schematic of the major processes in the model (left), and the primary steps in the network
(right). From Cheng and Othmer [133].

It has been observed [134] that adaptation to constant cAMP stimuli occurs at the level of Ras,
whose activity is controlled by a balance between RasGEF* and RasGAP*—none of the upstream components
adapt. At low stimuli adaptation is near perfect, but at higher stimuli adaptation is imperfect.
The model is able to capture the dose-dependent Ras activation and various patterns such rectification
and refractoriness under uniform stimuli. It can be shown that G∗

α2 contributes to the observed
imperfect adaptation in a uniform stimulus due to the asymmetrical translocation of RasGEF.
Earlier we noted that the cell-level response to a uniform stimulus is a ‘cringe’, which appears within
about 20 s and lasts about 30 s—comparable to the time-scale for adaptation of the Ras response.
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Another experimental observation under uniform stimuli is that cells exhibit a refractory period
after stimulation [10]. A short delay following a stimulus leads to a small response, and the response
increases if the delay is increased. This is often taken as an indicator of excitability, but there is no
indication that there is a threshold stimulus in the experiments or the model—the maximum Ras*
response increases monotonically over four orders of magnitude of the stimulus. This can be explained
by considering the ratio RasGEF*/RasGAP*. For short delays the slower inactivation of RasGAP*
reduces the amount of Ras that can be activated. Under uniform stimuli Ric8 plays a minor role
and Ric8-null cells respond essentially as WT cells. However, it plays a major role under graded stimuli.

Under graded stimuli the response in LatA-treated cells is biphasic: on a short time-scale
(10 s) Ras is activated over the entire membrane, the activation decays within 20 s, and this
is followed by a persistent polarization of Ras activation that is high at the high point of the
gradient. The model reveals that the fast time-scale of Gβγ mediated RasGEF and RasGAP
activation induces the first transient Ras activation on the entire membrane, while the slow time-scale
of overall equilibration—which includes redistribution due to diffusion, membrane localization and
positive feedback between Ric8 and Gα—induces the delayed secondary response that produces
the symmetry breaking. Figure 20a,b show that the biphasic response—initially uniform around
the cell, followed by symmetry-breaking later—in a graded stimulus is captured.

Figure 20. The levels of activated Ras* at the front and back in a static cAMP gradient as a function
of time measured experimentally (a) From Kortholt et al. [135] and the model prediction (b) [133]
From Cheng and Othmer [133].

Important insights into the role of diffusion emerge from the model. While all cytosolic
components diffuse at the same rate, the model predicts the observed symmetry-breaking, and analysis
shows that diffusion of both RasGEF, the activator, and RasGAP, the inhibitor, is necessary.
Simulations also show that there is no symmetry-breaking in gα-null cells and there is no
direction-sensing in Ric8-null cells when exposed to a shallow gradient or a steep gradient with
high mean concentration. Finally, slow diffusion of components on the membrane enhances, but is not
necessary, for symmetry-breaking. As shown in Figure 21 left, only unrealistically high diffusion rates
on the membrane removes the biphasic response. In particular, symmetry-breaking does not require
a disparity between the diffusion coefficients of the activator (RasGEF) and the inhibitor (RasGAP),
as is required in LEGI models.

Well-polarized cells are able to detect and respond to chemoattractant gradients with a 2%
concentration difference between the anterior and posterior of the cell [63], and in Figure 22 we show
the results of the model predictions for the response to the Ras gradient in unpolarized cells. One sees
that the amplification is significant for a 2% and 20% difference, but less for a very steep gradient.
Amplification of a cAMP gradient stems from two outputs of the network. First, the G∗

α2 concentration
on the membrane is highest where the cAMP concentration is highest, and this produces higher
localization and activation of Ric8, which reactivates Gα2 and further promotes RasGEF localization
there. Secondly, faster Gα2βγ re-association at the rear because Ric8 is lower there, which leads
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to lower G∗
α2 and creates gradients of Gα2βγ and Gβγ, the former high at the rear and low at the front,

and conversely for the latter, as is observed experimentally [137]. Furthermore, Ric8 contributes
to the amplification of Ras activity by regulating Gα2 dynamics: the reactivation of Gα2 by Ric8
induces further asymmetry in Gα2βγ dissociation, which in turn amplifies the Ras activity. Thus Gα2βγ

cycling modulated by Ric8 drives multiple phases of Ras activation and leads to direction-sensing
and signal amplification in cAMP gradients. The biphasic response can be understood as follows.
Initially the cAMP stimulus produces a nearly uniform response due to rapid diffusion of Gβγ

in the cytosol, but on a slower time-scale symmetry-breaking is driven by an ‘indirect’ positive
feedback between Ric8 and Gα2 (activated Gα2 promotes Ric8 binding at the membrane, and activated
Ric8 promotes reactivation of Gα2 ). Increasing diffusion of membrane components reduces the spatial
asymmetry this produces.

Figure 21. (Left) The effect of diffusion on the biphasic response. Solid, dashed and dotted
lines are for D = 0, 0.1 and 10 μm2/s resp.—cytosolic diffusion of all components: D = 30 μm2/s.
(Right) The average Ras* in the front and rear halves in response to a passing triangle wave.
From Cheng and Othmer [133].

Figure 22. Amplification, as defined in [133], of the Ras signal in an unpolarized cell in a linear gradient
with mean 10 nM and front-to-back differences as labeled.

In an imposed triangular wave of height 1 μm and wavelength 1 mm [138], Ras* at the front
is always larger than at the rear throughout passage of the wave (Figure 21 right), which reflects a form
of ‘memory’ of the point at which the cell first received the signal. This shows that symmetry-breaking
at the level of Ras encodes sufficient ‘memory’ to maintain directional orientation during a passing
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wave and thus provides a solution to the ‘back-of-the-wave’ problem, in that cells do not turn
to follow the cAMP gradient after the wave has passed, despite the fact that the spatial gradient
reverses as the wave passes over the cell [10,139]. It should be emphasized that the model was
built on the rounded LatA-treated cells that have no intrinsic polarity, which suggests that polarity
is not necessary for the persistence of direction-sensing at the natural wave speed, even at the level
of Ras activity.

6. The Integration of Signaling, Polarization and Structural Changes in the CSK

In general, establishment of polarity in an un-stimulated, unpolarized eukaryotic cell at rest that
is exposed to a graded, time-independent external signal involves three major steps.

1. Detection of the chemical and mechanical signals in the ME with membrane receptors,
adhesive sites, and other detection mechanisms.

2. Transduction of the extracellular signals into spatially biased intracellular signals that reflect
the external signals and activate one or more downstream signaling pathways.

3. Translation of the output of these signaling pathways into the changes in the CSK needed to begin
directed motion.

Similar steps occur in an already-polarized cell, but in that case the last step also involves
the decision to change direction if necessary, or to simply continue motion.

While these steps may appear to involve simple feed-forward processes, there are numerous
feedback loops between the signaling pathways (Figure 5) and significant overlap in their downstream
effects, and thus the balances between them determine the response when all are functional.
The complexity of the CSK [140] and the fact that the same cell type can use very different modes
of motion in different MEs makes it difficult to translate what is known about steps 1 and 2 into
a set of ‘rules’ for carrying out step 3. Moreover, we have thus far focused on chemical signals
to the exclusion of mechanical signals, but Dicty, neutrophils and other cell types continuously monitor
their ME and adapt their mode of movement to it. For example, in a fluid Dicty swims, while in other
environments it moves either by extending pseudopods and contracting the rear, by blebbing, or by
a combination of these. The evolutionary advantage of this flexibility is clear, but it also means
that determining the rules for implementing step 3 remains a major challenge. However, we can
identify components of what is involved in implementing step 3 under chemotactic gradients, which is
done in the context of Dicty next. Moreover, the component parts are fairly universal [4], and there
is evidence that mechanical stimuli act through the same pathways as chemical signals in Dicty [141].

6.1. How Graded Chemical Signals Lead to Polarization

Since cAMP receptors remain uniformly distributed on the membrane following stimulation [137],
polarization first occurs at the level of Ras, Gα2 , and Gβγ (Figure 5), followed by adaptation
in Ras activation. Activated Ras activates PI3K, which leads to a local increase in PIP3 production
and a local increase in PI3K, the latter dependent on actin polymerization [86]. Thus, without
any interaction with other pathways, there is a front-to-rear (Hereafter we refer to the region on
the membrane that receives the highest stimulus as the ‘front’, and the antipodal part the ‘rear’).
decrease in activated Ras, PI3K and PIP3. Since all points on the cell receive the cAMP signal, the signal
transduction network is active over the entire cell and the gradients that arise are the global composite
of local changes and diffusive and other types of transport.

PIP3 has a PH domain that serves as a docking site for cytoplasmic proteins such as the the
GTPase Rac1 and the kinase Akt. The increase in PIP3 leads to rapid binding and activation of Rac1
via a GEF, and rapid localization and activation of Akt, which is essential for CSK polarization
and chemotaxis—mutants lacking Akt cannot polarize the CSK properly in a chemotactic gradient
and the cells move slowly [142]. Experimentally it is found that rapid withdrawal of the gradient
leads to the return of PTEN and PHCRAC-GFP (labeled CRAC) to their pre-stimulus distribution,
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but reapplication of a uniform cAMP stimulation produces a clear PHCRAC-GFP translocation
to the rear, but not to the front [143]. This indicates that a stronger ‘inhibition’ of polarization
is maintained at the front of a polarized cell. It was shown that this inhibition is not caused by PTEN,
Gα1 or Gα9, but the observations remain to be explained.

The SCAR/WAVE regulatory complex (WRC) is a five-protein complex that binds both activated
Rac1 (Rac1GTP) and Arp2/3, and thus provides a link between the two that leads to formation
of branched actin [144]. Another member of the WAVE family, WASP, also binds Rac1GTP, and can
activate Arp2/3 and produce pseudopods in the absence of WAVE, but plays other roles when WAVE
is expressed [145]. The protein complex DGap1/cortexillin also binds Rac1GTP, but apparently only
acts to sequester it [146]. Cortexillin is known to bind to PIP2, which increases down-regulation of Rac1
at the rear.

Because PTEN docks to PIP2, the reduction of PIP2 due to conversion into PIP3, coupled with
possible inhibition of PTEN localization by PIP3 [147], reduces the membrane-attached PTEN, which
produces a reverse gradient in bound PTEN and further increases PIP3 at the leading edge. In addition,
an increase of PTEN at the rear decreases PIP3 there, further amplifying the front-to-rear PIP3 gradient.
Thus, one of the second steps in polarization is establishment of the front-to-rear gradients in PIP3,
AKT, and the SCAR/WAVE regulatory complex (WRC) and the reverse gradient in PTEN.

Myo-II has several effects in the cortex. One is to stabilize it by associating with anti-parallel
linear actin filaments to produce actomyosin, and the other is contraction of the filaments needed both
in movement by blebbing and via pseudopods. The motor activity of myo-II, independent from its
cross-linking function, is up-regulated by myosin light chain kinases (MLCK). In a pathway parallel
to the Gβγ pathways, Gα2 activates Rap1 (Figure 5a) and a downstream effector, the kinase Phg2.
This localizes and activates the heavy-chain kinase MHCK, which leads to myo-II disassembly [148]
and in turn reduces the cortical density and facilitates branched actin polymerization and pseudopod
extension. PakA inhibits the cGMP-promoted MLCK activation of motor activity and hence reduces
contractility [43], and together this leads to a front-to-back gradient of free myo-II, which can lead
to an increase of its L-actin-binding at the rear. Thus, the spatio-temporal balance of the effectors
of the cGMP, Ras and Rap1 pathways controls actin polymerization and actomyosin assembly, as well
as their spatial localization [4].

It is known that myo-II is localized at the rear of migrating Dicty cells [149], but whether
PTEN controls its localization is not known. It has been shown that PTEN localization at the sides
and the rear of cells occurs prior to myo-II localization there [150], and it was suggested that PTEN
may be involved in a positive feedback loop in which contraction enhances accumulation of PTEN
and myo-II [150]. Since PI(4,5)P2 promotes membrane-binding of PTEN, the gradient of PIP2 increases
its posterior localization [151], but PTEN is not the sole controller of myo-II localization—it still
localizes in pten− cells. This may involve the cGMP pathway in Dicty [152,153], and in other cells
myo-II preferentially binds to actin filaments in tension, and a reduction in the tension leads to release
of myo-II [154].

In the presence of diffusion of components on the membrane and in the cytosol, the composite effect
of the processes described would be to produce smooth variation of the components on the membrane
and those in the cytosol. If we define ‘frontness’ by a propensity to produce predominately branched
actin and pseudopods, whereas ‘rearness’ is characterized by a preponderance of linear actin
and actomyosin, how does a cell polarize into a well-defined front and rear? Do these characteristics
vary smoothly in proportion to the gradients described above, or are there additional steps that
sharpen the distributions? Experimental images of tagged components suggest the latter, but this can
be misleading because there is always a threshold in detection of labeled components. Assuming that
the separation is quite sharp, how can the gradients be amplified locally? For instance, if there
is cooperative binding similar to that in models described earlier, will the frontness and rearness
be more clearly separated? Since activated Rac1GTP and WAVE are key components in branched actin
production, can the WRC and Rac1GTP be localized more sharply at the front?
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WAVE binds to both Rac1GTP and PIP3, and a possible step in this direction is shown in Figure 23,
where the WRC-Rac1GTP-PIP3 units form clusters that produce branched actin more rapidly than
the sum of the individual units. If complex formation between WRC-Rac1GTP and PIP3 evolves
according to

dC
dt

= F(WRC-Rac1GTP, PIP3) · WRC − kC (10)

where C is the WRC-Rac1GTP-PIP3 complex, then localized C will result for an appropriate F provided
diffusion in the membrane is not too rapid. For instance, if F is increasing in both arguments and reflects
cooperativity in Rac1GTP and PIP3, either separately or jointly, then formation of the complex will
be restricted to regions in which both Rac1GTP and PIP3 are large. This is not a mechanistic description,
but rather a qualitative argument of what a more detailed mechanism could produce. Moreover, this is
not the complete story in Dicty, for in the absence of WASP, WRC-RacGTP accumulates at the rear
of the cell [155]. In addition to activating Arp2/3, WASP is also thought to remove Rac1GTP from
the membrane, thus depleting active Rac1GTP at the rear. DGap1/cortexillin complexes may have
a similar role. The combination of these steps can lead to a relatively sharp variation between the region
in which formation of branched actin dominates and that in which linear actin and actomyosin prevail.

Figure 23. A possible step in the localization of WRC. From Lebensohn and Mitchison [144]
with permission.

An alternate approach to generating the separation between frontness and rearness has been
suggested in the context of cancer cells [156]. In that approach a sharp demarcation is achieved
with a network in which RhoA and Rac1 are linked by a double-negative feedback loop. This leads
to a spatial distribution of RhoA, Rac, and the inhibitor PAK, and the boundary between frontness
and rearness occurs at particular values of PAK at which there is a spatial discontinuity in the RHoA
and Rac distributions. Such discontinuities would be difficult to sustain in the presence of diffusion,
but the effects of diffusion are not considered by the authors.

Other factors may also play a role in polarization. For example, cofilin promotes breakup
of actin filaments, and suppression of its expression results in re-localization of Arp2/3 to one
pole and protrusions from only that pole [157]. Myo-IB, the membrane-cortex linker protein [81],
preferentially binds to PIP2, and thus is released when PIP2 is converted to PIP3. Another potential
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factor is profilin, which increases formin-mediated elongation rates in a concentration-dependent
manner [158]. At the same time, profilin-bound monomers inhibit the polymerase activity of WH
domains of SCAR/WAVE and WASP by competing for G-actin monomers [159]. Although recent
studies demonstrate that WAVE contains a proline-rich domain, which is capable of delivering free
actin monomers to barbed ends in vitro [160], its activity could be slow compared to that of filament
elongators such as formins.

6.2. The Role of Membrane and Cortical Tension in Polarization

A question that arises in the context of the preceding models in which diffusion is the primary
transport mechanism is whether diffusion is fast enough to change the polarity of a cell in response
to changes in the signal. In Dicty directional changes of a shallow gradient induce polarized cells
to turn, whereas large changes lead to large-scale disassembly of motile components and creation
of a new ‘leading edge’ directed toward the stimulus [161]. In Figure 24 one sees that fibroblasts
require 40 min to re-orient 90◦, whereas a Dicty cell can re-polarize in 40 s. Computational experiments
based on the model in Section 5.2 show that Ras activation can be reversed in 50–60 s in response
to large-amplitude reversals of the cAMP gradient, but diffusion alone may not suffice, since reversal
becomes much slower when exposed to a weaker reversed gradient. Moreover, it has not been
demonstrated that the necessary rearrangements of factors controlling the CSK can redistribute rapidly
enough via diffusion. In fact, it has been shown that a diffusion-based polarization mechanism cannot
provide long-range inhibition of secondary pseudopods in neutrophils, and it was suggested that
membrane tension may be involved [123]. Since the membrane is generally modeled as elastic or
viscoelastic, changes in tension propagate much more rapidly than diffusion-propagated signals,
and may be involved in suppression of pseudopods toward the rear in both for Dicty and neutrophils.

Figure 24. Re-orientation of fibroblasts (A) and Dicty (B). From Faix et al. [162].

Membrane tension plays a role in other contexts as well. Numerous proteins that contain
a BAR domain can associate with curved membranes because they are sensitive to curvature [163].
Elevated membrane tension reduces the local curvature and can reduce the binding of such proteins [164].
This might regulate the membrane-binding of GEFs and GAPs that regulate the GTPase switches,
which in turn provides feedback between curvature and actin dynamics. Cells such as fibroblasts
sense the rigidity of the ECM via stress transmitted through integrin-mediated focal adhesions,
which can lead to conformational changes in proteins within the complex. For example, in the case
of BCAR1 proteins, force applied to the adhesion complex leads to exposure of phosphorylation
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sites for SRC-family kinases that can recruit signaling proteins and up-regulate the activity of Rac1
and Rap1.

In another example of mechanical effects, Dicty cells in a fluid flow establish a protruding front
directed against the flow and a retracting rear, as indicated by labels for polymerized actin and myo-II
markers at the front and rear, resp [165]. At a shear stress of ∼2.1 Pa the cell becomes polarized with
an actin-enriched front upstream, and when the flow is reversed quickly, cells reverse their polarity
in several phases. First, actin disassembles at the previous front between 0∼60 s after flow reversal.
Then polymerization of a new front upstream begins at 30 s and stabilizes by ∼90 s. In the interim
the amount of actin in the cortex decreases, which means that polarity reversal entails a significant
re-building of the entire cortex. How shear stress is transduced into control of actin polymerization
is not known, but as remarked earlier, it is thought that the signaling pathways are the same for both
chemical and mechanical signals. Interestingly, the authors noted that similar patterns of front and rear
inter-conversion were observed in cells re-orienting in strong gradients of cAMP.

Recent work has also shown that some cell types use strong cortical flows to propel themselves,
and the intracellular actin flows that are generated polarize the cell and could move other signaling
molecules axially. Ruprecht et al. [166] show that a stable non-polarized blebbing cell can be converted
into a permanently polarized shape by increasing the contractility in cells. They also report cortical flow
rates of 10’s of μms/min (Figure 25), which would induce an anterior-to-posterior cytoplasmic flow
near the cortex, and thus a posterior-to-anterior flow in the center, as shown in Figure 25. The authors
suggest that there is a high growth rate of the cortex at the front of a cell and a high disassembly rate at
the rear, which would require a very different set of controls for the actin network.

Figure 25. The measured cortical flow (top) (From Ruprecht et al. [166]), and the postulated intracellular
flows (bottom).

A second stable-bleb type is more cylindrical and has a large uropod [167]. This also involves
high myo-II activity and strong retrograde actin flow, and arises when slow mesenchymal cells
undergo a MAT under low adhesion and confinement between plates. Evidence for involvement
of the cortex in both cases is the fact that blebbistatin, an inhibitor of myo-II contractility, and LatA
both inhibit polarization. It is thought that a gradient of cortical density and myo-II generates both
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the cortical flow and an axial pressure gradient in both morphologies, but what initiates the flow
remains undetermined [168]. Computations reported in Wu et al. [17] show that tension gradients
in the cortex can generate large-scale flows sufficient to carry monomers anteriorly, and thus can
provide another mechanism for polarization by segregating components via the flow.

7. Epilogue and Open Problems

Our objective in this review was to describe some of the wide range of problems that arise in trying
to understand cell motility. In the previous sections we discussed recent advances in understanding
the dynamics of intracellular biochemical networks and how they are involved in actin waves,
direction-sensing and polarization, but the problem of understanding how chemical and mechanical
signals are used to control movement is both broader and deeper. Broader in the sense that other
pathways not touched upon are involved, and deeper in the sense that our knowledge of the details
of transduction of mechanical signals is shallow in many respects. As a result, there are many open
questions that remain to be solved. Several that are closely related to topics discussed earlier are
as follows.

• What is the minimal set of components of the network shown in Figure 5 that can control
the random initiation of intracellular waves in un-stimulated cells? Experimental work described
earlier suggests that a minimal set in Dicty may be SCAR/WAVE, Arp 2/3 and actin-binding
proteins, but there are presently no models that can replicate the experimental results. A related
question is what controls the initiation sites for pseudopodia. Is it randomness in the wave
generation, or are there randomly located sites of decreased membrane tension that facilitate
membrane deformation, or both?

• A question raised earlier concerns how cells establish a sharp demarcation between ‘frontness’
and ‘backness’ in the presence of an extracellular signal. This involves the spatial distribution of
numerous species, and a minimal set of components to produce the demarcation is not yet known.
A related question is how the strength of the signal determines whether the cell turns in response
to a change in direction of the signal, or whether it completely rebuilds the CSK.

• There are as yet no models that integrate mechanical and chemical pathways to predict actin
flows and structural changes in the CSK—even within a fixed cell shape. In the previous sections
we simply described how some of the separate components may be involved in polarization,
but their integration remains to be addressed.

• A larger question is how these pathways control the mode of migration used by a cell.
Cells moving on flat surfaces often use lamellipodia, but movement in confined spaces can prevent
the extension of lateral membrane protrusions, which may account in part for the use of blebs
in confined spaces. The coexistence of blebs and pseudopods in Dicty suggests that the balance
can be subtle, but there are experimental conditions under which one or the other dominates.
Since cells often move in a spatially variable environment, the feedback from the ME can affect
the mode of movement dynamically, and far more work is needed to understand how the cell-ME
interaction controls the mode of movement. Significant progress has been made on simpler
systems such as keratocytes moving on a flat surface [169], and recent techniques that can capture
more dynamic shape changes in 3D via interface tracking shows promise [170], but much remains
to be done. In the context of swimmers such as shown in Figure 3, a model in which protrusions
propagate along the body length can replicate swimming speeds under various conditions [28],
but how extension of protrusions is controlled by local fluid properties and other factors is not
yet known.

Concerning pathways not described, the protein-calcium pathway in Figure 5 has attracted much
less attention than other pathways in the context of chemotaxis, but it may play a significant role there.
Early work suggested that calcium is not essential for chemotaxis [171], but other work shows that
it plays an important role. Lusche et al. [172] show that extracellular calcium acts as a chemoattractant
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in parallel with cAMP, while other research shows that calcium is vital in cell migration of various
cell types [173–178]. In macrophages and glial cells calcium influx plays a major role in maintaining
the structure of the leading edge during migration [175,179]. In Dicty cAMP both stimulates and
inhibits PLC activity via Gα2 and Gα1 protein subunits, resp. [180,181]. Kortholt et al. [182] reported
that plc-null cells are resistant to the PI3K inhibitor LY294002 and produce little PIP3 after cAMP
stimulation, while PLC over-expression increases PIP3, which affects chemotaxis similar to loss
of PTEN. The dynamics of intracellular calcium range from individual stochastic events to global
phenomena like waves and oscillations following stimulation [183–185], and given the excitability
of the IP3-Calcium module, PIP2-PLC-Calcium and PIP3-PI3K-PTEN triangles can potentially inherit
the excitability. Thus, an open problem is to investigate whether integration of the PIP2-PLC-Calcium
triangle with the PIP2-PIP3-PI3K triangle could shed more light on the self-organization mechanisms.

Another aspect that deserves more attention concerns the role of stochastic fluctuations at
various steps of the signaling pathways and network dynamics. Estimates made earlier of the signal
noise in cAMP receptors in Dicty shows that noise may be important at low signal levels [47],
but stochastic simulations of the exterior reaction-diffusion system are needed to make this more
precise. Separately, given the more detailed models of intracellular signaling that are now available,
an analysis of how cells cope with noise in the signals is feasible. For example, it was noted earlier
that Dicty cells need not be very precise in their detection of the chemotactic gradient to aggregate,
but imprecision carries the cost of less efficient aggregation [132]. Related to the question of how
the random initiation of intracellular waves is controlled is the question of stochastic effects on
the location of actin puncti at potential sites of protrusion. A stochastic model using a simplified
signaling network shows how random actin spots can shrink and die or develop into full-fledged
propagating waves [186], but further work on this is needed.

In summary, it is safe to say that a deep understanding of how the nanomachines that we call
cells move is still is the future.
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Abbreviations

The following abbreviations are used in this manuscript:

F-actin Branched and linear actin or either
CON CSK oscillatory network
Dicty Dictyostelium discoideum
Gβγ G beta-gamma complex
Gα2 G-protein alpha-subunit
GEF GTP exchange factor
GAP GTPase-activating factor
DGAP1 IQGAP-related protein
PHP PH domain proteins
Akt PI3 kinase and protein kinase B
WRC SCAR/WAVE regulatory complex
SHIP SH2-containing inositol 5-phosphatase
WAVE WASP-family verprolin-homologous protein
WASP Wiskott–Aldrich syndrome protein
Arp2/3 actin-related protein 2 and 3 complex
AC adenylate cyclase
B-actin branched actin
Ca2 calcium
CaM calmodulin
CapP capping proteins
Ctx cortexilin
CAR cyclic AMP receptor
cGMP cyclic GMP
cAMP cyclic AMP
CSK cytoskeleton
CRAC cytosolic regulator of adenylyl cyclase
DAG diacylglycerol
ELMO eukaryotic engulfment and cell motility proteins
ECM extracellular matrix
G-actin free actin monomer
GFP green-fluorescent-protein
GDI guanine dissociation inhibitor
GDP guanosine diphosphate
GTP guanosine triphosphate
GC guanylate cyclase
IP3 inositol 1,4,5-trisphosphate
LatA latrunculin A
L-actin linear actin
LEGI local excitation and global inhibition
MAT mesenchymal-to-amoeboid transition
ME microenvironment
MHCK myosin heavy-chain kinase
MLCK myosin light chain kinase
myo-IB myosin-IB
myo-II non-muscle myosin-II
PakA p21-activated kinase A
PTEN phosphatase and tensin homologue
PIP3 phosphatidylinositol 3,4,5-trisphosphate
PI3K phosphatidylinositol-3 kinase
PIP2 phosphatidylinositol-4,5-diphosphate
PI5K phosphatidylinositol-5 kinase
PLA2 phospholipase A2

PLC phospholipase C
PH pleckstrin homology
STEN signal-transduction excitable network
TORC2 target of rapamycin complex 2
WT wild-type
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Abstract: Multinucleate cells can be produced in Dictyostelium by electric pulse-induced fusion.
In these cells, unilateral cleavage furrows are formed at spaces between areas that are controlled by
aster microtubules. A peculiarity of unilateral cleavage furrows is their propensity to join laterally with
other furrows into rings to form constrictions. This means cytokinesis is biphasic in multinucleate
cells, the final abscission of daughter cells being independent of the initial direction of furrow
progression. Myosin-II and the actin filament cross-linking protein cortexillin accumulate in unilateral
furrows, as they do in the normal cleavage furrows of mononucleate cells. In a myosin-II-null
background, multinucleate or mononucleate cells were produced by cultivation either in suspension
or on an adhesive substrate. Myosin-II is not essential for cytokinesis either in mononucleate or in
multinucleate cells but stabilizes and confines the position of the cleavage furrows. In fused wild-type
cells, unilateral furrows ingress with an average velocity of 1.7 μm × min−1, with no appreciable
decrease of velocity in the course of ingression. In multinucleate myosin-II-null cells, some of the
furrows stop growing, thus leaving space for the extensive broadening of the few remaining furrows.

Keywords: cell fusion; cortexillin; cytokinesis; Dictyostelium; myosin

1. Introduction

Mitotic cell division is typically mediated by a contractile ring that, after segregation of the
chromosomes, forms a cleavage furrow to separate the daughter cells. Double-headed myosin II has
been shown to be a common driver of ring constriction in cells as divergent as Schizosaccharomyces
pombe, sea urchin blastomeres, and mammalian cells [1,2]. Constriction of the ring is based on the
interaction of the bipolar filaments of myosin-II with anti-parallel actin filaments that are linked to the
membrane [3].

Nevertheless, there are exceptional modes of cleavage. First, in a variety of parasitic protozoans,
cytokinesis is performed without the participation of myosin-II [4]. Second, mitotic cleavages can be
accomplished by furrows that ingress laterally from one side of the cleavage region. The formation of
unilateral furrows raises two principal questions. The first one is: how do these furrows progress to
separate the daughter cells? The second question is: can mitotic cells alternate between cytokinesis by
normal, ring-shaped cleavage furrows and by unilateral ones? This would suggest that the machinery
responsible for cytokinesis is flexible enough to perform the constriction of a cytokinetic ring as well as
the unilateral ingression of a furrow. Here, we used mono- and multinucleate cells of the eukaryotic
microorganism Dictyostelium discoideum to address these questions.
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Unilateral furrows are of general interest since they are formed under various conditions in
cells other than the multinucleate Dictyostelium cells. In Physarum polycephalum, unilateral furrowing
occurs during transition from the mononucleate amoebal state to the multinucleate plasmodium [5].
This transition is accomplished by the switch from astral mitosis connected with cytokinetic furrowing
to anastral mitosis, with an intranuclear spindle that omits cytokinesis. The formation of incomplete
cleavage furrows as intermediates between complete cytokinesis and lack of it is favored by the
presence of additional microtubule-organizing centers, which unilaterally prevent the formation of
a furrow.

Similarly, intracellular particles can asymmetrically block the formation of a cleavage furrow
in HeLa cells infected with Chlamydia; the bacteria causing these human cells to form a unilateral
furrow. At the side close to the inclusion of Chlamydia particles, the accumulation of RhoA became
attenuated [6], and consequently the accumulation of anillin and the assembly of myosin-II were
inhibited. The asymmetric accumulation of RhoA was due to the truncated localization of a RhoGEF,
Ect2. In line with these observations, a unilateral furrow could be experimentally induced in HeLa
cells using optogenetics to locally activate Ect2 in one area of the cleavage plane [7].

Unilateral furrows with microfilaments decorating the cleavage zone in an “arcuate manner” are
formed in cnidarian eggs of the genus Aequorea [8]. These furrows begin at the animal pole and ingress
toward the vegetal pole. In amphibian embryos, isolated blastomeres of the outermost layer, called
“superficial cells”, form unilateral furrows beginning at their adhesive basal surface and progressing
toward their non-adhesive apical surface [9]. A unilateral furrow is also formed at the basal region of
Echinarachnius (sand dollar) eggs that are forced into a conical shape [10].

Related to unilateral furrowing is the ingression of furrows between nuclei during blastoderm
formation in early insect embryogenesis [11]. The subsequent constriction of a ring at the
blastoderm–yolk interface occurs in two steps: a first slow phase and a second faster phase. Only the
first phase is myosin-II-dependent [12].

During meiosis II in mouse oocytes, a unilateral furrow initiates polar body formation [13].
After turning of the spindle, this furrow is converted into a bilateral one or a contractile ring (reviewed
by Uraji et al. [14]). Finally, there are unilateral cleavage furrows formed in electrofused mammalian
cells, as reported for PtK1 cells by Savoian et al. [15].

In summary, there are three conditions under which unilateral cleavage furrows have been
observed: (1) during plasmodium formation as an intermediate state between mitosis with and without
cytokinesis, (2) in cells with an asymmetric architecture perpendicular to the direction of the mitotic
spindle or with an asymmetry caused by the lateral location of an obstructing structure, and (3) in
multinucleate cells that are too large to be cleaved by a circular furrow.

One point to be clarified in the context of unilateral furrowing is the role of myosin-II. Cytokinesis in
D. discoideum is not exceptional, in the sense that myosin-II accumulates in the furrow region [16] and
cytokinesis is impaired in myosin-II-null mutants [17–19]. However, there are two features that are
remarkable. First, cytokinesis is strongly inhibited only if cells are cultivated in shaken suspension.
When attached to an adhesive substrate surface, the mutant cells are capable of performing cytokinesis,
albeit less efficiently than wild-type cells: this means they are forming a cleavage furrow linked to
mitosis [20]. Second, in multinucleate myosin-II-null cells grown in shaken suspension, nuclei divide
synchronously, but cytokinesis is impaired. When brought into contact with an adhesive substrate
surface, these large cells form multiple cleavage furrows ingressing from their border [21].

A non-motor protein required for cytokinesis in D. discoideum is cortexillin that causes
anti-parallel bundling of actin filaments [22]. Three isoforms, cortexillin I to III, form preferentially
heterodimers [23,24]. Cells lacking both cortexillins I and II show severely impaired cytokinesis [22].
Cortexillin accumulates in the cleavage furrow [24–26] and has been proposed to interact there with
myosin-II in a mechanosensory control system of contractility [27]. We have used GFP-cortexillin I to
visualize cleavage furrows in myosin-II-null cells, where cortexillin accumulates at higher levels than
in wild-type cells [28].
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In order to study unilateral furrowing in cells other than myosin-II-null cells, we have produced
multinucleate wild-type cells of D. discoideum through electric pulse-induced cell fusion [29]. We show
that these fused cells are optimally suited to study cytokinesis by the ingression of unilateral furrows
and compare them with multinucleate myosin-II-null cells.

2. Materials and Methods

2.1. Cell Strains and Culture Conditions

Fluorescent proteins were expressed in the AX2-214 strain of D. discoideum [30] or in the
HS2205 strain derived from it. In HS2205, myosin-II heavy chain has been deleted [19]. In the
AX2-214 strain, GFP-myosin-II [31] together with mRFPM-α-tubulin [32], GFP-α-tubulin [21] together
with mRFP1-histone 2B, or mRFPM-LimEΔ [32] together with GFP-α-tubulin were expressed. In the
HS2205 strain, GFP-cortexillin I [28] was expressed together with mRFPM-histone 2B.

2.2. Design of mRFP-Histone 2B Vectors

For the expression of histone 2B C-terminally of mRFP, two vectors were constructed, one conferring
resistance to blasticidin, the other to hygromycin. For the blasticidin vector, the coding sequence of
the D. discoideum histone variant H2Bv3 (DDB0231622|DDB_G0286509) was cloned into the EcoRI-site
3′ of mRFP1 [33] and expressed under control of an actin-15 promoter, using a pDEX-based vector
conferring resistance to blasticidin [34].

To construct an expression vector with a hygromycin selection marker [35], the cassette
A15P-mRFPmars-A8T consisting of actin-15 promoter, mRFPmars coding region [32], and actin-8 terminator
was cloned between the SmaI and SphI sites of the multiple cloning site of the pGEM7-based plasmid
pHygTm(plus)/pG7 (a kind gift of Jeff Williams and Masashi Fukuzawa, University of Dundee).
Subsequently, the coding sequence of histone H2Bv3 was inserted into the EcoRI site 3′ of mRFPmars.

2.3. Culture Conditions and Sample Preparation for Confocal Microscopy

Cells were cultivated in Petri dishes containing nutrient medium [36] supplemented with 10 μg/mL
of blasticidin S (Gibco, Life Technologies Corporation, Grand Island, NY, USA), 10 μg/mL of geneticin
(Sigma-Aldrich, St. Louis, MO, USA), or 33 μg/mL hygromycin B (EMD Millipore Corp., Billerica, MA,
USA) at 21 ± 2 ◦C.

For imaging, cells rinsed off the Petri dish were transferred to an HCl-cleaned cover-glass bottom
dish (FluoroDish, WPI INC., Sarasota, FL, USA) and kept for 1 to 2 h in LoFlo medium (ForMedium
Ltd., Norfolk, UK). The rate of mitosis could be increased by incubating the cells for about 20 h at 4 ◦C
in Petri dishes with nutrient medium and subsequently bringing them to room temperature before
transfer to LoFlo medium.

Large cells with wild-type AX2-214 background were produced by electric pulse-induced fusion
as described by Gerisch et al. [29]. Myosin-II-null cells were cultivated in shaken suspension in nutrient
medium for about 36 h to get large multinucleate cells [20]. Multinucleate cells were transferred onto
HCl-cleaned cover-glass bottom dishes and incubated in LoFlo medium for about 1 h before imaging
was started. Where indicated in the figure legends, cells were overlaid with a thin agarose sheet [37,38].
The velocity of unilateral furrow propagation was measured beginning at 1 μm of ingression.
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2.4. Confocal Image Acquisition and Data Processing

For confocal images, a Zeiss LSM 780 microscope equipped with a Plan-Apo 63x/NA 1.46 oil
immersion objective was used (Zeiss AG, Oberkochen, Germany). Images were processed using the
image-processing package Fiji (http://Fiji.sc/Fiji) developed by Schindelin et al. [39] on the basis of
ImageJ (http://imagej.nih.gov/ij). For bleach correction of the red channel, the total mean grey level
for each image of a series was measured to calculate the percentage of bleaching, and accordingly,
the brightness of the red channel was linearly enhanced.

For 3D rendering and animation, the images were first deconvolved with the software of Huygens
Essential, version 18.04 (Scientific Volume Imaging b.v., Hilversum, The Netherlands) and then
animated and displayed in UCSF Chimera, version 1.14 (https://www.cgl.ucsf.edu/chimera) [40].

3. Results

3.1. Mitosis in Wild-Type and Myosin-II-Null Cells

As a reference for mitosis, we will first show spindle dynamics and chromosome segregation
in a wild-type cell containing a single dividing nucleus (Figure 1A and Supplementary Video S1).
This cell expressed GFP-α-tubulin (green) as a constituent of the mitotic apparatus together with
mRFP-histone 2B to label chromosomes (red). During metaphase (0-s frame), the two centrosomes
stayed at a distance of only 1 to 2 μm from each other. Accordingly, the connecting spindle was
short; subsequently it elongated, before disrupting in the middle. At anaphase, the two sets
of daughter chromosomes immediately followed the separating centrosomes, which means that
centromere-associated microtubules remained short. During the entire process, aster microtubules
connected the centrosomes with the polar regions of the cell cortex. This example is representative of
the dynamics of the mitotic apparatus in mononucleate and multinucleate wild-type or myosin-II-null
cells (Table 1). Not seen in Figure 1 is the nuclear membrane, which separates the centrosomes from
the intranuclear spindle in the semi-closed mitosis of Dictyostelium [41,42].

Table 1. Mitotic spindles in wild-type and myosin-II-null cells.

Mononucleate Cells Wild-Type Myosin-II-Null

Velocity of spindle elongation 44 ± 15 s.d. nm/s 56 nm/s

Maximal spindle length 11.8 ± 1.3 s.d. μm 14.0 μm

Number of measured cells 7 1 for velocity, 3 for spindle length

Multinucleate Cells Wild-Type Myosin-II-Null

Velocity of spindle elongation 46 ± 11 s.d. nm/s 51 ± 14 s.d. nm/s

Maximal spindle length 14.9 ± 2.1 s.d. μm 13.9 ± 1.4 s.d. μm

Number of measured spindles 17 in 5 cells 18 in 6 cells

The velocity of elongation was measured between 3 and 10 μm of spindle length. The spindle length between the
center of the centrosomes was determined in the frame before the spindle was disrupted.
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Figure 1. Mitosis and cytokinesis in wild-type cells of Dictyostelium discoideum. The left panels in the
time series of (A) and (B) show confocal dual-color fluorescence images, the right panels show DIC
bright-field images. Time after the first frame of each series is indicated in seconds. Scale bars, 10 μm.
(A) A cell expressing GFP-α-tubulin as a label for the mitotic apparatus (green) and mRFP-histone 2B
to visualize the chromosomes (red). The elongated spindle is disrupted between the 246 s and 269 s
frames. The 317 s frame shows in the right cell radial microtubules connecting the centrosome with the
cell cortex. (B) A cell expressing GFP-α-tubulin (green) and mRFP-LimEΔ as a label for filamentous
actin (red). Fluorescence images are primarily focused on the spindle or on polar protrusions; for the
435 s frame, the focus was changed to the cleavage furrow, where little actin had accumulated. The cell
was flattened by agarose overlay. The same sequence is shown in Supplementary Video S1. For a 3D
display showing polar protrusions attached to the substrate surface, see Supplementary Video S2.

3.2. Cytokinesis in Mononucleate Wild-Type and Myosin-II-Null Cells

Upon disruption of the spindle, the cleavage furrow ingressed in the midplane of wild-type cells,
as shown in Figure 1A. The furrow separated the daughter cells except for a thin tubular bridge that
was finally disrupted by a dynamin A-dependent mechanism [43]. Filamentous actin accumulated
most prominently in rounded protrusions at the polar regions of the dividing cell and only faintly in
the cleavage furrow (Figure 1B, Supplementary Video S1 and Supplementary Video S2).
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Mononucleate myosin-II-null cells that completed cytokinesis, accumulated cortexillin in the cleavage
furrow (Figure 2A and Supplementary Video S3, top). Instability of furrow positioning was indicated by
those cells in which the furrow, initiated as usual in the middle of the cell, slipped to one side, such that
it would separate a binucleate portion from an anucleate one (Figure 2B and Supplementary Video S3,
bottom). In that way, the furrow became located on top of aster microtubules, which did not support its
further ingression. The anucleate portion was rather retracted, resulting in failure of cytokinesis.

 

Figure 2. Successful and failing cytokinesis in mononucleate myosin-II-null cells. Cells attached
to a glass surface are shown in confocal fluorescence (left panels) and bright field images (right
panels). The cells expressed GFP-cortexillin I (green), together with mRFP-histone 2B as a label of
the chromosomes. Time is indicated in seconds after the first frame. Scale bars, 10 μm. The entire
sequences of (A) and (B) are shown in Supplementary Video S3. (A) Successful cell division showing
cortexillin accumulating in the cleavage furrow that divides the cell between the two daughter nuclei.
(B) Unsuccessful cytokinesis, which begins like the successful one with the accumulation of cortexillin
in the midzone. However, subsequently, the furrow becomes asymmetric, and the left nucleus slips
toward the right, the now anucleate part of the cell becoming integrated into the binucleate one. This cell
was gently compressed by an agar overlay, so that the upper and lower surfaces were brought into
parallel planes, and the dividing nuclei were kept in focus.
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3.3. Unilateral Cleavage Furrows in Multinucleate Wild-Type Cells

In all kinds of the multinucleate cells tested, that is, in fused wild-type cells, myosin-II-null cells
pre-grown in suspension, and cortexillin I- and II-null cells, the nuclei divide synchronously. To label
unilateral cleavage furrows in multinucleate cells, we alternatively used two proteins that are involved
in cleavage furrow formation accompanying mitosis, i.e., the two-headed motor protein myosin-II [31]
and cortexillin, an anti-parallel bundler of actin filaments [22].

The division of large wild-type cells produced by electric pulse-induced fusion is exemplified
in Figure 3 and Supplementary Video S4, showing a cell that expressed mRFP-α-tubulin to label
the mitotic apparatus together with GFP-myosin-II heavy chains to visualize the accumulation of
myosin in unilateral furrows. The mitotic apparatus showed the docking of aster microtubules to
the cell cortex, as previously observed in myosin-II-null cells [20]. Docking resulted in bending of
the spindle (159 s frame) and in the induction of protrusions where furrow formation was inhibited.
Again, in accord with previous findings on myosin-II-null cells [21], furrows ingressed at spaces not
occupied by microtubule asters, independent of whether or not these spaces were bridged by a spindle.

The unilateral furrows in wild-type cells ingressed with an average velocity of 1.7 μm ×min−1,
with no appreciable decrease of the velocity in the course of ingression (Figure 4A,B). They widened
during ingression and tended to cooperate with neighboring furrows to form constricting rings that
separated mono- or oligo-nucleate portions from the multinucleate cell mass (Figure 4C). These cases
are of interest because here the final constriction was not a continuation of the initial furrow ingression
but proceeded laterally between two furrows.
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Figure 3. Unilateral furrows in a multinucleate wild-type cell produced by electric pulse-induced fusion.
The cells fused expressed mRFP-α-tubulin (red) and GFP-myosin-II heavy chains (green in the merged
panels). Confocal fluorescence images show the labels merged (left) but also separated (second row:
α-tubulin; third row: myosin-II). On the right, DIC bright-field images are shown. In the merged panels,
a straight spindle before furrow ingression and a spindle bent after the onset of furrowing are indicated
by arrowheads. In the middle of the large cell, an interphase cell was apparently entrapped by accident
(seen in the 0 and 43 s frames). Time is indicated in seconds after the first frame. Scale bar, 10 μm.
The entire time series from which these images were taken is covered in Supplementary Video S4.
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Figure 4. Progression of cleavage furrows in the multinucleate wild-type cell of Figure 3. (A) Color-coded
cell boundaries within the 0 to 340 s time span derived from the confocal fluorescence images of
myosin-II. (B) Left panel: cell boundary at the 260 s time point, showing unilateral cleavage furrows I to
VI and incipient daughter cells 1 to 5. Right panel: progression of the six cleavage furrows, measured
in the direction indicated by the arrows in the left panel. (C) Comparison of cell boundaries at the 340 s
and 360 s time points. Within the time span of 20 s, the daughter cells 1 and 2 became disconnected,
while separation of the incipient daughter cells 3 to 5 proceeded. In all these cases, abscission occurred
obliquely to the initial furrowing. The drawings in (B) and (C) show the cell shapes in the confocal
plane, with additional information on connectivity gathered from the bright-field images.

3.4. Division of Multinucleate Myosin-II-Null Cells

Multinucleate myosin-II-null cells can divide by unilateral furrows to which cortexillin is localized.
However, these mutant cells appeared to inefficiently restrict the expansion of these furrows: while
some furrows strongly expanded before the daughter cells were separated, other furrows stopped
growing. An extreme example is shown in Figure 5 and Supplementary Video S5, with two major
and three minor furrows. The multinucleate cell shown in Figure 6 and Supplementary Video S6 also
formed a long furrow, the only one which continued to propagate (indicated as furrow 1 by the
arrowhead). In cooperation with furrow 3, the broad furrow 1 gave rise to a daughter cell, while
interaction with furrow 2 failed. All three nuclei in the incipient daughter cell slipped through the gap
into the major part of the cell (774 s and 936 s frames). The anucleate remnant directed protrusions
toward the major part (996 s frame) and reintegrated, similar to the anucleate portion of the mitotic cell
in Figure 2B.
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Figure 5. Synchronous mitosis and division of a multinucleate myosin-II-null cell. Like the cells in
Figure 2, this cell expressed GFP-cortexillin I (green) and mRFP-histone 2B (red). Initially, five unilateral
furrows formed that were enriched in cortexillin (400 s to 557 s frames). Later on, two long furrows
prevailed (690 s and 800 s frames), and a final abscission occurred between them (879 s frame). The cell
was flattened by agarose overlay. Time is indicated in seconds after the first frame. Scale bar, 10 μm.
The entire sequence is shown in Supplementary Video S5.
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Figure 6. A multinucleate myosin-II-null cell undergoing successful and unavailing cytokinesis.
The cell is labeled, like the cell in Figure 5, for cortexillin I (green) and for the chromosomes (red).
Three unilateral furrows are indicated by arrowheads in the 639 s frame. Between furrow I and III,
abscission of a daughter cell proceeds, whereas between furrows I and II three nuclei slip from the left
portion into the major cell body (774 s and 936 s frames). Consequently, the anucleate part is united
with the major cell body, forming protrusions toward the latter (open arrowhead in the 996 s frame).
Time is indicated in seconds after the first frame. Scale bar, 10 μm. The same sequence is shown in
Supplementary Video S6.
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Figure 7 provides quantitative data on furrow progression and arrest in the cells shown in Figures 5
and 6. Figure 7A refers to the cell in Figure 5, in which furrows 2 and 4 stopped growing, while furrows
1 and 3 progressed. Furrow 5 showed a hybrid behavior: it first stopped and subsequently united with
furrow 1 and resumed growing. Figure 7B, which refers to the cell in Figure 6, shows a clear distinction
between furrow I that progressed continuously and furrows II and III that completely stopped after
an initial phase of incision. These data indicate that in the absence of myosin-II, unilateral furrows
can progress with almost the same velocity as in wild-type background and that two furrows can join
to separate daughter cells. However, often furrows come to an early arrest, and the separation of
daughter cells may fail.

 

Figure 7. Progression and arrest of unilateral furrows in the myosin-II-null cells shown in the time
series of Figures 5 and 6. (A) The cell shown in Figure 5 and in Supplementary Video S5 forms two
progressing furrows (I and III) and two furrows that stop growing (II and IV). Furrow V enters a phase
of arrest before it merges with the broad furrow I and continues propagating as part of a joint furrow.
(B) The cell shown in Figure 6, with furrow I continuously progressing, and furrows II and III coming
to a halt. The top and middle panels show the cell boundaries at earlier and later stages of furrow
incision. The indicated times correspond to the time scales in Figures 5 and 6, respectively. Zero-time
in the curves is set to the beginning of furrow ingression.

A summary of the data obtained for myosin-II-null cells is provided in Table 2, showing that
altogether, half of the mutant cells succeeded in completing cytokinesis when attached to an adhesive
substrate surface. We wish to add that the high proportion of failures held only for myosin-II-null
cells grown axenically in nutrient medium. Cells fed with bacteria performed cytokinesis with higher
efficiency, as previously reported [28].
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Table 2. Mitosis in myosin-II-null cells attached to a glass surface with successful or unsuccessful cytokinesis.

Pre-Culture Dividing Nuclei Completed Failed

(1) On substrate
Mono-nucleate 3 4 [1]

Multi-nucleate 2 [1] 1 [1]

(2) Shaken culture
Mono-nucleate 2 1

Multi-nucleate 20 9

(3) Electric pulse-fused
Mono-nucleate 2 0

Multi-nucleate 8 3

Total 37 18

The cells were pre-cultured under one of three different conditions: (1) in a plastic Petri dish; (2) in shaken suspension;
(3) in Petri dishes and subsequently fused. With three exceptions, cell division was observed without application of
an agar overlay. The number of cells which were gently compressed by an overlay is provided in squared brackets.

4. Discussion

In D. discoideum, myosin-II-null as well as wild-type cells provide the possibility of studying
the division of mononucleate and multinucleate cells and thus of normal and unilateral cleavage
furrow formation in an identical genetic background. The inability of myosin-II-null cells to perform
cytokinesis in suspension and the support of their mitotic division by an adhesive substrate made it
easy to compare mononucleate and multinucleate cells in the absence of myosin-II.

Both wild-type and myosin-II-null cells showed how two unilateral furrows join to form a ring
that separates a daughter cell from the multinucleate cell body, but the fused wild-type cells were
superior because of the higher efficiency of furrow formation (Figure 3). In myosin-II-null cells, this ring
constricted by a myosin-II independent mechanism, though frequently failed to complete cytokinesis
(Figure 2). Together, the data obtained in mononucleate and multinucleate myosin-II-null cells are
in accord with previous findings indicating that myosin-II stabilizes the position of the cleavage
furrow [26,44], preventing its lateral sliding (Figure 2B) or expansion (Figures 5 and 6).

The sites of unilateral cleavage furrows are negatively controlled by positioning of the microtubule
asters that emanate from the centrosomes during mitosis. The aster microtubules induce the cell cortex
to ruffle, thus preventing the formation of a furrow. The cells are cleaved at spaces between asters, even
if the flanking asters are not connected by a spindle [21]. The ingression of cleavage furrows between
centrosomes that are not connected by a spindle relates cytokinesis in multinucleate Dictyostelium cells
to furrow formation in sand dollar eggs [45]. However, the argument that these furrows are induced by
aster microtubules [46] is probably not applicable to Dictyostelium. The asters may only act in inducing
actin-rich protrusions, which correspond to polar regions in mononucleate cells ([20,21] and Figure 1B
of the present paper). In multinucleate cells, there is no recognizable microtubule structure that may
act as a source of signals for furrow ingression in the spindle-free inter-centrosomal spaces.

A protein important for the formation of cleavage furrows in Dictyostelium is cortexillin, which
bundles actin-filaments [22]. Cortexillin may serve a function similar to that of anillin, another
actin-bundling protein [47,48], which is missing in Dictyostelium. In various other cells, anillin is
recruited to the furrow region [49] to fulfil multiple functions in cytokinesis [50]. In vitro, anillin can
be shown to act independently of myosin in the constriction of an actin ring [51].

Cytokinesis in Dictyostelium cells is extremely adaptable since, depending on environmental
conditions, different mechanisms are exploited on the route to complete the separation of the daughter
cells [52]. The unilateral furrows studied here indicate that for initiation of a cleavage furrow,
no contractile ring is required. The accumulation of myosin-II and cortexillin in unilateral furrows
formed in multinucleate wild-type cells identifies two molecular players in the ingression of these
furrows, which are established constituents of the machinery involved in constricting the ring-shaped
furrows in mononucleate cells.
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5. Conclusions

A peculiar feature of cytokinesis in multinucleate cells of Dictyostelium is the variable geometric
relationship between furrow ingression and the subsequent ring contraction that finally results in the
abscission of daughter cells (Figure 3). Ring formation may just be a continuation of the initial ingression
events. This is the case when two furrows meet from opposite sides (Figure 8A). However, different
from cytokinesis in mononucleate cells, the rings may also be formed laterally with respect of the initial
ingression (Figure 8B), thus separating the entire process of cleavage into two distinct phases.

 

Figure 8. Diagram of cytokinesis in multinucleate cells, illustrating the variable spatial relationship of
initial furrow ingression (green arrows) and final abscission (red ring). (A) Two furrows ingressing from
opposite sides, and separation proceeding along the furrow directions. (B) Two furrows ingressing in
parallel directions, and abscission occurring obliquely to these directions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/9/6/1493/s1,
Video S1: Mitosis and cytokinesis in a wild-type cell of Dictyostelium discoideum, Video S2: Animation of three
stages of cell division of a 3D-rendered wild-type cell of D. discoideum, Video S3: Successful (top) and failing
(bottom) cytokinesis in myosin-II-null cells, Video S4: A multinucleate wild-type cell produced by electric
pulse-induced fusion, Video S5: Synchronous mitosis and division of a multinucleate myosin-II-null cell, Video S6:
A multinucleate myosin-II-null cell.

Author Contributions: J.B., E.S.M., J.P., M.E., conducted the experiments and analyzed the data, A.M.-T. provided
vectors, G.G. designed the project and wrote the paper. All authors have read and agreed to the published version
of the manuscript.

Funding: This work was supported by funds of the Max Planck Society to G.G.

Acknowledgments: We thank Martin Spitaler and his team at the Imaging Facility of the Max Planck Institute of
Biochemistry for cooperation and providing the software Huygens Essential, Giulia Lang and Elisa Adani for
contributing data, and Petra Fey and dictyBase for providing information [53].

Conflicts of Interest: The authors declare no competing or financial interests.

126



Cells 2020, 9, 1493

References

1. Henson, J.H.; Ditzler, C.E.; Germain, A.; Irwin, P.M.; Vogt, E.T.; Yang, S.; Wu, X.; Shuster, C.B.
The ultrastructural organization of actin and myosin II filaments in the contractile ring: New support for an
old model of cytokinesis. Mol. Biol. Cell 2017, 28, 613–623. [CrossRef] [PubMed]

2. Pollard, T.D.; O’Shaughnessy, B. Molecular mechanism of cytokinesis. Annu. Rev. Biochem. 2019, 88, 661–689.
[CrossRef] [PubMed]

3. Swulius, M.T.; Nguyen, L.T.; Ladinsky, M.S.; Ortega, D.R.; Aich, S.; Mishra, M.; Jensen, G.J. Structure of the
fission yeast actomyosin ring during constriction. Proc. Natl. Acad. Sci. USA 2018, 115, E1455. [CrossRef]
[PubMed]

4. Hammarton, T.C. Who needs a contractile actomyosin ring? The plethora of alternative ways to divide a
protozoan parasite. Front. Cell. Infect. Microbiol. 2019, 9, 397. [CrossRef]

5. Solnica-Krezel, L.; Burland, T.G.; Dove, W.F. Variable pathways for developmental changes of mitosis and
cytokinesis in Physarum polycephalum. J. Cell Biol. 1991, 113, 591–604. [CrossRef]

6. Sun, H.S.; Wilde, A.; Harrison, R.E. Chlamydia trachomatis inclusions induce asymmetric cleavage furrow
formation and ingression failure in host cells. Mol. Cell Biol. 2011, 31, 5011. [CrossRef]

7. Kotýnková, K.; Su, K.-C.; West, S.C.; Petronczki, M. Plasma membrane association but not midzone
recruitment of RhoGEF ECT2 is essential for cytokinesis. Cell Rep. 2016, 17, 2672–2686. [CrossRef]

8. Szollosi, D. Cortical cytoplasmic filaments of cleaving eggs: A structural element corresponding to the
contractile ring. J. Cell Biol. 1970, 44, 192–209. [CrossRef]

9. Roberson, M.; Armstrong, J.; Armstrong, P. Adhesive and non-adhesive membrane domains of amphibian
embryo cells. J. Cell Sci. 1980, 44, 19.

10. Rappaport, R.; Rappaport, B.N. Cleavage in Conical Sand Dollar Eggs. Dev. Biol. 1994, 164, 258–266.
[CrossRef]

11. Schejter, E.D.; Wieschaus, E. Functional elements of the cytoskeleton in the early Drosophila embryo.
Annu. Rev. Cell Biol. 1993, 9, 67–99. [CrossRef] [PubMed]

12. Xue, Z.; Sokac, A.M. Back-to-back mechanisms drive actomyosin ring closure during Drosophila embryo
cleavage. J. Cell Biol. 2016, 215, 335–344. [CrossRef] [PubMed]

13. Wang, Q.; Racowsky, C.; Deng, M. Mechanism of the chromosome-induced polar body extrusion in mouse
eggs. Cell Div. 2011, 6, 17. [CrossRef] [PubMed]

14. Uraji, J.; Scheffler, K.; Schuh, M. Functions of actin in mouse oocytes at a glance. J. Cell Sci. 2018, 131,
jcs218099. [CrossRef] [PubMed]

15. Savoian, M.S.; Khodjakov, A.; Rieder, C.L. Unilateral and wandering furrows during mitosis in vertebrates:
Implications for the mechanism of cytokinesis. Cell Biol. Int. 1999, 23, 805–812. [CrossRef]

16. Fukui, Y.; Inoue, S. Cell division in Dictyostelium with special emphasis on actomyosin organization in
cytokinesis. Cell Motil. Cytoskel. 1991, 18, 41–54. [CrossRef]

17. De Lozanne, A.; Spudich, J.A. Disruption of the Dictyostelium myosin heavy chain gene by homologous
recombination. Science 1987, 236, 1086–1091. [CrossRef]

18. Knecht, D.A.; Loomis, W.F. Antisense RNA inactivation of myosin heavy chain gene expression in
Dictyostelium discoideum. Science 1987, 236, 1081–1085. [CrossRef]

19. Manstein, D.J.; Titus, M.A.; De Lozanne, A.; Spudich, J.A. Gene replacement in Dictyostelium: Generation of
myosin null mutants. EMBO J. 1989, 8, 923–932. [CrossRef]

20. Neujahr, R.; Heizer, C.; Gerisch, G. Myosin II-independent processes in mitotic cells of Dictyostelium
discoideum: Redistribution of the nuclei, re-arrangement of the actin system and formation of the cleavage
furrow. J. Cell Sci. 1997, 110, 123.

21. Neujahr, R.; Albrecht, R.; Köhler, J.; Matzner, M.; Schwartz, J.M.; Westphal, M.; Gerisch, G.
Microtubule-mediated centrosome motility and the positioning of cleavage furrows in multinucleate
myosin II-null cells. J. Cell Sci. 1998, 111, 1227. [PubMed]

22. Faix, J.; Steinmetz, M.; Boves, H.; Kammerer, R.A.; Lottspeich, F.; Mintert, U.; Murphy, J.; Stock, A.; Aebi, U.;
Gerisch, G. Cortexillins, major determinants of cell shape and size, are actin-bundling proteins with a parallel
coiled-coil tail. Cell 1996, 86, 631–642. [CrossRef]

127



Cells 2020, 9, 1493

23. Faix, J.; Weber, I.; Mintert, U.; Köhler, J.; Lottspeich, F.; Marriott, G. Recruitment of cortexillin into the
cleavage furrow is controlled by Rac1 and IQGAP-related proteins. EMBO J. 2001, 20, 3705–3715. [CrossRef]
[PubMed]

24. Liu, X.; Shu, S.; Yu, S.; Lee, D.-Y.; Piszczek, G.; Gucek, M.; Wang, G.; Korn, E.D. Biochemical and biological
properties of cortexillin III, a component of Dictyostelium DGAP1–cortexillin complexes. Mol. Biol. Cell
2014, 25, 2026–2038. [CrossRef] [PubMed]

25. Gerisch, G.; Weber, I. Cytokinesis without myosin II. Curr. Opin. Cell Biol. 2000, 12, 126–132. [CrossRef]
26. Weber, I.; Neujahr, R.; Du, A.; Köhler, J.; Faix, J.; Gerisch, G. Two-step positioning of a cleavage furrow by

cortexillin and myosin II. Curr. Biol. 2000, 10, 501–506. [CrossRef]
27. Srivastava, V.; Iglesias, P.A.; Robinson, D.N. Cytokinesis: Robust cell shape regulation. Semin. Cell Dev. Biol.

2016, 53, 39–44. [CrossRef]
28. Weber, I.; Gerisch, G.; Heizer, C.; Murphy, J.; Badelt, K.; Stock, A.; Schwartz, J.M.; Faix, J. Cytokinesis mediated

through the recruitment of cortexillins into the cleavage furrow. EMBO J. 1999, 18, 586–594. [CrossRef]
29. Gerisch, G.; Ecke, M.; Neujahr, R.; Prassler, J.; Stengl, A.; Hoffmann, M.; Schwarz, U.S.; Neumann, E.

Membrane and actin reorganization in electropulse-induced cell fusion. J. Cell Sci. 2013, 126 Pt 9, 2069–2078.
[CrossRef]

30. Rossier, C.; Gerisch, G.; Malchow, D. Action of a slowly hydrolysable cyclic AMP analogue on developing
cells of Dictyostelium discoideum. J. Cell Sci. 1979, 35, 321.

31. Robinson, D.N.; Cavet, G.; Warrick, H.M.; Spudich, J.A. Quantitation of the distribution and flux of myosin-II
during cytokinesis. BMC Cell Biol. 2002, 3, 4. [CrossRef]

32. Fischer, M.; Haase, I.; Simmeth, E.; Gerisch, G.; Müller-Taubenberger, A. A brilliant monomeric red fluorescent
protein to visualize cytoskeleton dynamics in Dictyostelium. FEBS Lett. 2004, 577, 227–232. [CrossRef]

33. Campbell, R.E.; Tour, O.; Palmer, A.E.; Steinbach, P.A.; Baird, G.S.; Zacharias, D.A.; Tsien, R.Y. A monomeric
red fluorescent protein. Proc. Natl. Acad. Sci. USA 2002, 99, 7877. [CrossRef]

34. Müller-Taubenberger, A. Application of fluorescent protein tags as reporters in live-cell imaging studies.
In Dictyostelium Discoideum Protocols; Eichinger, L., Rivero, F., Eds.; Humana Press: Totowa, NJ, USA, 2006;
Volume 346, pp. 229–246.

35. Gritz, L.; Davies, J. Plasmid-encoded hygromycin B resistance: The sequence of hygromycin B
phosphotransferase gene and its expression in Escherichia coli and Saccharomyces cerevisiae. Gene
1983, 25, 179–188. [CrossRef]

36. Malchow, D.; Nägele, B.; Schwarz, H.; Gerisch, G. Membrane-bound cyclic AMP phosphodiesterase in
chemotactically responding cells of Dictyostelium discoideum. Eur. J. Biochem. 1972, 28, 136–142. [CrossRef]

37. Fukui, Y.; Yumura, S.; Yumura, T.K. Agar-overlay immunofluorescence: High-resolution studies of
cytoskeletal components and their changes during chemotaxis. Methods Cell Biol. 1987, 28, 347–356.

38. Samereier, M.; Meyer, I.; Koonce, M.P.; Gräf, R. Live cell-Imaging techniques for analyses of microtubules in
Dictyostelium. In Methods in Cell Biology; Cassimeris, L., Tran, P., Eds.; Academic Press: Cambridge, MA,
USA, 2010; Volume 97, pp. 341–357.

39. Schindelin, J.; Arganda-Carreras, I.; Frise, E.; Kaynig, V.; Longair, M.; Pietzsch, T.; Preibisch, S.; Rueden, C.;
Saalfeld, S.; Schmid, B. Fiji: An open-source platform for biological-image analysis. Nat. Methods 2012, 9,
676–682. [CrossRef]

40. Pettersen, E.F.; Goddard, T.D.; Huang, C.C.; Couch, G.S.; Greenblatt, D.M.; Meng, E.C.; Ferrin, T.E.
UCSF Chimera—A visualization system for exploratory research and analysis. J. Comput. Chem. 2004, 25,
1605–1612. [CrossRef] [PubMed]

41. Leo, M.; Santino, D.; Tikhonenko, I.; Magidson, V.; Khodjakov, A.; Koonce, M.P. Rules of engagement:
Centrosome–nuclear connections in a closed mitotic system. Biol. Open 2012, 1, 1111. [CrossRef]

42. McIntosh, J.R.; Roos, U.P.; Neighbors, B.; McDonald, K.L. Architecture of the microtubule component of
mitotic spindles from Dictyostelium discoideum. J. Cell Sci. 1985, 75, 93.

43. Wienke, D.C.; Knetsch, M.L.W.; Neuhaus, E.M.; Reedy, M.C.; Manstein, D.J. Disruption of a dynamin
homologue affects endocytosis, organelle morphology, and cytokinesis in Dictyostelium discoideum.
Mol. Biol. Cell 1999, 10, 225–243. [CrossRef]

44. Neujahr, R.; Heizer, C.; Albrecht, R.; Ecke, M.; Schwartz, J.-M.; Weber, I.; Gerisch, G. Three-dimensional
patterns and redistribution of myosin II and actin in mitotic Dictyostelium cells. J. Cell Biol. 1997, 139, 1793.
[CrossRef]

128



Cells 2020, 9, 1493

45. Rappaport, R. Experiments concerning the cleavage stimulus in sand dollar eggs. J. Exp. Zool. 1961, 148,
81–89. [CrossRef]

46. Rappaport, R. Cytokinesis in Animal Cells. In Biomechanics of Active Movement and Deformation of Cells;
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Abstract: Important cellular processes, such as cell motility and cell division, are coordinated by
cell polarity, which is determined by the non-uniform distribution of certain proteins. Such protein
patterns form via an interplay of protein reactions and protein transport. Since Turing’s seminal
work, the formation of protein patterns resulting from the interplay between reactions and diffusive
transport has been widely studied. Over the last few years, increasing evidence shows that also
advective transport, resulting from cytosolic and cortical flows, is present in many cells. However,
it remains unclear how and whether these flows contribute to protein-pattern formation. To address
this question, we use a minimal model that conserves the total protein mass to characterize the
effects of cytosolic flow on pattern formation. Combining a linear stability analysis with numerical
simulations, we find that membrane-bound protein patterns propagate against the direction of
cytoplasmic flow with a speed that is maximal for intermediate flow speed. We show that the
mechanism underlying this pattern propagation relies on a higher protein influx on the upstream
side of the pattern compared to the downstream side. Furthermore, we find that cytosolic flow
can change the membrane pattern qualitatively from a peak pattern to a mesa pattern. Finally, our
study shows that a non-uniform flow profile can induce pattern formation by triggering a regional
lateral instability.

Keywords: symmetry breaking; cytoplasmic flow; phase-space analysis; pattern formation

1. Introduction

Many biological processes rely on the spatiotemporal organization of proteins. Arguably one
of the most elementary forms of such organization is cell polarization—the formation of a “cap”
or spot of high protein concentration that determines a direction. Such a polarity axis then
coordinates downstream processes including motility [1,2], cell division [3], and directional growth [4].
Cell polarization is an example for symmetry breaking [5], as the orientational symmetry of the
initially homogeneous protein distribution is broken by the formation of the polar cap.

Intracellular protein patterns arise from the interplay between protein interactions (chemical
reactions) and protein transport. Diffusion in the cytosol serves as the most elementary means of
transport. Pattern formation resulting from the interplay of reactions and diffusion has been widely
studied since Turing’s seminal work [6]. In addition to diffusion, proteins can be transported by fluid
flows in the cytoplasm [7–9] and along cytoskeletal structures (vesicle trafficking, cortical contractions)
driven by molecular motors [10–12]. These processes lead to advective transport of proteins.

Recently, it has been shown experimentally that advective transport (caused by cortical flows)
induces polarization of the PAR system in the C. elegans embryo [13–15]. Furthermore, in vitro
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studies with the MinDE system of E. coli, reconstituted in microfluidic chambers, have shown that the
flow of the bulk fluid has a strong effect on the protein patterns that form on the membrane [16,17].
Increasing evidence shows that cortical and cytosolic flows (also called “cytoplasmic streaming”) are
present in many cells [18–23]. In addition, cortical contractions can drive cell-shape deformations [24],
inducing flows in the incompressible cytosol [8,25]. However, the role of flows for protein-pattern
formation remains elusive. This motivates to study the role of advective flow from a conceptual
perspective, with a minimal model. The insights thus gained will help to understand the basic, principal
effects of advective flow on pattern formation and reveal the underlying elementary mechanisms.

The basis of our study is a paradigmatic class of models for cell polarization that describe a
single protein species which has a membrane-bound state and a cytosolic state. Such two-component
mass-conserving reaction–diffusion (2cMcRD) systems serve as conceptual models for cell
polarization [7,26–31]. Specifically, they have been used to model Cdc42 polarization in budding
yeast [32] and PAR-protein polarity [33]. 2cMcRD systems generically exhibit both spontaneous and
stimulus-induced polarization [5,31,33]. In the former case, a spatially uniform steady state is unstable
against small spatial perturbations (“Turing instability” [6]). Adjacent to the parameter regime of
this lateral instability, a sufficiently strong, localized stimulus (e.g., an external signal) can induce the
formation of a pattern starting from a stable spatially uniform state. The steady state patterns that
form in two-component McRD systems are generally stationary (there are no traveling or standing
waves). Moreover, the final stationary pattern has no characteristic wavelength. Instead, the peaks that
grow initially from the fastest growing mode (“most unstable wavelength”) compete for mass until
only a single peak remains (“winner takes all”) [30,34,35]. The location of this peak can be controlled
by external stimuli (e.g., spatial gradients in the reaction rates) [34,36].

Recently, a theoretical framework, termed local equilibria theory, has been developed to study
these phenomena using a geometric analysis in the phase plane of the protein concentrations [31,37].
With this framework one can gain insight into the mechanisms underlying the dynamics of McRD
systems both in the linear and in the strongly nonlinear regime, thereby bridging the gap between
these two regimes.

Here, we show that cytosolic flow in two-component systems always induces upstream
propagation of the membrane-bound pattern. In other words, the peak moves against the cytosolic
flow direction. This propagation is driven by a higher protein influx on the upstream side of the
membrane-concentration peak compared to its downstream side. Using this insight, we are able
to explain why the propagation speed becomes maximal at intermediate flow speeds and vanishes
when the rate of advective transport becomes fast compared to the rate of diffusive transport or
compared to the reaction rates. We first study a uniform flow profile using periodic boundaries.
This effectively represents a circular flow, which is observed in plant cells (where this phenomenon
is called cytoplasmic streaming or cyclosis) [38]. It also represents an in vitro system in a laterally
large microfluidic chamber. We then study the effect of a spatially non-uniform flow profile in a
system with reflective boundaries, as a minimal system for flows close to the membrane [7,13,15], e.g.,
in the actin cortex. We show that a non-uniform flow profile redistributes the protein mass, which can
trigger a regional lateral instability and thereby induce pattern formation from a stable homogeneous
steady state.

The remainder of the paper is structured as follows. We first introduce the model in Section 2.
We then perform a linear stability analysis in Section 3 to show how spatially uniform cytosolic
flow influences the dynamics close to a homogeneous steady state. In Section 4, we use numerical
simulations to study the fully nonlinear long-term behavior of the system. Next, we show that upon
increasing the cytosolic flow velocity, the pattern can qualitatively change from a mesa pattern to a
peak pattern in Section 5. Finally, in Section 6, we study how a spatially non-uniform cytosolic flow
can trigger a regional lateral instability and thus induce pattern formation. Implications of our findings
and links to earlier literature are briefly discussed at the end of each section. We conclude with a brief
outlook section.
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2. Model

We consider a spatially one-dimensional system of length L. The proteins can cycle between
a membrane-bound state (concentration m(x, t)) and a cytosolic state (concentration c(x, t)), and
diffuse with diffusion constants Dm and Dc, respectively (Figure 1). In cells, the diffusion constant
on the membrane is typically much smaller than the diffusion constant in the cytosol. In the cytosol,
the proteins are assumed to be advected with a speed vf(x), as indicated by the blue arrow in Figure 1.
Thus, the reaction-diffusion-advection equations for the cytosolic density and membrane density read

∂tc + ∂x(vfc) = Dc∂2
xc − f (m, c), (1a)

∂tm = Dm∂2
xm + f (m, c), (1b)

with either periodic or reflective boundary conditions. The nonlinear function f (m, c) describes the
reaction kinetics of the system. Attachment–detachment kinetics can generically be written in the form

f (m, c) = a(m)c − d(m)m, (2)

where a(m) > 0 and d(m) > 0 denote the rate of attachment from the cytosol to the membrane and
detachment from the membrane to the cytosol, respectively. The dynamics given by Equation (1)
conserve the average total density

n̄ =
1
L

∫ L

0
dx n(x, t). (3)

Here, we introduced the local total density n(x, t) := m(x, t) + c(x, t).
For illustration purposes, we will use a specific realization of the reaction kinetics [31],

a(m) = kon + kfbm and d(m) =
koff

KD + m
, (4)

describing attachment with a rate kon, self-recruitment with a rate kfb, and enzyme-driven detachment
with a rate koff and the Michaelis–Menten constant KD, respectively. However, our results do not
depend on the specific choice of the reaction kinetics. Unless stated otherwise, we use the parameters:
kon = 1 s−1, kfb = 1 μm s−1, koff = 2 s−1, KD = 1 μm−1, n̄ = 5 μm−1, Dm = 0.01 μm2/s, Dc = 10 μm2/s.

membrane

cytosol cytosolic ow

1
2

3

Figure 1. One-dimensional two-component system with cytosolic flow into the positive x-direction.
The reaction kinetics include (1) attachment, (2) self-recruitment, and (3) enzyme-driven detachment.
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3. Linear Stability Analysis

3.1. Linearized Dynamics and Basic Results

To study how cytosolic flow affects the formation of protein patterns, we first consider a spatially
uniform flow profile (i.e., constant vf(x) = vf) and perform a linear stability analysis of a spatially
homogeneous steady state u∗ = (c∗, m∗):

f (m∗, c∗) = 0, m∗ + c∗ = n̄. (5)

Following the standard procedure, we linearize the dynamics for small perturbations u(x, t) =
(c(x, t), m(x, t)) = u∗ + δu(x, t) around the homogeneous steady state. Expanding δu(x, t) in
exponentially growing (or decaying) Fourier modes δu = ûq eσteiqx leads to the eigenvalue problem

J ûq = σûq, (6)

with the Jacobian

J =

(
−Dcq2 − ivfq − fc − fm

fc −Dmq2 + fm

)
,

where fc = ∂c f |u∗ and fm = ∂m f |u∗ encode the linearized reaction kinetics. Note that for reaction
kinetics of the form Equation (2), fc = a(m) > 0 and we consider this case in the following.

For each mode with wavenumber q, there are two eigenvalues σ1,2(q). The case q = 0 corresponds
to spatially homogeneous perturbations, where the two eigenvalues are given by σ1 = fm − fc and
σ2 = 0 [31]. Here, we restrict our analysis to homogeneously stable states (σ1 < 0). The second
eigenvalue (σ2 = 0) corresponds to perturbations that change the average mass n̄ and therefore shift
the homogeneous steady state u∗(n̄) along the nullcline f = 0. As a result that these perturbations
break mass-conservation, they are not relevant for the stability of a closed system as considered here.
The modes q > 0 determine the stability of the system against spatially inhomogeneous perturbations
(lateral stability). The eigenvalue with the larger real part determines the stability and will be denoted
by σ(q), suppressing the index.

A typical dispersion relation with a band of unstable modes is shown in Figure 2A. The real
part (solid line), indicating the mode’s growth rate, has a band of unstable modes [0, qmax] where
Re σ(q) > 0. The fastest growing mode q∗ determines the wavelength λ of the pattern that initially
grows, triggered by a small, random perturbation of the spatially homogeneous steady state. For vf = 0,
the imaginary part of σ(q) vanishes, for locally stable steady states (σ(0) ≤ 0) [31]. However, in the
presence of flow, the imaginary part of σ(q) is non-zero (dashed line in Figure 2A), which implies a
propagation of each mode with the phase velocity vphase(q) = − Im σ(q)/q. This means that a mode q
not only grows over time (orange arrows in Figure 2B), but also propagates as indicated by the pink
arrows in Figure 2B. Further below, in Section 3.4, we will show that Im σ(q) always has the same sign
as the flow velocity vf, such that all modes propagate against the flow direction.

To gain physical insight into the mechanisms underlying the growth and propagation of
perturbations (modes) we will first give an intuitive explanation of a lateral instability in McRD
systems, building on the concepts of local equilibria theory [31,37]. We then provide a more detailed
analysis in the limits of long wavelength as well as fast and slow flow.
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cytosolic flowA B

Figure 2. (A) Sketch of real (solid) and imaginary (dotted) part of a typical dispersion relation with
a band [0, qmax] of unstable modes. (B) The initial dynamics of a spatially homogeneous state with
a small random perturbation (blue thin line). The direction of cytosolic flow is indicated by a blue
arrow. The typical wavelength (λ) of the initial pattern is determined by the fastest growing mode
q∗ and the phase velocity is determined by the value of the imaginary part of dispersion relation at
the fastest growing mode (vphase = −Imσ(q∗)/q∗). The growth of the pattern is indicated by orange
arrows, while the traveling direction is indicated by pink arrows.

3.2. Intuition for the Flow-Driven Instability and Upstream Propagation of the Unstable Mode

Lateral instability in McRD systems can be understood as a mass-redistribution instability [31].
Let us briefly recap the mechanism underlying this instability for a system without flow. To this
end, we first discuss the effect of reactions and diffusion separately, and explain how these effects
together drive the mass-redistribution instability. We then explain how this instability is affected by
cytosolic flow.

Consider a spatially homogeneous steady state, perturbed by a slight redistribution of the local
total density n(x, t). The dashed orange line in Figure 3A shows such a perturbation where the
membrane concentration (Figure 3A top) is slightly perturbed in a sinusoidal fashion. In phase space
this is represented by a density distribution that slightly deviates from the spatially homogeneous
steady state (marked by the orange dashed line). Here, the open star and open circle mark the minimum
and maximum of the local total density, respectively. The local total density determines the local
reactive equilibrium concentrations m∗(n) and c∗(n) (cf. Equation (5), replacing the average mass n̄ by
the local mass n(x, t)). In phase space (Figure 3A bottom) these local equilibria can be read off from the
intersections (marked by black circles) of the reactive subspaces n(x, t) = m(x, t) + c(x, t) (gray solid
lines) and the reactive nullcline (black solid lines). A slight redistribution of the local total density shifts
the reactive equilibria, leading to reactive flows towards these shifted equilibria (red and green arrows
in Figure 3A). Thus, the reactive equilibria, and thereby the reactive flows, are encoded in the shape
of the reactive nullcline in phase space. If the nullcline slope is negative, increasing the total density
leads to a decreasing equilibrium cytosolic concentration and therefore to attachment (green arrows
in Figure 3A). Conversely, in regions of lower total density, the equilibrium cytosolic concentration
increases via detachment (red arrows in Figure 3A). Hence, regions of high total density become
self-organized attachment zones and regions of low total density become self-organized detachment
zones [37] (green and red areas in Figure 3 top and middle).

These attachment and detachment zones act as sinks and sources for diffusive mass-transport on
the membrane and in the cytosol: The attachment zone acts as a cytosolic sink and membrane source,
and the detachment zone acts as a cytosolic source and a membrane sink (blue arrows in Figure 3B).
As diffusion in the cytosol is much faster than in the membrane, mass is transported faster in the
cytosol than on the membrane, as indicated by the size of the blue arrows in Figure 3B top and middle.
This leads to net mass transport from the detachment zone to the attachment zone. As the local total
density increases in the attachment zone, it facilitates further attachment and thereby the growth of the
pattern on the membrane. In short, the mechanism underlying the mass-redistribution instability is a
cascade of attachment–detachment kinetics (Figure 3A) and net mass-transport towards attachment
zones (Figure 3B).
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A B C

cytosolic flow

attachment zone 

detachment zone 

reactions diffusion advection

concentration profiles
nullcline (local equilibia)
reactive subspace
attachement
detachment
diffusion

upstream downstream

Figure 3. Sketch of the initial dynamics of an laterally unstable spatially homogeneous steady state.
The role of reactions (A), diffusion (B), and advection (C) for a mass-redistribution instability are
presented for the membrane (top) and cytosolic (middle) concentration profiles and in phase space
(bottom). (A) A small perturbation of the spatially homogeneous membrane concentration (orange
dashed lines in top panel) leads to a spatially varying local total density n(x), with a larger total
density at the maximum of the membrane profile (open circle) and a smaller total density at the
minimum (open star). These local variations in total density lead to attachment zones (green region)
and detachment zones (red region). The reactive flow, indicated by the red and green arrows, points
along the reactive subspace (gray lines) in phase space towards the shifted local equilibria (black
circles). These reactive flows lead to the solid orange density profiles after a small amount of time.
(B) Faster diffusion in the cytosol compared to the membrane (indicated by the large and small blue
arrows in the middle and top panel, respectively), lead to net mass transport from the detachment zone
to the attachment zone. Again, dashed and solid lines indicate the state before and after a short time
interval of diffusive transport. (C) Cytosolic flow shifts the cytosolic concentration with respect to the
membrane concentration (orange dashed to orange solid lines), increasing the cytosolic concentration
on the upstream side of the pattern and decreasing the cytosolic concentration on the downstream side.
In phase space, the trajectory of this density profile forms a ‘loop’.

How does cytosolic fluid flow affect the mass-redistribution instability? Cytosolic flow transports
proteins advectively. This advective transport shifts the cytosolic density profile downstream relative
to the membrane density profile (dashed to solid orange line in Figure 3C middle). This shift leads to
an increase of the cytosolic density on the upstream (cyan) side of the membrane peak and a decrease
on the downstream (magenta) side, in Figure 3C (middle), respectively. In phase space, this asymmetry
is reflected as a ‘loop’ shape of the phase space trajectory that corresponds to the real space pattern
(Figure 3C bottom). The higher cytosolic density on the upstream side increases attachment relative
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to the downstream side. This leads to a propagation of the membrane concentration profile in the
upstream direction.

3.3. Long Wavelength Limit

To complement this intuitive picture we consider the long wavelength limit q → 0. (In principle,
the dispersion relation can be easily obtained in closed form using the formula for eigenvalues of
2 × 2 matrices: σ1,2 = 1

2 trJ ∓ 1
2

√
(trJ )2 − 4 detJ where trJ and detJ are the Jacobian’s trace and

determinant, respectively. As a result that the resulting expression is rather lengthy, we do not write it
out it explicitly here.) In this limit, the dispersion relation expanded to second order in q reads

σ(q) ≈ − 1
1 + snc

[
isncvfq + (Dm + sncDc)q2 +

snc v2
f

fc(1 + snc)2 q2
]

, (7)

where snc = − fm/ fc is the slope of the reactive nullcline. The imaginary part Im σ(q) is linear in q to
lowest order, implying a phase velocity vphase = vfsnc/(1 + snc) that is independent of the wavelength.
The growth rate Re σ(q) is quadratic in q to lowest order. If this quadratic term is positive, there is
a band of unstable modes (Homogeneous stability implies that the nullcline slope snc is larger than
−1 [31], such that the prefactor (1 + snc)−1 is positive.). Hence, the criterion for a mass-redistribution
instability can be expressed in terms of the nullcline slope [31]

snc < −Dm

Dc

[
1 +

v2
f

(1 + snc)2Dc fc

]−1

. (8)

In the absence of flow, vf = 0, we recover the slope criterion snc < −Dm/Dc for a
mass-redistribution instability driven by cytosolic diffusion [31]. We find that flow always increases
the range of instability since the second term in the square brackets monotonically increases with flow
speed |vf|. Furthermore, the instability criterion becomes independent of the diffusion constants in the
limit of fast flow (|vf| �

√
Dc fc). The criterion for the (flow-driven) mass-redistribution instability

then simply becomes snc < 0, independently of the ratio of the diffusion constants. This has the
interesting consequence that, for sufficiently fast flow, a mass-redistribution instability can be driven
solely via cytoplasmic flow, independent of diffusion.

3.4. Limits of Slow and fast Flow

To analyze the effect of flow for wavelengths away from the long wavelength limit, it is instructive
to consider the limit cases of slow and fast flow speed.

We first consider a limit where advective transport (qvf)
−1 is slow compared either to the chemical

reactions or to diffusive transport. To lowest order in vf, the dispersion relation is given by (see
Appendix A)

σ(q) ≈ σ(0)(q) + i
vfq
2

A(q), (9)

where the zeroth order term, σ(0)(q), is the dispersion relation in the absence of flow, which has no
imaginary part [31] (cf. Equation (A1)). The function A(q) is positive for all laterally unstable modes
(Re σ(q) > 0). Equation (9) shows that to lowest order (linear in vf) the effect of cytosolic flow is
to induce propagation of the modes with the phase velocity vphase(q) = − Im σ(q)/q ≈ −vf A(q).
Since A(q) > 0 for laterally unstable modes, all growing perturbations propagate against the direction
of the flow (as illustrated in Figure 2B).

In the limit of fast flow (compared either to reactions or to cytosolic transport) we find that the
dispersion relation (given by the eigenvalue problem Equation (6)) reduces to

σ(q) ≈ fm − Dmq2 + i
fc fm

vfq
(10)
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for non-zero wavenumbers. The real part of the dispersion relation in this fast flow limit becomes
identical to the dispersion relation in the limit of fast diffusion [31]. In both limits, cytosolic transport
becomes (near) instantaneous. In particular, in the limit of fast flow, advective transport completely
dominates over diffusive transport in the cytosol such that the dispersion relation becomes independent
of the cytosol diffusion constant Dc.

From the imaginary part of σ(q), we obtain the phase velocity vphase = − fc fm/(vfq2). In other
words, an increase in cytosolic flow leads to a decrease of the phase velocity. This is opposite to the
slow flow limit discussed above, where the phase velocity increased linearly with the flow speed.

To rationalize these findings, we recall the propagation mechanism as discussed above. There,
we argued that a phase shift between the membrane and the cytosol pattern is responsible for the
pattern propagation, as it leads to an asymmetry in the attachment–detachment balance upstream and
downstream. This phase shift increases with the flow velocity and eventually saturateslat π/4 (The
phase shift can be read off from the real and imaginary parts of the eigenvectors in the linear stability
analysis.). On the other hand, the cytosol concentration gradients become shallower the faster the flow.
To understand why this is, imagine a small volume element in the cytosol being advected with the flow.
The faster the flow, the less time it has to interact with each point on the membrane it passes. Therefore,
for faster advective flow, the attachment–detachment flux at the membrane is effectively diluted
over a larger cytosolic volume. This leads to a flattening of the cytosolic concentration profile (see
Supplementary Materials Movie 2), and therefore a reduction in the upstream–downstream asymmetry
of attachment. As a result, in the limit of fast flow, the pattern propagates slower the faster the flow,
whereas, in the limit of slow flow, the pattern propagates faster the faster the flow. Thus, comparing
these two limits, we learn that the phase velocity reaches a maximum at intermediate flow speeds.

3.5. Summary and Discussion of Linear Stability

Let us briefly summarize our main findings from linear stability analysis. We found that the
leading order effect of cytosolic flow is to induce upstream propagation of patterns. This propagation
is driven by the faster resupply of protein mass on the upstream side of the pattern compared to the
downstream side. A similar effect was previously found for vegetation patterns which move uphill
because nutrients are transported downhill by water flow [39]. Even though these systems are not
strictly mass conserving, their pattern propagation underlies the same principle: The nutrient uptake
in regions of high vegetation density creates a nutrient sink which is resupplied asymmetrically due to
the downhill flow of water and nutrients.

Moreover, we used a phase-space analysis to explain how flow extends the range of parameters
where patterns emerge spontaneously, i.e., where the homogeneous steady state is laterally unstable.
This was previously shown mathematically for general two-component reaction–diffusion systems
(not restricted to mass-conserving ones) [39,40]. Our analysis in the long wavelength limit explains the
physical mechanism of this instability for mass-conserving systems: The flow-driven instability
is a mass-redistribution instability, driven by a self-amplifying cascade of (flow-driven) mass
transport and the self-organized formation of attachment and detachment zones (shifting reactive
equilibria). This shows that the instability mechanism is identical to the mass-redistribution instability
that underlies pattern formation in systems without flow (i.e., where only diffusion drives mass
transport) [31]. For these systems, the instability strictly requires Dc > Dm. In contrast, we find
that for sufficiently fast flow, there can be a mass-redistribution instability even in the absence of
cytosolic diffusion (Dc = 0). While the case Dc = 0 is not physiologically relevant in the context of
intracellular pattern formation, it may be relevant for the formation of vegetation patterns on sloped
terrain [41], where c and m are the soil-nutrient concentration and plant biomass density, respectively.
In conclusion, advective flow can fully replace diffusion as the mass-transport mechanism driving the
mass-redistribution instability.
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4. Pattern Propagation in the Nonlinear Regime

So far we have analyzed how cytosolic flow affects the dynamics of the system in the vicinity
of a homogeneous steady state, using linear stability analysis. However, patterns generically do
not saturate at small amplitudes but continue to grow into the strongly nonlinear regime [31] (see
Supplementary Materials Movie 1 for an example in which a small perturbation of the homogeneous
steady state evolves into a large amplitude pattern in the presence of flow).

To study the long time behavior (steady state) far away from the spatially homogeneous steady
state, we performed finite element simulations in Mathematica [42]. To interpret the results of these
numerical simulations, we will use local equilibria theory, building on the phase-space analysis
introduced in Refs. [31,37].

Figure 4A shows the space-time plot (kymograph) of a system where there is initially no flow
(t < t0), such that the system is in a stationary state with a single peak. For such a stationary steady
state, diffusive fluxes on the membrane and in the cytosol have to balance exactly. This diffusive
flux balance imposes the constraint that in the (m, c)-phase plane, the trajectory corresponding to the
pattern lies on a straight line with slope −Dm/Dc, called ‘flux-balance subspace’ (FBS) [31] (see light
blue line in Figure 4C). At the plateaus and inflection points of the pattern, the net diffusive flow
vanishes and attachment and detachment are balanced, i.e., the system is locally in reactive equilibrium
( f = 0). Hence, plateaus and inflection points of the spatial concentration profile correspond to
intersection points between the reactive nullcline and the FBS in the (m, c)-phase plane (blue and
green points in Figure 4C). At the first intersection point (blue), the nullcline slope is larger than the
FBS slope. Thus, by the slope criterion snc < −Dm/Dc for lateral instability, this point corresponds
to a laterally stable state in the spatial domain—i.e., a plateau. Following a spatial perturbation, the
concentrations will relax back towards the flat plateau.

At the second intersection point (green point in Figure 4C), the nullcline slope is more negative
than the FBS slope, indicating a laterally unstable state. This state corresponds to the inflection point
of the pattern and the lateral instability there can be thought of as “spanning” the interfacial region
of the pattern that connects the two plateaus. An in-depth analysis of stationary patterns based on
these geometric relations in phase space can be found in Ref. [31]. Here we ask how the phase portrait
changes in the presence of flow.

At time t = t0, a constant cytosolic flow in the positive x-direction is switched on. Consistent with
the expectation from linear stability analysis, we find that the peak propagates against the flow
direction in the negative x-direction (solid lines in Figure 4A). The diffusive fluxes no longer balance
for this propagating steady state, such that the phase-space trajectory is no longer embedded in the
FBS. Instead, as advective flow shifts the cytosol concentration profile relative to the membrane profile,
the phase-space trajectory becomes a loop (Figure 4C). On the upstream side of the peak, the cytosolic
density is increased, such that net attachment—which is proportional to the cytosolic density—is
increased relative to net detachment. Conversely, the reactive balance is shifted towards detachment
on the downstream side. As a result of the reactive flow is approximately proportional to the distance
from the reactive nullcline in phase space, the asymmetry between net attachment and detachment
on the upstream and downstream side of the peak can be estimated by the area enclosed by the
loop-shaped trajectory in phase space.
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Figure 4. Pattern dynamics far from the spatially homogeneous steady state. (A) Time evolution of
the membrane-bound protein concentration. At time t0 = 240 s a constant cytosolic flow with velocity
vf = 20 μm/s towards the right is switched on (cf. Supplementary Materials Movie 3). (B) Relation
between the peak speed (vp) and flow speed (vf). Results from finite element simulations (black open
squares) are compared to the phase velocity of the mode qmax obtained from linear stability analysis
(green solid line) and to an approximation (orange open circles) of the area enclosed by the density
distribution trajectory in phase space (area enclosed by the ‘loop’ in D). (The domain size, L = 10 μm,
is chosen large enough compared to the peak width such that boundary effects are negligible.) (C)
A schematic of the phase portrait corresponding to the pattern in D. The density distribution in the
absence of flow is embedded in the flux-balance subspace (FBS) (blue straight line). In the presence of
flow, the density distribution trajectory forms a ‘loop’ in phase space. The upstream and downstream
side of the pattern are highlighted in cyan and magenta, respectively. Red and green arrows indicate
the direction of the reactive flow in the attachment and detachment zones, respectively. At intersection
points of the density distribution with the nullcline (cL and cR) the system is at its local reactive
equilibrium. (D) Sketch of the membrane (orange solid line, top) and cytosolic (orange dashed line,
bottom) concentration profiles for a stationary pattern in the absence of cytosolic flow. Flow shifts the
cytosol profile downstream (orange solid line, bottom).

To test whether the attachment–detachment asymmetry explains the propagation speed of the
peak, we estimate the enclosed area in phase space by the difference in cytosolic concentrations at the
points cL and cR (black dots in Figure 4C,D) where the loop intersects the reactive nullcline ( f = 0
black line Figure 4C). At these points, the system is in a local reactive equilibrium. Indeed, we find
that the propagation speed of the pattern obtained from numerical simulations (black open squares in
Figure 4B) is well approximated by the difference in cytosolic density (vp ∝ cL − cR) for all flow speeds
(orange open circles in Figure 4B). Furthermore, in the limit of slow and fast flow, the peak propagation
speed is well approximated by the propagation speed of the unstable traveling mode with the longest
wavelength, as obtained from linear stability analysis (The phase velocity depends on the mode’s
wavelength. The relevant length scale for the peak’s propagation is its width, which is approximately
given by 2π/qmax at the pattern’s inflection point [31]. Thus, we infer the peak propagation speed from
− Im σ(qmax)/qmax at the inflection point of the stationary peak.). For small flow speeds, the pattern’s
propagation speed vp increases linearly with vf (cf. Equation (7)) and for large flow speeds the pattern
speed is proportional to 1/vf (cf. Equation (10)).

In summary, we found that the peak propagation speed in the slow and fast flow limits is well
described by the propagation speed of the linearly unstable mode with the longest wavelength (i.e.,
the right edge of the band of unstable modes qmax). Moreover, we approximated the asymmetry of
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protein attachment by the area enclosed by the density distribution in phase space, and found that this
is proportional to the peak speed for all flow speeds.

5. Flow-Induced Transition from Mesa to Peak Patterns

So far we have studied the propagation of patterns in response to cytosolic flow. Next, we will
show how cytosolic flow can also drive the transition between qualitatively different pattern types.
We distinguish two pattern types exhibited by McRD systems, peaks, and mesas [30,31]. Mesa patterns
are composed of plateaus (low density and high density) connected by interfaces, while a peak can
be pictured as two interfaces concatenated directly (cf. Figure 5A). Mesa patterns form if protein
attachment saturates in regions of high total density, forming a plateau there. As we argued above,
the low- and high-density plateaus correspond to laterally stable steady states, marked—in the phase
plane—by intersection points between the FBS and the reactive nullcline where the nullcline slope is
larger than the FBS slope. Peaks form if the attachment rate does not saturate at high density, i.e., if the
third intersection point between nullcline and FBS is not reached [31]. Thus, while the amplitude of
mesa patterns is determined by the attachment–detachment balance in the two plateaus, the amplitude
(maximum concentration) of a peak is determined by the total mass available in the system [31].
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Figure 5. Demonstration of the transition from a mesa pattern to a peak pattern. Each panel shows
a snapshot from finite element simulations in steady state. Top concentration profiles in real space;
bottom: corresponding trajectory (blue solid line) in phase space. (A) Mesa pattern in the case of slow
cytosol diffusion and no flow. The two plateaus (blue dots) and the inflection point (gray dot) of the
pattern correspond to the intersection points of the FBS (blue dashed line) with the reactive nullcline
(black line). (B) For fast cytosol diffusion, the third intersection point between FBS and nullcline lies at
much higher membrane concentration such that it no longer limits the pattern amplitude. Therefore,
a peak forms whose amplitude is limited by the total protein mass in the system. (C) Slow flow only
slightly deforms the mesa pattern, compare to (A). Fast cytosolic flow leads to formation of a peak
pattern (D), similarly to fast diffusion. Parameters: n̄ = 7 μm−1, Dm = 0.1 μm2/s, and L = 20 μm.

How does protein transport affect whether a peak or a mesa forms? As we argued above, a peak
pattern forms if protein attachment in regions of high density does not saturate. In general, this will
happen if attachment to the membrane depletes proteins from the cytosol slower than lateral transport
can resupply proteins (see Figure 5A). Let us first recap the situation without flow, where proteins are
resupplied by diffusion from the detachment zone to the attachment zone across the pattern’s interface
with width �int. Thus, a peak pattern forms if the rate of transport by cytosolic diffusion is faster than
the attachment rate (Dc/�2

int � τ−1
react). Further using that the interface width is given by a balance of

membrane diffusion and local reactions (�2
int ∼ τreactDm), we obtain the condition Dc � Dm for the

formation of peak patterns.
In terms of phase space geometry, this means that the slope −Dm/Dc of the flux-balance subspace

in phase space must be sufficiently shallow. For a steep slope −Dm/Dc of the FBS, the membrane
concentration saturates at the point where the FBS intersects with the reactive nullcline blue dots in
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Figure 5A. There, attachment and detachment balance such that a mesa forms (Figure 5A). For faster
cytosol diffusion, the flux-balance subspace is shallower such that the third FBS-NC intersection point
shifts to higher densities. Thus, for sufficiently fast cytosol diffusion a peak forms (Figure 5B).

Adding slow cytosolic flow does not significantly contribute to the resupply of the cytosolic sink
(i.e., attachment zone) and therefore does not alter the pattern type (Figure 5C). In contrast, when
cytosolic protein transport (by advection and/or diffusion) is fast compared to the reaction kinetics,
the cytosolic sink gets resupplied quickly, leading to a flattening of the cytosolic concentration profile.
Accordingly, the density distribution in phase space approaches a horizontal line, both for fast cytosolic
diffusion (Figure 5B) and for fast cytosolic flow (Figure 5D). As a consequence, the point where the
density distribution meets the nullcline shifts towards larger membrane concentrations, resulting in an
increasing amplitude of the mesa pattern. Eventually, when the amplitude of the pattern can not grow
any further due to limiting total mass, a peak pattern forms (Figure 5B,D). Hence, an increased flow
velocity can cause a transition from a mesa pattern to a peak pattern (see Supplementary Materials
Movie 4).

In summary, we found that cytosolic flow can qualitatively change the membrane-bound protein
pattern from a small-amplitude, wide mesa pattern to a large-amplitude, narrow peak pattern. In cells,
such flows could therefore promote the precise positioning of polarity patterns on the membrane.
Furthermore, we hypothesize that flow can contribute to the selection of a single peak by accelerating
the coarsening dynamics of the pattern via two distinct mechanisms. First, flow accelerates protein
transport that drives coarsening. Second, as peak patterns coarsen faster than mesa patterns [30,43],
flow can accelerate coarsening via the flow-driven mesa-to-peak transition. Such fast coarsening may
be important for the selection of a single polarity axis, e.g., a single budding site in S. cerevisiae [4],
for axon formation in neurons [44], and to establish a distinct front and back in motile cells [2,45].

6. Flow-Induced Pattern Formation

So far we have studied how a uniform flow profile affects pattern formation on a domain with
periodic boundary conditions, representing circular flows along the cell membrane and bulk flows
in microfluidic in vitro setups. However, flows in the vicinity of the membrane can be non-uniform.
For example, one (or more) components of the pattern forming system may be embedded in the
cell cortex [13,15,46] which is a contractile medium driven by myosin-motor activity. Furthermore,
the incompressible cytosol can flow in the direction normal to the membrane, such that the 3D flow
field of the cytosol is perceived as a compressible flow along the membrane [9]. In this section, we will
discuss how such non-uniform, uni-directional flows lead to pattern formation.

A non-uniform flow transports the proteins at different speeds along the membrane. Starting from
a spatially homogeneous initial state, such a non-uniform flow leads to a redistribution of mass.
It has been demonstrated in previous work that this non-uniform flow can induce pattern formation
even if the homogeneous steady state is laterally stable (i.e., there is no spontaneous pattern
formation) [7,13,15]. Based on numerical simulations, a transition from flow-guided to self-organized
dynamics has been reported [15]. However, the physical mechanism underlying this transition,
and what determines the transition point have remained unclear.

We address this question using the two-component model, which serves a conceptual model that
mimics the qualitative behavior of the more complex PAR system [33]. While flow in the PAR system
is governed by the myosin concentration, we assume a stationary parabolic flow profile that vanishes
at the system boundaries (Figure 6A, top). We use a one-dimensional domain with no-flux boundary
conditions that correspond to the symmetry axis of a rotationally symmetric flow profile. In the
following, we describe the flow-induced dynamics starting from a spatially homogeneous steady state
to the final polarity pattern observed in numerical simulations (see Supplementary Materials Movie 5).
Figure 6 visualizes these dynamics in real space (A) and in the (m, c)-phase plane (B). To relate our
findings to the previous study Ref. [15], we also visualize the dynamics in an abstract representation of
the state space (comprising all concentration profiles) used in this previous study. In this state space,
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steady states are points and the time evolution of the system is a trajectory (thick blue/orange line in
Figure 6C).
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Figure 6. Flow-driven protein mass accumulation can induce pattern formation by triggering a regional
lateral instability. (A) Top: quadratic flow velocity profile: v f (x)/vmax = 1 − 4 (x/L − 1/2)2. Bottom:
illustration of the total density profiles at different time points starting from a homogeneous steady
state (i) to the final pattern (iv); see Movie 5. Mass redistribution due to the non-uniform flow velocity
drives mass towards the right hand side of the system, as indicated by the blue arrows. The range of
total densities shaded in orange indicates the laterally unstable regime determined by linear stability
analysis. Once the total density reaches this regime locally, a regional lateral instability is triggered
resulting in the self-organized formation of a peak (orange arrow). (B) Sketch of the phase space
representation corresponding to the profiles shown in A. Note that the concentrations are slaved
to the reactive nullcline (black line) until the regional lateral instability is triggered. (C) Schematic
representation of the state space of concentration patterns in a case where both the homogeneous steady
state and a stationary polarity pattern are stable. Thin trajectories indicate the dynamics in the absence
of flow and the pattern’s basin of attraction is shaded in orange. The thick trajectory connecting both
steady states shows the flow-induced dynamics, corresponding to the sequence of states (i)–(iv) shown
in A and B.

Starting from the homogeneous steady state (i), the non-uniform advective flow redistributes
mass in the cytosol (ii). Due to this redistribution of mass, the local reactive equilibria shift as we have
seen repeatedly here and in earlier studies of mass-conserving systems [31,47]. In fact, as long as the
gradients of both the membrane and cytosol profiles are shallow, the concentrations remain close to the
local equilibria, as evidenced by the density distribution in phase space spreading along the reactive
nullcline (see profile (ii) in Figure 6A,B). As long as there is no laterally unstable region, the mass
accumulation is limited by the counteracting diffusive flow in the cytosol. Eventually, the region
where mass accumulates (here the right edge of the domain) enters the laterally unstable regime
(see profile iii). In this laterally unstable region, cytosol diffusion will enhance the accumulation
of mass via the mass-redistribution instability, until it is limited by the much slower membrane
diffusion. In the phase plane (Figure 6B), the laterally unstable regime corresponds to the range of
total densities n̄ where the nullcline slope has a steeper negative value than the flux-balance subspace
slope (snc < −Dm/Dc) (More precisely, the size of the laterally unstable region must be larger than the
shortest unstable mode (corresponding to the right edge of the band of unstable modes in the dispersion
relation (Figure 2A))). The mass-redistribution instability in this region, based on the self-organized
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formation of attachment and detachment zones (cf. Section 3.2) will lead to the formation of a polarity
pattern there (iv). Thus, the onset of a regional lateral instability marks the transition from flow-guided
dynamics to self-organized dynamics.

In the abstract state space visualization (Figure 6C) the area shaded in orange indicates the polarity
pattern’s basin of attraction comprising all states (concentration profiles) where a spatial region in the
system is laterally unstable. In the absence of flow, states that do not exhibit such a laterally unstable
region return to the homogeneous steady state (thin gray lines). Non-uniform cytosolic flow induces
mass-redistribution, that can drive an initially homogeneous system (i) into the polarity pattern’s basin
of attraction. From there on, self-organized pattern formation takes over, leading to the formation of a
polarity pattern (iv), essentially independently of the advective flow (orange trajectory). In future work,
it would be interesting to make the abstract state space representation, Figure 6C, more quantitative.
For example, one could try to estimate the minimal flow velocity required to drive the system past
the separatrix, i.e., into the basin of attraction of the polarity pattern. A promising approach is to use
the fact that prior to the onset of regional lateral instability, the concentrations are slaved to the local
equilibria that depend on the local total density. Thus, one can obtain an approximate, closed equation
for the flow-driven evolution of the total density, similar to the “adiabatic scaffolding approximation”
made in [31]. Solving this equation would provide a criterion for when the total density exceeds the
critical density for lateral instability in some spatial region that initiates the self-organized formation
of a polarity pattern there.

Similar pattern forming mechanisms based on a regional instability have previously been
shown to also underlie stimulus-induced pattern formation following a sufficiently strong initial
perturbation [31] and peak formation at a domain edge where the reaction kinetics abruptly change [36].
Thus, an overarching principle for stimulus-induced pattern formation emerges: To trigger (polarity)
pattern formation, the stimulus, be it advective flow or heterogeneous reaction kinetics, has to
redistribute protein mass in a way such that a regional (lateral) instability is triggered.

It remains to be discussed what happens once the cytoplasmic flow is switched off after the polarity
pattern has formed. In general, the polarity pattern will persist (see Supplementary Materials Movie 5),
since it is maintained by self-organized attachment and detachment zones, largely independent of
the flow. However, as long as there is flow, the average mass on the right hand side of the system
(downstream of the flow) is higher than on the left hand side. Hence, flow can maintain a polarity
pattern even if the average mass in the system as a whole is too low to sustain polarity patterns in the
absence of flow (see bifurcation analysis in Ref. [31]). If this is the case, the peak disappears once the
flow is switched off (see Supplementary Materials Movie 6).

In summary, the redistribution of the protein mass is key to induce (polarity) pattern formation
starting from a stable homogeneous state.

7. Conclusions and Outlook

Inside cells, proteins are transported via diffusion and fluid flows, which, in combination with
reactions, can lead to the formation of protein patterns on the cell membrane. To characterize the
role fluid flows play in pattern formation, we studied the effect of flow on the formation of a polarity
pattern, using a generic two-component model. We found that flow leads to propagation of the
polarity pattern against the flow direction with a speed that is maximal for intermediate flow speeds,
i.e., when the rate of advective transport is comparable to either the reaction rates or to the rate
diffusive transport in the cytosol. Using a phase-space analysis, we showed that the propagation of
the pattern is driven by an asymmetric influx of protein mass to a self-organized protein-attachment
zone. As a consequence, attachment is stronger on the upstream side of the pattern compared to the
downstream side, leading to upstream propagation of the membrane bound pattern. Furthermore,
we have shown that flow can qualitatively change the pattern from a wide mesa pattern (connecting
two plateaus) to a narrow peak pattern. Finally, we have presented a phase-space analysis to elucidate
the interplay between flow-guided dynamics and self-organized pattern formation. This interplay was
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previously studied numerically in the context of PAR-protein polarization [13,15]. Our analysis reveals
the underlying cause for the transition from flow-guided to self-organized dynamics: the regional
onset of a mass-redistribution instability.

We discussed implications of our results and links to earlier literature at the end of each section.
Here, we conclude with a brief outlook. We expect that the insights obtained from the minimal
two-component model studied here generalize to systems with more components and multiple
protein species. For example, in vitro studies of the reconstituted MinDE system of E. coli show
that MinD and MinE spontaneously form dynamic membrane-bound patterns, including spiral
waves [48] and quasi-stationary patterns [49]. These patterns emerge from the competition of MinD
self-recruitment and MinE-mediated detachment of MinD [50,51]. In the presence of a bulk flow, the
traveling waves were found to propagate upstream [16]. Our analysis based on a simple conceptual
model suggests that this upstream propagation is caused by a larger influx of the self-recruiting
MinD on the upstream flanks compared to the downstream flanks of the traveling waves. However,
the bulk flow also increases the resupply of MinE on the upstream flanks. As MinE mediates
the detachment of MinD and therefore effectively antagonizes MinD’s self-recruitment, this may
drive the membrane-bound patterns to propagate downstream instead of upstream. Which one of
the two processes dominates—MinD-induced upstream propagation or MinE-induced downstream
propagation—likely depends on the details of their interactions. This interplay will be the subject of
future work.

A different route of generalization is to consider advective flows that depend on the
protein concentrations. In cells, such coupling arises, for instance, from myosin-driven cortex
contractions [15,52] and shape deformations [8,25]. Myosin-motors, in turn, may be advected by the
flow and their activity is controlled by signaling proteins such as GTPases and kinases [53]. This can
give rise to feedback loops between flow and protein patterns. Previous studies show that such
feedback loops can give rise to mechano-chemical instabilities [54], drive pulsatile (standing-wave)
patterns [55,56] or cause the breakup of traveling waves [57]. We expect that our analysis based on
phase-space geometry can provide insight into the mechanisms underlying these phenomena.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/9/6/1524/s1.
Movie Descriptions:

1. Growth of a pattern from a homogeneous steady state in the presence of flow. Top: concentration profiles in
space; bottom: corresponding density distribution in the phase space. (Parameters: Dm = 0.1 μm2/s, n̄ =
3 μm−1, L = 20 μm and vf = 20 μm/s.)

2. Simulation with adiabatically increasing flow speed from vf = 0 μm/s to vf = 100 μm/s. Note the flattening
of the cytosolic concentration profile as the flow speed increases. (Fixed parameters as for Movie 1.)

3. Corresponds to the space-time plot in Figure 4A.
4. Pattern transformation from a mesa pattern to a peak pattern as flow speed is adiabatically increased from

vf = 0 to vf = 45 μm/s. (Fixed parameters as for Movie 1.)
5. Pattern formation triggered by mass-redistribution due to a spatially non-uniform flow (parabolic flow

profile shown in Figure 6A). After the flow is switched off at t = 200 s, the pattern is maintained. (Parameters:
Dm = 0.1 μm2/s, L = 30 μm, vmax = 1 μm/s, and n̄ = 1 μm−1.)

6. As Movie 5, but with lower average mass, n̄ = 0.8 μm−1. This mass is not sufficient to maintain a stationary
peak in the absence of flow. Therefore, the peak disappears after the flow is switched off (t > 200 s).
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The following abbreviations are used in this manuscript:

McRD mass-conserving reaction–diffusion
2cMcRD two-component mass-conserving reaction–diffusion
FBS flux-balance subspace

Appendix A. Limit of Slow Flow and Timescale Comparison

The dispersion relation in the absence of flow (vf = 0) reads

σ(0) = −1
2

[
(Dm + Dc) q2 + fc − fm

]
+

B(q)
2A(q)

, (A1)

with A(q) =
[
1 − 4 fc fm/B(q)2]−1/2 − 1 and B(q) = fm + fc + (Dc − Dm)q2. To find the effect of

slow flow, we first need to identify the relevant timescales such that we can define a dimensionless
small parameter to expand in. As a result that pattern formation is driven by transport in the cytosol
(diffusive and advective) and attachment from the cytosol to the membrane, there are three relevant
timescales: (i) The the rate of advective transport on length scale q−1 is given by qvf; (ii) the rate of
diffusive transport on that scale, given by Dcq2; and (iii) the attachment rate fc = a(m) (cf. Equation (2)).
To compare these timescales, we form two dimensionless numbers: the Peclét number Pe = vf/(Dcq)
and the Damköhler number Da = fc/(vfq). Flow can either be slow compared to reactions (Da � 1)
or slow compared to diffusion (Pe � 1). In both cases, expanding the the dispersion relation σ(q) to
first order yields

σ(q) = σ(0)(q) + i
vfq
2

A(q) +O(ε2), (A2)

where ε = min(Pe, Da−1). By elementary algebra using the assumptions Dc > Dm and fc > 0
made above, it follows that A(q) is positive when snc < 0. As Equation (8) in Section 3.3 shows, the
condition snc < 0 is necessary for a band of unstable modes to exist. Therefore, A(q) is positive for all
unstable modes.
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Abstract: During the last decade, intracellular actin waves have attracted much attention
due to their essential role in various cellular functions, ranging from motility to cytokinesis.
Experimental methods have advanced significantly and can capture the dynamics of actin waves
over a large range of spatio-temporal scales. However, the corresponding coarse-grained theory
mostly avoids the full complexity of this multi-scale phenomenon. In this perspective, we focus on
a minimal continuum model of activator–inhibitor type and highlight the qualitative role of mass
conservation, which is typically overlooked. Specifically, our interest is to connect between the
mathematical mechanisms of pattern formation in the presence of a large-scale mode, due to mass
conservation, and distinct behaviors of actin waves.

Keywords: nonlinear waves; actin polymerization; bifurcation theory; mass conservation; spatial
localization; pattern formation; activator–inhibitor models

1. Introduction

Biological pattern formation refers to the emergence of complex spatiotemporal variations in
living systems that are typically far from thermodynamic equilibrium [1–3]. Even though these systems
can differ in composition and scales, they share many similarities and generic phenomena that are
observed in a wide variety of natural settings, such as stationary periodic patterns of pigments on
animal skins, spiral waves in biological cells and cardiac arrhythmia, or swarming phenomena in
bacterial colonies and in flocks of birds or fish. The theoretical study of biological pattern formation can
be roughly divided into two time periods: (i) The second half of the twentieth century, following the
seminal works by Turing on morphogenesis [4] and by Hodgkin and Huxley (HH) on action potentials
in the giant squid axon [5], and (ii) the beginning of the twenty-first century, where an ever-increasing
amount of quantitative biological data provided the basis for more detailed mechanistic models of
biological systems.

During the first period, theoretical studies were largely limited to a few prototypical
reaction–diffusion (RD) or activator–inhibitor (AI) models [6], such as the FitzHugh–Nagumo
(FHN) [7,8], Gierer–Meinhardt [9], and Keller–Segel equations [10]. Based on the relative simplicity of
these models, e.g., the FHN model as compared to the HH equations, and their relation with models of
inanimate matter, e.g., the Swift-Hohenberg model of thermal fluid convection [11] and the Gray–Scott
model of chemical reactions [12–14], several pattern formation methodologies have been advanced [1],
such as weakly nonlinear and singular-perturbation methods. These models provided deep insights
into universal aspects of pattern formation phenomena and generic relations to applications were
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substantiated, such as frequency locking and spiral waves in the cardiac system. The second time
period has manifested a gradual shift of research interests towards specific detailed biological and
medical systems [15,16], including, for example, micron-scale intracellular waves, the development
of tissues and organs, sound discrimination in the auditory system, and pathologies such as cancer
metastasis. In particular, systems in these contexts are generally described by elaborate, system-specific
models that are less amenable to mathematical analysis than earlier toy models of pattern formation.

Consequently, despite the common pattern formation thread that connects these different
biological and medical applications, it became difficult to navigate through the vast number of
distinct models and approaches, particularly in cases where technical jargon makes it difficult to adopt
cross-disciplinary integration between different communities including biophysics, computational
biology, mathematical biology, biochemistry, dynamical systems, and numerical analysis. Even though
the formulation of complete models for biological systems is currently unrealistic, uncovering partial
mechanisms that drive pattern formation phenomena remains of utmost importance for understanding
functional aspects of living systems and for developing technological and medical applications, such
as drugs or implants. Moreover, mechanistic studies of pattern forming systems are also fertile
sources of new mathematical questions that advance the development of analytical and numerical
methods [2,17–25], which, in turn, contribute new insights into the original applications.

In this perspective, we will focus on intracellular actin waves (IAW), a topic that recently gained
much interest not only in the biological context but also as an inspiring showcase of active matter.
More specifically, we are interested in IAW that are affected by a large-scale mode—a situation that
arises due to the conservation of actin monomers (over the time-scale of the IAW phenomenon). We
note that phenomena such as Ca2+ waves are, in general, beyond the scope of this perspective as they
involve the transport of ions between the cell interior and the extracellular space (which acts as an
infinite reservoir) [26–28], unless conservation can be accounted for [29]. Moreover, we emphasize
that we aim to provide a perspective and not a comprehensive review, as such reviews are already
available, see, e.g., in [30–36].

The perspective is organized as follows. In Section 2, we introduce the rich phenomenology of
IAW and the modeling aspects that are associated with mass conservation. Then, in Section 3 we
present the theoretical aspects of a large scale mode in the context of physicochemical settings and also
indicate its significance to IAW as a consequence of the conservation of actin monomers on the time
scales at which many actin-driven processes operate. Finally, in Section 4 we discuss why incorporation
of mass conservation is a plausible qualitative step in unfolding the robustness of IAW mechanisms,
and in Section 5 we conclude by emphasizing the theoretical strategies for modeling and control of
wave persistence as a potential roadmap toward applications in synthetic biology.

2. Intracellular Actin Waves

The functions of many cells are tied to their ability to dynamically change their shape, mostly
via the spatiotemporal organization of their actin cytoskeleton. Examples of this include diverse cell
types, such as human neutrophils, fish keratocytes, or the social amoeba Dictyostelium discoideum.
Among the most prominent dynamical patterns in the actin cytoskeleton are IAW, which have
attracted much attention over the past decade [31]. These waves are assumed to play a role in
several essential cellular functions, among them cell locomotion, cytokinesis, and phagocytic uptake of
extracellular matter. Many competing models at different levels of complexity have been developed
to describe cortical actin waves, mostly relying on coupled nonlinear AI equations. Even though
intracellular actin waves involve a large number of interacting molecular species as well as multiple
local and global interactions, prototypical AI models have been shown to capture many features of the
overall dynamics. However, important effects due to mass conservation constraints have been hitherto
largely neglected.
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2.1. Phenomenology from Experiments

Actin waves are characterized by propagating cytoskeletal regions that are enriched in filamentous
actin and actin-related proteins. Depending on the cell type, IAW may differ in their biochemical
composition and dynamics, including different wave morphologies and propagation speeds. One of
the earliest examples of IAW was reported from cultured neurons that show the propagation of
fin-like actin-filled membrane protrusions along their axon [37]. They were found to depend on actin
polymerization and have been associated with neural polarization [38,39]. Similar fin-like actin waves
also emerge in non-neural cell types when cultured on thin fibers [40]. Moreover, adherent cells that
are attached to flat substrates may display traveling wave-like protrusions of their cell shape. They
are particularly prominent when moving laterally along the cell border, such as in mouse embryonic
fibroblasts [41] or at the leading edge of fish keratocytes [42].

Traveling actin waves have also been observed at the dorsal and ventral sides of adherent cells.
In neutrophils, small dynamic wave fragments emerge that organize cell polarity and leading edge
formation [43]. Larger ring-shaped waves were found to travel across the substrate-attached bottom
membrane of D. discoideum cells [44]. They enclose a region that is structurally distinct from the cortical
area outside the actin ring [45,46], and their dynamics often shows rotating spiral cores and mutual
annihilation upon collision [47,48], but they could not be initiated by external receptor stimuli [49].
While understanding the rich dynamics of IAW is challenging on its own right, there are prominent
applications and functional properties that stimulate further studies of IAW in different contexts:

Motility. Recently, clear evidence was reported that actin waves directly impact the motility of immune
cells, see Figure 1A,B. In particular, dendritic cells, which move in an amoeboid fashion and
search the human body for pathogens, display a random walk pattern that can switch between
diffusive and persistent states of motion, a direct consequence of the intracellular actin wave
dynamics [50];

Cell division. In oocytes and embryonic cells of frog and echinoderms, excitable waves of Rho activity in
conjunction with actin polymerization waves were observed shortly after anaphase onset, providing an
explanation for the sensitivity of the cell cortex to signals generated by the mitotic spindle [51]. Similarly,
in metaphase mast cells, concentric target and spiral waves of Cdc42 and of the F-BAR protein FBP17
were found to set the site of cell division in a size-dependent manner [52]. IAW can also act as the
force-generating element that directly drives the division process in a contractile ring-independent
form of cytofission. This was observed in D. discoideum cells beyond a critical size, where waves
that collide with the cell border not only induce strong deformations of the cell shape but also
trigger the division into smaller daughter cells—a cell cycle-independent form of wave-mediated
cytofission, see Figure 1C [53].

Macropinocytosis. While functional roles in phagocytosis and motility have been proposed [54,55],
recent genetic studies suggest a relation to macropinocytosis [56]. This is supported by similarities
between the basal actin waves and circular dorsal ruffles (CDR) [57,58]. The latter also adopt a
ring-shaped structure but meander across the apical membrane, where they induce membrane
ruffles that were related to the formation of macropinocytic cups [59].

Cancer. Macropinocytosis has been also identified as an important mechanism of nutrient uptake
in tumor cells [60]. Specifically, the inability of cells to undergo efficient macropinocytosis,
e.g., thorough disordered IAW behavior or suppressed activity via pinning of IAW to cell
boundaries [58], has been associated with cancerous phenotypes [61,62].
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Figure 1. Examples of intracellular actin waves. (A) Actin wave nucleation and propagation in a
migrating immature dendritic cell. Red arrows indicate the origin of the wave, scale bar 20 μm.
(B) Overlay of contours of representative actin waves shown in panel (A) during propagation.
(C) Wave-mediated binary cytofission in a Dictyostelium discoideum cell, scale bar 10 μm. An actin wave
in a cell with two nuclei becomes unstable and splits into two independent segments that move in
opposite directions and induce a cytofission event. Panels (A) and (B) are reproduced from [50] and
panel (C) is reproduced from [53]. Copyright 2020 National Academy of Sciences.

Despite intense studies over the past years, the molecular details of IAW mechanisms remain
largely unclear and most likely vary between different cell types.

2.2. Modeling Approaches of Actin Waves

Following the numerous experimental observations of IAW in different cell types and during
different cellular functions, many model equations have been proposed to describe this phenomenon.
Here, we will briefly describe the main types and features of theoretical models that have been
employed while referring the reader to [31,34,35,63,64] for more details.

The growth of the cortical actin network within IAW is a complex dynamical process that involves
many components that perform a coordinated set of functions, giving rise to the formation of a
three-dimensional network of actin filaments that propagates along the cell membrane. This process
involves the activation of actin-associated proteins some of them membrane bound, that initiate
the nucleation of actin polymerization, branching of actin filaments, cross-linking, and bundling,
as well as severing and depolymerization. There are very few theoretical models that attempt to give
a molecular-scale description of the IAW phenomenon, where all of these processes are described.
One example for such a model that attempts to describe the waves at the scale of the individual actin
filaments is given in [65]. Although providing detailed pictures of the actin network, it is difficult and
time-consuming to use such modeling to extract understanding regarding the large-scale dynamics
of the IAW. Such modeling efforts could in the future include more molecular components [66,67],
on larger length and time scales, and provide a platform for theoretical advances in this field, that works
in conjunction with filament-scale experimental data [46].

As the IAW have characteristic spatial scales in the range of hundreds of nanometers, propagate
over tens of microns, and persist over hours, it is natural to describe them using coarse-grained models
that avoid prescribing the molecular-scale details of the actin network. As will be shown, many of these
models agree with some qualitative or even quantitative features of the observed IAW in cells. It is
therefore difficult at present to reach a consensus regarding the validity of these models. Comparisons
between such models is also complicated as they often include different components, and it is unclear
if and which one of those components play a fundamental role in the emergence of IAW or can be
neglected, otherwise.
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Among the coarse-grained models, we can find a small class of models that contain biophysical
elements, such as forces and/or the membrane shape, which play a key role in the mechanism
that drives the propagation of the IAW. One example is well demonstrated by Gholami et al. [68],
who show that the dynamics of the actin polymerization/depolymerization drive the oscillatory
propagation of waves. When actin filaments polymerize against the cell membrane, they exert a
protrusive pressure on the membrane, which pushes the membrane forward and the actin network
backwards. The interplay between the rate of actin polymerization and the rate at which the actin
filaments are cross-linked into a stable gel-like network, determines if the cortical actin is stable or
whether it exhibits an unstable oscillatory regime.

Another group of biophysics-based models contains curved membrane proteins that nucleate
the cortical actin polymerization [69–73]. In these models, the curved proteins flow/adsorb to the
membrane regions that have a curvature similar to their intrinsic shape, and their concentration
is therefore affected by the membrane deformations that are induced by the forces exerted by the
actin cytoskeleton. These forces include the protrusive force of actin polymerization, as well as
contractile forces due to myosin-II mediated contractility. Recently, also models combining an RD
kinetics coupled to mechanical properties through the impact of curved actin nucleators and/or
membrane shape and tension were introduced [42,74]. Other models combine the RD dynamics with
a physical effect, such that the directed or random lateral actin polymerization can physically drive
the treadmilling of the IAW components along the membrane [75]. The advantage of the biophysical
class of models is that they can naturally account for the observed effects of physical parameters on
the IAW, such as membrane tension [68,74] or the contractile forces of myosin-II motors [76].

In many cases, however, RD equations that include both positive and negative feedback loops,
are sufficient to demonstrate the formation of propagating waves, fronts, or pulses. These models
exhibit different levels of complexity and different numbers of components. In the simplest cases,
generic activator–inhibitor models of FHN-type were proposed. In particular, they were used
together with a local-excitation, global-inhibition (LEGI) mechanism to account for the response
of the receptor-mediated signaling pathway and the downstream actin cytoskeleton to external
cues [77–79]. Other basic RD models describe the actin dynamics, including the monomeric and
filamentous species, and one form of an actin activator, using the filamentous actin itself as a source
of negative [65] or positive [80] feedback. More complex models include different numbers of
activators of actin polymerization, inhibitors, and their complex network of interactions [55,81,82].
Yet, in general, RD equations are not subjected to the conservation of mass constraint although often
some of the components are conserved, for example, when they represent two different forms of
the same protein [83]. In other cases, the actin is conserved as it is converted from monomeric to
filamentous forms and back, see for example [58,84]. In what follows, we address the qualitative role of
conservation, which is reflected by the existence of a large scale mode, on the dynamics of IAW, using
as much as possible generic principles, i.e., extracting conclusions that are qualitatively independent
of the specific molecular details that are included in the model.

3. Actin Dynamics as a Constrained Continuous Medium: Implications and Applications

The phenomenology of dissipative waves can be conveniently demonstrated through a dynamical
systems approach via prototypical models, such as FHN. As summarized above, many variants of such
activator–inhibitor models have been used to describe different aspects of cytoskeletal dynamics and
in particular the formation of actin waves. Although these are heuristic models, they are analytically
tractable and thus allow for fundamental insights into spatiotemporal behavior, which cannot be
obtained through the analysis of more realistic multivariable equation sets. Propagating waves are
traditionally classified into three universality classes [1,2,6,85]:
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Oscillatory dynamics, which represent traveling waves that develop via a Hopf instability of a
uniform steady state.

Excitability, corresponding to supra–threshold solitary waves (pulses) that propagate on top of a
linearly stable uniform steady state.

Bistability, which describes traveling domain walls or fronts, i.e., an interface that connects two
linearly stable uniform steady states.

While the mathematical mechanisms are distinct, the emerging patterns can show similar
characteristics, for example, all classes may display the formation of spiral waves [2,85]. Consequently,
comparisons to experimental observations can often only be qualitative, making insights uncertain.
Moreover, it is not always clear whether the simplified models comprise the minimal set of qualitative
ingredients, e.g., interactions (local vs. non-local), spatial coupling, essential degrees of freedom and
feedback loops, finite domain effects, or existence of conserved observable(s). In a broader context,
IAW can be classified as AI type media [31,86], although unlike the typical RD media, the number
of actin monomers is conserved over the time scales of wave dynamics. As such, mass conservation
is an inherent constraint of the modeling framework [35,58,86,87], which is generically reflected by
coupling to a large scale mode in the dispersion relation, as illustrated in Figure 2.

Figure 2. Schematic representation of a dispersion relation obtained from infinitesimal periodic
perturbations, proportional to exp (σt + ikx), about a uniform steady state; Re [σ] is the perturbation
growth rate and k its wavenumber. The right-hand part of the dispersion relation represents the onset
of an instability of a finite wavenumber type (often also referred to as Turing instability), while the
left-hand part reflects a conserved quantity and stays always neutral; both parts are model-independent.
The curves may connect as typically occurs in systems such as (1) or belong to different curves, such as
for (5). The imaginary part of σ corresponds to stationary nonuniform patterns if zero, and otherwise
describes time-dependent solutions.

3.1. Conservation in Physicochemical Systems

It is convenient to first consider total conservation of an observable, described by the
continuity equation

∂u
∂t

= ∇ ·
[

M(u)∇ δF(u)
δu

]
, (1)

where u is a scalar field, M is a mobility function, and F is a free energy. If the free energy contains
an intrinsic length scale, like in the phase field crystal model or in wetting, stationary periodic and
localized patterns may emerge [88–95]. The mutual aspect is coupling between the large-scale mode
(k = 0), which is model independent and remains always neutral due to conservation (also known
as the Goldstone mode), and the pattern forming instability of finite wavenumber (Turing) type [96],
as shown in Figure 2. The impact of the conserved quantity has been analyzed mostly via a weakly
nonlinear reduction to a set of two amplitude equations: One is the complex Ginzburg–Landau
equation for the finite wave-length mode, while the other is for the neutral large scale mode [97–106].
Both super- and sub-critical bifurcation types have been studied, and showed that indeed inclusion of
the large-scale mode may qualitatively change the nature of the solution in terms of organization and
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stability [107,108] (and references therein). For example, in the absence of the large-scale mode, spatially
localized solutions form in coexistence with a periodic (Turing-type) solution and are organized in
a vertical snakes-and-ladders homoclinic structure. In the presence of a large-scale mode, these
solutions can also form outside the existence region of periodic solutions and only partially overlap,
i.e., the homoclinic snaking structure becomes slanted [101,109].

In fact, similar asymptotic intuition and analysis methods apply also if the observable has
a velocity-like behavior (often Galilean invariance) [110], obeying the symmetry x → −x and
u → −u. Such behavior arises in systems that are being driven out of equilibrium, such as
convection [111–114], propagation of flames [115,116], surface waves [117–119], and electro-diffusion
in ion channels [120,121]. In such cases, leading order approximations show that the dynamics can still
be enslaved to an oscillatory (Hopf) finite wavenumber mode and a large scale mode [122–126]. While
many fundamental advances have been made in understanding the coupling between the complex
Ginzburg–Landau equation and the large scale mode, e.g., in terms of stability of periodic and solitary
waves in one space dimension and dynamics of spiral waves in two-dimensional systems, several
pattern formation issues remain open [127]. Consequently, as over the time scales on which IAW
occur the system is far from equilibrium, it is natural to assume that a large scale mode due to mass
conservation alters the pattern formation mechanism, even without explicit flux conservation.

3.2. Activator–Inhibitor Patterns with Conservation

In general, AI systems are modeled in a similar fashion as chemical reactions [6,15,16,36,128–131],
which are not limited by supply of new substrates into the reactor:

∂u
∂t

= f (u, v) + Du∇2u, (2a)

∂v
∂t

= g(u, v) + Dv∇2v, (2b)

where u is the activator that typically contains an autocatalytic or enzymatic kinetic term and a diffusion
constant Du, and v is an inhibitor that rapidly diffuses with a diffusion constant Dv, where typically
Dv � Du. Note that we do not discuss transport by cross-diffusion here. As intracellular processes
often take place on very different time scales, effective mass conservation may arise, for example,
in cases where protein synthesis and/or degradation occurs much slower than a particular biochemical
reaction of interest. Conservation in AI models is associated with a local conservation of mass∫

Ω
[u(x, t) + v(x, t)]dx = constant, (3)

where Ω is the physical domain, or by defining in (2)

g(u, v) = − f (u, v). (4)

Linear stability analysis about uniform solutions leads to dispersion relations that contain
the persistent neutral (large scale) mode, as shown in Figure 2. As in the case of Equation (1),
also Equation (4) supports multiplicity of uniform solutions since u depends on an arbitrarily chosen
value of v (or vise versa), and this degenerate degree of freedom appears as the k = 0 mode.
This constraint plays effectively the role of a chemical potential. However, in the pattern forming
case, where an additional bifurcation is present (e.g., a Turing bifurcation), the dispersion relations
may contain both the neutral mode at k = 0 and another at a finite wavenumber. In this formulation,
models for cell polarity [132] and molecular motors [133] had inspired several mathematical works in
the context of existence and emergence of stationary [134–138] and time-dependent [139–141] patterns.

However, as has been described in Section 2.2, IAW are multicomponent processes and essentially
comprise involve a large number activators and inhibitors. Moreover, in such an AI network, not all
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the components obey conservation [86,142], namely, to Equations (2) and (4) can be added at least one
additional non-conserved observable w,

∂u
∂t

= f (u, v, w) + Du∇2u, (5a)

∂v
∂t

= − f (u, v, w) + Dv∇2v, (5b)

∂w
∂t

= h(u, v, w) + Dw∇2w, (5c)

where h can be either a linear or a nonlinear functional and essentially does not have to include
transport of w via diffusion; these details are naturally determined by the characteristics of the
biological system. Equation (5) thus reflects only a partial conservation and has been employed to
study the emergence of IAW in the context of CDR [58], where a variety of complex behaviors have
been observed experimentally, ranging from distinct types of propagating fronts to apparently chaotic
spiral waves.

4. Discussion and Example

The complex pattern formation exhibited by CDR raises the question about the modeling strategy,
specifically, with respect to the minimal set of equations and the necessity of a conserved quantity.
As has already been indicated in Section 2.2, there are many ways to model IAW but all of them are
prone to subjective interpretations.

In the absence of a clear physical intuition, as IAW are far from equilibrium phenomena,
dynamical systems offer an efficient platform for creating an appropriate qualitative framework.
More specifically, the study of bifurcations may provide the minimal qualitative set of constraints,
exactly as phase-transitions allow us to classify many types of physical phenomena. On the other hand,
bifurcation analysis can also be a tedious task as there may be many local and global bifurcations that
coexist in a given parameter range (as an example we refer the reader to a systematic extension of
excitable media by Champneys et al. [143]). Nevertheless, utilizing recent advances in nonlinear
perturbations [83,144] and numerical path continuation methods [145–149] it might be possible
to navigate between coexisting bifurcations and a multiplicity of emerging stable and unstable
solutions [144,150]. Next, we turn to conservation and ask whether it may prescribe a fundamental
and robust qualitative change, as compared to typical local RD modeling in the absence of conserved
quantities. To exemplify this case, we exploit a reduced CDR model (of Equations (5) type), which has
been used to examine solitary wave collisions in the context of IAW [151]. In the reduced CDR model,
the conserved AI system of Equations (5) is replaced by the conservation of the actin monomers, as they
are converted from the monomeric to the filamentous form (and back) while the IAW propagates.

Observation of solitary waves dates back to John S. Russell (1834), yet only after the work in Zabusky
and Kruskal [152] were solitary waves distinguished by their collision properties [153,154]: solitons if after
a collision of two pulses, two pulses emerge (particle-like identity), and dissipative solitons or excitable
pulses if they are annihilated. Solitons are often being discussed in the context of conservative media,
which mathematically means exploiting the integrable nature of the governing model equations [107,
155], while excitable pulses often arise in RD type systems. Although collisions of solitons may involve
high spatiotemporal complexity, the outcome of two colliding solitons remains unchanged (i.e., elastic
particle-like dynamics) [156,157]. On the other hand, the annihilation of excitable pulses after the
collision is recognized as paramount for electrophysiological function, i.e., it would be impossible to
maintain directionality, and thus rhythmic behavior, under the reflection of action potentials [158].

Importantly, collision of pulses implies merging of the pulses in space, i.e, through the formation
of a collision zone. This behaviour is distinct from the interaction between excitable pulses that is due
to repulsion and can exhibit dynamics that may resemble a solitonic behavior [159,160]. Moreover,
more complex scattering scenarios have been observed in generic RD models such as, for example,
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the Gray–Scott model [161,162]. Note that there exists a vast literature on the latter topic that we do
not intend to review in total here. Taken together, the distinction between solitons and excitable pulses
is important for numerous applications.

Yochelis et al. [151] showed that the minimal IAW model in one space dimension, in the setting
of Equations (5), may indeed support rich and robust spatiotemporal dynamics following pulse
collisions, in contrast to IAW models which do not contain explicit mass conservation [28,55,81,163,164]:
annihilation, reflection, and “birth” of new pulses after reflection, as shown in Figure 3. In a broader
RD context, where similar aspects have been also observed, these dynamics do not require special
properties, such as non-locality [165–168], cross-diffusion [169], and heterogeneity [170–172]. Moreover,
the phenomenon is robust and occurs over a wide range of parameter values, whereas for a typical
RD model without mass conservation, such as FHN, somewhat similar dynamics of propagating
pulses are observed only in a narrow range near the onset of an oscillatory Hopf bifurcation about a
uniform steady state [173,174]. The distinction between the FHN model and a system of Equations (5)
type can be elaborated by geometrical intuition, as pulses are of large amplitude and thus cannot be
unfolded using weakly nonlinear analysis such as in Section 3. Argentina et al. [173] showed that in
the FHN model a manifold construction about the collision state of two pulses (“collision droplet”,
Figure 4A) can explain why a Hopf bifurcation may impact the collision zone and thus generate
crossover of pulses (soliton-like behavior). A similar geometric picture shows that mass conservation
in Equations (5) changes the nature of the collision zone by addition of a generic two-dimensional
neutral manifold (Figure 4B), relating the pulse crossover behavior to a localized unstable mode and
does not require any Hopf bifurcation of the uniform state [173,174]. In other words, for the colliding
pulses to avoid annihilation, there has to be a mechanism for recovery—a spontaneous regrowth of the
fields after the collision. In the FHN model [173], the proximity to the oscillatory onset can re-initiate
the pulses. In the case of actin conservation, the colliding pulses first disintegrate the polymerized
actin, thereby releasing a large local pool of monomers. If these monomers do not diffuse too fast, they
are available to re-initiate the pulses by polymerization. For more details, we refer the reader to the
work in [151].

t↑→x

Figure 3. Space–time plots showing (from left to right) annihilation, reflection/crossover, and “birth”
of new pulses following collision (a behavior that resembles backfiring), respectively, as obtained from
direct numerical integration of the minimal CDR model equations [151] that have the same structure
as Equations (5). No-flux boundary conditions were used. From left to right the amount of actin
monomers increases (see details in [151]). The dark shaded color indicates higher values of filamentous
actin in the IAW. Reprinted figure with permission from the work in [151] Copyright 2020 by the
American Physical Society.
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A B
Figure 4. Excitable solitons, geometric schematics of the dynamics during collision of two
pulses. (A) FitzHugh–Nagumo model and (B) an reaction–diffusion model with mass conservation,
of Equation (5) type. (A) Reprinted from Publication [173], with permission from Elsevier and (B)
from [151], Copyright 2020 by the American Physical Society.

Note that the nucleation of new pulses after a collision should not be confused with the
well-known scenario of backfiring, an instability that appears when a localized propagating
pulse becomes unstable and splits into two new counterpropagating pulses that, upon collision,
annihilate [175]. Backfiring has been observed in a wide range of model systems [166,176,177],
and also in recent experiments of CO electrooxidation on Pt [178]. However, in contrast to backfiring,
the nucleation of new pulses that we addressed here and that is shown in Figure 3 always requires a
preceding collision event and thus has to be distinguished from the classical backfiring scenario.

5. Conclusions

The case of the reduced CDR model discussed above provides a glimpse of the profound
impact of mass conservation on the dynamics. In conventional FHN-type AI models without mass
conservation, colliding pulses typically annihilate upon collision. Here, a soliton-like crossover occurs
only under special conditions, e.g., near a Hopf point, and thus requires fine-tuning of the parameters.
In contrast, if mass conservation is taken into account, propagating pulses robustly exhibit rich
collision scenarios over a wide range of parameters, including crossover and formation of new
pulses following a collision. Even though this has only been demonstrated for a simple toy model,
the universal nature of the underlying bifurcations suggests that similar behavior will be observed
also in more detailed, high-dimensional models of IAW, provided that mass conservation is included,
e.g., for mechanochemical waves under the conservation of calcium [29].

The impact of mass conservation on pattern formation in biological systems has recently attracted
increasing attention, in particular in the context of well-controlled, confined systems such as the
bacterial Min protein oscillator [87]. However, many biological systems involve multiple components,
not all of which are conserved, so that the consequences of strict mass conservation as implied by
Equations (2) and (4) are often relaxed and require a more general view. This is provided, in the simplest
case, by adding a third dynamical variable to the system that is coupled to the conserved quantities
but does not obey mass conservation itself, see Equations (5). It demonstrates that a large scale mode
is a key feature that mass conservation introduces to the system and that triggers specific dynamical
properties, such as soliton-like crossover of pulses and the collision-induced birth of new pulses in a
wide range of parameters. Equations (5), and its resulting dynamics, can serve as motivation for future
studies of the synthesis between classical AI models and models with complete mass conservation
(such as those used in the context of the Min and Par systems [179]).

Similar to neural systems, where annihilation of colliding pulses is essential to maintain
directionality of information transport, we conjecture that also in the case of IAW, the crossover
of colliding pulses, which is favored due to the mass conservation constraint, plays an important
functional role. This may be particularly true when sustained wave activity is a key requirement for
proper cell functions, as, for example, in cases where cell locomotion or nutrient uptake depend on IAW
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(see Section 2.1). For traditional excitable pulses that annihilate upon collision, wave activity is likely
to get extinguished regularly, thus hampering cellular activities that rely on persistent IAW. In contrast,
soliton-like crossover and collision-induced nucleation of new pulses that are robust properties of a
mass-conserved system may ensure prolonged wave activity even in the absence of actively triggered
pulse nucleation or local heterogeneities that may serve as pacemakers. Moreover, cells may also
actively exploit shifts between parameter regimes of pulse annihilation and soliton-like behavior to
control their level of IAW activity, as shown in Figure 3.

Finally, the study of simplified models to elucidate generic properties of IAW patterns may
also prove useful for the future design of synthetic cellular systems. A current focus of bottom-up
approaches in synthetic biology is to introduce artificial cytoskeletal structures into membrane vesicles,
thus assembling the essential building blocks of a primitive cell [180,181]. The next logical step
along this line of research will be to endow the artificial cytoskeletal components with the simple
pattern forming properties that may ultimately serve as a basis for essential cellular functions, such
as motility and cytokinesis. This requires a thorough understanding of the key properties that are
necessary to reconstitute the desired wave patterns in a minimal model system. We thus expect that
an understanding of the essential bifurcations and instabilities that govern the dynamics of IAW will
provide a useful guideline for the future design of artificial cell cortices.
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The following abbreviations are used in this manuscript:

HH Hodgkin–Huxley
RD Reaction–diffusion
AI Activator–inhibitor
FHN FitzHugh–Nagumo
IAW Intracellular actin waves
CDR Circular dorsal ruffles
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Abstract: The development of multicellular organisms proceeds through a series of morphogenetic
and cell-state transitions, transforming homogeneous zygotes into complex adults by a process
of self-organisation. Many of these transitions are achieved by spontaneous symmetry breaking
mechanisms, allowing cells and tissues to acquire pattern and polarity by virtue of local interactions
without an upstream supply of information. The combined work of theory and experiment has
elucidated how these systems break symmetry during developmental transitions. Given that such
transitions are multiple and their temporal ordering is crucial, an equally important question is
how these developmental transitions are coordinated in time. Using a minimal mass-conserved
substrate-depletion model for symmetry breaking as our case study, we elucidate mechanisms by
which cells and tissues can couple reaction–diffusion-driven symmetry breaking to the timing of
developmental transitions, arguing that the dependence of patterning mode on system size may be
a generic principle by which developing organisms measure time. By analysing different regimes
of our model, simulated on growing domains, we elaborate three distinct behaviours, allowing for
clock-, timer- or switch-like dynamics. Relating these behaviours to experimentally documented case
studies of developmental timing, we provide a minimal conceptual framework to interrogate how
developing organisms coordinate developmental transitions.

Keywords: symmetry breaking; pattern formation; reaction-diffusion; developmental transitions

1. Introduction

In developmental systems, it is important for the mechanistic constituents to “know” about the
size of the living system as a whole [1,2]. This is most apparent in developmental transitions, which in
many cases only proceed when cells or tissues have reached a critical size. Such control strategies
allow living systems to couple developmental time to their size and geometry. What is the physical
basis of these phenomena?

One can envisage two broad classes of size-control mechanisms: The first proposes size-dependent
transitions are under external regulation: in developing tissues, this could be manifested as a
cell-intrinsic clock, whereby a transition is achieved after a pre-defined time interval [3], or a
gradient-based mechanism, whereby a distance critically far from the source of signalling molecules
triggers a transition [4]. Alternatively, size-regulation could be an emergent property of collective
decision-making, akin to quorum sensing [5–7]: communication between mechanistic constituents
allows the system to sense its size. A priori, these control mechanisms have several conceptual
benefits: synchrony in a transition is more robust, given decisions are made collectively, and such
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decision-making does not rely on a subset of constituents (e.g., source cells in gradient generation),
instead being decentralised [1,8]. Can we find examples of emergent size-regulation from collective
decision-making in living systems?

Many developmental transitions couple size- and temporal-control to a change in polarity regime:
at a critical size, the system may spontaneously break symmetry to polarise, depolarise, bipolarise,
or even radically change its pattern. We hypothesise that size regulation of such developmental
transitions are an emergent property of the many mechanisms of polarisation. This view provides a
framework for understanding developmental time [9], placing a critical emphasis on system size.

Here, we outline a minimal reaction–diffusion model for size-dependent polarisation in
developing systems, arguing that the underlying regulatory motifs can be understood via a
substrate-depletion feedback motif coupled with the growth of the system. We then overview cases
of size-dependent symmetry breaking across scales, focusing on biochemical systems. We consider
size-dependent decision-making within individual cells through to analogous processes in developing
multicellular systems, proposing that our minimal model can help unify these divergent processes
within a common theoretical framework. We conclude by speculating on the role of these mechanisms
in coupling size-dependent transitions to developmental time.

2. Reaction–Diffusion as a Framework to Understand Size-Regulated Symmetry-Breaking

Pattern forming reaction–diffusion (RD) systems [10] are widely used to characterise the complex
networks of molecular and cellular interactions that underlie biological symmetry breaking. In these
systems, pattern formation can arise spontaneously driven by feedback motifs between diffusible
molecules (intracellular polarity proteins or extracellular morphogens). Since Turing’s insight in 1952,
many different RD motifs have been proposed as the physical basis for the emergence of developmental
patterns across scales [11]—from polarity establishment at the scale of a single cell [12] to pattern
formation on the scale of a whole organism [11,13].

Perhaps the most famous phrasing of an RD system is the activator–inhibitor circuit, originally
developed by Gierer and Meinhardt [14]. In activator–inhibitor systems, an activator molecule
promotes its own production as well as the production of its fast-diffusing inhibitor that suppresses
autocatalytic production of the activator. This motif has remarkable explanatory power across contexts,
being used to describe the spontaneous establishment of hair follicle spacing [15], left-right asymmetry
establishment in vertebrates [16], skeletal patterns in growing limbs [17–19], as well as pole-to-pole
oscillation of Min proteins during bacterial cell division [20], and self-organisation of Rho GTPases in
the animal cell cortex [21,22]. Substrate depletion models can also yield the spontaneous emergence
of periodic patterns [23,24]. In these models, the activator consumes its own substrate to promote
its autocatalytic production, leading to out-of-phase patterning of the activator and the substrate
molecules (Figure 1a). For example, a substrate-depletion model was been used to explain lung
branching, explaining out of phase patterns of gene expression between Shh (the activator) and FGF
(the substrate) [25].

Substrate-depletion models are particularly relevant in the study of intracellular pattern formation
and polarity establishment as feedback can be phrased in a mass-conserved manner. In such models,
patterns emerge by the redistribution of polarity proteins [26,27]: proteins that form a polarity patch
engage in self-recruitment, acting as activators, but this positive feedback is limited by a finite pool of
(typically cytoplasmic) subunits. Variants on mass-conserved substrate depletion models have been
used to understand PAR polarity establishment in the C. elegans embryo [28–30] and Cdc42 polarisation
in S. cerevisiae [31–33]. Further, such models exhibit dynamic regimes, for example helping to explain
oscillations in the E. coli Min-protein system [34–36].

While the mechanistic constituents and precise feedback architectures of RD mechanisms differ,
many rely on a central motif of local activation and long-range inhibition [37]. This concept has
acted as an important heuristic in framing models of biological pattern formation, but importantly
unifies diverse RD systems within a common mathematical framework. Specifically, recent theoretical
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models have demonstrated that most RD models of pattern formation can be approximated by the
same mathematical formulation: the Swift–Hohenberg equation [38]. Strikingly, other mechanisms of
periodic pattern formation that rely on cell movement [39] or mechanical instabilities [40] also rely on
local-activation and long-range inhibition [38,41]. Therefore, many dynamical features of these models
are applicable across systems and length scales.

In this perspective, we restrict our focus to RD models for biochemical pattern formation,
elucidating the biological significance of a common dynamical feature shared across many motifs: the
role of a critical system size for symmetry breaking [23,42,43]. To demonstrate this, we develop
a mathematical framework for a mass-conserving RD system with a feedback motif similar to
activator–substrate models for cell polarisation (Figure 1a).
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Figure 1. Size-regulated symmetry breaking in activator–substrate model. (a) Pattern formation in
a model of positive feedback coupled to a finite constituent pool. (b) Patterns form above a critical
system size (L∗), corresponding to the largest mode where the homogeneous state becomes unstable
and the system breaks symmetry. The order parameter O for symmetry breaking is defined as O(L) =∫ L

0 |dS/dx|/
[

max
L

∫ L
0 |dS/dx|

]
, where O is zero for a homogeneous state and O = 1 for a symmetry

broken patterned state. All parameters other than system size was kept constant in this analysis and
initial perturbations were so chosen that N/L is constant, where N =

∫
P(x, t) + S(x, t) dx is the total

pool size. Parameters: DP = 1, DS = 0.05, kon/koff = 20, S2
0 = 10 and N/L = 1.5. (c) Phase diagram

in the plane of autocatalytic activity κ and the Hill saturation parameter S2
0, showing three different

phases: homogeneous state (black), symmetry broken saturated state (green), and symmetry-broken
unsaturated state (red). Colormap (green to red) denotes the average value of the reaction rate
Fav =

∫
F(x)dx, computed in the high density region, with Fav = 0 in the saturated state and Fav �= 0 in

the unsaturated state. Fav = 0.01 (blue points) defines the crossover value from the saturated state to the
unsaturated state. Parameter values are the same as (b) except for DS = 0.01 and L = 3. Inset: Profiles
of S(x). (d–e) Order parameter O for the unsaturated (d) and the saturated (e) regimes, showing that
the symmetry of the homogeneous state is broken beyond a critical system size. We used periodic
boundary conditions for all numerical simulations, unless otherwise specified. For initial conditions,
we assumed a homogeneous P(x) and a sinusoidal S(x) profile of large wavelength.
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3. A Minimal Model for Size-Regulated Symmetry-Breaking

To analyse the role of system size on the timing of symmetry breaking in a biochemical system,
we consider a minimal model for a mass-conserved substrate-depletion system. Specifically, we model
the spatiotemporal dynamics of a regulatory structure S in a living system of size L and coupled to a
finite pool of building blocks. Let P(x, t) denote the concentration of building blocks in the subunit
pool at location x at time t, and S(x, t) is the concentration of building blocks incorporated in the
regulatory structure. S increases in amount by depleting the subunit pool P, and S can undergo
dissociation into P (Figure 1a). The coupled dynamics of S and P are given by

∂tS = Ds∇2S + konP f (S)− koffS , (1)

∂tP = Dp∇2P − konP f (S) + koffS , (2)

where Dp and Ds are the diffusion constants of the subunits and the structure S (Ds � Dp), kon

parameterises the association rate of subunits to S, and koff is the constant rate of disassembly of
S. The function f defines the size-dependence of the autocatalytic production rate of S. We assume
the functional form f (S) = Sn/(Sn

0 + Sn), where the constant n > 1 controls the strength
of cooperative assembly of S. The total amount of P and S remains conserved at all times,
i.e., N =

∫
P(x, t) + S(x, t) dx = constant, and is assumed to scale linearly with the system size L.

As the structure S grows by locally depleting the pool P, localized patterns of S will exist in low
density regions of P as long as DP � DS (Figure 1a). The symmetry of the homogeneous state breaks
and patterns appear above a critical domain size, making this transition size-dependent (Figure 1b).
The critical size can be obtained from linear stability analysis as

L∗ =
(

2DSDP
DS∂PF + DP∂SF

) 1
2

(3)

where F = konP f (S) − koffS, and the derivatives are evaluated at the homogeneous steady state.
This property of size dependent symmetry-breaking can serve as a decision-making rule to enact
developmental state transitions when the system size reaches a critical value L∗. As the system size
gets larger more discrete structures will emerge (Figure 2a). Such sequential pattern formation may
regulate size-dependent developmental transitions, as we discuss later.

The S-P model introduced above (for n = 2) is similar to previously studied mass-conserved
RD models such as wave-pinning [26] and the Turing-like autocatalytic model [31]. These activator–
substrate models exhibit two distinct dynamic regimes [44]: the wave-pinning regime, characterised by
wide mesa-like patterns and saturated subunit association kinetics and the Turing regime that yields
narrow concentration peaks by virtue of competition between structures. The Turing regime operates
below saturation (S � S0), where a winner-take-all competition between structures asymptotically
results in a single concentration peak [31,45,46]. By contrast, in the regime above saturation (S � S0),
the structures can co-exist for very long timescales, with the timescale of coarsening determined by
parameters such as the diffusion coefficients or the reaction fluxes [47]. The S-P model exhibits both
the saturated and the unsaturated regimes that can be obtained by tuning the strength of autocatalytic
activity (κ = kon/koff) and the Hill saturation parameter S2

0 (Figure 1c). Both these dynamical regimes
exhibit size-dependent symmetry breaking (Figure 1d,e), as well as sequential pattern formation
for increasing system sizes (Figure 2). In the latter case, we assume that the subunit density is
constant for increasing L,

∫ L
0 (S + P) dx ∝ L, as macromolecular contents often scale with cell size [48].

For appropriate choice of model parameters in the unsaturated regime, an increase in total subunit pool
size coupled with local depletion of the subunit pool gives rise to coexisting peaks of the same height
over biologically relevant timescales, much shorter than the long timescale of structure coarsening.
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Figure 2. Sequential pattern formation in growing domains. (a) Kymographs of S(x, t) for increasing
system size. Figures show spontaneous pattern formation via symmetry breaking of the homogeneous
state above a critical system size L∗. As we simulate larger systems (Equations (1) and (2)), multiple
patterns emerge in a size-dependent manner. Simulations were done as described in Figure 1b.
(b) Number of patterns as a function of system size, for both the saturated and unsaturated regimes of
the S-P model. Parameter values for (a,b) are the same as Figure 1b,c, respectively. Small amplitude
random (uniform distribution) initial conditions for S and P were used for (b).

4. Critical Size for Polarisation Can Be Utilised to Enact Cell State Transitions

Our minimal model demonstrates how a positive-feedback motif coupled to features of system
size, such as a limiting cytoplasmic pool, can yield size-regulated symmetry breaking of regulatory
structures. In this section we explore biological realisations of our model around the bifurcation from
unpolarised to polarised, arguing that cells may utilise these size-dependent properties to coordinate
state transitions.

4.1. Cell Size Dependent Transition from Asymmetric to Symmetric Division in the Early C. elegans Embryo

The polarisation of the early C. elegans embryo has become a paradigm in biological symmetry
breaking [49]. Anterior-posterior (AP) polarity in C. elegans is established before the first cell
division [50]. Polarity establishment is achieved by the segregation of two groups of partitioning-
defective (PAR) proteins to the anterior versus posterior [28–30]. Initially anterior PARs (aPARs)
cover the entire membrane of the egg, but upon fertilisation at the posterior, serving as the symmetry
breaking cue [51], aPARs segregate anteriorly, and posterior PARs (pPARs) posteriorly. Segregated
PARs coordinate polarised division, whereby the division plane is set by the boundary of the two PAR
domains [52,53].

PARs bind the membrane from a common, finite cytoplasmic pool and diffuse freely. Symmetry
breaking is achieved by phosphorylation-dependent mutual inhibition between aPARs and pPARs [54,55],
patterning the cell membrane into two polarisation domains. This double-negative feedback structure
reinforces biases in the localisation of PARs and thus plays a similar role as the positive feedback motif
in our minimal model. Indeed explicit substrate-depletion models yield phenomenologically identical
results [56].

The boundary between PAR domains is regulated by the relative diffusivities of aPARs and
pPARs, as well as the relative off rates. Boundary length is set by LD =

√
D/koff, where D is the aPAR

diffusion constant and koff is the aPAR dissociation rate from the membrane. Therefore, provided
diffusion and dissociation rates are independent of system size, LD will also be independent of cell
size. Modelling confirms that this holds true regardless of structural differences in the model [56].
This length-scale thus sets a minimum cell size that can sustain polarised PAR domains (grey region in
Figure 3a): below this critical size, diffusion overwhelms the capacity for PAR segregation, resulting in
homogeneous localisation of either aPARs or pPARs (pink and blue regions of Figure 3a)

The physical critical size limit may be used by developing C. elegans embryos to coordinate
a developmental transition. Sequential divisions of generating the first three posterior cells (P1-3)
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are asymmetric, each generating two daughters of different fates via the segregation of germline
determinants. This pattern shifts to a symmetric mode by the third division of P4 (Figure 3a), generating
the two founding cells of the germline lineage (Z2/Z3) [57]. Divisions are fast, meaning cell volume
declines progressively, falling beneath the theoretical critical cell size for polarisation by P4 [56].
By quantifying division symmetry using 3D reconstructions of PAR distributions, Habatsch et al. [56]
found that the polarisation regime shifts from asymmetric to symmetric by P4. The timing of this
regime shift can be changed by reducing embryo size through genetic (ima3 RNAi) or physical (laser
mediated extrusion) perturbations. Thus, a reduction in cell size coordinates a developmental transition
in C. elegans embryos from asymmetric to symmetric cell division.
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Figure 3. Size-regulated symmetry breaking in single cells. (a) A phase-diagram for the PAR system,
considering polarisation state as a function of the circumferential length of the embryo (“Length”),
and the ratio of aPAR to pPAR pool size (“AP ratio”). The diagram demonstrates a bipolar state
(grey region) becomes unstable below a critical circumferential embryo length (pink and blue regions).
Schematics for each of the three states are overlayed, with aPARs denoted in pink and pPARs denoted
in blue. This bifurcation point quantitatively matches the critical size for which dividing P-cells in
the early C. elegans embryo transition from asymmetric to symmetric division. Figure adapted from
the work in [56]. Adjacent is the feedback motif that drives pattern formation. (b) In the budding
yeast (S. cerevisiae), cell cycle commitment to Start is linked to the localisation of Cdc42 effectors at the
presumptive bud site [58]. Cdc42 polarity establishment is related to the duration of the G1 phase of
the cell cycle, which ends at a critical cell size [59]. Models have shown that a growth process with
positive feedback leads to Cdc42 polarisation at a single site [31].

4.2. Size-Dependent Polarity Establishment in Budding Yeast

Cell cycle commitment to budding in S. cerevisiae follows from Cdc42 polarity establishment
at the presumptive budding site (Figure 3b). The small Rho GTPase Cdc42-GTP forms a polarity
patch to mark the bud location [60,61]. This polarity pattern emerges from an autocatalytic positive
feedback via Bem1 on the clustering of slowly diffusing membrane bound Cdc42-GTP [12], while the
cytosolic Cdc42-GDP diffuses fast (Figure 3b). Polarity establishment in the system can be captured
by mass-conserved substrate-depletion model, with a slow-diffusing activator and a fast-diffusing
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substrate [26,31,45]. With appropriate choice of parameters, activator-substrate models would predict
the formation of a polarised cluster beyond a critical cell size [44] (Figure 1). Thus, the establishment
of Cdc42 polarisation can be linked to a critical cell size, consistent with models of critical cell size
threshold at the termination of G1 phase of the cell cycle [59,62]. Molecular rewiring experiments
have shown that when the Bem1 is tweaked to diffuse very slowly, multiple Cdc42 polarity patches
are formed [63]. As the onset of pattern formation depends on L/LD, with LD the diffusion length,
slowing down diffusion is equivalent to increasing the system size, so multiple patterns emerge in
accordance with predictions from increasing domain length in our minimal RD model (Figure 2a,b).

5. Sequential Pattern Formation and Polarisation Can Be Coordinated by a Growing Domain

Across scales of biological organisation, structures of a bipolar or iterative nature are abundant,
and their development is often sequential. While clock-and-wavefront models have successfully
explained sequential patterning of axial segmentation in vertebrates [64] and recently also some
invertebrates [65], sequential pattern formation can also arise from collective decision-making.
Our minimal mass-conserved substrate-depletion model illustrates how an RD mechanism can
give rise to sequential periodic patterning: smaller domain sizes can sustain only a single pattern
via an instability of the homogeneous state, whereas domain growth provides sufficient space to
accommodate multiple patterns (Figure 2a,b). Here, we implicitly assume that the RD system
relaxes much faster than the timescale of domain growth, and that subunit concentration remains
unchanged. When domain growth rate is comparable to the reaction rate, different dynamic patterns
emerge as discussed in Section 6. In spite of differences in their mechanistic bases, sequential
patterning through domain growth is common among many RD models (activator–inhibitor and
substrate-depletion) [23]. In the following, we expand our focus beyond just mass-conserved models,
to illustrate how local-activation and long-range inhibition can explain how growth can couple
developmental tempo to state transitions.

5.1. Neuronal Sequential Bipolarisation Coordinated by Membrane Growth

Neuronal polarisation is critical for brain development. Polarisation commences as soon as
neurones complete their final division, by a process of neurite formation and selection. In vitro studies
have suggested neurones acquire a bipolar phenotype, generating a leading neurite, key in guiding
migration, and a trailing neurite which later acquires axonal fate [66,67]. Bipolarisation in vitro is
achieved stochastically, whereby the position of the first neurite is seemingly random, with the second
being positioned opposite to the first [68]. How are these patterns coordinated?

Menchón et al. [69] proposed an activator–inhibitor Turing model for cell polarisation.
They argued that the necessary feedback architecture for a Turing instability is manifest in developing
neurones: integral membrane proteins (the polarisation cue) undergo cooperative self-recruitment,
i.e., local activation, and also recruit more diffusive endocytosis modulators which facilitate their
removal, i.e., long-range inhibition (Figure 4a). Indeed, in the right parameter regime in a finite domain,
simulations suggest neurones can spontaneously break symmetry. The polarity regime is critically
dependent on membrane size: a subcritical size prohibits symmetry breaking (like in C. elegans);
an intermediate size allows for a single polarity axis and larger sizes allow for a bipolar phenotype
(Figure 4a). Sequential and “mirrored” polarisation can be achieved by membrane growth. A growing
domain leads to a time-dependent bifurcation, whereby the cell transitions from a unipolar to bipolar
stability regime. The “mirroring” of the second neurite on the first can be rationalised in terms of
the feedback circuit: the region of membrane furthest from the first neurite will display the lowest
concentration of inhibitor. Neurones thus coordinate the developmental timing of bipolarity through a
size-dependent process.
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Figure 4. Sequential pattern formation in developmental systems. (a) In in vitro cultured neurones,
polarity arises sequentially. A second polarity axis is formed after cell growth, and its orientation is
“mirrored” off the first. A putative symmetry breaking circuit is presented adjacently [69], considering a
membrane-protein (MP) activator coupled to modulators of endocytosis (ME), representing the effects
of small GTPases. (b) Gastruloids polarise and elongate only when initialised with a critical number
of cells [70]. For seed numbers beyond this initial bifurcation value, gastruloids can self-organise
more axes. T/Brachyury expression is localised to the protrusion in monopolarised gastruloids, and is
speculated to also be localised to further protrusions in multipolar variants. A potential feedback
circuit is drawn adjacently, which remains to be investigated. (c) An activator–substrate model for lung
branching [25], based on autocatalytic production of the signalling molecule Shh (activator) at the lung
bud tip, via consumption of the substrate molecule Fgf10. (d) A dot-stripe mechanism is proposed
to pattern the joints of developing digits: a Turing-like dot-forming system specifies the positions of
bones and orients through repression a Turing-like stripe-forming system to specify joints. Modelled
on a growing domain, sequential joint specification emerges, with joints forming near the developing
tip. A coupled Turing scheme is described adjacent, considering a dot-forming substrate-depletion
module (A,S) coupled to a stripe-forming activator–inhibitor module (B,I).

5.2. Size-Dependent Sequential Patterning in Mammalian Development—Insights from Gastruloids

Unlike in C. elegans, establishment of anterior–posterior polarity in the epiblast of mammalian
embryos occurs well after the first cell division, an axis that lays the ground plan for the commitment
of germ layers during gastrulation. In mice, AP symmetry breaking has long thought to be coordinated
by the positioning of extra-embryonic cues to the posterior and hence specifying the future primitive
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streak [71]. This view of sequential polarity hand-off has been thrown into question in recent years by
several in vitro systems, suggesting that epiblast has the capacity to break symmetry spontaneously in
the absence of extra-embryonic cues [70,72–75]. While the precise genetic constituents of this symmetry
breaking are under contention [76,77], several that argue some form of reaction–diffusion system
is at play, citing for example the co-expression of morphogens with their extra-cellular antagonists,
e.g., Wnt and its antagonist Dkk [78,79].

Consistent with this hypothesis, in vitro systems display size-dependence in symmetry breaking
capacity and patterning modality [70,75]. This is seen in gastruloids, small aggregates of embryonic
stem cells (ESCs) that can spontaneously break symmetry [70], axially elongating and displaying
polarised expression of primitive streak marker T/Brachyury. In refining their protocol for generating
gastruloids, van den Brink et al. [70] found that seeding microwells with different numbers of ESCs
yielded qualitatively different phenomenology (Figure 4b): critically small (≤200 cells) aggregates
could not break symmetry, aggregates of intermediate size (∼300–400 cells) could subsume a
unipolar state, aggregates of double that size (∼800 cells) displayed two oppositely positioned poles,
and critically large aggregates (>1600 cells) generated many poles. These results are consistent with a
Turing-like system controlling polarity, whereby critically small domains cannot sustain an instability,
whereas increasingly large domains can maintain progressively more “peaks”. This is furthered by the
observation that bipolar gastruloids polarise sequentially, with the second pole seemingly emerging
after growth, protruding from the opposite edge of the structure.

5.3. Sequential Patterning of Phalanges in Developing Digits Is Coordinated by Coupling Patterning to Growth

An analogous mechanism may explain the sequential specification of joints in developing digits of
tetrapod limbs. Digit patterning and growth are concomitant, with joints being laid down sequentially
as progenitor cells are added to the distal tip. Guided by gene expression patterns, as well as mutant
phenotypes, joint patterning has been proposed to be governed by a coupled Turing system [80]
(Figure 4d). An activator–substrate system specifies the positions of bones (phalanges) by prescribing
a series of “dots” of gene expression, which represses a second activator–inhibitor system to specify
joints as “stripes” of gene expression at alternate positions. Simulations on a static domain recapitulate
both wild type and mutant expression patterns, but patterning occurs simultaneously across the entire
digit. However, simulated on a growing domain, adding new cells distally, leads to a shift in dynamics
in favour of sequential patterning. Therefore, here too, the coordination of developmental timing and
growth may be an emergent property of patterning by collective decision-making.

6. Regulating Pattern Size and Lifetime in Growing Systems

Pattern-forming systems that align with activator–substrate or activator–inhibitor motifs are
able to undergo sequential transitions in pattern concomitant with domain growth (Figures 2 and 4).
As domain growth continues, patterns undergo further bifurcations to establish periodicity. While these
motifs allow irreversible transitions in pattern, it may be desirable for systems to sense intermediate
sizes, and for these transitions to be reversible. One can conceive of a timer-like set-up in a biphasic
scheme: in the assembly stage, symmetry is broken at a critical size, and in the proceeding dissolution
stage, patterns are lost at some larger size. To investigate the emergence of timer-like behaviour, we
couple an activator–substrate system to a growing domain (Figure 5a).

Specifically, we consider isotropic growth of the domain [81] (all parts of the domain grow
in a similar fashion) and the subunit pool density P grows homogeneously with a constant rate.
Due to domain growth, both the system size L(t) and the total amount of building block pool,
N(t) =

∫
(S + P)dx, are time-dependent. The growth of the system introduces local flow and dilution

of both S and P [81]. The coupled dynamics of S and P are given by (Figure 5a)

∂tS +
ṙ
r
(x∂xS + S) = Ds∂2

xS + konP f (S)− koffS , (4)

177



Cells 2020, 9, 1646

∂tP +
ṙ
r
(x∂xP + P) = Dp∂2

xP − konP f (S) + koffS + G , (5)

where G is the growth rate of the subunit pool and the domain growth function r(t) is defined
as L(t) = L(0)r(t), where L(0) is the initial system size. We write the assembly rate function as
f (S) = κ0 + Sn/(Sn + Sn

0 ), where κ0 defines the size-independent rate of assembly of S. Motivated by
exponentially growing cells and tissues, we specifically consider the case of exponential growth in
system size, such that r(t) = eαt with α the growth rate. As the macromolecular composition of cells
scales with the cell size, we assume that the total amount of building blocks,

∫
Pdx, grows at a rate

proportional to system size L, resulting in a constant rate of growth G. While the formation of patterns
occurs beyond a critical system size L > L∗, the stability of the pattern depends on the interplay
between the rates of growth-induced dilution, synthesis of the subunit pool P, and autocatalysis of S.

6.1. Case 1: Transient Polarity Pattern Due to Growth-Induced Dilution

When the subunit pool grows at a rate much slower than the rate of system growth G̃ � α (where
G̃ = GL(0)), the structure is formed transiently and dissolves after a critical time Tc. The initial slow
growth of the system size allows the formation of pattern beyond a critical size L∗. However, as dL/dt
increases rapidly (due to exponential growth) and becomes much faster than the rate of pool synthesis,
the subunit density starts decreasing. Below a critical density of subunits, the pattern dissolves and the
system reaches a homogeneous state (Figure 5b, left). Transient structure formation has been observed
in slime mould [82] and during mammalian development [83], and modelled using stochastic RD
systems [84]. Here, we argue that system growth can also induce such transient polarity formation.

The patterned state makes a transition to a homogeneous state at a time Tc when the system size
reaches Lc. The critical time for the transition to the homogeneous state, Tc, is determined by the
parameters of the feedback motif (kon/koff, κ0) and the growth rates α and G̃ (Figure 5c). The lifetime
of the pattern, Tc, and the system size at transition to the homogeneous state, Lc, can be tuned
independently of each other by modulating κ0, α and G̃ (Figure 5d). Controlling the lifetime of polarity
patterns is essential for regulating developmental transitions, and further experimental studies are
essential to uncover such control mechanisms.

6.2. Case 2: Pattern Scaling Due to Proportional Growth of System Size and the Subunit Pool

When the subunit pool grows at a rate comparable to the rate of growth of system size, G̃ ∼ α,
the subunits can reach a homeostatic density in time. As a result, the patterns formed during growth do
not dissolve. Strong autocatalytic growth prevents delocalisation of the early pattern and prevents the
possibility of period doubling as seen in Schnakenberg kinetics and Gierer and Meinhardt model [81].
This leads to a dynamic pattern scaling behaviour where the size of the pattern scales with the size of
the system (Figure 5b, middle). This mechanism of scaling is notably different from the morphogen
gradient scaling [85]. Here, pattern scaling is a consequence of system growth where the polarity
pattern that does not change qualitatively with system size.

6.3. Case 3: Pattern Splitting

When the rate of autocatalysis is sufficiently high, κ0 �= 0, and the subunit pool and system size
grow at similar rates, G̃ � α, dynamic pattern splitting can emerge in the context of growth (Figure 5b,
right). Here, slower positive feedback weakens the long-range inhibition arising as the consequence
of pool depletion, allowing new peaks to emerge, in contrast to case 2. Adaptive benefits of pattern
splitting may be multiple, for example, allowing for the emergence of sequential patterning, and in
maintaining relative stasis in local patterns upon domain extension.
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Figure 5. Pattern scaling, splitting and transient pattern formation in growing domains. (a) Feedback
motif for an activator–substrate system coupled to a growing domain. (b) (Left) When subunits are
produced at a rate slower than the rate of domain growth, growth-induced dilution leads to transient
pattern establishment. (Middle) When the production of subunit pool occurs at a rate comparable
to system size growth, the pattern formed grows in proportion to system size, exhibiting a dynamic
scaling behaviour. This is different from sequential pattern formation as the polarity is preserved
during growth. (Right) In the case of strong autocatalysis of S, the pattern spontaneously splits.
(c) Phase diagram for pattern formation as functions of pool growth rate relative to the system, G̃/α,
and kon/koff. Colormap denotes the inverse of the pattern lifetime, 1/Tc. (d) Time evolution of
structure size Stot =

∫ L
0 Sdx (blue) and system size L (red) for the case of transient pattern formation.

The lifetime of the pattern Tc is coupled to the system size at transition to the homogeneous state,
Lc. They can be tuned independently of each other, for example, by changing growth rate α (case B)
where only the transition time changes, or by changing autocatalysis rate (case C) where Tc remains
the same but transition happens at a different system size. (e) Tunability of pattern lifetime can be
utilised as a control mechanism for symmetric and asymmetric cell division (in terms of polarity protein
content). When the pattern is transient (left) the dissolution of the structure will make the daughter cells
symmetric in fate, containing the same amount of polarity proteins. If the pattern persists (right) then
the division will lead to asymmetric fate inheritance. Parameter values: DP = 1, DS = 0.005, κ0 = 0.85,
S2

0 = 10, α = 0.01, L(0) = 1, and total pool density
∫
(P + S)dx/L = 2, with G and kon/koff variable.
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7. Using Growth as a Timer: Transient Symmetry Breaking at Intermediate Size

Analysis of our minimal model shows that a timer-like control of pattern is an emergent
property of symmetry-breaking systems that couple pool size to system volume. We speculate that
transient symmetry breaking may serve as a control strategy to mediate shifts between symmetric
and asymmetric cell division in stem cell homeostasis. In particular, the biphasic nature of transient
symmetry breaking scheme can help rationalise the equal distribution of determinants in the face
of unequal nature of cell division. Suppose this system underlies the establishment of cell polarity
required for asymmetric division. A critical cell size would allow polarity to be established, preventing
precocious cell division. After the cell size timer has elapsed, and the cell enters the dissolution phase,
polarity proteins will return to the fast-mixing pool (Figure 5e, left). If cell polarity can have some
effect on differential daughter cell fate, such a scheme would dissolve any bias prior to division.

The significance of a mechanism like this can be understood in cases where cell lineages undergo
switches between symmetric and asymmetric cell division. Cases 1 and 2 of our model are identical
besides the relative rates of pool synthesis, system size growth and autocatalysis. Therefore, tuning
the coupling between pool production rate and system size can regulate transitions between reversible
polarisation (case 1) and irreversible polarisation (case 2), wherein polarity is maintained through
a cell division event, maintaining a bias in determinants and seeding differential daughter cell fate
(Figure 5e, right). In situations where such switches between symmetric and asymmetric division are
dynamic, regulating the extent of growth-induced dilution to effect switches between transient versus
irreversible polarisation may be an optimal control strategy.

Given the switch between reversible and irreversible symmetry breaking in our minimal model
is governed by a single parameter change, it is tempting to speculate that such a mechanism may
be responsible for the mixed modes of stem cell proliferation, which in many systems are seemingly
stochastic. Under such a scenario, the switch between these division modes may be noisy at the level
of individual cell decisions, given the requirement of being poised near the transition point. However,
given fate decisions and patterns of cell division are known to be influenced by signals emanating from
stem cells or their progeny in many systems, such a model would confer plasticity and robustness in
stem cell homeostasis at the level of the population. We stress that this mechanism remains a theoretical
prediction and are intrigued as to whether such a control strategy is indeed utilised in nature.

8. Overcoming Size Constraints: Scaling Patterns in Growing Systems

Not all biological systems that display symmetry breaking also show size-dependent pattern
formation. Indeed, it may be adaptive for systems to canalise their patterning mode irrespective of size.
This is a feature of case 2 of our minimal model (Figure 5b, middle), which features commensurate
growth of pool size and system size, leading to scale invariance upon domain growth: if the system
breaks symmetry to form a single structure at a smaller size, upon isotropic growth, the system
maintains a single structure which grows in proportion to the domain as a whole. This motif
utilises the symmetry breaking capacity of reaction–diffusion systems but subverts the feature of
intrinsic wavelengths characteristic of traditional Turing circuits. In this section, we delineate two
potential modes of scale-invariant symmetry breaking systems—one with history dependence, and one
without—and argue that such systems display adaptive features in certain contexts.

8.1. Autocatalysis as a Mechanism to Preserve Patterns in the Face of Growth

Patterning in developing systems is almost invariably proceeded by growth, which is often
proportional to the initial pattern. Traditional morphogen gradient hypotheses [86] have implicitly
assumed that the tissue is initially patterned when it is small and subsequently undergoes growth,
facilitating proportional extension of the pattern. This two-phase model of patterning, where cell fates
are assigned during an initial patterning phase, face the challenge of noise: while growth can lock in
the lower positional error entailed by patterning in small fields of cells, this error cannot be reduced
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through growth. Accordingly, small errors in boundary position can be amplified upon growth,
demanding the read-out of positional information at early stages is exquisitely tuned. If, however,
fates are assigned in a self-organised manner, as in symmetry-breaking the systems we overview in
our minimal model, this hard limit on noise in boundary positioning can be surpassed. Provided the
symmetry breaking system scales with domain size, absolute noise in boundary position if anything
reduces with growth; self-organised systems such as these continually refine boundaries throughout
growth, rather than amplifying noise in initial specification.

Case 2 of our minimal model allows for pattern scaling via proportional growth of pool and
domain size, and autocatalysis, which in effect instils history-dependence in pattern formation,
thus helping to preserve proportions. Therefore, the pattern generated at small domain sizes is
preserved upon elongation. Given the diffusion length scale shortens with respect to relative domain
size upon growth, boundaries sharpen over time. In the context of a developing field of cells,
this autocatalysis could represent positive feedback in master transcription factors or indeed epigenetic
changes, which allow cells and their progeny to remember past states. Therefore, such a model
may help provide alternative mechanisms for scaling of patterns with growth, whereby initial stages
establish the crude pattern (e.g., number and position of structures), which is in turn refined over
time. The hallmark of actively scaling processes such as these is the reduction of noise in boundary
positioning, i.e., violating the data-processing inequality [87].

8.2. Expander-Coupled Systems Can Scale Patterns to Domain Size Irrespective of History

While symmetry-breaking schemes incorporating autocatalysis show benefits of maintaining
patterns with growth, certain systems may require patterning to be scale-invariant without the
requirement of time-dependence. This is exemplified in regenerating systems, which are able to
regrow organs or entire organisms in the correct proportions, in spite of drastically different starting
sizes. Recent theoretical work has advanced understandings of how scale-invariant symmetry breaking
could operate. Werner et al. [88] proposed that a third component is required, analogous to expanders
in morphogen gradient scaling, which dynamically modulates patterning wavelength as a function of
system size by tuning levels of pattern forming molecules. This model demonstrated time-independent
scaling across several orders of magnitude differences in domain size. While the model is based on a
traditional activator-inhibitor model, the scheme is generalisable to other modes of expander-mediated
modulation and other symmetry breaking motifs such as substrate depletion.

9. Discussion

In this perspective, we presented a minimal model for symmetry breaking to serve as a unifying
framework to understand pattern formation in the context of timing and growth. We argue that
systems that display positive feedback in activator recruitment, drawn from a limiting pool, can yield
spontaneous symmetry breaking. This basic scheme is mathematically akin to other RD mechanisms
including activator–inhibitor or substrate-depletion motifs, all relying on a common logic of local
activation and long-range inhibition. Thus, the insights gleaned from the phenomenological behaviour
of this system is applicable to diverse systems.

Across the cases of the minimal model we consider, we observe a hard size limit on pattern
formation: below a critical size, diffusive dispersion overwhelms the capacity to break symmetry. Given
developing systems across scales typically display patterning and growth occurring in unison, if this
critical size is within biologically meaningful length scales, such behaviour can elicit qualitative changes
in patterning: growth above a critical size leads to a bifurcation, whereby the system transitions from
unpolarised to polarised. Viewing growth as a control parameter of the system that increases system
size at a predictable rate, developmental systems can utilise this bifurcation to enact developmental
transitions at the right place and time. As a generic by-product of symmetry breaking systems,
we predict that this time-keeping mechanism may be more abundant than anticipated. We note that
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this feature is the most generic among RD models of pattern formation, and among the different cases
of our minimal model: the diffusion length-scale sets a physical limit on pattern formation.

Beyond this first bifurcation, our mass-conserved RD model predicts different dynamic behaviours
depending on the regulatory motifs. These include sequential pattern formation, transient pattern
formation, pattern scaling, and pattern splitting in growing systems. In line with the well-established
literature on domain size in Turing patterns [23], our model predicts clock-like sequential pattern
formation (Figures 2 and 4): as the system grows larger, given patterning wavelength is intrinsic to the
system, the domain can accommodate multiple structures. An important dynamical consequence of this
is temporal ordering: growth elicits consecutive bifurcations, resulting in sequential patterning, shown
to be instrumental in neuronal cell (bi)polarity [69], and joint patterning in digits [80]. Alternatively,
growth-induced pool dilution can drive systems back towards an unpolarised state, allowing for
transient pattern formation at intermediate size (Figure 5). Thus, an alteration in growth regulation
can yield timer-like dynamics, which we hypothesise may be important in orchestrating switches
between asymmetric and symmetric stem cell division modes. A qualitatively different behaviour upon
continued growth is scale invariance, whereby the proportions of the pattern are maintained upon
domain elongation. Scale-invariant systems show switch-like dynamics, becoming time-independent
after the first bifurcation. We argue that such behaviour could allow patterned tissues to maintain
proportions upon proliferation, where self-organisation continually refines boundary position instead
of stretching noise in initial specification.

Our reaction–diffusion framework for understanding developmental time in terms of
size-dependent symmetry breaking is generalisable beyond the systems that couple increases in
size to developmental transitions via biochemical circuits. First, decreases in system size can also
be utilised by developmental systems to temporal transitions. For example, the transition from
asymmetric to symmetric division in the P-lineage of C. elegans can be understood in terms of sequential
reductions in cell volume pushing the system over the critical cell size threshold for polarisation.
Second, the organising principle of Turing-like pattern formation—local-activation and long-range
inhibition—extends beyond systems based solely on chemical cross-talk [38]: pattern formation can
emerge from cell–cell interactions or mechanical instabilities [89–91]. While we restricted our focus in
this paper to biochemical systems, future work should attempt to unify these results with mechanically
driven size-dependent symmetry breaking. Indeed, we may see strong parallels in how nature utilises
chemical or mechanical instabilities to regulate the timing of developmental transitions. We hope that
our proposed strategies for time-keeping in natural living systems can also provide inspirations for
engineering of synthetic circuits with tunable dynamics.
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Abstract: Cells polarize for growth, motion, or mating through regulation of membrane-bound
small GTPases between active GTP-bound and inactive GDP-bound forms. Activators (GEFs, GTP
exchange factors) and inhibitors (GAPs, GTPase activating proteins) provide positive and negative
feedbacks. We show that a reaction–diffusion model on a curved surface accounts for key features of
polarization of model organism fission yeast. The model implements Cdc42 membrane diffusion
using measured values for diffusion coefficients and dissociation rates and assumes a limiting GEF
pool (proteins Gef1 and Scd1), as in prior models for budding yeast. The model includes two types
of GAPs, one representing tip-localized GAPs, such as Rga3; and one representing side-localized
GAPs, such as Rga4 and Rga6, that we assume switch between fast and slow diffusing states. After
adjustment of unknown rate constants, the model reproduces active Cdc42 zones at cell tips and
the pattern of GEF and GAP localization at cell tips and sides. The model reproduces observed
tip-to-tip oscillations with periods of the order of several minutes, as well as asymmetric to symmetric
oscillations transitions (corresponding to NETO “new end take off”), assuming the limiting GEF
amount increases with cell size.

Keywords: cell polarization; mathematical model; fission yeast; reaction–diffusion model; small
GTPases; Cdc42 oscillations

1. Introduction

The ability of cells to establish an axis for directed growth, motion, or mating relies on their
ability to localize signaling proteins at the growing or leading edge of the cell. Such processes enable
motile cells to migrate, epithelial cells to develop and maintain tissues, and neurons to grow axons and
dendrites [1–3]. Cell polarization generally arises from symmetry-breaking formation of robust protein
localization patterns along the cell membrane [4–6]. Small GTPases, such as Ras and Cdc42, play a
central role in cell polarization by switching between active GTP-bound and inactive GDP-bound
forms. A system of activators (GEFs) and inhibitors (GAPs) provide positive and negative feedbacks
for small GTPase activation and inactivation [7–10]. Through self-organization, this results in the
formation of membrane regions enriched in activated signaling proteins including Cdc42-GTP.

Extensive experimental and modeling studies in budding yeast, S. cerevisiae, have highlighted
important mechanisms in polarization, namely formation of a stable patch along the cell membrane, the
site of bud growth. These mechanisms are related to the process of Turing pattern formation [5,11–13].
Activated Cdc42 accumulates at a dominant patch where it forms slowly-diffusing aggregates
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(corresponding to a slowly diffusing local activation) that recruit the Cdc42 GEF, while at the same
time depleting it from elsewhere in the cell (a type of global inhibition) [11]. The positive feedback
through the “winner-take-all” mechanism is also enhanced by the actin system [14–18].

While polarization in budding yeast involves selection of a single growth site, some organisms can
maintain multiple active sites. This includes rod-shaped fission yeast, S. pombe, a model organism for
studies of cell shape. Many mutations perturb its normal tubular shape towards thinner, wider, round,
T-shaped, banana-shaped or other shapes [19]. Studies of fission yeast cell polarity have highlighted
several additional phenomena suggestive of a modeling approach:

(i) Fission yeast is able to maintain two stable sites of growth and Cdc42-GTP localization (at the
two tips) rather than one. After cell division, a fission yeast cell begins monopolar growth from the old
end inherited from the mother cell. The cell subsequently experiences new end take off (NETO) and
enters a bipolar growth phase from both cell tips [20]. NETO transition has been described as a result
of competition over a limiting component between the two tips that can reach saturation [21–24].

(ii) Cdc42 oscillatory and fluctuating states underlie the monopolar and bipolar growth states
of fission yeast [22,25] (reminiscent of the Min protein oscillation system in bacteria [26,27]). During
mating, Ras1/Cdc42 patch appearance and disappearance dynamics are also crucial for cells to find
and polarize towards a mating partner [28]. These observations suggest that Cdc42 oscillations
and fluctuations embody an exploratory mechanism, enabling cells to adapt their growth pattern in
response to external and internal cues to maximize cell survival [22,29].

(iii) The two Cdc42 GEFs, Scd1 and Gef1, localize at cell tips, together with Cdc42-GTP [22,30–35].
By contrast, three known Cdc42 GAPs establish an intriguing pattern, with Rga4 [36–38] and Rga6 [39]
decorating primarily the cell sides while Rga3 accumulates primarily at the cell tips [40]. Fluorescence
recovery after photobleaching (FRAP) studies indicate different dynamics of Rga6 at cell tips as
compared to cell sides: the percent recovery at the cell sides is smaller than the tips over the same time
period [39].

(iv) Recent evidence suggests that localization of Cdc42-GTP and Ras1-GTP to cell tips occurs
primarily through fast membrane diffusion of Cdc42-GDP and Ras1-GDP, converting to slowly-diffusing
GTP forms at the cell tips [9,33,41]. While polarization is generally thought to require Cdc42-GDP
extraction from the cell membrane through guanine nucleotide dissociation inhibitor (GDI), the effect of
the fission yeast GDI Rdi1 is relatively small as cells are able to polarize in its absence [33]. Membrane
diffusion coefficients and dissociation rates of Cdc42 have been previously estimated and can be
incorporated into models [33,41].

In this short article, we focus on the broad dynamic and geometric features of the fission yeast
polarization system to propose a reaction–diffusion model that can account for the polarity transitions
and spatial pattern of Cdc42, its activators and inhibitors. The aim of this top-down approach is to (i)
indicate the minimum level of complexity required to describe the broad features mentioned above, (ii)
motivate experiments to measure unknown model parameters, and (iii) serve as a framework to more
accurately incorporate missing biological mechanisms. Compared to previous models of fission yeast
polarization [21–24,42–45], here we include GAP localization on the cell membrane, we use diffusion
coefficients of Cdc42-GTP and Cdc42-GDP on the cell membrane estimated in experiments, and we
implement the 3D geometry of the rod-shaped fission yeast.

To model GAP plasma membrane recruitment, we suggest a mechanism similar to our previous
model of localized membrane recruitment of Gap1, the GAP of Ras1, at the exploratory Ras1 patch
during fission yeast mating [41]. The effect of local Gap1 recruitment and diffusion around the
mating patch was to restrict the zone of Ras1 activation and regulate the lifetime of the exploratory
patch [41,46].

2. Model

We developed a system of partial differential equations that implements diffusion on a 3D curved
surface representing a fission yeast plasma membrane. We used the same numerical methods as an
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earlier study for reaction–diffusion of Ras1 during cell mating [41,47]. In the simulations we compute
the surface concentrations of Cdc42-GDP, CD, and Cdc42-GTP, CT through diffusion and reaction
(Figure 1). The surface representing the plasma membrane has the shape of fission yeast cells with a
cylindrical body of radius 2 μm capped by hemispherical tips at either end. We do not implement
a reaction scheme for Ras1, so in this preliminary model CT and CD can be thought to represent
the combined Ras1/Cdc42 polarity patch. The activation and deactivation of Cdc42 is regulated by
the surface concentrations of GEFs, CGEF, and two types of GAPs: GAPI, CGAPI , and GAPII that we
assume exists in two distinct diffusive states, Cfast

GAPII
and Cslow

GAPII
, to be described below. The equations

describing Cdc42 dynamics are as follows:

∂CD/∂t = DDΔSCD + jpD + (kn
1 + kn

2CGAPI + kn
3Cfast

GAPII
+ kn

8Cslow
GAPII

)CT − kp
0e− s

λCGEFCD−rDCD − rnoiseCD, (1)

∂CT/∂t = DTΔSCT + kp
0e− s

λCGEFCD − (kn
1 + kn

2CGAPI + kn
3Cfast

GAPII
+ kn

8Cslow
GAPII

)CT − rTCT + rnoiseCD. (2)

 
Figure 1. Modeling Cdc42 activation and regulator distribution. (A) Schematic illustrates GEF-mediated
positive feedback at cell tips, with colored regions indicating zones of active Cdc42-GTP patch. The
model equations are identical for both tips; however, they allow symmetry-breaking states and one
dominant tip as shown. Parameter s indicates arc length distance from the nearest cell tip. Colored
arrows indicate association, dissociation, and diffusion along cell membrane. Cdc42-GDP (teal)
associates, dissociates, and diffuses on the plasma membrane with diffusion coefficient DD. It converts
to slowly-diffusing Cdc42-GTP (red, diffusion coefficient DT) by GEF (green) that is recruited to
the membrane by Cdc42-GTP in a nonlinear manner, establishing a positive feedback (+ arrow).
(B) Schematic illustrates the negative feedback through GAPs. GAPI (purple, diffusion coefficient
DGAPI ) and fast-diffusing GAPII (pink, diffusion coefficient Dfast

GAPII
) are recruited to the membrane

through Cdc42-GTP. Fast-diffusing GAPII spontaneously converts to slow-diffusing GAPII (orange,
diffusion coefficient Dslow

GAPII
), while the reverse (slow to fast) is catalyzed by Cdc42-GTP. All GAPs

catalyze hydrolysis of Cdc42-GTP.

Here ΔS is the Laplace–Beltrami operator, and D here and below represents diffusion coefficients.
Symbols k and r indicate reaction and membrane dissociation rate constants, respectively. Superscripts
p and n indicate positive and negative feedback contributions, respectively. Constant rate jpD represents
uniform association of Cdc42-GDP to the plasma membrane from a cytoplasmic pool, which we
assume has a constant concentration. We used prior experimentally estimated diffusion coefficients and
membrane dissociation constants rD and rT, which are assumed to implicitly include the effect of GDI
Rdi1. In Equations (1) and (2), GAPs promote conversion of Cdc42-GTP to Cdc42-GDP and the reverse
conversion is promoted by GEFs. Activation of Cdc42 by GEFs is biased to occur close to the cell tips,
where it should be enhanced through microtubule-based tip delivery of Tea proteins, restriction of
activation zone through the endoplasmic reticulum (ER), and possibly actin polymerization [32,48–50].
This is implemented through the exponential term where s is the arc length distance to the closest tip
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(Figure 1) and parameter λ indicates the scale over which activation at cell tips is assumed to occur. The
model allows for random activation of Cdc42-GDP with rate rnoise, implemented similarly as in [41].

Accumulation of GEFs in response to Cdc42-GTP is assumed to occur through an autocatalytic
mechanism that has a functional form similar to the positive feedback proposed for S. cerevisiae
polarization [11]. In this positive feedback mechanism, a finite amount of GEF in the system is assumed
to be distributed in quasi-static equilibrium with higher proportions at sites with higher active Cdc42
concentration:

CGEF = kp
1EcCT/V + kp

2EcC2
T/V, (3)

Ec = Ec
tot/(1 +

∫ [
kp

1CT/V + kp
2C2

T/V
]
da
)
, (4)

where Ec is the available number of GEF molecules in the cytoplasm, Ec
tot is the total number of GEF

molecules in the cell, and V is the cell volume. In Equation (4), the integral is over the cell’s surface
area. The quasi-static approximation is introduced for simplicity, to avoid additional parameters
related to a GEF concentration field in the model; earlier work has shown this approximation is
valid in the limit of sufficiently fast GEF membrane dissociation rate [11,41]. Membrane-bound
Cdc42 GEFs Scd1 and Gef1 are indeed localized at the cell tip, where they are expected to form
complexes with Cdc42-GTP [22,30,31,35]. Within the simplifying quasi-static approximation, we are
thus consistently assuming a GEF membrane diffusion coefficient similar to that of Cdc42-GTP. The
nonlinear dependence in Equation (4) leads to a positive feedback strong enough to break symmetry
and establish a Cdc42-GTP patch [5], and is supported by experiments showing recruitment of GEF
Scd1 depends on scaffold protein Scd2, which itself depends on Cdc42-GTP [35].

In the model, we include a negative inhibitor that we designate GAPI, which accumulates at
cell tips through Cdc42-GTP-mediated recruitment, and provides a nonlinear negative feedback able
to generate fluctuations and oscillations. Including such a component is motivated by the observed
tip localization of Rga3 [40], but we also bundle together all tip-localized inhibition mechanisms of
Ras1 and Cdc42 through Gap1, Pak1 and actin. We assumed a functional form similar to the Ras1
GAP, Gap1, recruitment to the exploratory mating patch [41] and the negative feedback for Cdc42
oscillations in budding yeast [51]:

∂CGAPI /∂t = DGAPI ΔSCGAPI + kn
4Ch

T/(kh
sat + Ch

T) − rGAPICGAPI . (5)

The second term on the right hand side represents cooperative recruitment at small Cdc42-GTP
concentrations, reaching a plateau for concentration above ksat. We used a value h = 2 that was sufficient
to provide delayed negative feedback needed for oscillations.

To generate a spatial pattern of inhibitors such as Rga4 and Rga6, which accumulate in “collar” or
“corset” shapes around growing cell tips [36–39], we make the bold assumption that these inhibitors
that we collectively call GAPII are also recruited to the plasma membrane through Cdc42-GTP (similar
to GAPI). We further assume that GAPII proteins that diffuse away from the cell tip convert to
slowly-diffusing forms, possibly through binding to each other, thus accumulating away from the
active region. Support for such a differential mobility along the plasma membrane is the observation
of larger FRAP recovery of Rga6 at cell tips compared to cells sides, and a pattern of FRAP recovery
consistent with Rga6 membrane diffusion [39]. The dynamics of the fast and slow GAPII components
are described by:

∂Cfast
GAPII

/∂t = Dfast
GAPII

ΔSCfast
GAPII

+kn
5CT − kn

6Cfast
GAPII

+ kn
7Cslow

GAPII
CT − rfast

GAPII
Cfast

GAPII
, (6)

∂Cslow
GAPII

/∂t = Dslow
GAPII

ΔSCslow
GAPII

+ kn
6Cfast

GAPII
− kn

7Cslow
GAPII

CT − rslow
GAPII

Cslow
GAPII

. (7)

Both fast and slow forms can hydrolyze Cdc42-GTP, at different rates as shown in Equations (1)
and (2). We also assumed that Cdc42-GTP can catalyze conversion of Cslow

GAPII
and Cfast

GAPII
through the kn

7
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terms in Equations (6) and (7) (since otherwise the distribution of Cslow
GAPII

would be peaked at the tips
instead of away from cell tips). Though we are not aware of experimental evidence in support of the
latter assumption, this process might occur through release of slow Cslow

GAPII
from a protein complex

after binding to Cdc42-GTP.
For most of this study we kept cells at a fixed reference length of 8 μm, and other parameters as in

Table 1. The area of each Voronoi cell used in the discretization of the surface area was between 0.017
to 0.046 μm2. We used a simulation time step of 0.01 s and started the simulations from an unpolarized
state, with Cdc42-GDP at the concentration it would have at steady state in the absence of activation
(CD = jpD/rD) plus or minus small relative random fluctuations. We also initialize a smaller random
CT field and checked the evolution of the system over hundreds or thousands of seconds.

Table 1. List of parameters in reaction–diffusion equations, their reference value in the simulations,
and their physical meaning in the model. Unless indicated, the values were estimated or adjusted to
match experimental observations as mentioned in the main text.

Variable Reference Value Description

DT 0.02 μm2/s Diffusion coefficient of Cdc42-GTP from [33]
DD 0.2 μm2/s Diffusion coefficient of Cdc42-GDP from [33]

DGAPI 0.03 μm2/s Diffusion coefficient of GAPI, estimated
Dfast

GAPII
0.0625 μm2/s Diffusion coefficient of fast GAPII, estimated

Dslow
GAPII

0.005 μm2/s Diffusion coefficient of slow GAPII, estimated
kn

1 0.000625/s Spontaneous rate Cdc42-GTP hydrolysis, adjusted

kn
2 0.00325 μm2/s

Rate constant of GAPI-mediated Cdc42-GTP hydrolysis,
adjusted

kn
3 0.00125 μm2/s

Rate constant of fast GAPII-mediated Cdc42-GTP
hydrolysis, adjusted

kn
4 250/s Rate constant of Cdc42-GTP-mediated GAPI recruitment,

adjusted

kn
5 0.03/s Rate constant of Cdc42-GTP-mediated GAPII recruitment,

adjusted
kn

6 2/s Rate of fast GAPII conversion to slow form, adjusted

kn
7 0.025 μm2/s

Cdc42-GTP-mediated conversion of slow to fast GAPII,
adjusted

kn
8 0.0005 μm2/s

Rate constant of slow GAPII-mediated Cdc42-GTP
hydrolysis, adjusted

ksat 600/μm2 Saturating concentration of GAPI negative feedback,
adjusted

kp
0 0.0025 μm2/s

Rate constant of GEF-mediated Cdc42-GDP activations,
adjusted

kp
1 0.5 μm3 Linear rate constant of GEF recruitment to Cdc42-GTP,

adjusted

kp
2 0.1 μm5 Quadratic rate constant of GEF recruitment to Cdc42-GTP,

adjusted
Ec

tot 250 Total pool of GEFs, estimated

jpD 2.4/s/μm2 Flux of Cdc42-GDP from cytoplasm to membrane,
estimated

rT 0.005/s Rate of Cdc42-GTP dissociation from membrane from [33]
rD 0.03/s Rate of Cdc42-GDP dissociation from membrane from [33]

rGAPI 0.01/s Rate of GAPI dissociation from membrane, adjusted
rfast

GAPII
0.0125/s Rate of fast GAPII dissociation from membrane, adjusted

rslow
GAPII

0.0025/s Rate of slow GAPII dissociation from membrane, adjusted

rnoise 0.0021/s Rate of random Cdc42-GDP conversion to Cdc42-GTP,
adjusted

λ 2.5 μm GEF activation scale at cell tips, estimated
L 8 μm Cell length
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3. Results

3.1. Goals

We explored our model’s ability to capture basic phenomenology of fission yeast Cdc42 polarization
by adjusting the unknown rate constants while using reported estimates for the membrane diffusion
coefficients and dissociation rates of Cdc42-GTP and Cdc42-GDP. The desired phenomena include:
(i) ability of the system to exhibit asymmetric, symmetric, and oscillatory states; (ii) a pattern of
polarity transitions as function of changing rate constants matching fission yeast polarity change
with cell growth; (iii) oscillatory states with periods in the range of 4–6 min [22]; (iv) enhancement of
Cdc42 concentration (combined Cdc42-GDP and Cdc42-GTP) by 2–3-fold at cell tips compared to cell
sides [33]; (v) establishment of micron-scale active regions at cell tips [22,32,33,52]; (vi) accumulation
of GAPI at cell tips and GAPII in collar/corset manner away from cell tips.

3.2. Dynamical States Observed in Parameter Scan

Through a systematic but non-exhaustive scan of unknown rate constants (see Table 1), we were
able to show that the system of Equations (1)–(7) provides a mechanism with solutions that can describe,
to different extents, all the desired phenomena mentioned above. The model also accounted for the
geometric features of fission yeast cells through our implementation of reaction–diffusion equations on
a curved surface.

For a large range of model parameter values, the system converged to stationary solutions that
were either asymmetric (MPS, monopolar stable) or symmetric (BPS, bipolar stable), as shown in
Figure 2. Because both tips have identical rate constants, the MPS states represent symmetry-breaking
states. The zones of activation were always found at one or both of the tips since we bias Cdc42
activation to the cell tip region.

For the MPS and BPS examples in Figure 2, the concentration of Cdc42 at activated cell tips is
enhanced by a factor of 2–3 compared to cell sides: This is due to accumulation of Cdc42-GTP at cells
tips, consistent with prior experiments [33]. The concentration profile of Cdc42-GDP exhibits a small
dip closer to the active cell tip: This reflects the diffusive flux of Cdc42-GDP towards the active cell tip
that is balanced by diffusive flux and dissociation of Cdc42-GTP away from the tip. In the MPS states,
the lagging tip maintained active Cdc42 at lower concentrations compared to the dominant tip.

The profiles of Figure 2 also show the localization of GAPI at the active cell tip and GAPII in a
collar/corset manner away from the cell tips. The concentration of GAPII peaks around the active tip
region, which is in qualitative agreement with profiles of Rga4 in microscopy images [36,38] (though
perhaps more exaggerated compared to experiments).

Another common solution of the system was states exhibiting symmetric anticorrelated oscillations,
as shown in Figure 3A and Video S1. These BPO (bipolar oscillatory) states had similar active tip
concentration profiles to the stationary states of Figure 2; however, the dominant active tip kept
switching from one tip to the other, as observed during Cdc42 fluctuations and oscillations after
NETO [22].
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Figure 2. Examples of asymmetric stationary (monopolar stable, MPS) and symmetric stationary
(bipolar stable, BPS) solutions. The system evolved to these stationary states over a time course in the
order of hundreds of seconds from an initially unpolarized state. (A) Concentrations as a function of
arc length distance from cell tip and snapshots showing the concentration of Cdc42-GTP and GAPII

(sum of Cslow
GAPII

and Cfast
GAPII

). Parameter values as in Table 1, except for ksat = 900/μm2 and Etot
C = 700.

(B) Same as panel A but for a BPS state. Parameter values same as in Table 1, except for Etot
C = 1800.

A characteristic feature of Cdc42 dynamics in fission yeast is the anticorrelated fluctuations and
oscillations of Cdc42-GTP before NETO, a period of the cell cycle where cells grow in a monopolar
manner and Cdc42 activity is larger at the old end [22]. We found that such dynamical states are also
observed by our proposed dynamics, though a finer tuning of parameters is required as compared to
MPS, BPS and BPO states. We found that the system of Equations (1)–(7) can generate asymmetric
oscillations that persist undamped; however, within our desired set of criteria listed at the beginning
of the Results section, we only found asymmetric damped oscillatory states (MPDO), as shown in the
example of Figure 3B. Additional sources of noise in cells (not included in our model) may convert those
states to long lived anti-correlated fluctuations and oscillations [43,53]; thus we interpret the existence
of MPDO dynamics as consistent with the asymmetric oscillations and fluctuations of Cdc42-GTP
before NETO.
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Figure 3. Examples of symmetric oscillations (bipolar oscillatory, BPO) and asymmetric damped
oscillations (monopolar with damped oscillations, MPDO) solutions. (A) Graph shows concentration of
Cdc42-GTP at each tip, as a function of time starting from an unpolarized state with both tips inactive.
The concentration profiles of the other components in the system that are not shown follow the same
trends as in the stationary states of Figure 2. Snapshots show Cdc42-GTP and total GAPII profiles every
200 s once the system evolved to a periodic pattern. Parameter values same as shown in Table 1 except
kn

5 = 0.01/s and Etot
C = 500. (B) Same as panel A, but for an MPDO case where the system eventually

evolves to a stationary asymmetric state through damped, anticorrelated oscillations. Snapshots show
Cdc42-GTP and total GAPII profiles every 200 s, starting at 1000 s. Parameter values same as shown in
Table 1, except Etot

C = 210.

3.3. Structure of Solutions in Parameter Space

Since fission yeast cells transition from asymmetric Cdc42 oscillations and fluctuations prior to
NETO to symmetric oscillations and fluctuations after NETO [22], the MPDO and BPO states are
biologically relevant. To better understand the requirements to observe such states in the simulations,
we varied two parameters, kp

0 and kn
2 , describing the strength of positive and negative feedbacks in the

system, focusing on a region around the rarer MPDO solutions, as shown in Figure 4. We found that all
of the dynamical states of Figures 2 and 3 arose in the neighborhood of MPDO, with higher values of
both kp

0 and kn
2 resulting in BPO. MPDO states were observed in between MPS and BPO states when the

examined positive feedback parameter was above a threshold; below the threshold, the system results
in weakly active BPS states. We note that along the boundaries of dynamical state regions of Figure 4,
the system might settle to a different pattern from run to run, which indicates regions with multiple
solutions may “co-exist” [22]. We did not explore the coexistence behavior in detail in this work.

We next asked if the model is consistent with transition from MPDO to BPO around NETO. We
anticipate the MPDO to BPO transition to occur as a result of the increase of a limiting component with

194



Cells 2020, 9, 1769

cell growth. We thus, varied the parameter that describes the total amount of GEF in the system, Etot
C ,

together with a parameter that influences the negative feedback strength, ksat, to help unfold the
pattern of dynamical transitions in Figure 5A. We observed that, indeed, for ksat above 600/μm2 there is
a large region in parameter space corresponding to MPDO, shifting to BPO as the total amount of GEF
in the system is doubled. Interestingly, at even larger Etot

C (above 1400) the system reverts to BPS. This
is consistent with the uncorrelated small fluctuations of active Cdc42 in long cdc25-22 cells [22].

Figure 4. Structure of dynamical states reached, as function of a positive (kp
0) and negative (kn

2) feedback
rate constants. Results show the final state reached by a single simulation for each set of parameters
over time course of 800–1200 s, starting from an unpolarized state. In state marked with *, the
Cdc42-GTP patch regions becomes as small as a single Voronoi region of the discretized cell surface.
Other parameters same as Table 1.

Figure 5. Structure of dynamical states reached, as function of total GEF amount (Etot
C ) and negative

feedback parameter ksat. Results show the final state reached by a single simulation for each set of
parameters over time course of 800–1200 s, starting from an unpolarized state. Other parameters same
as Table 1. (A) Reference simulations. For ksat = 600−900/μm2, the system can transition from MPDO to
BPO with increasing Etot

C , a behavior consistent with the dynamical change observed under cell growth
around NETO. (B) Same as panel A but reducing the rate of GAPII recruitment to the cell tips, as might
occur in rga4Δ or rga6Δ cells. The BPO region is observed to expand compared to panel A, while the
region corresponding to MPS and MPDO states shrinks.
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To further demonstrate how the model captures the transition around NETO, we used the
parameter values suggested from Figure 5A, to perform simulations at different fixed cell lengths with
ksat = 650/μm2 and increasing the total GEF in proportion to cell volume such that Etot

C = 300 for cell
length L = 7 μm. Indeed, the simulations of Figure 6A show a transition from MPDO to BPO at around
the cell length where NETO occurs (9.5 μm [20]). Very long cells with L = 35 μm in Figure 6A revert to
BPS, consistent with the behavior of long cdc25-22 cells [22], as mentioned in the preceding paragraph.
The distribution of Cdc42, GEF and GAPs maintains the same features with increasing length, with the
Cdc42 patch becoming more intense and slightly narrower with increasing length (Figure 6B).

 
Figure 6. Results of simulations at different fixed cell lengths, L, and increasing the total GEF in
proportion to cell volume, as indicated in each graph. Other parameters same as Table 1, except for ksat

= 650/μm2. (A) Plots of Cdc42-GTP concentration at each tip (red and black curve) as a function of time
starting from an unpolarized state with both tips inactive. System transitions from MPDO to BPO and
BPS with increasing L. (B) Concentrations as a function of arc length distance from cell tip for a cell of
length 7 μm (left, at steady asymmetric state) and length 14 μm (right, after 1060 s of simulation of cell
undergoing symmetric oscillations, at an instant with a dominant left tip).
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3.4. Simulations with Reduced GAPII Recruitment

Motivated by prior experimental studies of Rga4 and Rga6 deletion mutants [22,36,39], in our
model we reduced the rate of GAPII recruitment to the cell tips by a factor of two (described by
parameter kn

5). We repeated the scan of the values of Etot
C and ksat and plot the resulting states in

Figure 5B. Interestingly, this change lead to an expansion of the BPO region, a significant shrinkage of
the MPS region and disappearance of MPDO states (within the resolution of the scan).

The behavior observed in Figure 5, when reducing parameter kn
5 , does not appear to closely relate

to prior experimental observations: rga4Δ cells demonstrate more pronounced symmetric oscillations
compared to wild-type; however, they also exhibit asymmetric states [22,36]. Meanwhile rga6Δ cells
have been found to be slightly more monopolar, with smaller relative Cdc42 fluctuations compared to
wild-type [39]. This comparison to experiments suggests that there is more to polarity regulation of
these mutant cells than simply changing a single rate constant of our model (see recent results in [54]).

The model, nevertheless, captures some of the properties of rga4Δ and rga6Δ cells when plotting
the Cdc42-GTP and GEF profiles around an active tip (Figure 7). We find a wider profile of Cdc42
activation, as observed in rga4Δ cells that have larger cell diameter compared to wild-type cells [32,52].
Similarly, rga6Δ have been found to be wider than wild-type cells and rga4Δrga6Δ double mutants are
wider than either single mutants [39].

 

Figure 7. Plot of Cdc42-GTP and GEF concentration gradient when the rate of GAPII recruitment
to the cell tips is kn

5 = 0.03 /s (empty symbols) and for the same parameters with reduced rate of
kn

5 = 0.015 /s (solid symbols), as might occur in rga4Δ cells. Other parameters are the same as Table 1
except ksat = 450 /μm2, such cases result in BPO oscillations (see Figure 5B). This plot shows the
concentration profiles at the dominant tip ~ 20 s after Cdc42-GTP tip concentration peaks, and after
at least 1000 s of simulation time. The half-widths are larger with reduced GAPII recruitment rate:
An exponential fit to the Cdc42-GTP profile gives a decay length 0.64± 0.01 μm and 0.72± 0.01 μm,
respectively. The left-most point on the x axis corresponds to the left tip, as in Figure 2.

4. Discussion

The model presented in this work generalizes the delayed differential equations (DDE) model of
Das et al. [22] for fission yeast. To reproduce observed Cdc42 dynamics, the previous model included
competition between the two tips for a limiting component, assumed the existence of a positive
activation feedback, assumed a maximum (or saturation) of tip activity, and included negative feedback
through an explicit time delay. By assuming that the limiting component increases in amount with cell
growth, this prior DDE model generated the transition from asymmetric to symmetric oscillations
(identified here as MPDO and BPO states, respectively) that occurs with cell growth. The properties
of such a DDE system together with diffusion along one dimension have been studied in detail by
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Xu and Bressloff [42]. Cerone et al. [23] also performed a detailed analysis of tip competition without
oscillations at a level of ordinary differential equations.

In the current system of partial differential equations formulated on a surface in the shape of
fission yeast, we associate the limiting component of Das et al. [22] with the GEF system, assuming a
functional form for the positive feedback borrowed from studies of budding yeast polarization [11].
This limiting component enables transition from asymmetric to symmetric states with increasing
amount of GEF. Unlike Das et al. we do not have an explicit parameter to saturate tip concentration
and we do not have explicit time delay. These properties are assumed to be provided by the GAP
system, for which we assume nonlinear dynamics similar to a prior model of transient Cdc42 patch
competition in budding yeast [51]. Motivated by Khalili et al. [41], where we studied how Ras1 patch
scans the cell membrane through appearance and disappearance, we assumed that GAPs of Cdc42 are
recruited to the cell tip through Cdc42-GTP, similar to the recruitment of Gap1 to the mating patch, by
Ras1-GTP [41,46].

Here we associated the nonlinear negative feedback necessary for emergence of oscillations with
the function of tip-localized GAPs (“GAPI”). However we note that deletion of the tip-localized
Rga3 did not significantly change Cdc42 oscillations compared to wild-type cells [40]. While it is also
conceivable that negative regulation occurs by diffusion-limited supply of Cdc42-GDP at activated
cell tips, this depletion is relatively small in Figure 2. In this figure, Cdc42-GTP accumulates at
cell tips at concentrations that exceed Cdc42-GDP concentration at cell sides by a factor of 2–3, as
observed experimentally [33] when using diffusion coefficients close to experimental estimates [33].
One important component that we did not include explicitly is Pak1 kinase, which has been proposed to
mediate negative regulation through GEF phosphorylation in both fission and budding yeast [22,55,56],
and, more recently, in positive feedback regulation in fission yeast [35].

We modeled accumulation of Rga4 and Rga6 along the cell sides by recruitment of a fast-diffusing
GAPII (representing both of these proteins) at cell tips, spontaneous conversion of fast-diffusing GAPII

to a slow-diffusing form, and conversion of slow- to fast-diffusing GAPII in the activated tip region.
While such a mechanism can lead to the desired effect of a collar of enhanced concentration of GAPII

around the growing tip, additional experimental support of such differential mobility is still needed.
The postulated GAPII mechanism may relate to how proteins Pom1 and Tea4, which peak at active cell
tips, bind Rga4 and negatively regulate it away from active cell tips [48,50], and the actin-dependence
of Rga6 recruitment [39], though we did not explicitly include them in the model. Direct binding of
Rga4 and Rga6 to the cell sides from the cytoplasm could be an additional mechanism that should be
incorporated into the model to better capture the polarity process.

An important assumption in the model was that Cdc42 activation is biased towards cell tips.
We can relax this assumption by taking the limit of parameter λ being very large. With the reference
parameter values of Table 1, this results in uniform Cdc42 activation and loss of polarization. A
further increase in positive feedback rate constant kp

0 enables symmetry breaking: the model can then
readily generate localized stable or oscillating patches of Cdc42-GTP, GEF, and GAPI, surrounded
by a ring of high concentration of GAPII, forming at random locations on the simulated membrane
(Figure 8A). This behavior of the model may relate to how loss of Orb6 kinase results in round cell
morphologies by directing cell growth to the cell sides: Orb6 has been implicated in excluding Gef1
from accumulation to cell sides [31] and enhancing positive feedback at cell tips through Ras1 [57], in
addition to other functions [58]. Stable side patch formation in the absence of cell tip bias may also
relate to how T-shaped mutants initiate side projections [21].

The plots of Figures 2–7 show estimated concentrations; however, we note that these numbers
can be rescaled by adjustment of the unknown rate constants. In the model we accounted for
whole-cell mass conservation of the limiting component, the GEF, but assumed a constant cytoplasmic
concentration for everything else. Future improvements of the model would include accounting for
mass conservation of all the system’s components, as well as for the free energy flow associated with
GTP hydrolysis and non-equilibrium transport required to maintain concentration gradients. The

198



Cells 2020, 9, 1769

model proposed here, together with previous modeling efforts, could also serve as a starting point
for further quantitative investigations that include additional biological components that influence
polarization, including the cytoskeleton [33], Gef1 phosphorylation [52], vesicle trafficking, and ER [49],
as well as independent consideration of Ras1 from Cdc42 [35].

 

Figure 8. Snapshots of model results when Cdc42 activation is not biased at cell tips (limit of λ→∞ ).
With other parameters same as Table 1, the system towards uniform activation. (A) Patch appearance
and disappearance for kp

0 = 0.01 μm2/s increased four times compared to Table 1. (B) Traveling wave
behavior with parameters from Table 1 except kp

0 = 0.01 μm2/s and kn
5 = 0, which eliminates GAPII.

Our model implements similar mechanisms proposed for budding yeast polarization [11,51,59],
including formation of active Cdc42-GTP patch through GEF-mediated nonlinear positive feedback,
competition of different patches for a limiting component, and GAP-mediated negative feedback.
This combination of feedbacks leads to patches of Cdc42-GTP that oscillate out of phase, as occurs
transiently in budding yeast before the establishment of a dominant patch [51]. However, the overall
dynamics we obtain are somewhat different and include the NETO polarity transition as well as stable
symmetric and asymmetric oscillations. Another difference is the more prominent role of membrane
diffusion of Cdc42-GDP and GAPs across the whole cell in our fission yeast model, as opposed to
the diffusion in the cytoplasm and the patch region in budding yeast. How non-equilibrium fluxes
through the cytoplasm versus the membrane impact pattern formation dynamics could be a topic for
further investigation. Another similarity to prior budding yeast models, is the control of patch width
through side GAP accumulation (implemented through different transport mechanisms): Budding
yeast controls Cdc42 patch size in part through an inhibitory ring of septin-bound GAPs around the
zone of Cdc42 activation [59].

A question of relevance in the broader context of cellular morphogenesis and its regulation by
negative feedbacks, is why fission yeast uses GAPs with such different membrane localizations for
its polarization process. In principle, one negative regulator could be sufficient for oscillations, for
example models of the bacterial Min system, using similar reaction–diffusion mechanisms to this work,
reproduce tip to tip MinD oscillations with MinE as a single negative inhibitor [27]. One negative
inhibitor was also sufficient to contain and localize an activation zone in our prior model of Ras1
mating patch exploratory dynamics through fast diffusion of Gap1 around the active Ras1 zone [41].
Perhaps the combination of cell tip and cell side inhibitors allows for better control of a localized
activation region with precise size over μm scales, as needed for stable tubular projections. Prior
theoretical analysis further suggests that stability of cell diameter over successive divisions requires
that the growth zone width do not vary strongly with cell diameter [60]. For example, Figure 7
shows how reduction of GAPII recruitment rate can promote a wider Cdc42 patch, features seen in
cells with deleted Rga4, which have a wider Cdc42 patch and cell diameter. To further illustrate the
implications of GAP regulation in the model, consider the case where relaxing the assumption of
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tip-biased activation leads to a localized stable or oscillating patches of Cdc42-GTP surrounded by a
ring of high concentration of GAPII (Figure 8A). Further eliminating GAPII by setting kn

5 = 0 results in
a more diffuse Cdc42-GTP zone that moves as a traveling wave around the cell surface, chased by the
only remaining inhibitor GAPI (Figure 8B). Thus, the system changes qualitative behavior, similar to
the traveling Rho waves in larger cells [61] and to the reconstituted traveling Min waves [27], which
can also be described by reaction diffusion equations [27,61]. We thus, speculate that use of multiple
GAPs allows for a robust dynamical landscape that suits fission yeast’s tubular growth pattern, under
conditions when this might not be possible by positive feedback and geometry alone [62,63].

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/9/8/1769/s1,
Video S1: Simulation of Cdc42-GTP and total GAPII corresponding to Figure 3A.
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Abstract: The path of moving eukaryotic cells depends on the kinetics and direction of extending
pseudopods. Amoeboid cells constantly change their shape with pseudopods extending in different
directions. Detailed analysis has revealed that time, place and direction of pseudopod extension are
not random, but highly ordered with strong prevalence for only one extending pseudopod, with
defined life-times, and with reoccurring events in time and space indicative of memory. Important
components are Ras activation and the formation of branched F-actin in the extending pseudopod
and inhibition of pseudopod formation in the contractile cortex of parallel F-actin/myosin. In biology,
order very often comes with symmetry. In this essay, I discuss cell movement and the dynamics of
pseudopod extension from the perspective of symmetry and symmetry changes of Ras activation
and the formation of branched F-actin in the extending pseudopod. Combining symmetry of Ras
activation with kinetics and memory of pseudopod extension results in a refined model of amoeboid
movement that appears to be largely conserved in the fast moving Dictyostelium and neutrophils,
the slow moving mesenchymal stem cells and the fungus B.d. chytrid.

Keywords: pseudopod; Ras activation; cytoskeleton; Dictyostelium; chemotaxis; neutrophils

1. Introduction

Amoeboid cells move by extending protrusions [1]. The shape of amoeboid cells is very flexible
with frequent changes of extensions and directions of movement. These cells have an asymmetric
appearance with seemingly infinite ways to construct the amoeboid body. However, careful analysis
of how cells extend protrusions and the resulting trajectories have shown that movement is not
random [2,3]. Many amoeboid cells have the tendency to persist in the direction of movement.
Cells have a front and a rear that, although flexible, are relatively stable on a minute time scale.
Such cells have a longitudinal axis with (imperfect) symmetry. Here symmetry is used to describe
order; the infinite ways to construct an asymmetrical amoeboid body are restricted by the extending
pseudopod. The extending pseudopod brings order and breaks the symmetry of the cell. This symmetry
breaking is not static, such as the creation of the stable bilateral body plan during animal development,
but is very dynamic, since cells extend a new pseudopod every ~15 s.

After working for many years on the biochemistry of cell movement and chemotaxis, and after a
period serving the university as dean of education, I returned to science performing experiments on
what seemed to me the fundament of cell movement: how do cells extend pseudopods and what is the
underlying mechanism? In this essay, I combine the results of these recent studies [4–7] to present
my view on the mechanism of pseudopod extension, discussed from the perspective of symmetry
breaking. Pseudopod extension is regulated by many signaling molecules, especially during directed
cell movement guided by chemoattractant. In Dictyostelium, members of the Ras family of GTPases
that are detected with RBD-Raf-GFP appear to play an important role, being an upstream signal with
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strong local activation, both during cell movement in chemotactic gradients and in buffer [5,8]. Here,
I use active Ras-GTP as a molecular anchor for symmetry. In the next paragraphs, I first give some
background on symmetry forms, and their changes in time and space, on the cytoskeleton, and on the
coupling of excitable Ras-GTP activation and the cytoskeleton. The core of the essay is the discussions
on symmetry during cell movement, that starts with uniform Ras activation in a round cell, to which
different components of the cytoskeleton are added based on experiments, thereby obtaining the
complex symmetry form of polarized cells. The resulting model of amoeboid movement reveals a
very rich pallet of regulatory mechanisms that provide amoeboid cells with complex symmetry forms,
memory and refined kinetics of cell movement. Interestingly, the fundaments of symmetry for cell
movement uncovered in Dictyostelium are also detectable in very different cells, such as the fast moving
neutrophils, the slow moving mesenchymal stem cells or the fungus B.d. chytrid.

2. Fundaments of Symmetry and Symmetry Breaking in Cell Movement

Symmetry means the existence of different viewpoints from which the system appears the same.
Symmetry breaking is the process by which the number of these viewpoints (the order of symmetry) is
reduced, to generate a more ordered, structured and improbable state [9]. The term order is easily
confusing, because it has opposite meaning in thermodynamics and symmetry. For instance, as the
symmetry breaks from rotation symmetry to reflection symmetry, the system becomes more ordered
thermodynamically, while the order of symmetry (the number of viewpoints) decreases. To avoid
this confusion, I will use the term complexity to indicate that both the structure and the symmetry
become more complex. In biology, symmetry is not precise as in physics. Furthermore, symmetry is
sometimes permanent, such as the shape of a sea star, but in cell movement and many other processes
in biology, symmetry is dynamic. When symmetry is disturbed, the system may stay disturbed, it may
return to the original symmetry state, or it may adopt a more complex symmetry, depending on
the underlying mechanisms. To understand the role of dynamic symmetry in biology, it is essential
to understand these underlying mechanisms. Some of these aspects of symmetry are illustrated in
Figure 1a,b using objects that are constructed with elements from my greenhouse. Firstly, symmetry is
not exact and may depend on the point of interest. The object of Figure 1a clearly appears to have 5-fold
rotational symmetry: the five elements are approximately equal in size and arranged at approximately
equal angles. However, in its details the elements have different width, color and curvature, and
the five elements are oriented differently with curvature to the right in three elements and to the left
in two elements. Therefore, the object is symmetric in some studies e.g., how local activators and
inhibitors lead to rotational symmetry in a sea star, but the object is non-symmetric in other studies
e.g., how elements in the object can get a left- or right-handed curvature such as in the rotation of
runner beans and French beans. Secondly, symmetry is often dynamic. When one element disappears
(Figure 1b) the object gets imperfect 5-fold rotational symmetry (one element has zero size) or imperfect
4-fold rotational symmetry (all four angles are different from 90 degrees). Interestingly the object
gets reflection symmetry that is nearly perfect. If the underlying mechanism is rotational symmetry,
the object may recover 5-fold symmetry requiring the growth of a new element, or 4-fold symmetry
requiring that the position of the four elements adopt 90 degrees angles. However, if the system has
the ability to form a polarity axis, the reflection symmetry may be enforced by specific growth of some
elements and shrinkage of other elements. Thus, the disturbed structure dynamically changes to a
regular structure with a symmetry that depends on the underlying mechanisms.
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Figure 1. Fundaments of symmetry and dynamic symmetry breaking. (a) Symmetry in biology may
depend on the viewpoint. The image is an object with 5 elements. The drawing in the middle connects
the center of the object with the ends of the elements, showing approximately 5-fold rotational symmetry.
The drawing on the right follows the curvature of the elements, showing that the object has poor
5-fold symmetry. (b) Distortion of symmetry. Removing one element leads to poor 4-fold and poor
5-fold rotational symmetry, but to very good reflection symmetry. Symmetry can recover in different
ways, depending on the underlying molecular mechanism. (c,d) Unpolarized early Dictyostelium cells
expressing RBD-Raf-GFP and cytosolic-RFP were followed in time at 4 s per frame, providing a very
sensitive sensor for active Ras-GTP. The intensity at the boundary of the cell was measured and is
presented in the kymograph. (c) Image of frame 1 reveals multiple Ras patches with approximately
5-fold rotational symmetry; the outline of the cell in frame 5 reveals that a pseudopod was extended
at Ras-GTP patch 3. In frame 6 a pseudopod will start in patch 2. (d) The kymograph reveals about 53
Ras-GTP patches and 14 extending pseudopods (indicated by the back circles); (c,d) are redrawn from [4].

These aspects of symmetry are illustrated in Figure 1c,d for a Dictyostelium cell expressing a sensor
for active Ras-GTP and extending pseudopods [4]. Depending on the viewpoint (pseudopod extension
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or Ras-GTP patches; Figure 1c), the same object may have different symmetry forms. The cell has
multiple patches of Ras-GTP that are distributed nearly evenly around the cell: Ras-GTP patches
have rotational symmetry. Often the cell is somewhat elongated with only one extending pseudopod:
movement has reflection symmetry. Shape and movement has fewer viewpoints of symmetry than
the Ras-GTP patches, therefore shape is a more complex symmetry state than Ras-GTP patches.
Furthermore, the more complex symmetry state may depend on a symmetry state with less complexity.
If this cell is followed in time using the kymograph of Figure 1d, it appears that the 53 Ras-GTP patches
are dynamic with a life time of about 24 s; on average the cell has 3 to 4 patches, and when a Ras-GTP
patch disappears a new Ras-GTP patch is initiated and the cell keeps rotational symmetry of Ras-GTP
patches. This cell extends only 14 pseudopods with a life time of about 15 s; usually a cell extends
only one pseudopod at the same time, far less than the 3 to 4 Ras-GTP patches. Importantly, when
a new pseudopod is made, it always starts at a place of a Ras-GTP patch, and nearly always at the
Ras-GTP patch with the highest intensity. Thus, although the shape of the cell has reflection symmetry,
the underlying mechanism is rotational symmetry of Ras-GTP patches. Consequently, the pseudopods
start at different sides of the cell, and these briefly starved cell moves in nearly random direction.
When Dictyostelium cells are starved for prolonged periods, they become polarized in shape and Ras
activation: Cells still have multiple Ras-GTP patches, but the intensity is much higher in the patch at
the current front of the cell: Ras-GTP patches have reflection symmetry (see also below in Figure 2).
New pseudopods are still formed at the strongest Ras-GTP patch and therefore all pseudopods start in
the front near the existing pseudopod. Consequently, the cell moves with persistence. The difference in
persistent starved cells and random movement of non-starved cells is not the shape of the cell, but the
underlying symmetry form of the activating Ras-GTP patches.

 

Figure 2. Symmetry and symmetry breaking of Ras-GTP localization in a series of mutants in the
absence and presence of the F-actin inhibitor LatA. The mutants are ordered so they form a sequence of
symmetry breaking. Top shows images of representative cells. <Ψ> is the average fluorescence intensity
at the boundary of the cell (see [4] for definition). Bottom shows schematics with the localization of key
components to establish the different forms of symmetry. The box represents the symmetry forms and
transitions in wild type Dictyostelium cells. The figure is redrawn from [5].
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3. The Cytoskeleton of Moving Cells

The two major parts of the cytoskeleton of moving cells are branched F-actin filaments in the
extending protrusion (bF-actin) and parallel F-actin filaments (pF-actin) in the contractile cortex [1,10–12].
Cryogenic Electron Microscopy has revealed that an emerging pseudopod contains in the order of
4000 branched actin filaments directing towards the membrane of the extending pseudopod [6,13].
The bF-actin is regulated by nucleation of Arp2/3 branch points that generate new filament ends from
which polymerization can occur. Extension of the pseudopod will continue as long as new branches
and filaments are formed, and as long as sufficient place is available for sufficient time between the end
points of these filaments and the plasma membrane. At some moment, the balance between elongation
and counter forces reverses, further polymerization comes to an arrest, and the pseudopod stops.
Nucleation of the Arp2/3 is induced by Scar, a complex of five proteins that is regulated by Rac-GTP
and its upstream activator Ras-GTP [14].

The contractile cortex is a thin 100 nm thick layer under the plasma membrane. It consists of
long parallel F-actin filaments, cross linkers such as α-actinin, membrane anchor proteins, and myosin
II filaments that can provide contractile force [12,15–17]. In regions with a strong contractile cortex,
it is difficult to generate a new protrusion of branched F-actin [18–20]. In this respect, bF-actin in
the extending pseudopod and pF-actin in the contractile cortex have opposite function, but both are
detected with many F-actin sensors such as LimE-GFP and lifeact-GFP [21]. Myosin II filaments
disassemble by phosphorylation of the heavy chain by myosin heavy chain kinase (MHCK) [22,23].
Disassembly of myosin filaments weakens the contractile cortex thereby increasing the probability
that branched F-actin can be formed inducing a new pseudopod. Polymerization of pF-actin in
the cortex is regulated by formins, ring-like structures that are activated by the small GTPase RacE.
Mutants lacking three formins (forAEH-null) or RacE have a very weak contractile cortex and extend
multiple pseudopods [16].

4. Coupled Excitable Ras/bF-Actin

Many observations suggest that F-actin forms an excitable medium [4,24–28]. Small fluctuations
are damped, but fluctuations above a threshold lead to strong amplification with the characteristics of
standing waves. The small GTPase Ras can exist in the inactive Ras-GDP and active Ras-GTP form.
Sensitive sensors for the active Ras-GTP form suggest that, in the absence of F-actin, activation of
Ras is also excitable leading to multiple patches of Ras-GTP with a diameter of about 3 μm and a
life time of about 16 s [4]. Interestingly, excitable Ras and excitable F-actin are coupled: Ras induces
F-actin, and F-actin further increases Ras activation. Cells usually have only one extending pseudopod
enriched with F-actin, but multiple Ras-GTP patches. Therefore, when a new pseudopod is formed it is
induced at the position of the strongest Ras-GTP patch, and upon induction of F-actin in this emerging
pseudopod Ras is further activated to a very strong Ras-GTP patch with increased size (from 3 to 7 μm)
and increased life-time (from 16 to 42 s). In a coupled excitable system, fluctuations above a threshold
of either component can lead to the excitation of both. Thus a new pseudopod can start with an
increase of F-actin in a patch of Ras-GTP (that further activates Ras-GTP/F-actin) or with an increase of
Ras-GTP (that induces F-actin and further activation of Ras-GTP). Indeed, detailed analysis revealed
that new pseudopods in the front of the cell (that contains bF-actin and lacks a contractile cortex)
start with an increase of F-actin (presumably bF-actin), while a new pseudopod that occasionally is
formed in the contractile cortex can only start with a strong patch of Ras-GTP that must first locally
weaken the contractile cortex by disassembly of myosin filaments, followed by induction of branched
F-actin [4,6,7].

5. Symmetry of Moving Cells

The symmetry of Ras patches, F-actin and cell shape has been analyzed in wild-type cells and
a series of mutants with defects in components of the cytoskeleton or its regulation [5]. The role of
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F-actin (both bF-actin in the front and pF-actin in the contractile cortex) was studied with the use of
the inhibitor Latrunculin A (LatA) and the role of myosin II in the contractile cortex in the rear of the
cell with a null mutant. The border between bF-actin in the front and pF-actin in the rear is enriched
with IQGap2/cortexillin/myosin II [29]. From this information a hierarchy of symmetry forms can be
deduced (Figure 2).

Cells lacking functional F-actin, myosin and IQGAP (myoII-null + LatA) are round and have
uniform low levels or Ras-GTP; i.e., they are in a low basal state. Incorporating F-actin (iqgap2-null
without latA) induces some deformation in an otherwise rather round cell; importantly Ras-GTP
levels are strongly elevated but still nearly uniform. In both mutant situations the cell has indefinite
rotational symmetry. Cells that do have IQGap2 but no functional F-actin and myosin filaments
(early wild-type + LatA) are also round, but now Ras-GTP is located in patches. These patches are
rather uniform in size (3 μm) and life-time (16 s); most cells have 3 to 5 Ras-GTP patches that are
approximately equally distributed over the circumference of the cell [4]. Thus, these cells have 3–5
fold rotational symmetry, and symmetry is due to inhibition of Ras-GTP formation in between the
patches by IQGap2. Cells lacking only functional myosin II filaments (early wild-type or myoII-null
cells) also have multiple Ras-GTP patches approximately symmetric around the cell. However, these
cells do extend a protrusion by which one of the Ras-GTP patches in the protrusion is stronger than
the others (see also the kymograph of early wild-type in Figure 1c,d). With myosin II filaments, and
thereby an active contractile cortex, the starved wild-type cell gets a relatively stable front to rear
axis: protrusions appear predominantly in the front. Therefore, these cells adopt reflection symmetry
along the front-to-rear axis. Cells do make Ras-GTP patches at the side and in the rear, but usually
these patches are not strong enough to overcome the inhibition of the contractile cortex to induce a
branched F-actin filled protrusion. In polarized wild-type cells, the strongest Ras-GTP patches and
associated protrusions appear in the front alternatingly to the right and left. Thus, in time, gliding
reflection symmetry is detectable, comparable to the footsteps of a walker in the snow; two objects with
gliding reflection symmetry are identical after one object is glided back opposite the other object and
then reflected. A mutant expressing a phospho-mimic form of Scar (ScarS55D [30]) lacks this form of
symmetry: Ras patches and pseudopods still appear in the front, but not alternatingly to the right and
left, suggesting that Scar or a downstream component mediates the breaking of reflection symmetry
into gliding reflection symmetry [4,7].

The experimenter can further intervene with these symmetry forms to induce specific responses; for
instance the expression of dominant active Rap1G12V in polarized cells leads to massive destabilization
of the contractile cortex (thereby losing longitudinal symmetry) and uniform activation of Ras-GTP
(thereby losing rotational symmetry). These cells extend multiple pseudopods in all directions,
and since Rap1-GTP induces strong adhesion of the cell to the substratum, these cells get a pancake-like
appearance [6,28].

In summary, the Ras/cytoskeleton system can adopt a series of symmetry forms of activated
Ras-GTP depending on the presence of different elements of the cytoskeleton. In wild-type cells
(Figure 2A–D) the basis is rotational symmetry of Ras-GTP in unpolarized cells (A,B), converting
to reflection symmetry of polarized cells (C), and finally to gliding reflection symmetry in polar
wild-type cells with positional memory (D). And the coupled excitable Ras/F-actin system then induces
a pseudopod at the position of the strongest Ras-GTP patch.

6. Kinetic Fine-Tuning of Pseudopod Formation and Symmetry Breaking

Each time the cell extends a pseudopod the symmetry gets broken in a new way. Therefore
the principles underlying symmetry breaking are relevant for the kinetics of pseudopod formation
and vice versa. Detailed kinetics of pseudopod formation revealed that a cell without pseudopod
has a stochastic probability of 15%/s to extend a pseudopod. In wild-type cells the probability to
extend a second pseudopod is strongly inhibited 3.5 fold in the entire cell, and the probability to
extend a third pseudopod is inhibited even 13-fold [6]. Similar complex kinetics of pseudopod
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extension was also observed in neutrophils, mesenchymal stem cells and the fungus B.d. chytrid [6].
In Dictyostelium mutants forAEH-null and racE-null the start of a new pseudopod is inhibited only
1.2 fold by an extending pseudopod, demonstrating that inhibition requires the contractile cortex [6,16].
The contractile cortex generates the longitudinal axis of polarity. This suggests that the extending
pseudopod strongly enhances this longitudinal axis of reflection symmetry. As a consequence,
cells generally extend only one pseudopod at a time, not zero (then the probability to start a pseudopod
is high) and not more than one (then the probability is strongly inhibited).

7. Memory and Symmetry Breaking

The extension of pseudopods is also non-random in space. Cells have persistent movement,
meaning that new pseudopods are extended in a similar direction as previous pseudopods.
Since pseudopods are extended perpendicular to the cell surface, the tendency to move in the same
direction implies that new pseudopods start nearby previous pseudopods [2,31–34]. Somehow cells
have a memory of the place in the cell where they extended previous pseudopod(s). Detailed analysis
uncovered two types of memory: a long term memory of a polarity axis related to longitudinal front to
rear reflection symmetry, and short term memory of position related to the alternating right/left gliding
reflection symmetry. The long term memory stores the global position of the last ~11 pseudopods
forming a polarity axis from front to rear with a contractile cortex in the rear half of the cell [3,7,35].
New pseudopods are preferentially made in the front 30% of the cell, which provides both persistence
of movement and strengthens the polarity axis. Myosin II filaments in the contractile cortex are
essential to establish a polarity axis. It is evident that longitudinal symmetry breaking generating
reflection symmetry forms the basis for the memory of the polarity axis. Therefore, it appears that
longitudinal symmetry breaking leads to a rather stable front-rear polarized cell.

The short term memory of position remembers only the position of the last previous pseudopod,
which increases the probability to start the next-next pseudopod at that position [2,5,7,31]. This memory
generates two series of pseudopods: odd pseudopods (1,3,5 etc.) starting at the same position and
even pseudopods (2, 4, 6 etc.) all starting from another position. In polarized cells with their
front-rear polarity axis, these two positions are both in the front 30% of the cell and cells move by
alternating right/left pseudopods leading to persistent zig-zag trajectories [2]. A mutant expressing a
phospho-mimick form of Scar (ScarS55D) has a polarity axis but no memory of position and therefore
extend pseudopods somewhere in the front 30% of the cell but not in alternating right/left order [5,7].
It is evident that gliding reflection symmetry breaking generating excitable hotspots and is the basis
for the memory of the position. Therefore, it appears that gliding reflection symmetry breaking is very
dynamic with a life-time of only one pseudopod.

8. Conclusions

Symmetry in biology is approximate and not exact as in physics. Two aspects of symmetry and
symmetry breaking are important during cell movement. Firstly, the symmetry forms are metastable:
in rotational symmetry unpolarized cells may have a number of Ras-GTP patches that are approximately
equally distributed around the cell. The number of patches may increase or decrease, but the cell
retains rotational symmetry. Secondly, transitions to a more complex symmetry are transient and
dynamic: an unpolarized cell with rotational symmetry of Ras-GTP patches may start a pseudopod
at one of these patches thereby getting an elongated shape with reflection symmetry; when the
pseudopod stops, the cell returns to a round shape, but still has rotational symmetry of Ras-GTP
patches, and later a pseudopod may start from another Ras-GTP patch. Understanding the molecular
basis how rotational symmetry of Ras-GTP patches is modified by cytoskeleton and signaling pathways
is instrumental for our understanding how cells can use these symmetry forms to generate specific
locomotion behavior (Figure 3). The coupled excitable Ras-GTP/F-actin system triggers at the strongest
Ras-GTP patch the nucleation and further polymerization of branched F-actin, leading to the extension
of a pseudopod. The extending pseudopod activates two systems: first, the local modification of
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presumably Scar providing a short term memory that later primes the Ras-GTP/F-actin excitatory to
start a new pseudopod at that position. The second system activated by the extending pseudopod
is a combination of the global induction of myosin II filaments in the entire cell and its inhibition at
the place of the extending pseudopod. In Dictyostelium global activation myosin filament formation
is mediated by the rapidly diffusing cGMP, produced by a guanylyl cyclase that is activated in the
extending pseudopod [7,22], while local inhibition is mediated by Rap1-GTP that is activated in the
pseudopod by Ras-GTP [36]. As a consequence of global activation and local inhibition, myosin II
filaments are formed in the rear, thereby inhibiting pseudopod formation in the rear and providing a
longitudinal symmetry axis. Since this longitudinal symmetry form is relatively stable, it leads to a
long-term memory of pseudopods formation in the front of the cell, which is the fundament of intrinsic
persistent movement for efficient food searching [2,37] and chemotaxis [38]. The scheme depicted in
Figure 3 for Dictyostelium probably also hold for other organisms, suggested by comparing kinetics and
memory of cell movement in Dictyostelium, the fast moving neutrophils, the slow moving mesenchymal
stem cells or the fungus B.d. chytrid [6,7,39]. Although the molecules and regulatory mechanisms may
be different in these organisms, such as the role of Ras versus CDC42 for actin polymerization [40] or
cGMP versus Rho-Kinase for myosin polymerization [41], the fundaments of symmetry and symmetry
breaking for cell movement may be conserved.

 

Figure 3. Flow diagram of symmetry, excitability and memory for cell movement.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

212



Cells 2020, 9, 1809

References

1. Ridley, A.J. Life at the leading edge. Cell 2011, 145, 1012–1022. [CrossRef] [PubMed]
2. Li, L.; Nørrelykke, S.F.; Cox, E.C. Persistent cell motion in the absence of external signals: A search strategy

for eukaryotic cells. PLoS ONE 2008, 3, e2093. [CrossRef] [PubMed]
3. Bosgraaf, L.; Van Haastert, P.J.M. The ordered extension of pseudopodia by amoeboid cells in the absence of

external cues. PLoS ONE 2009, 4, e5253. [CrossRef] [PubMed]
4. Van Haastert, P.J.M.; Keizer-Gunnink, I.; Kortholt, A. Coupled excitable Ras and F-actin activation mediates

spontaneous pseudopod formation and directed cell movement. Mol. Biol. Cell 2017, 28, 922–934. [CrossRef]
[PubMed]

5. van Haastert, P.J.M.; Keizer-Gunnink, I.; Kortholt, A. The cytoskeleton regulates symmetry transitions in
moving amoeboid cells. J. Cell Sci. 2018, 131, jcs208892. [CrossRef]

6. van Haastert, P.J.M. Unified control of amoeboid pseudopod extension in multiple organisms by branched
F-actin in the front and parallel F-actin/myosin in the cortex. 2020, submitted.

7. van Haastert, P.J.M. Short- and long-term memory of moving amoeboid cells. 2020, submitted.
8. Kortholt, A.; Keizer-Gunnink, I.; Kataria, R.; Van Haastert, P.J.M. Ras activation and symmetry breaking

during Dictyostelium chemotaxis. J. Cell Sci. 2013, 126, 4502–4513. [CrossRef]
9. Gross, D.J. The role of symmetry in fundamental physics. Proc. Natl. Acad. Sci. USA 1996, 93, 14256–14259.

[CrossRef]
10. Pollard, T.D.; Borisy, G.G. Cellular motility driven by assembly and disassembly of actin filaments. Cell 2003,

112, 453–465. [CrossRef]
11. Insall, R.H.; Machesky, L.M. Actin dynamics at the leading edge: From simple machinery to complex

networks. Dev. Cell 2009, 17, 310–322. [CrossRef]
12. Chugh, P.; Paluch, E.K. The actin cortex at a glance. J. Cell Sci. 2018, 131, jcs186254. [CrossRef]
13. Urban, E.; Jacob, S.; Nemethova, M.; Resch, G.P.; Small, J.V. Electron tomography reveals unbranched

networks of actin filaments in lamellipodia. Nat. Cell Biol. 2010, 12, 429–435. [CrossRef] [PubMed]
14. Davidson, A.J.; Insall, R.H. SCAR/WAVE: A complex issue. Commun. Integr. Biol. 2013, 6, e27033. [CrossRef]

[PubMed]
15. Nishikawa, M.; Naganathan, S.R.; Julicher, F.; Grill, S.W. Controlling contractile instabilities in the actomyosin

cortex. Elife 2017, 6, e19595. [CrossRef] [PubMed]
16. Litschko, C.; Bruhmann, S.; Csiszar, A.; Stephan, T.; Dimchev, V.; Damiano-Guercio, J.; Junemann, A.;

Korber, S.; Winterhoff, M.; Nordholz, B.; et al. Functional integrity of the contractile actin cortex is
safeguarded by multiple Diaphanous-related formins. Proc. Natl. Acad. Sci. USA 2019, 116, 3594–3603.
[CrossRef] [PubMed]

17. Rottner, K.; Faix, J.; Bogdan, S.; Linder, S.; Kerkhoff, E. Actin assembly mechanisms at a glance. J. Cell Sci.
2017, 130, 3427–3435. [CrossRef] [PubMed]

18. Lomakin, A.J.; Lee, K.-C.; Han, S.J.; Bui, D.A.; Davidson, M.; Mogilner, A.; Danuser, G. Competition for actin
between two distinct F-actin networks defines a bistable switch for cell polarization. Nat. Cell Biol. 2015, 17,
1435–1445. [CrossRef]

19. Ngo, K.X.; Umeki, N.; Kijima, S.T.; Kodera, N.; Ueno, H.; Furutani-Umezu, N.; Nakajima, J.; Noguchi, T.Q.P.;
Nagasaki, A.; Tokuraku, K.; et al. Allosteric regulation by cooperative conformational changes of actin
filaments drives mutually exclusive binding with cofilin and myosin. Sci. Rep. 2016, 6, 35449. [CrossRef]

20. Davidson, A.J.; Wood, W. Unravelling the Actin Cytoskeleton: A New Competitive Edge? Trends Cell Biol.
2016, 26, 569–576. [CrossRef]

21. Riedl, J.; Crevenna, A.H.; Kessenbrock, K.; Yu, J.H.; Neukirchen, D.; Bista, M.; Bradke, F.; Jenne, D.; Holak, T.A.;
Werb, Z.; et al. Lifeact: A versatile marker to visualize F-actin. Nat. Methods 2008, 5, 605–607. [CrossRef]

22. Bosgraaf, L.; van Haastert, P.J.M. The regulation of myosin II in Dictyostelium. Eur. J. Cell Biol. 2006, 85,
969–979. [CrossRef]

23. Steimle, P.A.; Yumura, S.; Côté, G.P.; Medley, Q.G.; Polyakov, M.V.; Leppert, B.; Egelhoff, T.T. Recruitment
of a myosin heavy chain kinase to actin-rich protrusions in Dictyostelium. Curr. Biol. 2001, 11, 708–713.
[CrossRef]

24. Gerisch, G.; Ecke, M. Wave Patterns in Cell Membrane and Actin Cortex Uncoupled from Chemotactic
Signals. Methods Mol. Biol. 2016, 1407, 79–96. [PubMed]

213



Cells 2020, 9, 1809

25. Devreotes, P.; Horwitz, A.R. Signaling Networks that Regulate Cell Migration. Cold Spring Harb. Perspect. Biol.
2015, 7, a005959. [CrossRef] [PubMed]

26. Gerhardt, M.; Ecke, M.; Walz, M.; Stengl, A.; Beta, C.; Gerisch, G. Actin and PIP3 waves in giant cells reveal
the inherent length scale of an excited state. J. Cell Sci. 2014, 127, 4507–4517. [CrossRef]

27. Vicker, M.G. F-actin assembly in Dictyostelium cell locomotion and shape oscillations propagates as a
self-organized reaction-diffusion wave. FEBS Lett. 2002, 510, 5–9. [CrossRef]

28. Miao, Y.; Bhattacharya, S.; Edwards, M.; Cai, H.; Inoue, T.; Iglesias, P.A.; Devreotes, P.N. Altering the
threshold of an excitable signal transduction network changes cell migratory modes. Nat. Cell Biol. 2017, 19,
329–340. [CrossRef]

29. Faix, J.; Weber, I. A dual role model for active Rac1 in cell migration. Small GTPases 2013, 4, 110–115.
[CrossRef]

30. Ura, S.; Pollitt, A.Y.; Veltman, D.M.; Morrice, N.A.; Machesky, L.M.; Insall, R.H. Pseudopod growth and
evolution during cell movement is controlled through SCAR/WAVE dephosphorylation. Curr. Biol. 2012, 22,
553–561. [CrossRef]

31. Cooper, R.M.; Wingreen, N.S.; Cox, E.C. An excitable cortex and memory model successfully predicts new
pseudopod dynamics. PLoS ONE 2012, 7, e33528. [CrossRef]

32. Van Haastert, P.J.M. A model for a correlated random walk based on the ordered extension of pseudopodia.
PLoS Comput. Biol. 2010, 6, e1000874. [CrossRef]

33. Makarava, N.; Menz, S.; Theves, M.; Huisinga, W.; Beta, C.; Holschneider, M. Quantifying the degree
of persistence in random amoeboid motion based on the Hurst exponent of fractional Brownian motion.
Phys. Rev. E. Stat. Nonlin. Soft Matter Phys. 2014, 90, 42703. [CrossRef] [PubMed]

34. Andrew, N.; Insall, R.H. Chemotaxis in shallow gradients is mediated independently of PtdIns 3-kinase by
biased choices between random protrusions. Nat. Cell Biol. 2007, 9, 193–200. [CrossRef] [PubMed]

35. Skoge, M.; Yue, H.; Erickstad, M.; Bae, A.; Levine, H.; Groisman, A.; Loomis, W.F.; Rappel, W.-J. Cellular
memory in eukaryotic chemotaxis. Proc. Natl. Acad. Sci. USA 2014, 111, 14448–14453. [CrossRef] [PubMed]

36. Jeon, T.J.; Lee, D.J.; Merlot, S.; Weeks, G.; Firtel, R.A. Rap1 controls cell adhesion and cell motility through
the regulation of myosin II. J. Cell Biol. 2007, 176, 1021–1033. [CrossRef] [PubMed]

37. Van Haastert, P.J.M.; Bosgraaf, L. Food searching strategy of amoeboid cells by starvation induced run length
extension. PLoS ONE 2009, 4, e6814. [CrossRef]

38. Bosgraaf, L.; Van Haastert, P.J.M. Navigation of chemotactic cells by parallel signaling to pseudopod
persistence and orientation. PLoS ONE 2009, 4, e6842. [CrossRef]

39. Fritz-Laylin, L.K.; Lord, S.J.; Mullins, R.D. WASP and SCAR are evolutionarily conserved in actin-filled
pseudopod-based motility. J. Cell Biol. 2017, 216, 1673–1688. [CrossRef]

40. Yang, H.W.; Collins, S.R.; Meyer, T. Locally excitable Cdc42 signals steer cells during chemotaxis. Nat. Cell Biol.
2016, 18, 191–201. [CrossRef]

41. Kimura, K.; Ito, M.; Amano, M.; Chihara, K.; Fukata, Y.; Nakafuku, M.; Yamamori, B.; Feng, J.; Nakano, T.;
Okawa, K.; et al. Regulation of myosin phosphatase by Rho and Rho-associated kinase (Rho-kinase). Science
1996, 273, 245–248. [CrossRef]

© 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

214



cells

Review

A “Numerical Evo-Devo” Synthesis for the
Identification of Pattern-Forming Factors

Richard Bailleul 1,2, Marie Manceau 2,* and Jonathan Touboul 3,*

1 Developmental Biology & Cell Biology and Biophysics Units, European Molecular Biology Laboratory,
Meyerhofstraße 1, 69117 Heidelberg, Germany; richard.bailleul@embl.de

2 Centre for Interdisciplinary Research in Biology, CNRS UMR 7241, INSERM U1050, Collège de France,
75005 Paris, France

3 Department of Mathematics and Volen National Center for Complex Systems, Brandeis University,
415 South Street, Waltham, MA 02453, USA

* Correspondence: marie.manceau@college-de-france.fr (M.M.); jtouboul@brandeis.edu (J.T.);
Tel.: +33-1-44-27-15-22 (M.M.); +1-781-736-3080 (J.T.)

Received: 22 June 2020; Accepted: 23 July 2020; Published: 5 August 2020

Abstract: Animals display extensive diversity in motifs adorning their coat, yet these patterns have
reproducible orientation and periodicity within species or groups. Morphological variation has been
traditionally used to dissect the genetic basis of evolutionary change, while pattern conservation and
stability in both mathematical and organismal models has served to identify core developmental
events. Two patterning theories, namely instruction and self-organisation, emerged from this work.
Combined, they provide an appealing explanation for how natural patterns form and evolve,
but in vivo factors underlying these mechanisms remain elusive. By bridging developmental biology
and mathematics, novel frameworks recently allowed breakthroughs in our understanding of pattern
establishment, unveiling how patterning strategies combine in space and time, or the importance of
tissue morphogenesis in generating positional information. Adding results from surveys of natural
variation to these empirical-modelling dialogues improves model inference, analysis, and in vivo
testing. In this evo-devo-numerical synthesis, mathematical models have to reproduce not only
given stable patterns but also the dynamics of their emergence, and the extent of inter-species
variation in these dynamics through minimal parameter change. This integrative approach can help
in disentangling molecular, cellular and mechanical interaction during pattern establishment.

Keywords: pattern formation; natural variation; modelling

1. Introduction

Natural patterns have been classified in symmetries, trees, fractals, spirals, meanders, waves,
foams, tessellations, cracks, stripes, and dotted arrays [1], and strikingly, examples for most
can be found in animals. A long-standing scientific challenge has been to unravel the chain of
developmental steps through which these intricate motifs emerge, from first symmetry-breaking events
in initially homogeneous structures to the timely propagation of pattern-forming competence and the
differentiation and spatial arrangement of patterned characters in typical geometries. Uncovering
these processes implies bridging phenomena occurring at the molecular, cellular, tissue, organismal,
and population levels, and together, developmental genetics, evolutionary biology and mathematics
paved the way to identifying pattern-forming factors in biological systems, respectively taking
advantage of model organisms, natural variation, and modelling. We discuss here how empirical
and theoretical approaches led to the formulation of two major patterning theories, and review
recent studies in model and non-model vertebrates, showing that combining these approaches sets a
foundation for powerful work in pattern-forming studies.
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2. Diversity vs. Stability of Natural Patterns: A Paradox Guiding Methods and Model Choices

The striking diversity of motifs created by the spatial arrangement of appendages, pigments,
segments, etc., partly results from the complex combination and superimposition of many patterns
across the body. It has been associated to the multiplicity of physiological and adaptive functions
at the basis of evolutionary change [2–9]. However, within species or taxa, most patterns display
similar periodicity (i.e., number of repetitions within a period of space or time) or orientation
along body axes, a stability thought to guarantee survival and reproductive success in a given
niche. This apparent paradox raised enormous interest from developmental biologists, evolutionary
biologists and mathematicians, with pattern conservation being rooted in the spatio-temporal hierarchy
of pattern-forming events during embryonic development [10], and the extent of pattern variation
reflecting developmental constraints to evolution. Researchers from these different fields tackled pattern
formation using methodologies based on an opportunistic choice of study systems. Developmental
studies have taken advantage of easily tractable designs present in model systems and sharply defined
in space and time. Emblematic examples include the antero-posterior distribution of segments and
the spatial arrangement of bristles, wing veins, and ommatidia in drosophila (e.g., [11–13]), or the
production of skeletal structures, teeth circumvolutions, appendage arrays, or colour patterns in fish,
birds or rodents (e.g., [14–17]). The availability of genetic tools and the possibility to perform functional
experiments in model organisms enabled functionally dissecting core developmental mechanisms and
linked those to the production of conserved attributes of natural patterns. In particular, morphogens,
molecules that diffuse from developing sources and form local concentration gradients, have been
repeatedly implicated in pattern formation ([18] and see below). However, their expression profiles do
not necessarily correlate spatially with patterns, complicating the selection of candidates. In addition,
analysing pattern phenotypes through functional tests or genetic screens rarely allows disentangling
mechanisms necessary for character production from those involved in their spatial distribution. Using
groundwork from developmental genetics, many “evo-devo” studies recently focused on pinpointing
the molecular or tissue basis of visible differences observed between homologous characters of
non-model organisms. Quantitative genetics and comprehensive comparative expression analyses
have been performed in a wide range of invertebrates, from ladybugs to butterflies or nematods [19–21],
and vertebrates such as stickleback, cichlid, or cave fish, and African striped or deer mice, etc. [22–25].
This work provided insights into the genetic basis and late acting cellular/tissue events governing
evolutionary changes in the orientation, repetition or geometry of patterned characters [22,23,26].
Because of technical challenges in natural populations, evo-devo studies, however, face the general
difficulty of functional validation, and are often limited to large-scale correlations or to a few varying
species. Finally, mathematical modelling has been central to pattern formation studies. Natural
designs are spatial combinations of basic units, arranged so as to optimize steric space [27] or
accommodate physical constraints [28], and corresponding to mathematically describable geometries:
circles, straight/curved lines, squares, or polygons. A few mathematical concepts may thus describe
numerous biological observations. Partial differential equations (PDEs) provide a useful framework,
since by nature they create spatio-temporal dynamics. Their simulations in silico reproduce changes
in tissue morphology, molecular concentrations or cell motility, naturally generating stable patterns
of basic units as observed in vivo. Modelling PDEs thus enabled predicting biological conditions
necessary to pattern formation such as the action and interaction of molecular and cellular factors
([29,30] and see below). In theoretical fields, choosing models also imposes limitations: several
mathematical models with different behaviours, potentially representing different biological processes,
can accurately reproduce a single pattern. Conversely, a single model can often generate a variety of
patterns depending on parameters. In addition, the logic of using in silico simulations is often used to
reproduce final pattern states but rarely the developmental paths to their formation. In sum, biological
work identified putative patterning factors, but rarely allowed in depth mechanistic understanding of
their mode of action. Conversely, patterning mechanisms were theoretically predicted, but deriving
prediction for precise biological insights has been difficult to extract from modelling. Research fields and
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their inherent choices of models inevitably restricted and biased technical and conceptual approaches,
which led to different views on the nature and mode of action of patterning factors. We present below
the two main patterning theories formulated to date.

3. Two Long-Opposed Theories Explain Pattern Formation In Vivo

Alternative patterning dynamics have been proposed to explain the emergence of patterns.
In instructional patterning, cells adopt fates according to the amounts of positional information acquired
from an external source. Lewis Wolpert conceptualized in 1969 the “French flag model”, in which
morphogen gradients and differentiation thresholds create distinct compartments in a developing
tissue. Biological evidence ensued: arguably the most emblematic is the periodic expression of Gap
genes providing antero-posterior identity to segments in the drosophila embryo, governed by gradients
of Bicoid maternal mRNA [31]. Morphogens have since been involved in invertebrate and vertebrate
patterning and shown to possess properties compatible with instructional signalling [32–34]). A major
strength of this theory is that it intuitively explains the orientation of many periodic patterns along
body axes: pattern directionality would be given by candidate positional signals emanating from
early axial structures (e.g., neural tube, somite). However, instructive signalling hardly reconciles
with the diversity and complexity of patterns, nor does it provide mechanistic understanding of
some attributes such as periodicity. In self-organisation, intrinsic instabilities within the initially
homogeneous tissue spontaneously cause its arrangement in a pattern. Alan Turing first formulated
this theory in 1952 with a “reaction-diffusion” model describing the interaction of an activator and
long-range diffusing inhibitor. Most work has since assumed a molecular basis for self-organisation.
Morphogens, in particular, diffuse at long range and have expression levels or degradation rates
compatible with self-organising dynamics [34]. Self-organising models have been repeatedly used
to recreate animal designs in numerical simulations. Their instabilities have inherently stochastic
parameters (e.g., diffusion, attraction) with excitable or oscillatory behaviours able to generate repetition,
and universal properties such that a few simple conditions, related to the model’s equations evaluated
at the homogeneous state, can lead to symmetry breaking and pattern emergence. In addition to
being efficient at producing periodic patterns, self-organisation also provides an appealing explanation
for how natural variation arises, sometimes rapidly at an evolutionary scale, as minimal parameter
variation often results in important pattern differences in simulations (e.g., [35]). The malleability of
self-organising dynamics, however, does not account for the pattern reproducibility and directionality
seen in nature.

Long opposed, instructive signalling and self-organisation are now both viewed as major
patterning processes, likely combining in space and time to form many patterns [36]. This synthesis
was made possible through the combination of numerical and empirical work, which integrated
molecular, cellular, and mechanical components of tissue development. For example, Turing models can
recover the longitudinal orientation of fish coloured stripes in silico when simulated in frames seeded
with non-homogeneous axial initial conditions [37], or when modulated by production/degradation
gradients or tissue anisotropy [38], all providing instructive information. Similarly, combining PDEs
describing competition for gene expression, auto-catalytic activity and small diffusion of molecular
factors with positional information provided by transcription factors recreates in silico the regular
boundaries observed between brain areas in the developing nervous system [39,40]. Biological work
also partly reconciled the two patterning strategies. Teeth spatially arrange through Shh-dependent
self-organising events arising from so-called “signalling centers” acting as instructive sources [41],
and the patterning waves that characterise the timely segmentation of the vertebrate mesoderm in
somites are triggered by early instruction and once propagating, generate periodic patterns de novo
(e.g., [37,42]). In juvenile poultry birds, longitudinal bands of agouti expression foreshadow periodic
coloured stripes adorning the dorsum: their width relies on a late control of agouti’s dose by pigment
cell self-organisation, while their absolute position is controlled by early instructive signals from
the somite [43]. Taken together, results show that pattern formation combines molecular induction,
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cell/tissue autonomous processes such as self-organisation, and a morphogenetic response to positional
cues (i.e., the integration of positional information by cells creating tissue shape changes). For given
organs displaying motifs, these processes repeat over time and at different spatial resolutions, in a
progressive refinement of space. A current challenge is thus to understand how patterning strategies
emerge and combine in space and time to create robust designs in vivo.

4. Novel Integrative Frameworks Bridge Molecular and Cellular Patterning Strategies

In this endeavour, recent inter-disciplinary dialogues combined developmental biology with
comprehensive numerical approaches, increasing predictive power and allowing better design of
empirical tests, thereby providing novel insights into how patterning strategies combine. We mention
here four study systems recently used to implement such approach in mice and birds. A bulk of work
first took advantage of digit patterning during limb growth in mice. This process involves dynamic
interaction between molecular factors, including Bmp2, Sox9, and Wnt, whose expression form
striped patterns, and Hox and Fgf, which form gradients from a distal source. A mathematical model
comprising Turing-like reaction-diffusion, where the molecular species are diffusive Bmp2 and Wnt and
non-diffusive Sox9, external cues describing Hox and Fgf gradients [44] and realistic tissue growth [45],
reproduced proper dynamics of Sox9 expression. Here, and consistent with the recent synthesis
of patterning theories presented above, self-organisation is combined with instructive gradients to
control the wavelength of the striped pattern [46]. Sadier and colleagues studied the formation of
rodent teeth, which emerge through complex timely dynamics prior to stabilization in a final pattern.
Sequential Edar expression in signalling centres was used to build a mathematical model composed
of Turing-type dynamics (short range activation and long-range inhibition triggered by asymmetric
bi-stable regime) and cell density and movement towards the activator through chemotaxis [47,48].
Simulations were run on growing domains corresponding to the antero-posterior axis of the dental
epithelium. This reproduced the sequence of tooth centre emergence, predicting that newly formed
structures can “erase” previously formed ones, a hypothesis that was then functionally validated
in vivo. In both studies, modelling was used to recreate observed dynamics of molecular expression
and character production rather than only a final pattern. Predictions thereby suggested that simple
rules govern apparently complex spatio-temporal regulation during tissue development, allowing
authors to explain the outcomes of experimental inhibition of Bmp or Wnt [49] or functional effects of
Edar loss-of-function [41].

Similar approaches were used to study the timely establishment of feather follicle arrays in avian
skin. In poultry birds, feather follicles arrange in a hexagonal array (each follicle is surrounded by six
neighbours), and differentiate through dynamic molecular-cellular interaction: FGF signals from the
epidermis cause local aggregation of mesenchymal cells, which activates BMP signals, and in turn,
further FGF production in the epidermis. By integrating reaction-diffusion akin to Turing’s model and
chemotaxis, mathematical modelling predicted this interplay, providing self-organising conditions
sufficient to break symmetry and create a periodic dotted pattern visually resembling the nascent
follicle array [50]. Ho and colleagues then applied to this model a mathematical wave fitting simulation
to the dynamic emergence of the follicle array in the domestic chicken, in which previous morphological
description showed that follicles individualise in longitudinal rows through a medial-to-lateral wave of
differentiation occurring within “tracts”, which are areas of the skin which are able to form feathers [27].
Using this prediction as head-start, they searched for in vivo markers of a wave, and showed that both
cell density and Eda expression increase progressively, travelling laterally prior to follicle formation.
This suggested that follicle-forming competence is attained when cell density reaches a threshold whose
value depends on the presence of Eda signalling. In this study, empirical work was built on modelling
predictions to identify molecular and cellular dynamics characterising a morphogenetic wave [51].
Taking advantage of the same bulk of theoretical work, our laboratory studied how the follicle formation
wave is initiated and progresses in a timely fashion. We first worked out to recreate the follicle array
and dynamics of its emergence without resorting to an extrinsic mathematical wave. We combined the
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two preeminent processes previously used, namely reaction-diffusion and chemotaxis, with a third
mathematical term explicitly describing cell proliferation as an autonomous logistic function. This term,
inspired from modelling studies of virus spreading and population behaviour, implements growth in
systems with resource limitations [52,53], and classical theories of diffusion equations with logistic
growth are known to develop traveling waves, spreading initial perturbations through directional
nearest-neighbour contagion [29,30]. The unified model of three partial differential equations applied to
simulations frames seeded with axial initial conditions intrinsically reproduces sequential dynamics and
the directionality of follicle array formation. This observation produced the first predictions: coupling
self-organisation with proliferation triggers timely emergence of follicles; adding initial conditions
provides directionality, together creating a patterning wave. Analysing and testing parameters of
the model provided a second prediction: while self-organisation controls follicle individualisation,
as previously shown, the proliferation rate of the logistic source controls the duration of the patterning
process. We investigated the relevance of this model-based prediction by analysing dynamics of
cell proliferation throughout tract differentiation in the Japanese quail, a species closely related to
the domestic chicken, and confirmed the existence of a travelling front of increased cell density that
progressively provides follicle-forming competence to longitudinal domains as it propagates laterally.
Strikingly, the ratio of proliferative cells linearly decreased with respect to cell density, ceasing when
the skin tissue attains a certain carrying capacity (i.e., a cell density threshold), showing that cell
proliferation occurs according to predictions of a logistic growth term—a unique in vivo validation
of this widely used mathematical equation. We used drug treatments on skin explants, inhibiting
proliferation without altering the carrying capacity of the skin, to demonstrate that proliferation rate
governs pattern duration, and also supporting the predictions of the model. In our study, accuracy of
modelling was necessary to help design empirical experiments. Together, these three studies uncover
similarities between patterning mechanisms in different systems (e.g., the important roles of morphogen
and Eda/EdaR signalling, cell density/proliferation, and self-organisation; Figure 1). They illustrate the
strength of establishing numerical-empirical crosstalk in pattern-forming studies. We argue below that
adding elements of natural variation to in silico work is key to improving this crosstalk.

 
Figure 1. Similarities in molecular and cellular bases of patterning in different systems. During the
patterning of both feather follicle arrays (marked by β-catenin expression) or tooth signalling centres
(marked by Shh expression), Eda/EdaR allow visualizing morphogenetic waves, which are also
characterised by a local increase in cell density and proliferation. In the first case, the wave travels
along the medio-lateral axis, while in the second, timely regulation occurs during antero-posterior
growth. Simulations of mathematical models composed of Turing-type reaction-diffusion, chemotaxis
(and logistic proliferation in the case of follicles) can reproduce spatial dynamics of EdaR, Eda, or β-catenin
expression and proliferation during tissue differentiation (high levels of β-catenin or EdaR expression
respectively appear in white and yellow in simulations). Adapted from [37,41].

5. A New Synthesis: Integrating Natural Variation to Numerical-Empirical Crosstalk

Ho and colleagues extended observations to Paleognathae, an ancestral group comprising flightless
birds. They found that both Eda signalling and the follicle patterning wave are absent in the ostrich,
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which forms follicles simultaneously within tracts, and in the emu, which forms follicles with a delay,
with earlier lower cell density skin impeding competence for pattern formation. The Paleognathae
follicle pattern is irregular, and authors thus proposed that the progressive acquisition of competence
ensures hexagonal fidelity to the follicle pattern in domestic chickens. This work exemplifies the value
of taking into account natural variation in a given pattern, a concept we extended and systematized
ahead of modelling: in addition to final patterns and their dynamics of formation, the objective of
our unified model was to accurately anticipate inter-species differences in this process. We performed
a comparative survey by marking nascent feather follicles with β-catenin in the emu, representing
Paleognathae, the domestic chicken, the Japanese quail, and their relative in the Galleoanserae group,
the common pheasant, and two members of the third, species-rich group Neoaves, namely the zebra
finch, passerine songbird, and a species of emblematic penguins, devoid of flight abilities. We observed
variation in their formed follicle pattern, as well as in the location and shape of early β-catenin expression
in the un-patterned tract: β-catenin marked segments of variable shapes in all poultry birds and the
zebra finch, and larger bilateral areas in emus and penguins. In addition, the follicle array emerged
in a row-by-row sequence in the first group, and apparently simultaneously in emus and penguins.
This observation was consistent with the proposed link between a loss of flight abilities and of the
patterning wave, but as we found the penguin pattern to be extremely regular, pattern regularity may
be controlled by other means. Surveying a large number of species allowed for correlating differences in
initial β-catenin expression to pattern sequentiality: we thus ran simulations of our model on simulation
frames seeded with species-specific initial conditions. This recreated the species-specific dynamics
of pattern emergence, producing a third prediction: initial conditions control wave sequentiality;
their variation between birds is responsible for differences in the timing of the follicle patterning
process (Figure 2). We thus varied parameters of initial conditions and showed that row-by-row
dynamics occur only when initial conditions are spatially restricted and sharp enough. Further work
is now necessary to identify in vivo factors displaying such expression profiles and test their role in
the sequential control of wave initiation and/or progression. Appealing possibilities include molecules
emanating from neighbouring neural tube or somites, structures that differentiate longitudinally and
instruct the formation of epidermal and dermal derivatives, including the striped colour pattern
adorning the dorsum of poultry birds [44,54,55]. In this study, tracking various developmental paths
to pattern establishment and using these as basis for modelling increased the precision of simulations
and better guided empirical work. In addition to generating hypotheses with key implication in
evolutionary biology and ecology (e.g., here, on the loss of flight abilities), natural variation is thus a
powerful tool, raising the bar in the extent to which biological data can be used for model building,
and conversely, in the accuracy of numerical simulations.
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Figure 2. In vivo/in silico dynamics of dorsal feather follicle patterning in avian species. In the emu
embryo, feather follicles appear simultaneously within large β-catenin-expressing areas initially covering
the dorsal skin region expect for its medial-most part. In the Japanese quail and the zebra finch, dorsal
follicles appear in a sequential manner from β-catenin-expressing longitudinal lines. In the Gentoo
penguin, β–catenin is expressed in two bilateral expressing areas followed by a central area; follicles
rapidly appear in the herein defined zones. Computer simulations of a unified model combining
reaction-diffusion, chemotaxis and logistic proliferation recapitulate all dynamics when applied to
species-specific axial initial conditions. This predicted that patterning sequentiality is due to spatially
confined symmetry breaking in the dorsal skin of bird embryos. Adapted from [37]. Photo credits:
Manceau laboratory, Paris, France (Japanese quail), Wikimedia (finch), Jooin (emu) and©Raphaël Sané
(www.raphaelsane.com; Gentoo penguin).

6. Designing Numerical Evo-Devo Approaches to Study Tissue Mechanics

The unified models described above are not exhaustive, and do not account for a number of
other events experimentally shown to contribute to pattern formation. Tissue growth, for instance,
was modelled in studies of mouse digit and teeth patterns [41,48,56,57] or periodic stripes in zebra fish
tailfins [58,59], but reciprocal interactions between molecular, cellular, and mechanical mechanisms
remain absent from most models. For example, all known cellular and molecular markers of follicle
differentiation, from cell proliferation to the fluctuation of molecular expression, may be generated or
affected by intrinsic mechanical properties of the cutaneous tissue. The onset of follicle emergence is
indeed characterised by the nuclear translocation of β-catenin in epidermal cells, an event suggested to
be triggered by contractile properties of aggregating dermal cells [60]. Similarly, epidermis compression
has been shown to intensify FGF expression [51]. Tissue properties consequentially shape the resulting
patterns. For example, modifying dermal cell contractility or substrate stiffness ex vivo alters the size
and spacing of follicles [60]. More generally, in several other systems, the skin physical forces exerted
on/by cells by/on the extra-cellular environment (e.g., shear stress, compression, tension, traction,
adhesion) have been linked to changes in extra-cellular matrix architecture, cell cycle, cell motility
and signalling [61–66], likely playing a defining role in patterning processes. With the advent of
biophysical tools to measure physical parameters in vivo [67] and the ever growing amount of
theoretical frameworks integrating biomechanics [68–71], it now becomes possible to explore the
role of tissue mechanics with comprehensive experimental modelling approaches. One may infer

221



Cells 2020, 9, 1840

previous unified models by adding explicit dependence of some parameters of reaction-diffusion
and chemotaxis terms on mechanical parameters (e.g., molecular diffusion could be a function
of substrate stiffness [72]). A more direct approach would be to use purely mechanical models,
previously shown to produce periodic designs such as dotted arrays in one or two dimensional
spaces [73,74]. Alternatively, mechanical and chemical couplings proved powerful: necessary Turing
model’s conditions were obtained by coupling biomechanical parameters promoting short-range
activation and long-range inhibition to only one morphogen, suggesting a crucial role for tissue
mechanics in pattern formation [69,75], and providing a new paradigm relaxing the necessity of
an inhibitor diffusing at a long range—an important constraint of Turing’s model which is yet to
be supported in many in vivo systems [76]. In light of the studies described above, numerical
methodologies integrating molecular, cellular and mechanical elements may greatly benefit from taking
into account the developmental dynamics of pattern formation, and adding elements of variation in
the architecture and bio-physical properties of the developing tissue as observed between species
displaying relevant pattern differences. Such approaches will pave the way to identifying the relative
implications of mechanical and chemical events in pattern formation and evolution.

7. Conclusions

The recent literature shows that biological and computational research fields can establish
mutually beneficial crosstalk to uncover mechanisms at play in pattern formation. The extensive
knowledge acquired in developmental genetics and increasing feasibility of in vivo tests, thanks to
technical advances in molecular, imaging and bio-physical tools, better defines biological parameters
in mathematical models, whose simulations increase in resemblance to patterns and patterning
dynamics observed in living organisms. Conversely, the unification of partial differential equations
and progresses in model analyses provide predictions which are less prone to ambiguity to guide
empirical tests. When theory is guided by alterations shaped by evolution, including results from
now-feasible functional experimentation in non-model organisms [77,78], or data from surveys of
natural variation [37], it allows for shedding many pattern-forming dynamics to their greatest simplicity.
Such “numerical evo-devo” synthesis is the promise of novel insights in pattern-forming studies in the
very near future.
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Abstract: Cellular morphogenesis is governed by the prepattern based on the symmetry-breaking
emergence of dense protein clusters. Thus, a cluster of active GTPase Cdc42 marks the site of nascent
bud in the baker’s yeast. An important biological question is which mechanisms control the number
of pattern maxima (spots) and, thus, the number of nascent cellular structures. Distinct flavors of
theoretical models seem to suggest different predictions. While the classical Turing scenario leads
to an array of stably coexisting multiple structures, mass-conserved models predict formation of a
single spot that emerges via the greedy competition between the pattern maxima for the common
molecular resources. Both the outcome and the kinetics of this competition are of significant biological
importance but remained poorly explored. Recent theoretical analyses largely addressed these
questions, but their results have not yet been fully appreciated by the broad biological community.
Keeping mathematical apparatus and jargon to the minimum, we review the main conclusions of
these analyses with their biological implications in mind. Focusing on the specific example of pattern
formation by small GTPases, we speculate on the features of the patterning mechanisms that bypass
competition and favor formation of multiple coexisting structures and contrast them with those of
the mechanisms that harness competition to form unique cellular structures.

Keywords: symmetry breaking; activator-substrate mechanism; mass-conserved models; cell polarity;
pattern formation; small GTPases

1. Introduction

Cellular morphogenesis proceeds through a sequence of symmetry-breaking events resulting in
the progressive increase in the complexity of cellular organization and function. For example, a mature
neuron with its complex asymmetric arbor made of one long axon and multiple branched dendrites
develops from a round precursor cell via such a sequence. Like the construction of a large and complex
building begins with laying out of its foundation, cellular morphogenesis starts with a prepattern.
This prepattern is typically made of proteins that were first distributed spatially homogeneously in
the cytoplasm or nucleus and are then laid out in the shape of a desired pattern on a suitably “solid”
support, such as the cell membrane. To explain morphological prepatterning, a powerful theory
of activator-inhibitor and activator-substrate systems had been developed by the efforts of several
generations of researchers [1,2]. For details, the reader is referred to several excellent reviews and books
written on this sprawling topic [3–11]. The most popular patterns generated by these systems emerge
via the diffusion-driven (aka Turing) instability of the spatially homogeneous state. They typically
consist of spots and stripes and are known simply as “Turing patterns”. These patterns have two
common properties that had been thought of as limiting their applicability to cellular morphogenesis.
Firstly, once the conditions for the Turing instability are met, the spots or stripes emerge simultaneously
everywhere there they can exist, for example, on the entire cell surface. Secondly, they form with an
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intrinsically defined characteristic size and, consequently, their number is determined by how many of
them can fill out the whole cell surface. Contrary to these predictions, biological cells are known to
develop fewer structures than what would fill the entire available space. At times, a cell produces only
a single structure, such as the axon of a neuron [12]. Furthermore, those structures that are generated
in multiple copies, like microvilli and filopodia, often appear to emerge sequentially, being added one
by one to the preexisting number [13,14].

One avenue to resolving this discrepancy between the theory and the reality has emerged with
the coming of age of fluorescence microscopy and the technology of fluorescent proteins. These
experimental developments permitted researchers to closely follow cellular morphogenesis as it
happens in live cells. This research showed that the morphogenetic prepattern, such as the polarized
state of a chemotactic cell, can develop surprisingly fast, within just a few minutes. On such a short
time scale, production and degradation of proteins comprising the prepattern is negligible and, thus,
their cellular copy number can be considered constant throughout the establishment of the prepattern.
This conservation of the total number (or the total mass) of the patterning proteins dramatically
changes the character of the ensuing protein pattern. In brief, as the spots of the Turing pattern
begin to develop by accumulating the patterning protein, they rapidly deplete the cytoplasmic store
of the protein, making continued unrestrained growth of all spots impossible [15]. Larger spots
manage to grow further but only at the expense of the smaller clusters that release their proteins
back to the cytoplasm and eventually completely dissolve. This process of spot competition may
proceed all the way to a single large spot that accrues all available protein. This ultimate super
spot has no resemblance to the initial Turing pattern and its size and concentration profile cannot
be predicted from the linear stability analysis of the homogeneous steady state that was disrupted
by the Turing instability. This difference in the behavior of open and mass-conserved systems had
long been generally known to mathematicians and physicists [16] but the recognition of its biological
significance has not begun until recently [17,18]. Biological systems appear to exhibit the full spectrum
of behavior from a vigorous competition invariably ending in the establishment of a unique cellular
structure, such as the axon, to the formation of large arrays of similar structures, like microvilli, where
no apparent competition between the individual structures is observed. Which properties of the
symmetry-breaking mechanisms that underlie the formation of these structures are responsible for this
difference? An appealingly simple answer to this question would be to propose that mathematically
distinct mechanisms are responsible for different outcomes. Indeed, some early theoretical efforts
apparently promoted this explanation. Recent comprehensive analyses of minimal two-variable models
have greatly improved our quantitative understanding of the patterns formed by the mass-conserved
systems and the phenomenon of competition between them. The picture that emerged from these
analyses is more complex and nuanced. In a nutshell, quantitative differences, such as reaction
constants, protein quantities and their ratios, rather than qualitative differences between the reaction
mechanisms determine whether the system chooses competition or coexistence [19]. Unfortunately,
a steep learning curve associated with the technical complexity of this research has inevitably reduced
the ability of the broad research community to appreciate these results. Here we leave out rigorous
derivations and, instead, review the main conclusions of the recent theoretical analyses focusing on
their biological implications.

2. Yeast Bud and the Emergence of the Competition Concept in the Yeast Cell Polarity

To put abstract theoretical results into a concrete biological context, it is useful to introduce a
specific cellular system in which the concept of competition plays an important role. Formation of
the bud by the baker’s yeast, Saccharomyces cerevisiae, is arguably the best studied example of cellular
morphogenesis where the mechanism of prepattern formation is known in sufficient detail. Since
several excellent reviews are available on this topic [20,21], only the aspects essential to this contribution
will be briefly outlined below.
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Already early genetic screens identified two proteins that appeared to be right at the apex of the
molecular network responsible for the bud formation—a small Rho GTPase Cdc42 and its activator,
a guanine nucleotide exchange factor (GEF), Cdc24 [22,23]. Currently, informed by the years of cell
biology research, we are confident that the prepattern for the insipient bud is a round spot formed
on the budding yeast plasma membrane by the active, GTP-bound, form of Cdc42. Importantly,
the peak concentration of total Cdc42 within the cluster is substantially higher than its background
level elsewhere on the plasma membrane [24–26]. Thus, within this spot, Cdc42 is not only activated
but is also highly concentrated (enriched).

From the theoretical point of view, Cdc42 and small GTPases in general are perfect molecular
tools for the membrane-localized prepatterning of cellular morphogenesis [27–29]. Firstly, their ability
to hydrolyze GTP and convert the released energy into a change in the protein conformation satisfies
the essential prerequisite postulated already at the dawn of nonequilibrium thermodynamics [30,31].
Indeed, the reduction in entropy, which is associated with the formation of a pattern (i.e., symmetry
breaking), needs to be coupled to the consumption of energy. Secondly, molecular properties of small
GTPases allow them to shuttle between the cytoplasm and the membrane surfaces. Importantly,
this shuttling is coupled to the activation-inactivation cycle (nucleotide cycling) so that, in general,
the inactive form is cytoplasmic, while the active GTP-bound form is membranous [32]. This makes
inactive GTPase an ideal embodiment of the “substrate” in the activator-substrate mechanism. All that
remains to be done to crown active GTPase as the prototypical “activator” is to enable it with the
property of autocatalytic activation. Many small GTPases, including Cdc42, indeed possess this crucial
ability: they recruit onto the membrane their own activators, GEFs, thus enabling a positive feedback
loop of autoactivation (for a recent review see [33]).

Specific to the field of bud morphogenesis, a dramatic breakthrough in the understanding of
Cdc42 pattern formation was made by the discovery that Cdc42-GTP can recruit into the Cdc42 cluster
its GEF Cdc24 with the help of Cdc42 effectors, molecules that specifically recognize and bind to the
active GTPase [34–37]. The first mechanistic model of self-organized Cdc42 pattern formation [18]
demonstrated that the experimentally characterized molecular interactions are both necessary and
sufficient for the formation of the Cdc42 cluster via the Turing instability. It also demonstrated that the
coupling of the activation-inactivation cycle of Cdc42 to its membrane-cytoplasmic shuttling leads to
the substantial concentration of Cdc42 and its activator Cdc24 within the spot. As the total cellular
number (mass) of these molecules is conserved, this accumulation leads to the depletion of their
cytoplasmic pool—an important prerequisite for the competition. Finally, a biochemically detailed
eight-variable model was systematically reduced to the two-variable model of the activator-substrate
type. This model was distinct from the recently analyzed two-variable models in one important
aspect. It conserved not only the total quantity of Cdc42 but also that of its GEF Cdc24. This cannot
be achieved in a model that, from the beginning, has only two variables, the activator (Cdc42-GTP)
and the substrate (Cdc42-GDP). However, since the two-variable model of [18] was derived from
a mechanistically complete eight-variable model, conservation of GEF Cdc24 appeared in it in the
form of a global negative feedback represented by an integral term that, incidentally, complicated the
analysis of the model. As we will see in Section 4, this property largely determined the type of patterns
produced by the model and their competition.

Analysis of the formation of a single Cdc42 spot in the model [18] showed that it emerges only
as a final outcome of the temporary evolution of a fast succession of states with multiple small spots
whose number rapidly decreased as their sizes increased. This coarsening behavior was explained by
the vigorous competition of spots for the common cytoplasmic molecular pool (Cdc42 itself, but more
importantly, its GEF Cdc24, and its effector Bem1) [18]. Furthermore, it was proposed that this
competition, in fact, explains the normal uniqueness of the yeast bud. The fact that such a uniqueness
(frequently named “singularity” in the literature) is necessary was well known, since the genetic
material of the cell can be robustly divided between only two cells. However, the molecular mechanism
of the uniqueness remained unknown. Interestingly, a few known genetic mutants breaking the rule of
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uniqueness pointed to the role of Cdc42 [38]. The modeling prediction of competition as the cause of
the bud uniqueness was unexpected as no intermediate states with multiple Cdc42 spots had been
observed before. Nonetheless, a dedicated effort to detect them by fast live-cell fluorescence imaging
was successful, albeit it showed only a fleeting coexistence of two spots under normal (wild-type)
conditions [39]. However, two different types of genetic perturbation aimed at weakening the spot
competition produced the desired result—the simultaneous formation of two or more buds. Since these
pioneering analyses, our understanding of competition between the yeast Cdc42 clusters has been
substantially advanced both experimentally and theoretically, nevertheless, the problem continues to
attract the interest of researchers [19,40–43].

3. Lessons from the Mass-Conserved Two-Variable Models

In this section we will survey the results of the theoretical analyses of the simplified two-variable
activator-substrate models focusing on the most recent developments in this field. Keeping
mathematical apparatus and jargon to the minimum, we will generally follow the Brauns et al. [44,45]
approach that arguably provides the most comprehensive and self-consistent treatment of pattern
formation in the mass-conserved activator-substrate (MCAS) models as seen from the physicist’s point
of view.

A typical two-variable MCAS model consists of two partial differential equations:

{ .
u = DuΔu + F(u, v)
.
v = DvΔv− F(u, v)

, (1)

where u and v are the spatially and time dependent concentrations of the activator and the substrate,
.
u and

.
v their rates of change, DuΔu and DvΔv are the terms describing their diffusion, and F(u, v) is

the reaction function. The fact that F(u, v) enters both equations but with opposite signs represents the
mass-conserved nature of the model: any reaction that increases u, reduces v by the same amount,
and vice versa. Typically, the reaction function can be written as:

F(u, v) = A(u)v− I(u), (2)

where A(u) and I(u) are two positive functions of the activator concentration that, keeping in mind
our specific example of the small GTPase patterning system, can be called activation and inactivation
functions, respectively [19,46]. Note that, because the MCAS model (1) is defined in a single spatial
compartment (usually a 1D or 2D spatial domain that represents both the membrane surface and the
mathematically “projected” on it cytoplasm), it cannot explicitly distinguish the membrane-cytoplasmic
shuttling of GTPases from their activation-inactivation cycle. Instead, model (1) tacitly assumes that
activation of a GTPase molecule attaches it to the membrane while inactivation instantaneously puts it
back into the fast diffusing cytoplasmic pool.

In a spatially homogeneous steady state (SHSS) of model (1) the concentrations of u and v are
constant in space and time and, thus, F(u, v) must be identically 0. Each SHSS is represented by just a
single point on the phase plane (u, v) and we can find the positions of all SHSSs by solving equation
F(u, v) = 0. From (2) we readily get that all such states lie on the curve

v = f (u) = I(u)/A(u). (3)

The properties of this function that is but an explicit form of the reaction function F(u, v) largely
determine the behavior of the model and, thus, f (u) deserves a closer look.

Figure 1A shows several characteristic examples of f (u) with different shapes. Surprisingly,
a simple mathematical analysis [45] provides an important result:
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Figure 1. Properties of the reaction function F(u, v) on the phase plane (u, v). (A) Shape of the reaction
function determines the behavior of the model (see text). Intersections of the reaction function with the
mass conservation line v = ρ0 − u define phase space locations of the model’s spatially homogeneous
steady states. Green circle, SHSS (spatially homogeneous steady state) stable to the Turing instability.
Red circles mark SHSS that lie on the descending fragment of the reaction function (cyan) and are
unstable to the Turing instability. (B) Any MCAS (mass-conserved activator-substrate) model (1) whose
reaction function has a descending fragment has a domain of parameters in which it is monostable in
the well-mixed regime (case 1) and also a domain of parameters in which it is bistable (case 2). Stable
states are shown by blue circles, unstable is shown by yellow circle.

Result 1. Only those MCAS models whose reaction function v = f (u) has a segment with negative
slope on the (u, v) phase plane (descending segment, shown in color in Figure 1A) have the ability to
form spatial patterns.

Thus, all models with a monotonously increasing f (u), such as case 1 in Figure 1A, cannot form a
spatial pattern, while cases 2 and 3 can. More rigorously, for the spontaneous symmetry breaking to
occur via the Turing instability, the negative slope of the descending segment should exceed −Du/Dv.
However, in most practical cases, the difference between the diffusion coefficients of the activator
(a membrane protein) and that of the substrate (a cytoplasmic protein) is so large that this requirement
does not change Result 1 appreciably, for example, for a molecule of small GTPase, typical diffusion
coefficients are Du ≈ 0.1μm2/s and Dv ≈ 10 μm2/s, so that Du/Dv = 10−2 ≈ 0. We now introduce two
specific examples of the two-variable MCAS models that are frequently discussed and contrasted in
the literature. Model A is a highly simplified version of the reduced two-variable model of the Cdc42
cluster formation introduced in [18]:

Model A
∣∣∣∣∣ FA = (1 + au2)v− bu; fA(u) =

bu
1 + au2 , (4)

where a and b are the effective strengths of the positive feedback activation and inactivation, respectively.
The activation part of its reaction function consists of two parts with distinct meaning. First term,
a nonspecific constitutive background term (in this case, simply, 1), does not depend on the concentration
of the activator and may represent a sum of spontaneous activation and activation by GEFs not involved
in the positive feedback. Indeed, spontaneous, i.e., unassisted by enzymes, activation and inactivation
are not negligible contributions to the nucleotide cycle of a small GTPase [47]. Second term, the classical
autocatalytic function au2v [48,49] formally represents a nominal trimolecular reaction between the
activator and the substrate:

2U + V → 3U , (5)

but in reality it stands for the autocatalytic activation that involves additional molecules, for example,
the positive-feedback GEF (see [18] for an example of rigorous reduction of a detailed biochemical
model with many variables). It is easy to see that fA(u) is Λ-shaped and behaves as case 3 in Figure 1A.
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Model B is a dimensionless version [45] of the model first introduced in [50]:

Model B

∣∣∣∣∣∣ FB(u, v) =
(
k +

u2

1 + u2

)
v− u; fB(u) =

u(1 + u2)

k + (1 + k)u2 . (6)

Here, a single nondimensional parameter k formally represents a constitutive substrate activation,
which is independent of the activator. Comparing models A and B, we see that the sole difference
between them is that the activation function in the model B is explicitly saturated and thus, at high
concentrations of the activator, the rate of substrate activation is no longer dependent on the activator.
As a result, fB(u) is generally N-shaped (case 2 in Figure 1A). However, fB(u) has a descending segment
only for k < 1/8. For larger k, this segment vanishes altogether and fB(u) acquires the shape shown as
case 1, in other words, at k > 1/8 model B can no longer form the pattern.

Prior to analyzing spatial patterns formed by the MCAS models, it is useful to have a closer look
at the behavior of model (1) in the so-called “well-mixed regime”. Indeed, imagine that all biochemical
reactions are happening in a shaken test tube. In this regime, spatial gradients are no longer possible,
diffusion terms in the system (1) vanish, and the concentrations of the activator u(t) and inhibitor v(t)
are only functions of time but not space. It is easy to see that the dynamics of the model in this regime
is fully determined by the reaction function F(u, v) and the mass conservation relation:

u(t) + v(t) = ρ0 . (7)

On the phase plane (u, v), the mass conservation relation (7) is represented by a straight line with the
slope −1 and the intercept ρ0, a constant determined entirely by the initial concentrations u(0) and
v(0) (see Figure 1A). Because of the mass conservation, in a well-mixed system the concentrations of
the activator and inhibitor must remain on line (7) at all times. Therefore, all possible steady states of
the well-mixed system lie on the intersection of the function f (u) and the mass conservation line (7).
Importantly, the steady states of the model (1) in the well-mixed regime and SHSSs of the non-mixed
system (1) are the same points on the phase plane (u, v). We now can extend Result 1 by stating that
only those SHSSs of system (1) that lie on the descending segment of f (u) (but see the caveat following
Result 1) can be destabilized by the diffusion-driven (Turing) instability and will spontaneously give rise
to a spatial pattern (Figure 1A).

How many steady states can the MCAS model (1) have in the well-mixed regime? Figure 1A
shows that f (u) always makes at least one intersection with the line of mass conservation. This, in fact,
is required if model (1) is to describe a valid biochemical system. However, more intersections than one
are possible. Consider model A at varying values of the inactivation rate b. Case 1 in Figure 1B shows
that at sufficiently small b values there is only one intersection between the unstable (descending)
segment of fA(u) and the mass conservation line. However, as b increases, the negative slope of fA(u)
at its inflection point also increases [45] and at b > 8 becomes more negative than the slope of the mass
conservation line. For all larger b, model A is bistable: fA(u) intersects with the mass conservation line
three times giving rise to two stable states and one (intervening) unstable state (Figure 1B). Analogously,
in model B the function fB(u) intersects the mass-conservation line thrice for all k values smaller than
~0.0607 (precisely 3/2

√
2− 1). Thus, in the interval 0.0607 < k < 1/8 model B can form patterns but is

not bistable. Therefore, both models have parameter domains where they can form spatial patterns
but are not bistable in the well-mixed regime. The following important result [45,48] generalizes
these examples:

Result 2. Bistability of the MCAS model (1) in the well-mixed regime is not necessary for the
formation of spatial patterns at the same parameter values in the model without mixing. However,
any MCAS model that can form patterns (has a descending segment of f (u), Result 1) is also bistable
in the well-mixed regime within a parameter domain that overlaps but does not coincide with that of
pattern formation.
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This result finally settles the confusion that emerged in the early analyses of the two-variable
MCAS model where it had been claimed that bistability of the reaction dynamics is required for the
formation of patterns [50,51].

Now we discuss properties of the steady state patterns formed by the MCAS model (1) on extended
spatial domains (of course, in the absence of mixing). If we add the two equations of model (1) together,
we get that

.
u +

.
v = DuΔu + DvΔv . (8)

For any steady state pattern (including SHSSs), both
.
u and

.
v are 0 by definition and we find that any

steady state pattern must satisfy the equation

DuΔu + DvΔv = 0 . (9)

By a straightforward mathematical manipulation, (9) can be converted into

v = η0 − Du

Dv
u , (10)

an equation of another straight line on the phase plane (u, v) with a small negative slope (−Du/Dv ≈ 0)
and positive intercept η0. Surprisingly, the fact that (9) holds true for any steady state pattern of MCAS
(1) means that any such pattern, once projected onto the phase plane (u, v), must reside on line (10),
which we can therefore call the “line of patterns”. To appreciate the importance of this line, let us
consider an example. Figure 2A shows model B in the parameter domain (k = 0.04) where it can form
pattern and is also bistable in the well-mixed regime. Given that fB(u) is N-shaped, the line of patterns
intersects fB(u) in three points. Since the reaction function F(u, v) becomes 0 everywhere on fB(u)
and we consider a steady state (pattern), both the reaction and diffusion terms of model (1) must be
identically 0 at the intersections of f (u) and the line of patterns (10). The two conditions can be satisfied
together only if these points in the phase space (L and H on Figure 2A) correspond on the spatial
domain to two flat plateaus with low and high concentrations of the activator and (nearly) the same
concentration of the substrate (Figure 2B). The two plateaus are separated by an S-shaped interface
and the third (intervening) intersection point of fB(u) and the line of patterns (point I on Figure 2A)
corresponds precisely to the inflection point of this interface. Together with its mirror-symmetric
counterpart, the interface shown in Figure 2B defines a pattern with a flat-topped profile, which is
frequently referred to in the literature as mesa (Spanish for “table”). Note that the low and high
plateaus of the mesa pattern are not identical to the two stable states of the well-mixed MCAS model
(compare points L and H with SHSS1 and SHSS2 on Figure 2A). They coincide only if Du is equal to
Dv, in which case the line of mass conservation and the line of patterns are the same line.

We now arrive at next important milestone [45] in the analysis of model (1)
Result 3. Mesa patterns are generic for the two-variable MCAS model (1). The only characteristic

spatial size of the mesa pattern is the width �int of the interface between the low and the high plateaus
of the mesa pattern and it is determined by the model’s intensive parameters, i.e., reaction constants
and diffusion coefficients.

Indeed, the length (or the area in 2D) of the high plateau depends on the total quantity of the
pattern forming protein in the system, in other words, an extensive parameter of the model. What does
it mean, in practical terms, that these patterns are generic for the model? Firstly, we must assume that
the linear size of the spatial domain L (e.g., the equatorial circumference of a spherical cell) is much
larger than �int to permit formation of full-fledged mesas. Secondly, we stipulate that the total quantity
of the patterning protein within the system should be sufficient to build at least one “minimal” mesa.
Such a pattern would consist of two interfaces mirror-juxtaposed to each other with essentially no high
plateau in between. Interestingly, several biologically important cases lie well outside of the parameter
domain in which the requirements for the generic behavior are satisfied. Indeed, what if �int is on the
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same order as L and the total amount of the patterning protein in the cell is not sufficient to build even
a minimal mesa pattern?

 

Figure 2. Spatial patterns formed by model (1). (A) Pattenrs formed by model B on a large spatial
domain are determined in the phase plane (u, v) by the intersections of the reaction function and the
line of patterns v = η0 −Du/Dvv shown in red (see text). Circles L and H represent low and high
plateaus of the spatial pattern, circle I corresponds to the inflection point of the mesa pattern. Red circles
represent steady states of the model in the well-mixed regime. (B) Mesa pattern formed by model B
consist of low and high plateaus connected by interfaces with characteristic width �int. (C) Model (1)
forms stable peaks rather than mesas then it cannot reach saturation. Red curve represents mesa; blue
curve represents a peak very close to saturation; magenta curve represents a peak far from saturation.
Dash-dotted line in (B,C) represents an axis of pattern mirror symmetry. (D) Model (1) typically
possesses a domain of parameters where both the SHSS (magenta) and the pattern (blue) are stable.
Red curve represents unstable pattern (see text).

At this point in the discussion it is customary to switch from model B to model A. In model A,
fA(u) and the line of patterns also have three points of intersection (unless Du is identically 0, or Dv

is infinite), but since fA(u) is Λ-shaped, rather than N-shaped, the third point of intersection that
corresponds to the high plateau may lie at the unrealistically large value of the activator concentration.
If we also assume that �int is smaller than L but is of the same order, a peak pattern whose maximum
never reaches saturation (i.e., the value of the high plateau) can stably form in the system with mass
conservation. If the pattern forming protein is continuously added to the system, the peak will also
continue to grow both in height and in width until it finally reaches the saturation and becomes a mesa
(Figure 2C). Unfortunately, peaks are not mathematically universal in the same sense as the interfaces
of the mesa pattern and their analytical analysis is limited [45].

Can MCAS model (1) have a stable spatial pattern outside of the parameter domain of the Turing
instability? In the above discussion, we concluded (Result 1) that only those SHSSs of the model that
lie on the descending branch of f (u) can spontaneously break symmetry due to the amplification of
the diffusion-induced spatial fluctuations. However, if we drop the requirement for the spontaneous
symmetry breaking, stable patterns can be readily induced by finite perturbations well outside of the
domain of Turing instability. This ability is associated with the so-called phenomenon of subcriticality,
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which effectively stands for the bistability between spatial patterns and should not be confused with
the bistability of the well-mixed system. Figure 2D shows a schematic diagram illustrating this
concept (see also Figure 1E and the accompanying discussion in [46]). Here a suitable order parameter,
for example, the difference between the maximal and the minimal concentrations of the activator within
the stable pattern, is plotted against one of the model parameters, for example, the total quantity of
the pattern-forming protein in the cell. Figure 2D shows that subcriticality of the pattern corresponds
to the interval of parameter in which both the SHSS and the pattern are stable. As is the case of all
bistable systems, two stable states (a pattern and an SHSS, in this case) have to always be separated by
an unstable state, which is also a pattern in this situation and can be numerically calculated with some
computational tricks [45]. To induce a stable pattern in the bistable regime, the perturbation must
exceed the unstable pattern and cannot be “small” in either its amplitude or spatial extent. In fact,
it becomes larger the further the parameter value is from the boundary of the Turing instability. On the
left (opposite to the Turing) end of the bistability interval, the required “perturbation” is essentially
equal to the pattern itself. Subcritical patterns induced in model (1) by finite perturbations are also
peaks and mesas and generally cannot be distinguished from their counterparts induced by the Turing
instability. Rigorous analysis [45,48,52] shows that

Result 4. Bistability of the spatially homogeneous steady state and pattern is generic for MCAS
model (1). Furthermore, any two-variable MCAS model (1) in which pattern can be induced by a finite
perturbation also must have a domain of parameters in which it forms pattern via the Turing instability.

This result implies that, regardless of the exact mathematical formulation of the model, for example,
the shape of f (u), the parameter domain in which model (1) forms pattern via the Turing instability is
surrounded by a broader area of parameters in which the pattern can be induced by finite perturbations.
Due to the nature of subcriticality (see Figure 2D), it is always found “on the fringes” of the domain of
Turing instability. Perhaps, even more important is the second part of Result 4: patterns induced by
spontaneous symmetry breaking (Turing instability) and the patterns induced by finite perturbations
must always coexist in any model that is capable of forming pattern (albeit at different parameter
values). In the words of Frank Sinatra, “you can’t have one without the other”. This means, for example,
that there is no such model (1) that could only form patterns in response to finite perturbations but has
no Turing instability. This settles another confusion in the field that has emerged from the claims that
the subcritical formation (i.e., by finite perturbation) of mesa patterns in model B, so-called “wave
pinning”, is a scenario fundamentally distinct from the Turing instability [50,51]. We now know that
model B generates mesa patterns generically, via both Turing instability and by finite perturbations.
Furthermore, like model A, it can also generate peaks, but unlike model A, it does so apparently only
in the subcritical regime [45].

Finally, we are armed with sufficient apparatus to discuss competition between multiple maxima
(“spots”) of the pattern generated by model (1). The interest in understanding the final outcome of
pattern formation in the two-variable MCAS models has been largely, if not solely, driven by biological
applications. However, this mathematical problem turned out to be a hard nut to crack. From the
analysis of a few specific models, it had been conjectured that the coexistence of multiple spots in
model (1) is always unstable and only a single spot would eventually emerge as the final outcome
of the pattern coarsening process [17,18,53]. However, whether this hypothesis holds true for all
possible models of type (1), remained unknown. Furthermore, the speed with which multiple spots
can resolve into one is also of great importance for the biological systems. The prepattern for cellular
morphogenesis is typically short-lived and is rapidly “fixed” by the downstream processes. Thus,
if there is a strong biological reason why only a single spot needs to be generated, the competition
must be really fast. For example, the Cdc42 clusters of the budding yeast had been observed to coexist
for just a couple of minutes [39,42], while the leading protrusions of chemotactic Dictyostelium ameba
coexist for an even shorter time, less than one minute (P.J.M. van Haastert, personal communication).
Thus, what determines the kinetics of pattern coarsening was another unanswered question of high
biological importance.
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A major advance in the understanding of competition in model (1) was provided by the pioneering
effort of Chiou et al. [19]. Firstly, the conjecture of ultimate instability of multiple spots in model
(1) was mathematically proven for any reaction function F(u, v) in the practically important limit of
infinitely fast diffusion of the substrate (Dv →∞ ). Secondly, and perhaps more importantly, it was
demonstrated that the kinetics of competition is fundamentally dependent on the type of pattern.
While peaks can compete essentially as fast as they form, mesas, once formed, are very static and can
coexist for very long times. Ironically, mesa patterns were originally proposed as the model for the
highly dynamic and rapidly competing protrusions of migrating cells [50,51]. Of course, peaks close to
saturation exhibit intermediate competition kinetics. In fact, multiple peaks close to saturation will
slowly compete to form several mesas that “compete” so slowly that, for all practical purposes, can be
considered stably coexisting. Complementing results of [19], another recent work [44] built scaling
arguments to approach competition from the physicist’s point of view. Using the average separation Λ
between the maxima of the pattern as an effective order parameter that increases as the number of
spots decreases, they showed that, for peaks, it increases as a power of the time of competition tcomp

Λ ∼ tαcomp , α < 1 , (11)

but for mesas it grows only as a logarithm of this time. Unfortunately, the mathematically non-universal
nature of peaks, as opposed to mesas, showed itself also in this analysis. It transpired that the exponentα
of the power law (11) is dependent on the exact definition of the reaction function F(u, v). This suggests
a tantalizing hypothesis that some reaction mechanisms can provide faster peak competition than
others. These results of [19] and [44] can be consolidated as the following

Result 5. All patterns with multiple maxima (spots) that are formed by two-variable MCAS model
(1) are unstable, i.e., after passing of infinite amount of time they are guaranteed to resolve into a single
spot (peak or mesa). However, the kinetics of this resolution process is qualitatively different for peaks
and mesas.

This theoretical result comes with an important caveat. The validity of the assumption of
mass-conservation demands that the characteristic time of pattern formation from its inception (either
spontaneous or induced by a finite perturbation) to the resolution of competition should be much
shorter than the characteristic times of production and degradation of proteins that are used to form
the pattern. Ironically, it is not uncommon for the mathematical models to consider competition on
time scales by far exceeding the entire lifetime of a biological organism. This raises an important
question: how does the validity of Result 5 change if the mass-conservation is not (strictly) observed?
Several works began to address this question by introducing production and degradation of the
pattern-forming protein as small perturbations to the reactive dynamics [44,54,55]. Brauns et al. [44]
demonstrated that this dramatically affects the first part of Result 5. Indeed, as the contribution of
production and degradation to the reaction dynamics gradually increases, a pattern with multiple
mesas becomes stable (i.e., mesas can coexist indefinitely). At even higher rates of production and
degradation, mesas begin to split, making more, not less, spots. Taken together, these results cannot
help but proffer an epistemological conclusion that theoretical models give simple predictions only
when they are themselves, well, simple.

4. Implications for Cellular Morphogenesis

What can a biologist, who studies cellular morphogenesis in one of model organisms, learn
about the competition and coexistence of cellular structures from the above theoretical results? Firstly,
we conclude that, as far as the two-variable mass-conserved activator-substrate models are concerned,
we are presently confident that all of them will eventually end up in the state with a single maximum.
However, the time it takes the model system to arrive at this state could be anywhere between seconds
and millennia. In real-life biological systems, “competition” and “coexistence” are more binary
outcomes. If the “spots” of the prepattern compete any slower than the downstream morphogenetic
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processes that fix them, they might as well be considered as coexisting. Thus, in the budding yeast,
formation of the Cdc42-GTP cluster triggers a cascade of processes, such as secretion of membrane
vesicles, formation of septin cytoskeleton, softening and deformation of the cell wall, that together
sculpt the nascent bud. If the competition between multiple Cdc42 clusters is slower than these
processes, the cell will inevitably form multiple buds [39,41]. Thus, only “very fast” competition is of
biological significance when a unique structure, for example, axon, bud, or protruding pseudopod,
must form to fulfill its biological function within the cell.

It has been rightfully noted that the coexistence of multiple maxima in a pattern could be a
stable state and not just a state of the frozen in time competition, as is the case for all two-variable
MCAS models [40]. Several avenues to achieving stable coexistence are possible. For example, the
requirement for the strict mass conservation can be relaxed [44,55]. Alternatively, additional negative
feedback variables can be introduced [40,55]. Negative feedback is known to endow biological systems
with homeostatic properties required for the stabilization of multiple structures. Specific to the small
GTPase cell-patterning systems, negative feedback has been shown to generate oscillations and waves
as well as blinking, jumping and moving spots of GTPase activity [42,56–62]. However, these rich
dynamics and numerous models describing it lie outside of the scope of the present contribution.

While the two-variable MCAS models might provide a somewhat oversimplified description of
actual cell-patterning systems, they offer clear recipes for designing patterning mechanisms with specific
purpose. If multiple coexisting structures are the target, the “activator” state of the pattern-forming
protein P must have minimal, if any, mobility Du ≈ 0. This can be readily achieved by polymerization,
phase separation or simply by binding to the actin cytoskeleton and will ensure a sharp interface of
the prepattern �int 	 L, where L is a characteristic linear dimension of the cell. Reaction rates of the
autocatalytic assembly of the “activator” cluster should evolve so that its “saturated” concentration
(the high plateau of a mesa) is only moderately higher than the ground state concentration (the low
plateau). Together, the two requirements will make for low and narrow mesas, hence, resulting in
only a small number of patterning proteins per spot. If, in addition, P is an abundant cellular protein,
formation of new spots will barely affect the existing ones.

If, however, only a unique cellular structure is required, which is the case of the establishment
of cellular polarity, all requirements must be reversed. The “activator” should freely diffuse on the
membrane and have a capacity to accumulate to high concentrations before reaching saturation.
If not P itself, some component of the activation complex (see below) must be a small copy number
protein, so that its accumulation within the pattern is acutely sensed by its cytoplasmic pool. These
requirements are, indeed, highly consistent with the known experimental facts. In retrospect, it is not
surprising, that much is known about the prepattern for the unique cellular structures, because they
are themselves large, conspicuous entities marked by the high concentration contrast of the localization
of marker proteins, which is readily detectable by the fluorescence microscopy. On the contrary, little
is known about the prepattern for small repetitive structures, such as podosomes or microvilli. It is
possible that, at least in part, this is because the fine-scale variation of the spatial distribution of the
respective pattern-forming proteins is hard to resolve under the microscope and distinguish from the
molecular noise.

Additional conclusions can be made for the specific case of small GTPase patterning systems,
for which our understanding of the reaction mechanisms is much better than for other patterning
systems. While in model (1) the type of pattern depends only on the total conserved quantity of the
patterning protein, in the real GTPase systems, this will also be controlled by the ratio of the quantities
of GTPase and its positive-feedback GEF. In the analysis of the behavior of the multivariable model
for the Cdc42 cluster formation, it has been observed that the component present in the least amount
defines the competition behavior of the pattern [40]. This fully confirms the early results of [18] that,
following the contemporary experimental data, assumed that Cdc42 is in large molar excess over
its positive-feedback activator GEF Cdc24 (~300:1). Because of that choice of parameters, pattern
formation in model [18] stopped upon the depletion of the cytoplasmic store of the GEF and well
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below the saturation limit for Cdc42 insuring that only highly competitive peaks can be formed by
this model. Relaxing this condition by reversing the GTPase:GEF ratio produced multiple coexisting
mesa patterns, despite the reaction kinetics remaining the same. These modeling results are in good
agreement with the results of [63] that, for the first time in any known system, succeeded in the in vitro
reconstitution of the GTPase pattern formation using only a minimal set of recombinant proteins and
lipid-coated beads. This remarkable effort produced multiple mesa-type spots of Rab5-GTP that stably
coexisted during the duration of experiment. Remarkably, to achieve these patterns, the authors used
molar excesses of the positive-feedback GEF Rabex-5 over the GTPase ranging from 5:1 to 50:1. At the
latter value, the high plateau of the pattern covered most of the bead surface in perfect agreement with
the theoretical predictions.

As a final remark, we would like to point out that the results discussed above need not be
restricted only to the GTPase patterning systems or to the surface of membranes. A remarkable
symmetry-breaking phenomenon in cells is the formation of a daughter centriole on the side of the
mother centriole [64–66]. In this case, the pattern-forming protein is the kinase PLK4 and the “activator”
is its phosphorylated and kinase-active state. Recently a competition-based model has been proposed
to explain why under normal conditions only a single centriole forms, while overexpression of PLK4
generates multiple centrioles [67]. Interestingly, although this model is not mass-conserved, and, in fact,
the growing PLK4 mass is the bifurcation parameter, the principle of competition can still be applied
as far as the characteristic time scales of protein production and competition remain well separated.
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Abstract: Many cells rearrange proteins and other components into spatially distinct domains
in a process called polarization. This asymmetric patterning is required for a number of
biological processes including asymmetric division, cell migration, and embryonic development.
Proteins involved in polarization are highly conserved and include members of the Par and Rho
protein families. Despite the importance of these proteins in polarization, it is not yet known how
they interact and regulate each other to produce the protein localization patterns associated with
polarization. In this study, we develop and analyse a biologically based mathematical model of
polarization that incorporates interactions between Par and Rho proteins that are consistent with
experimental observations of CDC-42. Using minimal network and eFAST sensitivity analyses,
we demonstrate that CDC-42 is predicted to reinforce maintenance of anterior PAR protein polarity
which in turn feedbacks to maintain CDC-42 polarization, as well as supporting posterior PAR protein
polarization maintenance. The mechanisms for polarity maintenance identified by these methods are
not sufficient for the generation of polarization in the absence of cortical flow. Additional inhibitory
interactions mediated by the posterior Par proteins are predicted to play a role in the generation
of Par protein polarity. More generally, these results provide new insights into the role of CDC-42
in polarization and the mutual regulation of key polarity determinants, in addition to providing a
foundation for further investigations.

Keywords: intracellular polarization; partial differential equations; sensitivity analysis

1. Introduction

Intracellular polarization, whereby a cell establishes a pattern and specifies a spatial axis by
segregating proteins and other factors to distinct domains, is a fundamental and ubiquitous process.
Polarization is implicated in a wide variety of biological phenomena including asymmetric cell division,
cell migration, wound healing, and embryonic development [1–3]. Aberrant polarization is also
thought to play a role in disease progression: a hallmark of the epithelial to mesenchymal transition
(EMT) in malignant cells is the acquisition of a polarized migratory phenotype [4,5]. The same key
polarity determinants, including the Par and Rho protein families, are required for forming the pattern
associated with polarization in virtually all cell types and organisms [3]. Despite the importance of
polarization and the highly conserved nature of the proteins involved, the mechanisms and signalling
networks regulating this patterning process are not completely understood.

Two main protein families have been intensively studied for their role in polarization: Rho proteins
and Par proteins (Figure 1). Rho proteins, also referred to as Rho GTPases, are monomeric G proteins
that interconvert between an active GTP-bound state, and an inactive GDP-bound state. The active
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form of the protein can associate with the membrane at the periphery of the cell, while the inactive form
is found diffusing in the cytoplasm [6]. Three members of this family, Rac, Rho and Cdc-42, have been
extensively studied for their role in cell migration [6–9]. Polarized migrating cells establish front and
back domains, with Cdc-42 and Rac segregating to the front, and Rho associating with the rear of the
cell. Par proteins were first identified in the early embryos of the nematode worm C. elegans for their
role in properly patterning the embryo prior to first division [3,10,11]. The asymmetric localization of
the Par proteins specifies the anterior/posterior axis of the developing embryo, and is required for the
asymmetric first division. PAR-3, PAR-6 and the atypical protein kinase aPKC bind to the membrane
on the periphery of the cell and specify the anterior half of the cell, while PAR-1 and PAR-2 bind to
the membrane on the posterior half. Loss of polarity in the first cell cycle is lethal to the embryo [12].
Recent experimental observations suggest that Par and Rho proteins rely on mutual interaction and
feedback to produce the pattern of proteins associated with polarization: T cells require both Cdc-42
and Par proteins for polarization [13], and C. elegans embryos require CDC-42 for proper patterning
of PAR-2 and PAR-6 [14,15]. Despite their involvement in polarization, the dynamics of Par and Rho
proteins have been studied largely independently from each other.

Figure 1. Interaction network of PAR proteins and the Rho GTPase CDC-42. (A) Top: Interaction network
between PAR proteins and CDC-42 consistent with experimental results. References for interactions
(i)–(viii) are given in Section 2.1 of the main text. Bottom: Interaction network used in this
study, with cytosol to membrane translocation represented by activation, and membrane to cytosol
translocation represented by inhibition. (B) Reduction of interaction network in (A) into subnetworks.
The interaction network is separated into three modules: (b1) shows the interactions between the
anterior Par proteins PAR-6 and PKC-3 and the posterior Par proteins PAR-1 and PAR-2, (b2) shows the
interactions between the anterior Par protein PAR-3 and the posterior Par proteins PAR-1 and PAR-2,
and (b4) shows the interactions between the anterior and posterior Par proteins and the Rho GTPase
CDC-42. Note that the upregulation of PAR-6 by PAR-3 is implicitly captured by the inhibitory action
of PAR-3 on PAR-2, since the latter in turn downregulates PAR-6. As described in the text, (b1) and
(b2) can be reduced to (b3). The green dotted arrows indicates two sequential inhibition interactions
(�⊥) that are equivalent to an activating interaction (↑, solid green line). (C) Network (b3) merged
with (b4) is the fundamental network investigated here. Rate constants qa

3, qc
3, kp

3 , ka
3, and kc

3 appear in
the corresponding model Equations (4).
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While polarization is observed in many different systems, we focus on protein patterning in the
early C. elegans embryo [16] (Figure 2). The establishment phase, which is initiated by fertilization,
moves symmetrically distributed Par proteins, including PAR-3, PAR-6 and aPKC, to the anterior
half of the cell. The cleared area in the posterior half is then available for binding by the posterior
Par proteins, including PAR-1 and PAR-2. Once the polarized domains are established, the cell
transitions into the maintenance phase, where it maintains the asymmetric protein pattern as the cell
prepares for first division. While the protein transport associated with polarization is important for
establishment of polarization [17], we focus on the role of biochemical interactions in the generation
and maintenance of polarized domains, independent of advective flow. Members of the Rho protein
family, notably CDC-42, are thought to be important for polarization in the early embryo, but how
they interact with and regulate Par proteins is not clear.

 0

 2

 4

 6

 8

10

0  2  4  6  8  10

Figure 2. Schematic of model components and geometry. (A) Model reduction from three
dimensions to one dimension in space. A cross section of the bulk cytosol region is coloured
by red, the surface is coloured by gray, with uc, um denoting generic cytosolic and membrane
densities, respectively. Fast cytosolic diffusion timescales compared to the timescales of interest lead to
effectively homogeneous cytosolic concentrations, that can be captured by membrane concentrations
via conservation principles, as discussed in Section 2.2. This allows the model to be reduced to
membrane equations, with axisymmetry about the major axis of the cell for a simple geometry yielding
the final simplification, as detailed in Appendix A.1. (B) Representative simulations for wild type
case and cdc-42(RNAi) case. Simulations start with initial conditions given by initial conditions,
Equation (5). After 30 min, the solutions shown have reached steady state. Here, and throughout the
paper, concentrations are in units of M/L, where M is the characteristic protein number of Table A1,
and L is the perimeter of the projected membrane in (A). (C) The range of values for the parameters
kp

3 , and ka
3 that satisfy both wild type and cdc-42(RNAi) behaviours which serves as a validation of the

model against observations. The red circles indicate the parameter region matching both wild type and
cdc-42(RNAi) behaviours. The black square indicates the range of (kp

3 , ka
3) used for sensitivity analysis.

In this paper, we develop a continuum model of Par and Rho protein dynamics in the generation
and maintenance of polarization in the early C. elegans embryo from the rational simplification
for the underlying interactions among CDC-42 and the PAR proteins that have been uncovered
by numerous experimental studies. This model also utilizes the large ratio of diffusive transport
scales between the cell cytosol and membrane and a simple representation of the cell geometry.
We demonstrate that the resulting partial differential equation model is consistent with observations
of CDC-42, highlighting the requirement for CDC-42 during the maintenance of polarization in the
early C. elegans [18,19]. To elucidate the detailed mechanism of interactions capable of reproducing
experimental observations, we perform sensitivity analysis and minimal network analysis to identify
and characterize predictions for key cross talk and mutual regulation interactions among CDC-42 and
the PAR proteins in controlling the generation and maintenance of cellular polarization. Due to the
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conserved nature of both the process and proteins involved in polarization, the insights gained in this
study apply broadly to other biological systems beyond C. elegans.

2. The Mathematical Model

2.1. Network of Par Protein and Cdc-42 Interactions

To investigate the role potential role of interactions between Par and Rho protein family members
in the generation and maintenance of distinct spatial domains, we construct a network of interactions
that is consistent with experimental data. Justification for each arrow in Figure 1A is as follows:

(i) PAR-6/PKC-3/PAR-3 promotes dissociation of PAR-1 from the membrane to the cytosol [10,16,20].
(ii) PKC-3/PAR-3 promotes dissociation of PAR-2 from the membrane to the cytosol [20–22].
(iii) PAR-2 promotes dissociation of PAR-6, PAR-3, and CDC-42 from the membrane to the

cytosol [22].
(iv) PAR-1 promotes dissociation of PAR-3 from the membrane to the cytosol [23].
(v) PAR-3 associates with PAR-6, allowing PAR-6 to be maintained in the membrane [22].
(vi) CDC-42 associates with PAR-6/PKC-3, allowing PAR-6/PKC-3 to be maintained in the

membrane [18,20,22–24].
(vii) PAR-6 associates with CDC-42, allowing CDC-42 to be maintained in the membrane [18,22,24,25].
(viii) PAR-2 associates with PAR-1, preventing PAR-1 dissociation from the membrane by

PAR-6/PKC-3/PAR-3 [10,26].

Figure 1A shows a full schematic diagram and the network of interactions corresponding to
the descriptions (i)–(viii). Some of these interactions may not be direct, but are mediated by other
proteins. For instance, enhanced cortical dissociation of the anterior Par proteins by PAR-2 is likely
mediated by PAR-1 [27]. In addition, the role of CDC-42 and its interactions with the Par proteins are
not entirely clear, and some observations are not accounted for in our model, such as the appearance
of CDC-42 on the cortex even in the absence of PAR-6 [14]. Nevertheless, experimental observations of
all interactions listed above have been reported in the literature.

To determine the fundamental network of interactions based on the above experimental evidence,
we separated the interaction network in Figure 1A into three subnetworks, Figure 1B(b1,b2,b4).
In Figure 1B(b1), we consider the interactions between [PAR-6, PAR-2 and PAR-1] and [PKC-3, PAR-2
and PAR-1]. In this subnetwork, the inhibition of PAR-1 by PAR-6 and inhibition of PAR-6 by PAR-2
(dotted green line) is equivalent to PAR-2 activation of PAR-1 (solid green line). Since PAR-6 and
PKC-3 only dissociate PAR-1 and PAR-2 when PAR-6 and PKC-3 are bound together in a complex,
we can reduce this subnetwork to a mutual inhibition between [PAR-6 and PKC-3] and [PAR-1 and
PAR-2] (Figure 1B(b1)). In a similar manner, the subnetwork containing [PAR-3, PAR-2 and PAR-1] can
be reduced to a network of mutual inhibition between [PAR-3] and [PAR-1 and PAR-2] (Figure 1B(b2)).
We further simplify these subnetworks by grouping the Par proteins according to their localization:
anterior Par proteins (aPAR) and posterior Par proteins (pPAR) (Figure 1B(b3)). Finally, we combine the
mutual Par protein inhibition subnetwork with the [CDC-42, PAR-6/PKC-3 and PAR-2] subnetwork
(Figure 1B(b4)) to arrive at the fundamental interaction network of [aPAR, pPAR, and CDC-42]
(Figure 1C).

2.2. Model Equations for Apar, Ppar and Cdc-42 Network

We define the cytosol by Ω ⊂ R
3 and the membrane by ∂Ω(≡ Γ) so that Ω ∪ ∂Ω represents

C. elegans single cell embryo (Figure 2A). We represent the concentrations of anterior proteins
(aPARs, i.e., PAR-6, PAR-3, and PKC-3) in the membrane and the cytosol by [Am(x, t)] and [Ac(x, t)],
respectively, and the concentrations of posterior proteins (pPARs, i.e., PAR-1 and PAR-2) in the
membrane and the cytosol by [Pm(x, t)] and [Pc(x, t)], respectively, and the concentrations of CDC-42
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in the membrane and the cytosol by [Cm(x, t)] and [Cc(x, t)], respectively, where x ∈ R
3 and t ∈ [0, ∞).

The dynamics of the network shown in Figure 1C can then be described as follows:

∂[Am]

∂t
= DA

m∇2
Γ[Am] + {γa + FA

on([Cm])}[Ac]− {αa + FA
off([Pm])}[Am] on x ∈ ∂Ω,

∂[Ac]

∂t
= DA

c ∇2[Ac] on x ∈ Ω,

DA
c

∂[Ac]

∂n
= −{γa + FA

on([Cm])}[Ac] + {αa + FA
off([Pm])}[Am] on x ∈ ∂Ω,

∂[Pm]

∂t
= DP

m∇2
Γ[Pm] + γp[Pc]− {αp + FP

off([Am])}[Pm] on x ∈ ∂Ω,

∂[Pc]

∂t
= DP

c ∇2[Pm] on x ∈ Ω,

DP
c

∂[Pc]

∂n
= −γp[Pc] + {αa + FP

off([Am])}[Pm] on x ∈ ∂Ω,

∂[Cm]

∂t
= DC

m∇2
Γ[Cm] + γc[Cc]− {αc + FC

off([Pm], [Am])}[Cm] on x ∈ ∂Ω,

∂[Cc]

∂t
= DC

c ∇2[Cc] on x ∈ Ω,

DC
c

∂[Cc]

∂n
= −γc[Cc] + {αc + FC

off([Pm], [Am])}[Cm] on x ∈ ∂Ω,

(1)

where DA
m , DP

m and DC
m are the diffusion coefficients of aPARs, pPARs and CDC-42 in the membrane,

respectively, and DA
c , DP

c and DC
c are the diffusion coefficients of aPARs, pPAR and CDC-42 in the

cytosol, respectively. n is the inner normal vector on ∂Ω. We assume that FA
on, FA

off and FP
off are increasing

functions of CDC-42 concentration, pPAR concentration, and aPAR concentration, respectively. We also
assume that FC

off is an increasing function of pPAR concentration but a decreasing function of aPAR
concentration. For the purposes of this study, we choose the following functional forms [22,28];

FA
on([Cm]) =

qa
3[Cm]2

qa
1 + qa

2[Cm]2
, FA

off([Pm]) =
ka

3[Pm]2

ka
1 + ka

2[Pm]2
,

FP
off([Am]) =

kp
3 [Am]2

kp
1 + kp

2 [Am]2
, FC

off([Pm], [Am]) =
kc

3[Pm]2

kc
1 + kc

2[Pm]2
+

qc
3

qc
1 + qc

2[Am]2
.

(2)

Rate constants of the form kj
i denote interactions that include pPAR while rate constants of the form qj

i
denote interactions strictly between aPAR and CDC-42.

Parameter values corresponding to the final simplified model are summarized in Table A1.
Note that some parameters and variables are redefined during this simplification process. The first step
in this simplification exploits differences in diffusion dynamics. We require DA

c � DA
m , DP

c � DP
m and

DC
c � DC

m since diffusion in the cytosol is much faster than diffusion in the membrane [29,30].
Furthermore, this fast cytosolic diffusion, if sufficiently large, results in homogeneous spatial
distribution of cytoplasmic proteins over the time scale of interest (Figure A1) and allows us to reduce
the model (1) to a shadow system. By taking DA

c , DP
c , DC

c → ∞, the leading order approximations for
cytosolic protein concentrations quickly approach a homogeneous steady states such that

Ac(x, t) → 1
|Ω|

∫
Ω
[Ac](x, t)dx, Pc(x, t) → 1

|Ω|
∫

Ω
[Pc](x, t)dx, Cc(x, t) → 1

|Ω|
∫

Ω
[Cc](x, t)dx.

247



Cells 2020, 9, 2036

The following conservation relations hold:

d
dt

(∫
Ω
[Ac](x, t)dx +

∫
Γ
[Am](x, t)dx

)
= 0,

d
dt

(∫
Ω
[Pc](x, t)dx +

∫
Γ
[Pm](x, t)dx

)
= 0,

d
dt

(∫
Ω
[Cc](x, t)dx +

∫
Γ
[Cm](x, t)dx

)
= 0,

and the total mass of the model (1) is conserved. We define the conserved total concentrations
as follows:

Atot ≡
∫

Ω
[Ac](x, t)dx +

∫
Γ
[Am](x, t)dx, Ptot ≡

∫
Ω
[Pc](x, t)dx +

∫
Γ
[Pm](x, t)dx,

Ctot ≡
∫

Ω
[Cc](x, t)dx +

∫
Γ
[Cm](x, t)dx,

giving us

Ac(x, t) ≈ 1
|Ω|

(
Atot −

∫
Γ
[Am](x, t)dx

)
, Pc(x, t) ≈ 1

|Ω|
(

Ptot −
∫

Γ
[Pm](x, t)dx

)
,

Cc(x, t) ≈ 1
|Ω|

(
Ctot −

∫
Γ
[Cm](x, t)dx

)
,

at leading order in an asymptotic approximation based on the cytosolic diffusion dominating all other
possible diffusive scales in the model. Thus, working to this level of approximation, model (1) is
reduced to the surface model:

∂[Am]

∂t
= DA

m∇2
Γ[Am] + {γa + FA

on([Cm])}
(

Atot

|Ω| −
1
|Ω|

∫
Γ
[Am]dx

)
− {αa + FA

off([Pm])}[Am] on x ∈ Γ,

∂[Pm]

∂t
= DP

m∇2
Γ[Pm] + γp

(
Ptot

|Ω| −
1
|Ω|

∫
Γ
[Pm]dx

)
− {αp + FP

off([Am])}[Pm] on x ∈ Γ,

∂[Cm]

∂t
= DC

m∇2
Γ[Cm] + γc

(
Ctot

|Ω| −
1
|Ω|

∫
Γ
[Cm]dx

)
− {αc + FC

off([Pm], [Am])}[Cm] on x ∈ Γ.

(3)

We define the model geometry as the surface of a solid of revolution found by rotating the arc
of the membrane about the AP-axis (Figure 2A). Since we are only interested in the dynamics on
the membrane, we seek to reduce model (3) to a one dimensional model on x ∈ [0, L] where x is the
arclength along the perimeter of the projected membrane, depicted in Figure 2A, x = 0 corresponds to
the leftmost point on the membrane and L is the cell perimeter. This reduction to a 1D domain also
ensures the minimal network and eFAST analysis can be accomplished in a reasonable amount of
time. Periodic boundary conditions are imposed at x = 0, L (Figure 2A). We further approximate the
geometry effectively by a cylinder of radius H � L with asymptotically short caps and we define the
tilde variables and parameters via

Ãm = πHAm, P̃m = πHPm, C̃m = πHCm, γ̃a/γa = γ̃p/γp = γ̃c/γc = q̃a
3/qa

3 = LπH/|Ω|.
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As detailed in Appendix A.1, we rewrite Equation (3) in terms of these new parameters,
together with the assumption of axisymmetry and geometrical approximations that are stated and
justified in Appendix A.1. On dropping tildes, we have

∂[Am]

∂t
= DA

m
∂2

∂x2 [Am] + {γa + FA
on([Cm])}

(
Atot

L
− 1

L

∫ L

0
[Am]dx

)
− {αa + FA

off([Pm])}[Am],

∂[Pm]

∂t
= DP

m
∂2

∂x2 [Pm] + γp

(
Ptot

L
− 1

L

∫ L

0
[Pm]dx

)
− {αp + FP

off([Am])}[Pm],

∂[Cm]

∂t
= DC

m
∂2

∂x2 [Cm] + γc

(
Ctot

L
− 1

L

∫ L

0
[Cm]dx

)
− {αc + FC

off([Pm], [Am])}[Cm].

(4)

The parameter values in Table A1 are with respect to this final model (Equation (4)). The model
was simulated by custom software written in C. The PDEs were solved via an implicit numerical
scheme using standard finite-difference methods. Source code used to generate the results in this paper
are available upon request.

2.3. Parameter Values

Before symmetry breaking in the C. elegans embryo, aPAR is spatially homogeneously distributed
on the membrane and pPAR is spatially homogeneously distributed in the cytosol. Gotta et al [19]
experimentally demonstrated that loss of CDC-42 by RNAi results in a loss of polarity, with low
PAR-6 and high PAR-2 levels on the membrane. Thus, we choose representative kinetic parameters
such that aPar, pPar and CDC-42 establish distinct spatial domains under wild type conditions,
but fail to polarize when CDC-42 is absent (Figure 2B). For sensitivity analysis, we restrict our
parameters as shown in Figure 2C, corresponding to parameter values that are consistent with
both wild type and cdc-42(RNAi) experimental observations. The fact that such a large range of
parameter values produces the appropriate model behaviours provides further validation of the
model’s predicted importance for CDC-42 in polarization. Parameter names and definitions for the
final model, Equation (4), are summarized in Table A1, together with the non-dimensionalization used
in the numerical investigation of the model.

2.4. Initial Conditions

We use two sets of initial conditions to evaluate either maintenance (Section 3.1.1) or generation
(Section 3.2.1) of polarization. For simulating maintenance of polarization, we specify polarized initial
conditions with aPAR and CDC-42 high in the anterior (left and right) region of the domain and low
in the posterior (middle) region, and the reverse profile for pPAR (high in the posterior, low in the
anterior). See Figure 2 for a schematic of the model geometry and the anterior/posterior regions.
The high and low values are derived from the stationary long time asymptotic solution of Equation (4)
(Figure 2B).

For simulating generation of polarization, we specify initial conditions with a small
spatial perturbation:

[Pm] (x, 0) = εpδ(x − L/2), [Am](x, 0) =
Atot

L
(1 + εφa(x)), [Cm](x, 0) = C0(1 + εφc(x)), (5)

where x ∈ [0, L], δ is the delta function, and C0 is the equilibrium initial concentration of CDC-42.
φa(x) and φc(x) are perturbation functions, εp is the strength of the initial external perturbation signal
and ε is the magnitude of the perturbation.

2.5. Minimal Network Analysis

To determine the minimal set of interactions required for maintenance (Section 3.1.1) or
generation (Section 3.2.1) of a polarization pattern, we devised a method of minimal network analysis.
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Starting from the fundamental network containing all interactions (Figure 1C), we first remove
individual interactions from the network. This reduced network is simulated and evaluated for
the presence of a pattern using initial conditions described above. The total simulation time for
pattern evaluation is 16 min for maintenance of polarization and 30 min for generation of polarization.
While the numerical solution may not have converged to a stationary solution by the time of evaluation,
it is clear whether a pattern has been initiated. We determine which interactions are common to all
reduced networks that are capable of maintaining/generating polarization. A network consisting of
these common interactions is tested for its capacity to maintain/generate a polarized pattern. If the
common interaction network is not capable of maintaining/generating a pattern consistent with
polarization, interactions are reintroduced into the model, first individually and then in pairs, and the
model is simulated and evaluated for the presence of a polarized pattern. The reduced network(s)
with the least number of interactions that is capable of maintaining/generating polarization is retained
for further analysis.

2.6. eFAST Sensitivity Analysis

Sensitivity analysis is used to determine the influence of model parameters on the dynamics of the
network via the use of Extended Fourier Amplitude Sensitivity Test (eFAST) [31,32]. In brief, we define
sensitivity functions whose dynamics reveals self-organization and track their changes in response
to changes in parameter values. In particular, the sensitivity functions for aPAR, pPAR, and CDC-42,
denoted by FA

S , FP
S and FC

S , respectively, are defined as

FA
S =

√∫ L

0

∣∣∣∣ [Am](x, t∗)− [Am](x, 0)
t∗

∣∣∣∣
2

,

FP
S =

√∫ L

0

∣∣∣∣ [Pm](x, t∗)− [Pm](x, 0)
t∗

∣∣∣∣
2

,

FC
S =

√∫ L

0

∣∣∣∣ [Cm](x, t∗)− [Cm](x, 0)
t∗

∣∣∣∣
2

,

(6)

where t∗ is the time scale of interest. This time scale is chosen as 16 min for maintenance of polarization,
and 30 min for generation of polarization, consistent with experimental observations [33,34].
These sensitivity functions give a quantitative measure of how much the polarity pattern (the model
output) has been altered in response to changes in parameter values (the model input). We calculate
two sensitivity measures, the first order index (Si) and total-effect index (STi ). These measures are
defined as follows:

Si ≡ Variance of the expected model output y with respect to parameter pi
Total variance

=
Vi

Vtotal
,

STi ≡ Total effect (contribution) of parameter pi to the output variance = 1 − V−i
Vtotal

,

where V−i is the effect of any order that does not include the factor i. The first order index indicates
the influence of parameter pi on the variance of the polarization measure (the model output),
independent of interactions with the other parameters. The total-effect index indicates the effect
of parameter pi when interactions with the other parameters are included. These two measures
give a full quantification of the importance of parameter pi and whether the extent whether this is
a direct influence or through interactions with other parameters or both. In this study, we focus
on the parameters qa

3, qc
3, kp

3 , ka
3 and kc

3 which determine the magnitude of the interaction functions,
Equation (2).
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A more in depth discussion of the eFAST sensitivity method and its detailed accompanying
calculations can be found in Appendix A.3. The values used for sensitivity analysis are given in
Table A2.

3. Results

3.1. Critical Network Interactions and Parameters for Maintenance of Par Protein Polarization

It has been observed that CDC-42 is required during maintenance but not establishment of
polarization in the early C. elegans embryo [18,19]. However, it is not clear how CDC-42 is interacting
with or regulating the anterior and posterior Par proteins to ensure maintenance of polarization in the
early embryo.

3.1.1. Minimal Network for Maintenance of Par Protein Polarization

Using our method of minimal network analysis, we aim to determine the minimal interaction
network between anterior Par proteins (aPAR), CDC-42 and posterior Par proteins (pPAR) that
may maintain spatial polarization. As shown in Figure 3A, the activation of aPAR by CDC-42
((a1), qa

3 interaction) and inhibition of pPAR by aPAR ((a3), kp
3 interaction) are always present in

reduced networks that are able to maintain polarization, suggesting these interactions are critical.
The ability of the model to polarize in the absence of the other interactions ((a2), (a4), (a5)) show these
interactions are less critical for polarity maintenance.

A minimal network consisting of only these two interactions (qa
3 and kp

3 , Figure 3C) is not
sufficient to maintain polarization. As shown in Figure 3B, adding CDC-42 inhibition by pPAR
((b1), kc

3 interaction) or aPAR inhibition by pPAR ((b2), ka
3 interaction) back to the network also cannot

maintain polarization. Adding CDC-42 activation by aPAR ((b3), qc
3 interaction) allows polarity

maintenance, although pPAR does not vary much over the domain. Further reinforcing the importance
of CDC-42 for maintenance of polarity, we find that polarization of aPAR can be maintained with
only two interactions (Figure 3D, qa

3 and kp
3 networks) and without mutual inhibition by pPAR. This is

consistent with previous results, showing that aPARs intially polarize during the establishment
phase, transiently establishing an anterior Par protein domain. However, this polarization can not be
maintained, and the aPAR domain gradually creeps back toward the posterior pole, resulting in an
eventual loss of polarity [17,18]. Our model reproduces the initial aPAR polarization in the absence
of pPAR.

Taken together, the results suggest that the minimal network that is capable of maintaining
polarization of aPAR and pPAR involves mutual activation of aPAR and CDC-42 and aPAR-mediated
inhibition of pPAR (Figure 3B(b3)).
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Figure 3. Minimal network needed for maintenance of Par protein polarization. (A–D) Representative
simulations for the effects of network interactions. Dotted gray lines indicate interactions excluded from
the network. Simulations are shown at t = 16 min, the approximate amount of time the early C. elegans
embryo spends in the maintenance phase [33]. Initial conditions are given by the corresponding
stationary solution (Figure 2B). (A) (a1)–(a5) Simulation results of networks omitting a single interaction.
Minimal networks that produce the correct spatial pattern and are retained for further analysis are
boxed in gray. (B) Red arrows indicate interactions identified in (A) that are retained in these additional
networks. (b1)–(b3) Simulation results of networks omitting two interactions. (E,F) Variance-based
sensitivity analysis results using eFAST. Parameters with higher values have a more significant effect
on the network dynamics. (E) The first order index (the effect of a parameter on the model dynamics
independent of the other parameters) and (F) The total effect index (the effect of a parameter including
the interactions with other all model parameters) both indicate that CDC-42 interactions with aPAR are
critical for producing the correct spatial pattern.
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3.1.2. Critical Parameters for Maintenance of Par Protein Polarization

To determine the effect of the network interactions on maintenance of Par protein polarity with
the fundamental network, we performed a sensitivity analysis using the eFAST method [32,35].
See Appendix A.3 for more details about this approach. We wish to compare the critical interactions
found by minimal network analysis with the important parameters indicated by the sensitivity analysis.
We evaluated the first order index, Si, for the five parameters governing the magnitude of each possible
interaction in the network (Figure 3E). We find that the most important parameters as determined by
the sensitivity analysis depends on the choice of sensitivity function. When the sensitivity function for
aPAR is used as the model output, we find that aPAR activation by CDC-42 (qa

3) is the most important
parameter, followed by CDC-42 activation by aPAR (qc

3) and pPAR inhibition by aPAR (kp
3). When the

sensitivity function for pPAR is used as the model output, we find that pPAR inhibition by aPAR
(kp

3) is the most important parameter, followed by mutual activation of aPAR and CDC-42 (qa
3 and qc

3)
as well as CDC-42 inhibition by pPAR (kc

3). Using the sensitivity function for CDC-42 as the model
output, we find that CDC-42 activation by aPAR (qc

3) is the most important parameter, followed by
pPAR inhibition by aPAR (kp

3), aPAR activation by CDC-42 (qa
3), and CDC-42 inhibition by pPAR (kc

3).
Combining the most important parameters for each sensitivity function, we find that they correspond to
the network interactions in our minimal network (qa

3, qc
3, and kp

3 interactions, Figure 3B(b3)). Since the
minimal network was found independently of the sensitivity analysis, this suggests our minimal
network contains only the most critical interactions.

We then evaluated the total-effect index, STi . We find that CDC-42 activation by aPAR
(qc

3 interaction) appears as a high index value with respect to both the aPAR and pPAR sensitivity
functions, which we did not find with the first order index (see Appendix A.4 for further details of
index value significance and meaning). When considering the aPAR sensitivity function, the mutual
activation of aPAR and CDC-42 (qa

3 and qc
3 interactions) have a high total index, indicating that

these two mutual activation interactions are very important for the maintenance of aPAR polarity
(Figure 3D). Similarly, when considering the pPAR sensitivity function, the two high index values
correspond to qc

3 and kp
3 interactions, suggesting that the activation of CDC-42 by aPAR plays an

important role in the maintenance of pPAR polarity along with the inhibition of pPAR by aPAR.
When considering the sensitivity function for CDC-42, the total-effect index followed the same trend
as the first order index, with CDC-42 activation by aPAR (kc

3 interaction) being the most important
parameter. When considering the total effect of a parameter, this suggests that CDC-42 plays a critical
role for maintenance of both aPAR and pPAR polarity. We also found that the magnitude of the
sensitivity indices for Si and STi are substantially different for the pPAR and CDC-42 cases, but not for
the aPAR case, suggesting that maintenance of pPAR and CDC-42 polarity are more strongly affected
by interactions with the other proteins in the network, but maintenance of aPAR polarity operates
largely independently of the other proteins. Together, this indicates that aPAR may play a central role
for the entire network during maintenance of polarity, and that maintenance of pPAR polarity may
depend directly on maintenance of aPAR polarity.
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3.2. Critical Network Interactions and Parameters for Generation of Par Protein Polarization

In the previous section, we determined the critical interactions and parameters in a minimal
network for the maintenance of Par protein polarity in the early C. elegans embryo. Under wild type
conditions, establishment of polarization in the early C. elegans embryo relies on actin and myosin
based advective flow [17,36]. However, polarization can still occur even in the absence of cortical
flow [30], although on a longer time scale. Thus, using a similar approach as in the previous section,
we aim to determine if the interactions and parameters required for maintenance of polarity are
different from those required to generate polarization in the absence of cortical flow.

3.2.1. Minimal Network for Generation of Par Protein Polarization

To determine the minimal network required to generate a polarity pattern, we simulated
networks with individual interactions missing to determine which interactions are predicted to
be necessary for self-organization. Simulations were given a local stimulus as an initial conditions,
as shown in Figure 2B, first panel, and were assessed at 30 min for the presence of polarization.
As shown in Figure 4A, the three interactions represented by the parameters qa

3, qc
3, and kp

3 play
critical roles in generation of polarization as their absence leads to the absence of pattern generation
and these are the same three, interactions required for maintenance of polarization (Figure 3B(b3)).
However, the minimal network for maintenance of polarization (Figure 3B(b3)) has not been sufficient
to generate a polarized pattern (Figure 4B), and the addition of either the ka

3 or kc
3 interaction was also

important (Figure 4A(a4,a5)). We have also confirmed that the minimal network for aPAR polarity
maintenance (qa

3 and qc
3 interactions, Figure 3D) is not sufficient to generate a polarity pattern even

in the presence of CDC-42 inhibition by pPAR (Figure 4C). These results suggest that in addition to
the minimal network for maintenance phase, aPAR inhibition by pPAR is critical for generating Par
protein polarity, and the mutual inhibition between the anterior and posterior Par proteins directly
and via CDC-42 is important in generating the pattern.
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Figure 4. Minimal network needed for generation of Par protein polarization. (A–C) Representative
simulations for the indicated network. Dotted gray lines indicate interactions excluded from the
network. The initial condition provides a small local perturbation, as discussed in Section 2.4.
Simulation results are shown at t = 30, longer than the time scale for polarity emergence reported
experimentally [30]. (A) (a1)–(a5) Simulation results of networks omitting a single interaction.
Networks boxed in gray are minimal networks capable of generating a polarization pattern. (B) and
(C) (c1)–(c2) Simulation results of networks omitting two or more interactions. (E–F) Variance-based
sensitivity analysis results using the eFAST method. Both the first order and total effect index indicate
the importance of CDC-42 in producing the correct spatial pattern.
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3.2.2. Critical Parameters for Generation of Par Protein Polarization

We then used sensitivity analysis to determine which parameters are critical for generation of
polarization. We used the same sensitivity functions as above (Equation (6)), and assessed the model
simulation at t∗ = 30 min. In contrast to our sensitivity analysis results for the maintenance of
polarization, we find that CDC-42 activation by aPAR (qc

3 interaction) is the most important parameter
for aPAR, pPAR and CDC-42 with respect to both the first order and total-effect index. Although the
interactions represented by the parameters qa

3, qc
3, and kp

3 tended to show higher importance than the
other two interactions, ka

3 and kc
3, in both first order and total-effect indices, the effect of the ka

3 and kc
3

interactions are not negligible in the total-effect index as compared to the first order index for aPAR
and CDC-42. This indicates that the ka

3 and kc
3 interactions may influence the generation of the polarity

pattern, consistent with our minimal network analysis (Figure 4A(a4,a5)).

4. Discussion

Through minimal network analysis and eFAST sensitivity analysis, we identified different roles for
aPAR, pPAR and CDC-42 in maintaining or generating the spatial pattern associated with polarization.
To focus on the biochemical interactions, we focus on the dynamics of polarization in the absence of
cortical flow, and neglect interactions between CDC-42 and the Par proteins with mechanical proteins
including actin and myosin. Results are summarized in Figure 5 and Table 1. CDC-42 is required in
both pattern maintenance and generation: CDC-42 reinforces maintenance of aPAR polarity which in
turn directs pPAR polarization as indicated by the high sensitivities of the latter to the up-regulation of
CDC-42 and down-regulation of pPAR by aPAR. Thus, the entire system of interactions relies on aPAR
polarity to maintain polarization in all variables. However, the minimal network capable of maintaining
Par protein polarization is insufficient to generate the polarization pattern, and additional inhibition of
aPAR or CDC-42 by pPAR is required. This additional interaction acts to balance the mutual inhibition
between aPAR and pPAR, allowing a pattern to be generated. In other words, the posterior Par
proteins play a more significant role when generating the polarity pattern as compared to maintaining
an established pattern. Interactions between CDC-42 and the anterior Par proteins are critical in both
situations (Figure 5 and Table 1). This is consistent with observations suggesting the importance of
anterior Par proteins and CDC-42 in generating polarization [37]. This suggests that pPAR, with the
support of CDC-42, plays a critical role in generating polarization, though, unlike maintenance,
we found all interactions between CDC-42, pPAR and aPAR suggested by previous observation,
and thus under consideration, can have some influence on polarization generation.

Figure 5. Critical interactions during maintenance and generation of Par protein polarization. A bigger
circle indicates a key role for that protein in the indicated phase. In the maintenance phase, aPAR plays
a key role in maintaining spatial polarity via interactions with CDC-42. aPAR enforces pPAR polarity
through mutual inhibition. In the patterning phase, pPAR is playing the key role by inhibiting aPAR
through either direct or CDC-42-mediated inhibition. CDC-42 is indispensable for both the maintenance
and emergence of polarization, but does not play a critical role in the dynamics of either phase.
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Remarkably, the minimal network analysis and eFAST both selected the same critical interactions
and parameters in polarization maintenance and generation. This independent determination suggests
the minimal networks found here represents the key interactions involved in patterning associated
with polarization.

Table 1. Summary of minimal network and sensitivity analyses results. MNA: Minimal Network
Analysis, Si: First order index, STi : Total effect index. For MNA, a small checkmark indicates
additional interactions required for pattern generation. For sensitivity measures, a/p/c denote the
aPAR/pPAR/CDC-42 sensitivity functions, respectively, and a capital letter indicates the parameter
with the highest index for that function.

Maintenance Generation

Parameter/Interaction MNA Si STi MNA Si STi

qa
3 : CDC-42→aPAR � Apc a � apc apc

qc
3 : aPAR→CDC-42 � apC ApC � APC APC

kp
3 : aPAR�pPAR � aPc Pc � apc apc

ka
3 : pPAR�aPAR p � ac

kc
3 : pPAR�CDC-42 pc apc � ac

In this study, we have made a number of simplifying assumptions to investigate the core
interactions between the Rho protein CDC-42 and members of the Par protein family. In future
investigations, we will explicitly consider separate members of the Par protein family, each of
which have distinct dynamics. For instance, the anterior Par protein PAR-3 appears to compete
with CDC-42 to bind to a complex of PAR-6 and aPKC [18], and in the posterior, PAR-2 must be
recruited to the membrane before PAR-1 can bind [10]. We will add other members of the Rho protein
family, including Rac and Rho, which are known to act in a network with CDC-42 [38]. In this
investigation, we have explored protein interactions within the pattern maintenance phase of early
embryo development, when advective flow has largely ceased [17,22], and in addition considered
the differences in protein interactions required for pattern generation in the absence of cortical flow,
as observed in select experimental systems. Future extensions of the model will include the spatial
dynamics of advective flow, which may act with the biochemical interaction network to establish
polarity. In this study, we have reduced the geometry of the embryo to a 1D domain for computational
efficiency to facilitate the exploration of a five dimensional parameter space. However, other studies
have studied polarization dynamics of simplified two variable models on fully 3D domains [39] or
explicitly included the geometry of the embryo [40] to investigate the spatial orientation of the polarity
axis. Noting the computational demands, we leave minimal network and eFAST analysis of higher
dimensional parameter spaces in more complex geometries and 3D domains for future work.

In this investigation, we have developed and analysed a mathematical model of the biochemical
network that integrates components of two protein families, Par proteins and Rho GTPases, that are
known polarity determinants. The minimal network and sensitivity analyses have identified critical
interactions in this network, providing testable hypotheses for future experimental work. By resolving
the critical role of CDC-42 and highlighting the most important PAR interactions in this network,
we have extended our understanding of the signalling network responsible for polarization, and laid
the foundation for further investigations into patterning associated with polarization.
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Appendix A

Appendix A.1. Model Reduction

The model reduction is summarized schematically in Figure 2A; here we provide the associated
simplifications of the governing equations, starting from Equation (3), that is

∂[Am]

∂t
= DA

m∇2
Γ[Am] + {γa + FA

on([Cm])}
(

Atot

|Ω| −
1
|Ω|

∫
Γ
[Am]dx

)
− {αa + FA

off([Pm])}[Am] on x ∈ Γ,

∂[Pm]

∂t
= DP

m∇2
Γ[Pm] + γp

(
Ptot

|Ω| −
1
|Ω|

∫
Γ
[Pm]dx

)
− {αp + FP

off([Am])}[Pm] on x ∈ Γ,

∂[Cm]

∂t
= DC

m∇2
Γ[Cm] + γc

(
Ctot

|Ω| −
1
|Ω|

∫
Γ
[Cm]dx

)
− {αc + FC

off([Pm], [Am])}[Cm] on x ∈ Γ.

(A1)

Axisymmetry of the cell geometry is assumed about the major axis of symmetry of the cell in Figure 2A,
and the objective is to further simplify model (3) to the one dimensional model of (4). To proceed,
let R(s) denote the radial distance of the membrane from the major axis of symmetry, with s ∈ [0, L]
the arclength along the perimeter of the depicted, projected membrane in Figure 2A and L the total
perimeter length. In addition, we take s = 0 to be the leftmost point on the membrane, and impose
periodic boundary conditions at s = 0, L. Note that the metric tensor components for this surface with
respect to coordinates X1 = s and X2 = φ, the angle of rotation about the major axis of symmetry,
are given by gij = diag(1, R2(s))ij. Hence the Laplacian operation for an axisymmetric membrane
concentration, denoted um(s) in general, is given by

∇2
Γum =

1
g1/2

∂

∂Xi

(
g1/2gij ∂um

∂Xj

)
=

1
R(s)

∂

∂s

(
R(s)

∂um

∂s

)
=

∂2um

∂s2 +
Rs

R
∂um

∂s
, (A2)

where the subscript s denotes the ordinary derivative with respect to arclength, summation convention
is used, g = det(gij), gij = (gij)

−1 and noting that φ-derivatives generate no contribution
by axisymmetry.

We also note that the mechanism of patterning for the above equations is widely recognized to be
wave pinning, due to the multiple steady states associated with the kinetics. The pattern organization
that emerges corresponds to the emergence of a wave transitioning between different steady states,
with homogeneous concentrations elsewhere [41]. In particular, the location where the transition wave
halts is approximated by an estimate of where the speed for wave-like solutions of the governing
equations drops to zero, so that the final pattern is a standing wave, rather than, for instance, a Turing
pattern [41].

Furthermore, for the presented model, these transitions between steady states are sharp for the
parameter values of Table A1, as also seen a posteriori in Figure 2B for example. This is a consequence
of the small size of the non-dimensional diffusion coefficients relative to the non-dimensional inverse
timescales in Table A1, with ε2 ∼ DA

m/γa ∼ 1×10−3, so that the lengthscale of these transitions
corresponds to an order unity coefficient multiplying ε � 1.

Thus either side of a transition is a homogeneous solution, whereby um is at a constant steady
state for each concentration in the model and the advective term [Rs/R]∂um/∂s is not important.
Within a transition, there are steep gradients generating a dominant balance between the Laplacian
and the kinetics. In particular for any given concentration, after non-dimensionalization and with the
non-dimensional kinetics generically denoted by K∗, we have equations of the form

η
∂u∗m

∂t∗
= ε2∇2

∗Γu∗m + K∗ = ε2
(

∂2u∗m

∂s2∗
+

R∗s∗
R∗

∂u∗m

∂s∗

)
+ K∗, (A3)
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where asterisks indicate non-dimensionalized variables and η is a non-dimensional constant that
emerges from the rescaling. With the further change of variable S = (s∗ − s0)/ε, where s0 is the
location of the transition, to make the dominant balance explicit by matching the transport and kinetic
terms and to generate order unity derivatives, we have that the inner region equations for the transition
layer in a matched asymptotic expansion approximation are given by

η
∂u∗m

∂t∗
=

∂2u∗m

∂S2 + ε

(
R∗s∗
R∗

∣∣∣∣
s0

+ O(εS)

)
∂u∗m

∂S
+ K∗ =

∂2u∗m

∂S2 + K∗ + O(ε), (A4)

with the last step valid provided R∗s∗/R∗ �∼ O(1/ε). Under such circumstances the advection term
does not contribute to the structure of the equations either in the outer regions where the solution is at
steady state, or the inner region. In turn, this justifies approximating the the Laplacian with the second
derivative ∇2

Γum ≈ ∂2um/∂s2. Furthermore, with this scaling, where all terms are order unity, it can be
seen that the advective term will only generate a subleading contribution to the estimates of where the
transitions become fixed as standing waves [41], so that the temporal dynamics of interest, that fix the
location of the pattern, are also well approximated in the absence of the advective term away from
regions where R∗s∗/R∗ �∼ O(1/ε).

However, sufficiently near the poles at s = 0, L/2, 1/R becomes arbitrarily large. With X
denoting distance along the horizontal axis of symmetry in Figure 2A, we have s2

R = 1 + 1/R2
X and,

noting RX blows upon approaching the poles, we have R(s) ≈ s and, in turn R∗ ≈ s∗, for s∗ � ε.
Thus R∗s∗/R∗ ≈ 1/s∗ ∼ O(1/ε) once s∗ ∼ O(ε) near the left hand pole and analogously near the
right hand pole. Thus, approximating the Laplacian by second derivatives only breaks down within a
distance of ε of the poles in the non-dimensional model, and only if there is a transition in this region.
In particular, with the appropriate scaling of S = s∗/ε for a potential transition within ε of the left
hand pole, we have

η
∂u∗m

∂t∗
=

∂2u∗m

∂S2 +
1
S

∂u∗m

∂S
+ K∗, (A5)

and the equations take the form of the well-studied, radially symmetric, system near the origin of the
2D plane. The impact of the advective term here is to slow the transition wave, though its wavespeed
asymptotes to that associated with Equation (A4) once the transition has propagated into a region with
s∗ � ε (e.g., Eqn. 11.20 et. seq. in Murray’s textbook (1993)), with analogous conclusions for the right
hand pole at s = Ls∗ = L/2.

In the presented model we only consider the second derivatives. Then with patterns emerging
from one of the poles (for example as in Figure 2B, with an emerging pattern at x ≡ s = Ls∗ = L/2),
the presented model will underestimate the timescale for the emergence of the wave, but otherwise will
capture its dynamics once the transition is beyond a distance of ε from x = L/2. Furthermore, unless a
steady state transition occurs ε-close to the left or right poles of the cell, its location and spatial
variation will be well approximated even in the absence of the advective term in the model equations,
as motivated above. Thus, and in summary, in the simplified model of (4) we take ∇2

Γum = ∂2um/∂s2

for all concentrations, assuming that the membrane changes sufficiently slowly in shape to ensure
R∗s∗/R∗ = LRs/R �∼ O(1/ε) holds away from the poles. Then apart from the temporal dynamics as
a transition passes through, or emerges from, a pole the simplified model yields an accurate picture,
especially for the final steady-state pattern, providing a transition does not occur at the poles (and a
posteriori the results presented do not indicate steady state transitions at the poles).

The approximation in particular greatly simplifies the model in that it sidesteps dealing with
coordinate singularities at the poles. While these are possible to accommodate, this entails additional
numerical complexity, such as Taylor expanding and asymptotically approximating near the poles
(Morton and Mayers [42], Woolley et al. [43]) or, when such approximations are not feasible,
borrowing from basic differential geometry and working with an atlas of charts and the associated
multiple coordinate systems [44], which in this model would result in the loss of the simplifications
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from axisymmetry. Such complexities are not warranted for the current study given the need for
extensive computation with the global sensitivity analyses and the minor impact of the approximation
∇2

Γum ≈ ∂2um/∂s2, where x ≡ s in the main text.
We further approximate the geometry by a slender cylinder radius H, length L ≈ L/2 − 2H,

with essentially neglected asymptotically short caps of length δ with δ � H � L. Then, on use of
axisymmetry, the surface integrals within the governing Equation (3) simplify via

∫
Γ

umdx = 2π
∫ L/2

0
umRdx = 2πH

∫ L/2

0
umdx + 2π

∫ P

0
um(R − H)dx + 2π

∫ L/2

L/2−P
um(R − H)dx

= 2πH
∫ L/2

0
umdx

(
1 + O

(
H
L

))
=

∫ L

0
πHumdx

(
1 + O

(
H
L

))
, (A6)

where x is dimensional arclength, P ≈ H is the contribution to the cell perimeter arclength from the
left hand pole to the first point where R = H. Noting R ≈ x for the left hand cap and similarly for
the right hand cap the integrals can be approximated as above to accuracy H/L given the separation
of the geometrical scales. These corrections are also dropped in the final dimensional model given
H � L. Finally it is easier to work with [Ãm] = πH[Am], which is the density per unit length away
from the caps, and we analogously define [P̃m], [C̃m]. Then

∂[Ãm]

∂t
= DA

m
∂2

∂x2 [Ãm] + {γ̃a + FA
on([C̃m])}

(
Atot

L
− 1

L

∫ L

0
[Ãm]dx

)
− {αa + FA

off([Pm])}[Ãm],

∂[P̃m]

∂t
= DP

m
∂2

∂x2 [P̃m] + γ̃p

(
Ptot

L
− 1

L

∫ L

0
[P̃m]dx

)
− {αp + FP

off([Ãm])}[P̃m],

∂[C̃m]

∂t
= DC

m
∂2

∂x2 [C̃m] + γ̃c

(
Ctot

L
− 1

L

∫ L

0
[C̃m]dx

)
− {αc + FC

off([P̃m], [Ãm])}[C̃m],

(A7)

where γ̃a = γaLπH/|Ω|, with analogous definitions for γ̃p, γ̃c and also for q̃a
3 = qa

3πHL/|Ω|.
Dropping tildes, and thus redefining [Am], [Pm], [Cm], γa, γp, γc, qa

3, gives the final dimensional model,
Equation (4) of Section 2.2.

Appendix A.2. Additional Simulations and Representative Parameter Set

The simulation results for Model (1) with fast cytosol diffusions are shown in Figure A1.
The representative parameter sets which we used in simulations are given in Table A1.

Figure A1. Simulations results for Model (1) on 1D. (A) The simulation results of Model (1) with
biologically feasible cytosol diffusion coefficient. (B) The simulation results for the case where the
cytosol diffusions are ten times larger than the case of (A). Both cases (A) and (B) show almost
homogeneous concentrations for cytosol proteins and with a sufficiently large diffusion coefficient,
we can assume that the asymptotic dynamics of cytosol proteins is homogeneous steady state.
The simulation results are reported at 30 min and the detailed parameters are given in Table A1.
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Table A1. Representative parameter set. The parameters L, τ, M are respectively a lengthscale,
timescale and a scale of protein number used to non-dimensionalize the model. The dimensional
parameters are defined in terms of the protein number scale, so that the non-dimensional model is
independent of M. In practice, this means the parameters associated with the non-linear kinetics
are such that the non-linear reactions are significant and also in balance with other reactions at
typical cellular numbers of proteins. It should be noted that the parameter set below is inherently
non-identifiable as, for example, the model depends on the three parameters qa

1, qa
2, qa

3 only via the
two degrees of freedom qa

1/qa
3, qa

2/qa
3. For presentational simplicity we have not eliminated such

superfluous degrees of freedom from the parameter set, though this would be necessary if parameter
inference from experimental data was pursued in future work.

Parameter Dimensional Non-Dim. Parameter Dimensional Non-Dim.
Value Value Value Value

†1 L 142.75 (μm) 1.0 τ 2.00 (s) 1.0
†2 DA

m 0.28 (μm2/s) 2.748 × 10−5 †2 DP
m 0.15 (μm2/s) 1.472 × 10−5

†3 DC
m 0.10 (μm2/s) 0.981 × 10−5 DA

c 14.0 (μm2/s) 1.374 × 10−3

DP
c 7.50 (μm2/s) 0.736 × 10−3 DC

c 10.0 (μm2/s) 0.981 × 10−3

γa 0.015 (s−1) 0.03 γp 0.100 (s−1) 0.20
γc 0.015 (s−1) 0.03 αa 0.05 (s−1) 0.10
αp 0.03 (s−1) 0.06 αc 0.05 (s−1) 0.10
qa

1 0.20 (M/L2) 0.20 qa
2 1.00 (M−1) 1.00

qa
3 2.60 (M−1s−1) 5.20 ka

1 1.25 (M/L2) 1.25
ka

2 1.00 (M−1) 1.00 ka
3 2.60 (M−1s−1) 5.20

kp
1 1.25 (M/L2) 1.25 kp

2 1.00 (M−1) 1.00
kp

3 2.60 (M−1s−1) 5.20 kc
1 1.25 (M/L2) 1.25

kc
2 1.00 (M−1) 1.00 kc

3 2.60 (M−1s−1) 5.20
qc

1 1.00 (M/L2) 1.00 qc
2 1.00 (M−1) 1.00

qc
3 0.50 (Ms−1L−2) 1.00 Atot M 1.00

Ptot 2M 2.00 Ctot 5M 5.00

Parameter range for sensitivity analysis

Parameter Dimensional Non-Dim. Parameter Dimensional Non-Dim.
Range Range Range Range

ka
3 [1.5, 5.0] (M−1s−1) [3, 10] kp

3 [0.0, 4.0] (M−1s−1) [0, 8]
kc

3 [0.0, 5.0] (M−1s−1) [0, 10] qa
3 [0.0, 5.0] (M−1s−1) [0, 10]

qc
3 [0.0, 5.0] (Ms−1L−2) [0, 10]

†1 [30], †2 [34], †3 [45].

Appendix A.3. Variance-Based Sensitivity Analysis by Using Extended Fourier Amplitude Sensitivity Test
(eFAST) Method

For a large enough sample size, the variance-based sensitivity analysis provides a quantitative
measure for how much factor A is more important than factor B. It generally requires extensive
computation and the FAST method has been demonstrated as a method to reduce the cost effectively
by exploring the multidimensional space of the input factors via a suitably defined search-curve [31,32].
eFAST is a generalization the FAST method that provides the total effect index, defined below.

Let us define y as the expected model output and pi(i = 1 · · · N̄) are the input factors
(model parameters). The effect (contribution) of each parameter pi is considered as the variance of the
expected model output, namely, Vi = V(E(y|pi)). The effect of the interaction between two orthogonal
inputs pi and pj on the output y is defined in terms of conditional variances as Vij = V(E(y|pi, pj))−
Vi − Vj (Sections 5.9 and 5.10, [31]). Similarly, the effect of the interaction among three distinct inputs
pi, pj and pk on the output y is given as Vijk = V(E(y|pi, pj, pk))− Vij − Vik − Vjk − Vi − Vj − Vk and so
on. Then the total output variance Vtotal for a model with N̄ input factors is given by

Vtotal = ∑
i

Vi + ∑
i

∑
j>i

Vij + ∑
i

∑
j>i

∑
k>j

Vijk + · · ·+ V1···N̄ .
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The first order sensitivity index is defined by

Si =
Vi

Vtotal
,

and the total-effect index is defined by

STi =
Vtotal − V(E(y|p−i))

Vtotal
= 1 − V−i

Vtotal
,

where −i stands for all but i and V−i is given to

V−i = Vtotal − Vi − ∑
j

Vij − · · · − V1···N̄ .

The sensitivity analysis using eFAST has been carried out according to the following steps [32,35].

STEP 1: Sampling for search-curve

Each parameter value was sampled according to

pi(s) = pmin
i + (pmax

i − pmin
i )

[
1
2
+

1
π

sin−1(sin(ωis + ψi))

]
,

where s ∈ (−π, π) and ψi is a random phase-shift chosen in [0, 2π) which is used for making
different curves (i.e., resampling) and we carried out two different curves by resampling. {ωi} is a
set of different angular frequencies associated with each input factor. The sample size (Ns) is given
by Ns = (2Mωmax + 1)Nr where M is the interference factor (usually 4 or higher), ωmax is highest
frequency and Nr is the number of resamplings. The detailed values which we chosen are shown
in Table A2.

Table A2. The values used for sensitivity analysis.

Index ωi M Nr Ns

Si {59, 113, 143, 149, 161} 4 2 2578
STi {3, 7, 11, 15, 128} 4 2 2050

STEP 2: Calculating output of sensitivity function

With respect to the parameter samples, we numerically solved the main model (4) and calculated
each sensitivity function, y(s) = FS(p(s)), given by the Equation (6), where p(s) = (p1(s), · · · , pN̄(s))
and y = (y1(s), · · · , yN̄(s)), with s partitioned via the nodes sk = π(2k − Ns − 1)/Ns, k ∈ {1, · · · , Ns}.

STEP 3: Calculating the power spectrum in Fourier series

We expand FS(s) in a Fourier series such that

FS(s) =
+∞

∑
j=−∞

{Aj cos(js) + Bj sin(js)},

where the Fourier coefficients Aj and Bj are defined as

Aj =
1

2π

∫ π

−π
FS(s) cos(js)ds =

1
2π

Ns

∑
k=1

FS(sk) cos(jsk)�s =
1

Ns

Ns

∑
k=1

FS(sk) cos(jsk),

Bj =
1

2π

∫ π

−π
FS(s) sin(js)ds =

1
2π

Ns

∑
k=1

FS(sk) sin(jsk)�s =
1

Ns

Ns

∑
k=1

FS(sk) sin(jsk),
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and �s = 2π/Ns. Then the power spectrum is calculated by

Λ2(j) = A2
j + B2

j .

STEP 4: Calculating Si and STi

The total variance (Vtotal), the variance of i factor (Vi), and the variance of all but i (V−i) are
calculated by

Vtotal ≈ V̂total = 2
Mωmax

∑
ω=1

Λ2(ω),

Vi ≈ V̂i = 2
M

∑
p=1

Λ2(pωi),

V−i ≈ V̂−i = 2

ωi
2

∑
p=1

Λ2(pω),

as in [35]. We average the variances above over the sets of resampling and calculate the indices

Si =
Vi

Vtotal
and STi = 1 − V−i

Vtotal
.

Note that we need to give the maximal frequency value for ωi of ith factor in calculating V−i, so that
total-effect variance is calculated separately for each factor i.

Appendix A.4. First Order Index and Total Index for the Dummy Parameter

Since the eFAST method artifactually produces small but non-zero sensitivity indices, we have
calculated the first order index of the dummy parameter (Sdummy) and the total index of the dummy
parameter (STdummy) in order to confirm that the index values which we obtained in Figures 3 and 4
give reliable data to see the significance of model parameters [46]. If the model parameters with a total
index less than or equal to that of the dummy parameter, the model parameters should be considered
not significantly different from zero.

For the calculations of the first order index for the dummy parameter, we put the frequency of the
dummy parameter to ωdummy = 91 with the same frequency set given in Table A2. In the calculation
of the total index for the dummy parameter, we used additional frequency ω = 13 together with the
same frequency set given in Table A2. The sensitivity results for the dummy parameter are shown in
Table A3.

Table A3. First order index and total index for the dummy parameter.

Maintenance

aPAR pPAR CDC-42

Sdummy 0.000869 0.002956 0.003730
STdummy 0.021139 0.031567 0.032265

Generation

aPAR pPAR CDC-42

Sdummy 0.001711 0.004020 0.002282
STdummy 0.023502 0.160468 0.055702
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Abstract: The small GTPase Cdc42 is critical for cell polarization in eukaryotic cells. In rod-shaped
fission yeast Schizosaccharomyces pombe cells, active GTP-bound Cdc42 promotes polarized growth at
cell poles, while inactive Cdc42-GDP localizes ubiquitously also along cell sides. Zones of Cdc42
activity are maintained by positive feedback amplification involving the formation of a complex
between Cdc42-GTP, the scaffold Scd2, and the guanine nucleotide exchange factor (GEF) Scd1,
which promotes the activation of more Cdc42. Here, we use the CRY2-CIB1 optogenetic system to
recruit and cluster a cytosolic Cdc42 variant at the plasma membrane and show that this leads to its
moderate activation also on cell sides. Surprisingly, Scd2, which binds Cdc42-GTP, is still recruited
to CRY2-Cdc42 clusters at cell sides in individual deletion of the GEFs Scd1 or Gef1. We show that
activated Cdc42 clusters at cell sides are able to recruit Scd1, dependent on the scaffold Scd2. However,
Cdc42 activity is not amplified by positive feedback and does not lead to morphogenetic changes, due
to antagonistic activity of the GTPase activating protein Rga4. Thus, the cell architecture is robust to
moderate activation of Cdc42 at cell sides.

Keywords: Cdc42; GTPase activating protein (GAP); cell polarity; fission yeast Schizosaccharomyces
pombe; CRY2-CIBN; optogenetics; clustering; positive feedback; pattern formation

1. Introduction

In eukaryotes, the small Rho-family GTPase Cdc42 is a highly conserved regulator of cell
morphogenesis, proliferation, and differentiation. Prenylation of Cdc42′s C-terminal CAAX motif
underlies its association with the plasma membrane, where it functions as a molecular switch that
alternates between GTP-bound, active and GDP-bound, inactive states. Activation of Rho GTPases
relies on the activity of guanine nucleotide exchange factors (GEFs), while their intrinsic GTPase activity
is enhanced by GTPase activating proteins (GAPs) to return them to the inactive state. GDP-bound
Cdc42 also binds guanine-nucleotide dissociation inhibitors (GDI), which both block the exchange of
GDP by GTP and solubilize Cdc42-GDP in the cytosol [1–3].

In the fission yeast Schizosaccharomyces pombe, Cdc42 is active at sites of polarized growth during
vegetative and sexual life cycles. GTP-loading is promoted by two GEFs, Scd1 and Gef1. Scd1, which
localizes to cell poles, receives information from the upstream Ras1 GTPase signal and mediates feedback
control through the scaffolding activity of Scd2 [4–6]. For this, Scd1 forms a quaternary complex
with Cdc42-GTP, the Pak1 kinase effector and Scd2 [7,8], which leads in vivo to the positive feedback
activation of other Cdc42 molecules, as shown in our recent work using optogenetic strategies [6]. The
second GEF, Gef1, which localizes to cell poles only in some conditions, promotes Cdc42 activation in
response to stress and becomes essential only in absence of Scd1 [9–12]. Three GAPs, namely Rga4,
Rga6, and Rga3, enhance the intrinsic GTP hydrolytic activity of Cdc42 [13–15]. Rga4 and Rga6 GAPs
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localize at cell sides, where growth does not occur in non-stressed cells, whereas Rga3 localizes at
sites of active growth (cell poles). Fission yeast cells also express a GDI, called Rdi1, though Cdc42
localization and dynamics are not strongly perturbed in its absence [4,16].

Recently, optogenetic studies revealed a novel mechanism that triggers the activation of small
GTPases in mammalian cells: Human Rac1 and RhoA, which belong to the same Rho GTPase family as
Cdc42, were shown to become active at the cell cortex upon light-dependent cytosolic clustering [17].
In these experiments, the small GTPases were fused to CRY2PHR, the photolyase homology region of
A. thaliana cryptochrome 2, which oligomerizes upon blue light exposure. Artificially clustered RhoA
induced RhoA signalling-dependent cytoskeletal re-organization and membrane retraction in human
cells, suggesting that oligomerization promotes RhoA activation [17]. Ras and Ras-like GTPases are
well known to form nanoclusters and dimers at the membrane to activate signal transduction [18–20].
Several Rho-family GTPases, including RhoA, Rac1, Rac2 and Cdc42, were also shown to form dimers
or oligomers through homophilic interactions of their polybasic region adjacent to the C-terminal
CAAX motif [21,22]. While oligomerization of GTP-bound Cdc42 and Rac1 increases their GTPase
activity in vitro, the physiological relevance of clustering of these small GTPases remains to be
investigated [22]. In vivo, Rac1-GTP oligomers have been shown to contain several dozen Rac1
molecules together with charged phospholipids and appear to promote signal transduction [21–24].
Cdc42 also forms nanoclusters in Saccharomyces cerevisiae cells [25,26]. These nanoclusters show an
anisotropic distribution: they accumulate and exhibit larger sizes at cortical sites of polarized growth,
in a manner dependent on the scaffold protein Bem1 and anionic membrane lipids [25,27]. Because
Bem1 also acts as scaffold that bridges Cdc42-GTP to its GEF and promotes positive feedback activation
of Cdc42, Cdc42 nanoclusters may promote Cdc42 feedback activation, though this has not been tested.

In this work, we used an artificial optogenetic strategy to induce the recruitment and clustering
of Cdc42 at the plasma membrane of fission yeast cells. We built on our recent work that used the
CRY2-CIB1 optogenetic system to probe the positive feedback of Cdc42 [6]. The CRY2-CIB1 system relies
on the blue light-induced binding of CRY2PHR (simply denoted CRY2 below) to the N-terminal part of
CRY2-binding partner CIB1 (CIBN) [28]. Blue light also induces the formation of CRY2 oligomers [17].
We fused CRY2 to a cytosolic variant of Cdc42 (Cdc42ΔCaaX) and co-expressed CIBN linked to the
membrane-associated RitC anchor. In our earlier study, we showed that cortical recruitment of a
GTP-locked, constitutively active Cdc42 variant (CRY2-Cdc42Q61L,ΔCaaX) led to the Scd2-dependent
co-recruitment of its GEF Scd1 and accumulation of endogenous Cdc42, demonstrating feedback
amplification [6]. Surprisingly, we also found that cortical recruitment of CRY2-Cdc42ΔCaaX (not
GTP-locked) also induced the co-recruitment of Scd2, suggesting the activation of CRY2-Cdc42ΔCaaX.
In this work, we confirm that CRY2-dependent recruitment of Cdc42ΔCaaX at lateral sites, where Cdc42
is normally inactive, promotes its activation. We show that activated clustered Cdc42 is able to recruit
its GEF Scd1 through the scaffold Scd2, suggesting that positive feedback is initiated. However, the
activation is efficiently countered by Rga4 GAP-mediated Cdc42 inactivation, and does not lead to cell
shape alteration, showing the robustness of the cell polarization system.

2. Results and Discussion

2.1. Weak Activation of CRY2-Cdc42 at the Cell Cortex

To better characterize CRY2-Cdc42ΔCaaX, we first measured its kinetics of recruitment to CIBN-RitC
at the plasma membrane. Similar to rates measured for CRY2, CRY2-Cdc42ΔCaaX showed a half-time of
protein recruitment to the cortex < 1 s and independent of the length of the blue light (488 nm) pulses
(30 GFP pulses of 50 ms = 0.92 s ± 0.24 s; 22 GFP pulses of 250 ms = 0.98 s ± 0.25 s; 17 GFP pulses
of 500 ms = 0.99 s ± 0.31 s; Figure S1A,B). CRY2-Cdc42ΔCaaX cells did not exhibit any morphological
defects and grew in a bipolar fashion in the dark (Figure S1C). In blue-light, CRY2-Cdc42ΔCaaX cells
maintained their characteristic rod-shape and continued growing from the cell tips (Supplementary
Figure S1D, green cells), while cells with GTP-locked CRY2-Cdc42Q61L,ΔCaaX rounded up indicating
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isotropic growth (Supplementary Figure S1D, blue cells; [6]). These evidences initially suggested
that the recruitment of CRY2-Cdc42ΔCaaX to the cell cortex was innocuous and unable to bias the
endogenous Cdc42 and its regulatory network.

We monitored the distribution of Cdc42-GTP using three GFP-tagged markers that
specifically associate with Cdc42-GTP: the scaffold Scd2 [7,29], the CRIB bioreporter
(Cdc42-Rac1-interactive-binding domain, [30]), and the Cdc42 effector Pak1, which also contains
a CRIB domain. These proteins and probe are normally only detected at the poles and division
sites of yeast cells, as well as weakly in the nucleus for the first two. As previously described [6],
upon blue light-dependent recruitment of CRY2-Cdc42ΔCaaX to the plasma membrane, Scd2-GFP
formed stable foci at the cell sides, which increased progressively in intensity and coincided with
CRY2-Cdc42ΔCaaX clusters, while Scd2-GFP intensity decreased at cell poles (Figure 1A–D and Figure
S2). We had previously shown that Scd2 was strongly recruited by GTP-locked CRY2- Cdc42Q61L,ΔCaaX

but not GDP-locked CRY2- Cdc42T17N,ΔCaaX [6]. Indeed, we confirmed that CRY2-Cdc42ΔCaaX-T17N

does not lead to Scd2 foci at cell sides, indicating that CRY2- Cdc42ΔCaaX must be in the GTP-bound
form to recruit Scd2 (Figure 1A). CRIB-3GFP also formed dim foci at the cell sides, which became
visible 40–60s after light stimulation (Figure 1A,E and Figure S3). The CRIB-3GFP side signal was
however weaker and delayed relative to that observed upon light-induced recruitment of GTP-locked
CRY2-Cdc42Q61L,ΔCaaX (Figure 1E; [6]). Indeed, recruitment of CRIB-3GFP was only statistically
significant in the second half of the 87 s-time-lapse (see materials and methods). This side recruitment
was also mirrored by a reduction of the CRIB signal at the cell poles (Figure 1F). The Pak1-sfGFP
traces also showed an upward trajectory on cell sides and a downward trajectory at cell poles but
were not statistically different from negative control after 87 s (Figure 1A,G,H). We note, however, that
the higher levels of both CRIB and Pak1 on cell sides were marginally statistically significant after 30
min illumination (p = 0.04; see Figure 5B,C). Based on the recruitment of Scd2 by CRY2-Cdc42ΔCaaX

on cell sides, these data suggest that the heterologous Cdc42 moiety within the CRY2-Cdc42ΔCaaX

system is transiently activated when recruited in clusters at the cell sides and sufficient to alter the
endogenous sites of Cdc42 activity at cell poles. We hypothesize that the stronger Scd2 than CRIB and
Pak1 signals reflect a more stable binding, likely stabilized by additional association, for instance, to
anionic lipids [27].

As an alternative strategy to increase Cdc42 levels at the plasma membrane, we overexpressed
Cdc42. In this experiment, we used the functional, internally tagged cdc42-mCherrySW allele [4]
expressed under the pact1 promoter in cells lacking the endogenous gene, which allowed us to quantify
the global increase in expression levels at 3.3-fold (Figure S4A,B). The Cdc42 level increase was roughly
uniform around the cell cortex (not shown). Cdc42 overexpression also led to a 1.2-fold increase in
the expression of the CRIB-3GFP reporter (expressed under the ppak1 promoter, Figure S4B). Cdc42
overexpression led to a small increase in CRIB signal at cell poles (even after correction by the 1.2-fold
increase in probe expression) and a small increase in cell length (pact1-cdc42 cell length = 14.2 ± 1
μm vs. WT cell length = 13.4 ± 1.1 μm, t-test p-value = 2.8 × 10−5; pact1-cdc42 cell width = 3.8 ± 0.3
μm vs. WT cell width = 3.8 ± 0.3 μm, t-test p-value = 0.96), suggesting increased Cdc42 activity at
cell poles. However, Cdc42 overexpression had no effect on CRIB-3GFP levels at cell sides (Figure
S4C,D). We conclude that activation of CRY2-Cdc42ΔCaaX on cell sides is not simply a consequence
of overexpression but may be due to other changes imposed by CRY2 activation. It is possible that
CRY2-dependent clustering of Cdc42 directly causes the activation of the GTPase, as has been proposed
for other GTPases [17], though unknown mechanism. Alternatively, clustering may have indirect
effects, such as slowing down Cdc42 dynamics, which influence its activation cycle.
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Figure 1. Ectopic sites of Cdc42 activation upon CRY2-Cdc42ΔCaaX cell-sides recruitment. (A)
Localization of Scd2-GFP, CRIB-3GFP and Pak1-sfGFP in CRY2-Cdc42ΔCaaX-expressing cells (B/W
inverted images and green channel in merge). The GFP max projection (“max proj.”) images show
GFP maximum-intensity projections of 30 time points over 87 s. Merged images are composites of GFP
and RFP max projections (t0 omitted from the RFP projection). Magnification of the lateral cortex is
shown in the orange insets. Arrowheads point to lateral Scd2-GFP and CRIB-3GFP signal. The black
arrow in Scd2-GFP panel indicates the cortical region in the kymograph shown in (B, cell #1). Note that
autofluorescent organelles appear as linear and circular structures in some of the GFP channel images.
(B) Kymograph at the lateral cell cortex for two cells over the 87 s (cell #1 corresponds to the cell shown
in (A)). (C,D) Quantification of Scd2-GFP signal intensity at cell sides (C) and cell poles (D). (E,F)
Quantification of CRIB-3GFP signal intensity at cell sides (E) and cell poles (F). (G,H) Quantification of
Pak1-sfGFP signal intensity at cell sides (G) and cell poles (H). In (C–H), n > 66 cells. Exact numbers
are listed in the methods. In (C,E,G), the CRY2-Cdc42Q61L,ΔCaaX average trace is shown for cell-side
recruitment comparison (data from (Lamas et al., 2020)). In all graphs, thick line = average; shaded
area = standard error of the mean (SEM); WT, wild type; A.U., arbitrary units. Bars = 2 μm. Associated
trace analysis is shown in Figure S2A for cell-side and Figure S2B for cell pole analyses.
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2.2. CRY2-Cdc42 Activation in Absence of Cdc42 GEFs

To probe the mode of CRY2-Cdc42ΔCaaX activation, we repeated the optogenetic experiments
above in strains lacking the Cdc42 GEF Scd1. In scd1Δ cells, Pak1-sfGFP was not detected at cell
sides, similar as in wildtype cells. We also observed only rare CRIB-3GFP dots, and no significant
increase in CRIB levels at the sides nor decrease at cell poles of scd1Δ cells (Figure 2A–C), suggesting
that Scd1 participates in CRY2-Cdc42ΔCaaX activation. However, Scd2-GFP was still recruited to cell
sides and decreased from cell poles (Figure 2A–C). Because Scd2 recruitment is strictly dependent
on the GTP-bound form of Cdc42 (see Figure 1A; [6,7,29]), this suggests that CRY2-Cdc42ΔCaaX may
still be active in these cells. We thus probed the role of the second Cdc42 GEF Gef1. In gef1Δ cells,
Scd2-GFP accumulation at cell sides and decrease at cell poles exhibited similar dynamics as in WT
cells (Figure 2D–F). It is possible that the two GEFs work redundantly in this situation, a hypothesis
difficult to test due to the lethality of scd1Δ gef1Δ double mutants [11,12]. An alternative hypothesis,
which we do not favour, is that Cdc42 clustering through CRY2 binding may promote Scd2 recruitment
independently of its activation.

2.3. CRY2-Cdc42 Promotes Recruitment of Its GEF Scd1 in Scd2 Scaffold-Dependent Manner

Because Cdc42-GTP promotes the recruitment of its GEF Scd1 for feedback amplification of Cdc42
activation [6], we probed whether CRY2-Cdc42ΔCaaX induces Scd1 recruitment. Indeed, Scd1 formed
weak foci at cell sides upon blue-light activation (Figure 3A,B), similar to the CRIB-3GFP foci observed
in CRY2-Cdc42ΔCaaX cells (see Figure 1A and Figure S3). The appearance of Scd1 foci at cell sides was
also mirrored by a decrease of Scd1-3GFP at the cell tips (Figure 3C). Scd1 recruitment was dependent
on the scaffold Scd2, as no cell side accumulation of Scd1-3GFP, nor decrease at cell tips, was detected
in scd2Δ cells (Figure 3D–F). These data suggest that the activated CRY2-Cdc42ΔCaaX is poised to trigger
the positive feedback leading to recruitment of its GEF Scd1.

Although scd2 deletion abolished Scd1 recruitment, it did not substantially affect the accumulation
of the CRIB probe (Figure 3D,G), indicating that CRY2-Cdc42ΔCaaX is still activated in these cells. This
observation is in agreement with the finding that CRY2-Cdc42ΔCaaX may be activated independently
of Scd1. Because CRIB intensity on cell sides was not reduced in scd2Δ cells (Figure 3H), we conclude
that the scaffold-dependent recruitment of the GEF by CRY2-Cdc42ΔCaaX does not play a major role in
amplifying Cdc42 activation at cell sides.

2.4. The Cdc42 GAP Rga4 Prevents Isotropic Growth of CRY2-Cdc42ΔCaaX Cells

If CRY2-Cdc42ΔCaaX is activated at cell sides and recruits its own GEF, why is Cdc42 activity
not further amplified by the positive feedback mechanism and does not lead to cell shape changes?
Indeed, even long-term growth of CRY2-Cdc42 cells in the light did not change their cell length and
width, or aspect ratio, similar to control CRY2 cells. By contrast, constitutive cortical localization of
CRY2-Cdc42Q61L,ΔCaaX by growth in light conditions led to a significant increase in cell width and
decrease in cell length, yielding a reduced aspect ratio (Figure 4A–C).

271



Cells 2020, 9, 2089

Figure 2. Role of Cdc42 GEFs in activation of CRY2-Cdc42ΔCaaX. (A) Localization of Scd2-GFP,
CRIB-3GFP and Pak1-sfGFP in CRY2-Cdc42ΔCaaX-expressing scd1Δ cells (B/W inverted images and
green channel in merge). The GFP max projection (“max proj.”) images show GFP maximum-intensity
projections of 30 time points over 87 s. Merged images are composites of GFP and RFP max projections
(t0 omitted from the RFP projection). Magnification of the lateral cortex is shown in the orange
insets. Arrowheads point to lateral Scd2-GFP and CRIB-3GFP signal. (B) Quantification of GFP signal
intensities of Scd2-GFP, CRIB-3GFP and Pak1-sfGFP at cell sides of scd1Δ mutants. n > 66 cells. Exact
numbers are listed in the methods. (C) Quantification of Scd2-GFP and CRIB-3GFP signal intensity at
cell poles of scd1Δ mutants. n > 62 cells. Exact numbers are listed in the methods. (D) Localization
of Scd2-GFP in CRY2-Cdc42ΔCaaX-expressing gef1Δ cells. Layout as in panel A. (E,F) Quantification
of Scd2-GFP signal intensity at cell sides (E) and cell poles (F) of gef1Δ mutants. n > 68 cells. Exact
numbers are listed in the methods. In all graphs, thick line = average; shaded area = standard error of
the mean (SEM); WT, wild type; A.U., arbitrary units. Bars = 2 μm. Associated trace analysis is shown
in Figure S5. Autofluorescent organelles appear as linear and circular structures in some of the GFP
channel images.
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Figure 3. CRY2-Cdc42ΔCaaX recruits the GEF Scd1 dependent on the scaffold Scd2. (A) Localization of
Scd1-3GFP in CRY2-Cdc42ΔCaaX-expressing cells (B/W inverted images and green channel in merge).
The GFP max projection (“max proj.”) images show GFP maximum-intensity projections of 30 time
points over 87 s. Merged images are composites of GFP and RFP max projections (t0 omitted from the
RFP projection). Magnification of the lateral cortex is shown in the orange insets. Arrowheads point to
lateral Scd1-3GFP signal. (B,C) Quantification of Scd1-3GFP signal intensity at cell sides (B) and cell
poles (C). n > 71 cells. Exact numbers are listed in the methods. (D) Localization of Scd1-3GFP and
CRIB-3GFP in CRY2-Cdc42ΔCaaX-expressing scd2Δ cells. Layout as in panel A. (E,F) Quantification of
Scd1-3GFP at cell sides (E) and cell poles (F) of scd2Δ mutant. n > 74 cells. Exact numbers are listed
in the methods. (G) Quantification of CRIB-3GFP at cell sides of scd2Δ mutants. n > 84 cells. Exact
numbers are listed in the methods. (H) Comparison of cumulative CRIB-3GFP intensities in WT and
scd2Δ CRY2 and CRY2-Cdc42ΔCaaX cells; in scd2+ pcontrol vs. CRY2-Cdc42 = 0.019 (data from Figure 1E);
in scd2Δ pcontrol vs. CRY2-Cdc42 = 7.67 × 10−4 (data from panel 3G); pCRY2-Cdc42 in WT vs. scd2Δ = 0.4.
In all graphs, thick line = average; shaded area = standard error of the mean (SEM); WT, wild type;
A.U., arbitrary units. Bars = 2 μm. Associated trace analysis is shown in Figure S6. Autofluorescent
organelles appear as linear and circular structures in some of the GFP channel images.
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Figure 4. Rga4 GAP prevents growth on cell sides in CRY2-Cdc42ΔCaaX cells. (A) Average cell length
(μm), cell width (μm) and aspect ratio of CRY2, CRY2-Cdc42ΔCaax and CRY2-Cdc42Q61L,ΔCaaX mutants.
For all mutant N = 2, n > 80 cells per experiment; except for gap1Δ mutants, N = 1, n > 80 cells
per experiment. (B) Aspect ratios of CRY2-Cdc42ΔCaax and CRY2-Cdc42Q61L,ΔCaax -expressing cells
grown in the light normalized to the aspect ratios of CRY2-expressing cells for all the tested mutants.
Bars = standard error. The green background indicates expected reduction in aspect ratio upon
CRY2-Cdc42Q61L,ΔCaaX recruitment in WT cells. The blue background indicates absence of change
in aspect ratio upon CRY2-Cdc42Q61L recruitment. Note that all rga4Δ mutants fall in the white
intermediate space. (C) Cluster plot of length and width in single cells of WT, rga4Δ, rga6Δ, rga4Δrga6Δ,
rdi1Δ and rga4Δrdi1Δ mutants expressing CRY2, CRY2-Cdc42ΔCaax or CRY2-Cdc42Q61L,ΔCaaX. Small
dots = single cells; Large, dark dots = average; bars = standard deviation; A.U., arbitrary units; WT,
wild type.
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We hypothesized that the activation of CRY2-Cdc42ΔCaaX at cell sides is rapidly counteracted
by negative regulators. We focused our attention on the three Cdc42 GAPs Rga3, Rga4 and Rga6,
the GDI protein Rdi1 and the Ras1 GAP Gap1. Rga3, Rga4, and Rga6 directly promote Cdc42-GTP
hydrolysis [13–15]. Rdi1 may promote Cdc42 extraction from the membrane, although previous
work showed that it is largely dispensable for Cdc42 dynamics in S. pombe [4,16]. Gap1 directly
promotes Ras1-GTP hydrolysis [31]. As Ras1 promotes Scd1 activation and is uniformly active at
the plasma membrane in gap1Δ [6,31,32], we hypothesized Scd1 activation on cell sides may be
amplified in this mutant. We constructed single and most double deletion mutants expressing either of
CRY2-Cdc42ΔCaaX, CRY2-Cdc42Q61L,ΔCaaX, as positive control or CRY2 alone as negative control. We
then measured the cell length and cell width of calcofluor-stained dividing cells after at least 14h of
exponential growth in light conditions and calculated aspect ratios (Figure 4A).

To estimate the change in aspect ratio upon Cdc42 lateral recruitment while taking into account the
initial shape of the cell, we normalized the aspect ratios from cells recruiting Cdc42 to those expressing
only CRY2 (Figure 4B). CRY2-Cdc42Q61L,ΔCaaX led to a >2-fold reduction in aspect ratio in WT, rga6Δ,
rdi1Δ and gap1Δ cells, but had less effect on cell shape change in single and double rga4Δ mutants,
perhaps in part due to the already wider cell shape of rga4Δ cells [14]. Interestingly, CRY2-Cdc42ΔCaaX

had little effect on aspect ratio in WT or any single mutants, except in rga4Δ cells, which became
significantly rounder. Similar, more marked effects were also observed in combinations of rga4Δ with
rga6Δ or rdi1Δ. The effect of CRY2-Cdc42ΔCaaX on the shape of these mutants can also readily be
observed in plots of cell width to cell length, with the CRY2-Cdc42ΔCaaX cell population placed at
an intermediate position between the negative CRY2 and positive CRY2-Cdc42Q61L,ΔCaaX controls
(Figure 4C). These data indicate that the optogenetic-dependent Cdc42 activation is counteracted by
Cdc42 GAPs placed at cell sides.

We hypothesized that Rga4 and Rga6 directly antagonize Cdc42 activity at cell sides. To probe
this idea directly, we imaged CRIB-3GFP and Pak1-sfGFP for 87s immediately after CRY2-Cdc42ΔCaaX

recruitment. Both of these Cdc42-GTP interactors showed significantly increased levels at the sides
of rga4Δ rga6Δ cells (Figure 5A). The data for Pak1 contrast with what we observed in wildtype
cells, where no significant increase was detected at this timepoint (see Figure 1G). To strengthen
these data further, we probed for CRIB-3GFP and Pak1-sfGFP localization at cell sides at a later
timepoint, after 30 min of continuous white-light illumination, similar to the light conditions used
to assess cell shape changes. Compared to the small increase of CRIB-3GFP and Pak1-sfGFP at the
sides of wildtype cells in these conditions, rga4Δ rga6Δ mutants showed higher increase, which was
highly statistically significant (Figure 5B,C). These data support the view that Cdc42 GAPs at cell
sides antagonize the CRY2-Cdc42ΔCaaX activation to prevent cell widening. A second, non-mutually
exclusive possibility is that the cell shape change observed in rga4Δ cells reflects the weakening of
polarity at the native sites at cell poles, as shown by the decrease of Scd2 and CRIB at cell poles (see
Figure 1D,F). Thus, both local and competition effects with native polarity sites may combine to alter
the shape of CRY2-Cdc42ΔCaaX-expressing rga4Δ cells.
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Figure 5. Stronger CRY2-Cdc42ΔCaaX activation in cells lacking lateral Cdc42 GAPs. (A) Quantification
of CRIB-3GFP and Pak1-sfGFP signal intensity at cell sides of rga4Δrga6Δ mutants, n > 80 cells. Exact
numbers are listed in the methods. (B) Localization of CRIB-3GFP and Pak1-sfGFP in control and
CRY2-Cdc42ΔCaaX-expressing cells upon 30 min-exposure to light (B/W inverted images and green
channel in merge). Merged images are composites of GFP and RFP single middle-section images.
Arrowheads point to lateral CRIB-3GFP and Pak1-sfGFP signal. Control cells lack the CRY2-Cdc42ΔCaaX

magenta signal in the merged images. (C) Cluster plots of CRIB-3GFP and Pak1-sfGFP signal intensity
at cell sides of WT and rga4Δrga6Δ mutants, n > 138 cells. Exact numbers are listed in the methods.
The three experimental replicates are plotted with different colours. Statistical p-values are from t-test
across experimental replicates (n = 3). In all graphs, thick line = average; shaded area = standard error
of the mean (SEM); WT, wild type; A.U., arbitrary units. Bars = 4 μm. Associated trace analysis is
shown in Figure S8. Autofluorescent organelles appear as linear and circular structures in some of the
GFP channel images.

In summary, the data presented in this work show that CRY2-clustered Cdc42 is ectopically
activated at cell sides and leads to an alteration of the native polarity sites at cell poles. It is possible that
CRY2-tagging interferes with Cdc42 GTPase activity, such that CRY2-Cdc42ΔCaaX represents a slightly
activated Cdc42 variant. Alternatively, the CRY2-dependent clustering may lead to Cdc42 activation,
as proposed for other GTPases, such as Rac1 and RhoA in mammalian cells [17]. CRY2-clustered
Cdc42 leads to very clear Scd2 recruitment, but much weaker CRIB and Pak1 recruitment, raising the
question of why these Cdc42-GTP binding proteins behave differently. We hypothesize that this is
explained by the stabilization of Scd2 localization through additional interactions for instance with
membrane lipids. Interestingly, the activity level of CRY2-Cdc42ΔCaaX at cell sides is sufficient to recruit
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the GEF Scd1, whose recruitment to Cdc42-GTP depends on the scaffold Scd2 [6]. However, positive
feedback does not appear to become established as Cdc42 activity levels at cell sides are not altered in
absence of Scd2. It is possible that the non-physiological linkage of Cdc42 to the plasma membrane
(through RitC-CIBN-CRY2 binding instead of through the normal prenyl group) undermines the
positive feedback, although we previously showed that a similarly engineered constitutively active
Cdc42 construct did trigger feedback-dependent recruitment of endogenous Cdc42 [6]. We favour the
view that cellular regions may not be equally permissive to Cdc42 activity feedback amplification. For
instance, the absence of Ras1 activity on cell sides may reduce the effectiveness of the feedback [6]. Our
data further indicate that the inefficient positive feedback at cell sides may be due to the action of the
cell side-localized Cdc42 GAP Rga4, which we have shown antagonizes the effect of CRY2-Cdc42ΔCaaX

on effector recruitment and cell morphogenesis. Additional mechanisms preventing growth on cell
sides are also being proposed [33]. Thus, one critical question for future research is to better understand
the many layers that confer robustness to cell morphogenesis.

3. Materials and Methods

3.1. Strains, Media, and Growth Conditions

Strains used in this study are listed in Supplementary Table S1. Standard genetic manipulation
methods for S. pombe transformation and tetrad dissection were used to generate the strains listed.
For microscopy experiments, cells were first pre-cultured in 3 mL of Edinburgh minimal media
(EMM) in dark conditions at 30 ◦C for 6–8 h. Once exponentially growing, pre-cultures were diluted
(Optical Density (O.D.) 600nm = 0.02) in 10 mL of EMM and incubated in dark conditions overnight
at 30 ◦C. In order to allow proper aeration of the culture, 50 mL Erlenmeyer flasks were used. For
cell size analyses cells were pre-cultured and diluted once in 3 mL of Edinburgh minimal media
(EMM) in dark conditions at 30 ◦C for 6–8 h. Once exponentially growing, pre-cultures were diluted
in 10 mL of EMM and incubated in light conditions for a minimum of 14 h. All live-cell imaging
was performed on EMM-ALU agarose pads, except calcofluor-white experiments in which cells
were placed directly on a slide [34]. Gene tagging was performed at endogenous genomic locus
at the 3′ end, yielding C-terminally tagged proteins, as described [35]. Pak1 gene tagging was
performed by transforming a WT strain with AfeI linearized (pBSII(KS+))-based single integration
vector (pAV72-3′UTRpak1-Pak1-sfGFP-kanMX-5′UTRpak1) targeting the endogenous locus [36]. The
functional mCherry-tagged and sfGFP-tagged cdc42 alleles cdc42-mCherrysw and cdc42-sfGFPsw were
used as described in [4]. Gene tagging, deletion, and plasmid integration were confirmed by diagnostic
PCR for both sides of the gene.

The construction of plasmids and strains expressing CIBN-mTagBFP2-Ritc, CRY2,
CRY2-Cdc42ΔCaaX and CRY2-Cdc42Q61L,ΔCaaX was done as described in [6].

To generate the Pact1-cdc42-mChSW strain a pINT-ura4+ integrative vector was generated. Pact1 was
amplified from gDNA using primers osm2378 (atgggcccgctagcatgcGATCTACGATAATGAGACGG)
and osm2379 (ccggctcgagGGTCTTGTCTTTTGAGGGTT) and cloned using ApaI
and XhoI. Cdc42-mChSW-nmtterminator was amplified from pSM1224 using osm2343
(cccaagcttATGCCCACCATTAAGTGTGTCG) and osm2344 (gctctagaCTTCTAATTACACAAATTCCG)
and cloned using HindIII and XbaI. As a results pSM1449 was generated. This
plasmid was linearized with AvrII and integrated at ura4 locus of YSM485 strain.
The endogenous allele of cdc42 was deleted using a hygromycin (hph+) resistance
cassette as described [35]. Hph+ cassette was amplified from pSM693 using osm2511
(TACTTAGGGGTTTGAACTTTCTAGGAATTCAATAAAGTGAAGCAAAGCTTTACGATTAATTAT
TTTTTGTGAAATAGTcggatccccgggttaattaa) and osm2512 (AAGCTAAGACATTGTTTACTGTTGTAAA
CTAGCTGTATTAAGGAAATTTCGGAAAAGGAAAGAAAACCAGGGGTTAAAgaattcgagctcgtttaaac).
Finally, strain YSM3732 was generated by transforming the Cdc42-mChSW-nmtterminator strain with the hph+

resistance cassette.
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In primer sequences, restriction sites are underlined. Plasmid maps are available upon request.

3.2. Cell Length and Width Measurements

For cell length and width measurements shown in Figure 4 and Supplementary Figure S1, cells
were grown at 30 ◦C in 10 mL EMM in light and dark conditions respectively. In this case, we used
white light, which we found is sufficient to activate CRY2, shown by the cell rounding triggered by
CRY2-Cdc42Q61L,ΔCaaX. Exponentially growing cells were stained with calcofluor to visualize the cell
wall and imaged on a Leica epifluorescence microscope with 60×magnification platform described
previously [34]. Measurements were made with ImageJ on septating cells. For each experiment, strains
with identical auxotrophies were used.

Aspect ratios were calculated as:

Aspect ratio =
Cell length
Cell width

(1)

The index of ratios shown in Figure 4B was calculated as:

IndexCdc42ΔCaaX =
Aspect ratio(CRY2Cdc42ΔCaaX)

Aspect ratio (CRY2)

IndexCdc42Q61LΔCaaX =
Aspect ratio(CRY2Cdc42ΔQ61LCaaX)

Aspect ratio (CRY2)
(2)

3.3. Microscopy

Fluorescence microscopy experiments were done in a spinning disk confocal microscope, essentially
as described [34,37]. Image acquisition was performed on a Leica DMI6000SD inverted microscope
equipped with an HCX PL APO 100X/1.46 numerical aperture oil objective and a PerkinElmer Confocal
system. This system uses a Yokagawa CSU22 real-time confocal scanning head, solid-state laser lines
and a cooled 14-bit frame transfer EMCCD C9100-50 camera (Hamamatsu) and is run by Volocity
(PerkinElmer). When imaging strains expressing the CRY2-Cdc42ΔCaaX and/or CRY2 systems, an
additional long-pass color filter (550 nm, Thorlabs Inc., Newton, NJ, USA) was used for bright-field
(BF) image acquisition, in order to avoid photo-activation by white light.

Spinning disk confocal microscopy experiments shown in Figures 1–3, Supplementary Figures
S1A,D, S3, and S7 were carried out using cell mixtures [6]. Cell mixtures were composed by one strain
of interest (the sample optogenetic strain, expressing or not an additional GFP-tagged protein) and 2
control strains, namely:

(1) RFP control: An RFP bleaching correction strain, expressing cytosolic CRY2PHR-mCherry.
(2) GFP control: A wild type strain expressing the same GFP-tagged protein as the strain of interest

but without the optogenetic system. This strain was used both as negative control for cell side
re-localization experiments and as GFP bleaching correction strain (in Figures 1–3 and 5 and
related Figures S2, S5, S6 and S8).

Strains were handled in dark conditions throughout. Red LED light was used in the room in order
to manipulate strains and to prepare the agarose pads. Strains were cultured separately. Exponentially
growing cells (O.D.600nm = 0.4–0.6) were mixed with 2:1:1 (strain of interest, RFP control and GFP
control) ratio, and harvested by soft centrifugation (2 min at 1600 rpm). The cell mixture slurry (1
μl) was placed on a 2% EMM-ALU agarose pad, covered with a #1.5-thick coverslip, and sealed with
VALAP (vaseline, lanolin, and paraffin). Samples were imaged after 5–10 min of rest in dark conditions.

The plasma membrane recruitment dynamics of CRY2-Cdc42ΔCaaX and CRY2 systems were
assessed using cell mixtures. Protein recruitment dynamics were assessed by applying the 3 different
photo-activating cycles listed below. Lasers were set to 100%. Shutters were set to maximum speed
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and in all instances the RFP channel was imaged first, before the GFP channel. The duration of the
experiment was equal regardless of the exposure time settings (≈ 15 s):

(1) 50 ms: RFP channel (200 ms), GFP channel (50 ms). This constitutes one cycle (≈ 0.5 s). 30 time
points were acquired (≈ 0.5 s * 30 = 15.1 s).

(2) 250 ms: RFP channel (200 ms), GFP channel (250 ms). This constitutes one cycle (≈ 0.7 s). 22 time
points were acquired (≈ 0.7 s * 22 = 15.1 s).

(3) 500 ms: RFP channel (200 ms), GFP channel (500 ms). This constitutes one cycle (≈ 0.9 s). 17 time
points were acquired (0.9 s * 17 = 15.5 s).

Endogenous GFP-tagged protein re-localization experiments were carried out using cell mixtures.
Lasers were set to 100%; shutters were set to sample protection and in all instances the RFP channel
was imaged first and then the GFP channel. RFP exposure time was always set to 200 ms, whereas
the GFP exposure time varied depending on the monitored protein. Cells were monitored in these
conditions for 87 s.

Spinning disk confocal time (sum) projections of five consecutive single plane images are shown
in Supplementary Figure S4. Z-stack images were acquired on a Spinning disk confocal microscope
using an optimal z-spacing of 0.71 μm between successive stacks. 6 stacks were acquired (covered
Z distance = 4 μm). In Figure 5, single plane GFP and RFP images were combined to generate the
merged (Figure 5B) and used for the GFP signal analyses at the cell side (Figure 5C). Cells were cultured
as stated above and placed on EMM-ALU pads. Pads were kept for 30 min in the dark or under
white-light illumination for 30 min prior imaging.

3.4. Image Analysis

All image-processing analyses were performed with Image J software (http://rsb.info.nih.gov/ij/).
Image and time-lapse recordings were imported to the software using the Bio-Formats plugin
(http://loci.wisc.edu/software/bio-formats). Time-lapse recordings were aligned using the StackReg
plugin (http://bigwww.epfl.ch/thevenaz/stackreg/) according to the rigid body method. All optogenetic
data analyses were performed using MATLAB (R2019a), with scripts developed in-house. Figures
were assembled with Adobe Photoshop CC2019 and Adobe Illustrator 2020.

3.4.1. CRY2-Cdc42ΔCaaX and CRY2 Quantifications

The plasma membrane recruitment dynamics of CRY2-Cdc42ΔCaaX and CRY2 systems was
assessed by recording the fluorescence intensity over a 15-pixel long by 36-pixel wide ROI (roughly
1.25 μm by 3 μm), drawn perpendicular to the plasma membrane of sample cells, from outside of the
cell towards the cytosol. The fluorescence intensity values across the length of the ROI were recorded
over time in the RFP channel, in which each pixel represents the average of the width (36 pixels) of
the ROI (3 replicates, 30 cells per replicate). Average background signal was measured from tag-free
wild-type cells incorporated into the cell mixture. The total fluorescence of the control RFP strain was
also measured over time in order to correct for mCherry fluorophore bleaching. In both cases, the ROI
encompassed whole cells, where ROI boundaries coincide with the plasma membrane.

Photobleaching correction coefficient was calculated by the following formula:

RFP bleaching correction coe f f icient =
(RFP Intensitytn − NoGFPBckgtn)

(RFP Intensityt0 −NoGFPBckgt0)
(3)

where RFP intensity is the signal measured from single RFP control cells, NoGFPBckg is the average
background signal measured from tag-free cells, tn represents a given time point along the time course
of the experiment and t0 represents the initial time point (n = 30 time points). These coefficients were
corrected by a moving average smoothing method (moving averaged values = 5). RFP bleaching
correction coefficient values calculated for individual RFP control cells were averaged in order to
correct for bleaching of the RFP signal.
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The fluorescence intensity values of optogenetic cells were corrected at each time point with the
following formula:

RFP intensity = ((Raw RFP signaltn − NoGFPBckgtn)/RFP bleaching correction coe f f icienttn) (4)

where Raw RFP signal is for the RFP values measured from sample strains, NoGFPBckg is the average
background signal measured from tag-free cells and tn represents a given time point along the time
course of the experiment (n = 30 time points). The profiles resulting from these analyses were used to
get the net plasma membrane recruitment profiles (Figure S1A, [6]), the fluorescence intensities from
the peak ± 1 pixel were averaged and plotted over time.

Peak RFP intensitytn =
(RFP intensitypeak−1pixel tn+RFP intensitypeak tn+RFP intensitypeak+1pixel tn)

3 (5)

Net P.M. recruitment Pro f ile = (Peak RFP intensitytn − Peak RFP intensityt0) (6)

Finally, the single-cell plasma membrane recruitment half-times were calculated by fitting the
normalized recruitment profiles with the following formula:

RFP intensity (y) = a ∗
(
1− e(−b∗t)) (7)

Recruitment t1/2 =
ln(0.5)

b
(8)

3.4.2. Quantifications of the Re-Localization of GFP-Tagged Proteins to Cell Sides

Endogenous GFP-tagged protein re-localization was assessed upon photo-activation of
CRY2-Cdc42ΔCaaX and CRY2 systems by recording the fluorescence intensity over a 3 pixel-wide by 36
pixel-long (≈ 0.25 μm by 3 μm) ROI drawn parallel to the cell side cortex of sample cells. The average
fluorescence intensity values of both GFP and RFP channels were recorded over time from sample
strains. In these particular experiments, a GFP control strain was included. These strains serve 2
purposes:

(1) Calculation of the GFP bleaching correction coefficient (see below).
(2) Negative control of the experiment: These strains carry the same endogenous GFP-tagged protein

as the sample strain of the experiment, however lacking the optogenetic system. This controlled
that GFP fluorescence changes were due to the optogenetic system and not caused by imaging
per se. Control GFP strains were imaged in the same pad and analysed in the same way as
optogenetic cells.

To derive photobleaching correction coefficients, the average camera background signals (Bckg)
from 5 cell-free regions was measured as above, and fluorophore bleaching from RFP control and GFP
control strains were measured at the cell side of control RFP and control GFP strains, for RFP and GFP
channels, respectively.

RFP bleaching correction coe f f icient =
(RFP Intensitytn − Bckgtn)

(RFP Intensityt0 − Bckgt0)
(9)

GFP bleaching correction coe f f icient =
(GFP Intensitytn − Bckgtn)

(GFP Intensityt0 − Bckgt0)
(10)

where RFP intensity and GFP intensity stand for the signal measured from RFP control and GFP control
cells, respectively, tn represents a given time point along the time course of the experiment and t0

represents the initial time point (n = 30 time points). These coefficients were corrected by a moving
average smoothing method, as above.
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The fluorescence intensity values of optogenetic cells in both GFP and RFP channels were
independently analysed as follows. First, GFP and RFP signals were background and bleaching
corrected, using Formulas (9) and (10) for the RFP and GFP channels, respectively:

P.M. GFP/RFP valuetn = ((Raw signaltn − Bckgtn)/bleaching correction coe f f icient tn) (11)

where Raw signal intensity represents the GFP or RFP raw values at the cell side cortex, Bckg stands for
the average fluorescence intensity of 5 independent cell-free regions and tn represents a given time
point along the time course of the experiment (n = 30 time points). The net fluorescence intensity at the
cell side cortex was then calculated for both GFP and RFP signals.

Net P.M. GFP/RFP valuetn = (Fluorescence intensitytn − Fluorescence intensityt0) (12)

From here on, RFP and GFP signals were treated differently. Single cell plasma membrane
RFP profiles from Equation (10) were individually normalized and fitted to the Equation (5)
in order to extrapolate the parameter b. Using the Equation (6), recruitment half times of
CRY2 and CRY2-Cdc42ΔCaaX were calculated. Because of lower signal-to-noise of the weak GFP
fluorescence, plasma membrane GFP profiles from Equation (10) were averaged (n > 20 profiles per
experiment). Measurements from cells obtained in 3 experimental replicates are plotted on Figure 1C
(CRY2-Cdc42ΔCaaX n = 84 cells; CRY2 control n = 84 cells, WT control n = 252 cells); Figure 1E
(CRY2-Cdc42ΔCaaX n = 89 cells, CRY2 control n = 78 cells, WT control n = 247 cells); Figure 1G
(CRY2-Cdc42ΔCaaX n = 90 cells, CRY2 control n = 85 cells, WT control n = 280 cells); Figure 2B
(Scd2-GFP scd1Δ: CRY2-Cdc42ΔCaaX n = 67 cells, CRY2 control n = 71 cells, WT control n = 226 cells;
CRIB-3GFP scd1Δ: CRY2-Cdc42ΔCaaX n = 75 cells, CRY2 control n = 69 cells, WT control n = 222
cells; Pak1-sfGFP scd1Δ: CRY2-Cdc42ΔCaaX n = 78 cells, CRY2 control n = 67 cells, WT control n =
231 cells), Figure 2E (CRY2-Cdc42ΔCaaX n = 74 cells, CRY2 control n = 86 cells, WT control n = 247
cells); Figure 3B (CRY2-Cdc42ΔCaaX n = 79 cells, CRY2 control n = 72 cells, WT control n = 228 cells);
Figure 3E (CRY2-Cdc42ΔCaaX n = 81 cells, CRY2 control n = 75 cells, WT control n = 257 cells); Figure 3G
(CRY2-Cdc42ΔCaaX n = 86 cells, CRY2 control n = 85 cells, WT control n = 246 cells) and Figure 5A
(CRIB-3GFP rga4Δrga6Δ: CRY2-Cdc42ΔCaaX n = 83 cells, CRY2 control n = 80 cells, WT control n = 145
cells; Pak1-sfGFP rga4Δrga6Δ: CRY2-Cdc42ΔCaaX n = 83 cells, CRY2 control n = 84 cells, WT control n =
163 cells).

3.4.3. Quantifications of the Re-Localization of GFP-Tagged Proteins from Cell Tips

Scd2-GFP, CRIB-3GFP, Pak1-sfGFP and Scd1-3GFP tip signal analyses were performed from the
same time-lapse recordings as cell side re-localization experiments. GFP tip signals were recorded
over a 3 pixel-wide by 6–12 pixel-long (≈ 0.25 μm by 0.5–1 μm) ROI drawn at the tip of the cells. To
derive photobleaching correction coefficients, the average camera background signals (Bckg) from 5
cell-free regions was measured as before, and GFP bleaching from GFP control strain was measured at
the cell tip.

Tip GFP bleaching correction coe f f icient =
(GFP Intensitytn − Bckgtn)

(GFP Intensityt0 − Bckgt0)
(13)

where GFP intensity stands for the signal measured from the tip of GFP control cells, tn represents a
given time point along the time course of the experiment and t0 represents the initial time point (n = 30
time points). This coefficient was corrected by a moving average smoothing method, as before.

The tip GFP fluorescence intensity values of optogenetic cells was analysed as follows. First, GFP
signals was background and bleaching corrected, using Formula (14):

Tip GFP valuetn = (Tip Raw signaltn − Bckgtn)/Tip GFP bleaching correction coe f f icient tn (14)

281



Cells 2020, 9, 2089

where Tip Raw signal intensity represents the GFP raw values at the cell tip, Bckg stands for the average
fluorescence intensity of 5 independent cell-free regions and tn represents a given time point along the
time course of the experiment (n = 30 time points). The tip fluorescence intensities of single optogenetic
strains were then normalized relative to their GFP values at the initial time-point.

Normalized tip GFP valuetn = (Tip GFP valuetn/tip GFPt0) (15)

Measurements from cells obtained in 3 experimental replicates are plotted on Figure 1D
(CRY2-Cdc42ΔCaaX n = 88 cells; CRY2 control n = 87 cells, WT control n = 146 cells); Figure 1F
(CRY2-Cdc42ΔCaaX n = 79 cells; CRY2 control n = 67 cells, WT control n = 147 cells): Figure 1H
(CRY2-Cdc42ΔCaaX n = 72 cells; CRY2 control n = 68 cells, WT control n = 203 cells); Figure 2C
(Scd2-GFP scd1Δ: CRY2-Cdc42ΔCaaX n = 68 cells, CRY2 control n = 63 cells, WT control n = 134 cells;
CRIB-3GFP scd1Δ: CRY2-Cdc42ΔCaaX n = 65 cells, CRY2 control n = 67 cells, WT control n = 131 cells);
Figure 2F (CRY2-Cdc42ΔCaaX n = 69 cells; CRY2 control n = 80 cells, WT control n = 160 cells); Figure 3C
(CRY2-Cdc42ΔCaaX n = 109 cells; CRY2 control n = 75 cells, WT control n = 259 cells) and Figure 3F
(CRY2-Cdc42ΔCaaX n = 85 cells; CRY2 control n = 78 cells, WT control n = 226 cells).

3.4.4. Quantifications of CRIB-3GFP and Cdc42-mChSW Relative Expression and Distribution Profiles

CRIB-3GFP fluorescence intensity was measured from sum projection of 6 Z-stacks (Figure S4B).
The background signal from cell-free regions were used to correct the data. The relative fluorescence
intensities were calculated by dividing the single-cell CRIB-3GFP fluorescence intensity measurements
of WT and Pact1-cdc42-mChSW cells by the average CRIB-3GFP fluorescence intensity of WT cells.

CRIB-3GFP distribution profiles were generated from sum projection images of 5 middle-sections
(Figure S4C). 3-pixel wide ROIs were drawn from side to side following cell membrane contour. The
background signal from cell-free regions were used to correct the data. Whole tip profiles were split in
half based on the pixel position of their maximum CRIB-3GFP intensity (approximately in the middle
of the profile), generating 60 half tips. To take into account the CRIB-3GFP expression level, the average
CRIB-3GFP profiles from WT and Pact1-cdc42-mChSW cells were then normalized by dividing each
value by the relative CRIB-3GFP fluorescence intensities values shown in Figure S4B.

3.4.5. Quantifications of CRIB-3GFP and Pak1-sfGFP at the Cell Sides of WT and rga4Δrga6Δ Mutants

CRIB-3GFP and Pak1-sfGFP re-localization at the cell sides of WT and rga4Δrga6Δ mutants were
assessed upon 30 min of photo-activation by recording the average GFP fluorescence intensity over
a 3 pixel-wide by 36 pixel-long (≈ 0.25 μm by 3 μm) ROI drawn parallel to the cell side cortex of
CRY2-Cdc42ΔCaaX and WT control cells. Control GFP strains were imaged in the same pad and
analysed in the same way as optogenetic cells: CRIB-3GFP and Pak1-sfGFP fluorescence signals from
CRY2-Cdc42ΔCaaX and WT control cells were corrected for the average camera background signals,
derived from 6 cell-free regions. The WT control strain, which carries CRIB-3GFP or Pak1-sfGFP
like the sample strain of the experiment, but lack the optogenetic system, served as negative control.
This controlled that GFP fluorescence changes were not caused by imaging per se. Measurements
from these cells were also used as background signal and the average GFP value was subtracted from
the the CRY2-Cdc42ΔCaaX measurements for each experimental replicate. Measurements from cells
obtained in 3 experimental replicates are plotted on Figure 5C (CRIB-3GFP WT control dark = 146 cell
sides, light = 202 cell sides; CRIB-3GFP CRY2-Cdc42ΔCaaX dark = 143 cell sides, light = 207 cell sides;
CRIB-3GFP rga4Δrga6Δ control dark = 145 cell sides, light = 209 cell sides; CRIB-3GFP rga4Δrga6Δ
CRY2-Cdc42ΔCaaX dark = 145 cell sides, light = 211 cell sides; Pak1-sfGFP WT control dark = 138 cell
sides, light = 230 cell sides; Pak1-sfGFP CRY2-Cdc42ΔCaaX dark = 147 cell sides, light = 221 cell sides;
Pak1-sfGFP rga4Δrga6Δ control dark = 143 cell sides, light = 208 cell sides; Pak1-sfGFP rga4Δrga6Δ
CRY2-Cdc42ΔCaaX dark = 144 cell sides, light = 222 cell sides).
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3.4.6. Cell Size Measurements, Aspect Ratios and Index of Ratios

The aspect ratio of mutant cells was calculated by dividing the cell length by the cell width
(Figure 4A). In Figure 4B, the index of ratios was calculated by dividing CRY2 control aspect ratios by
CRY2-Cdc42ΔCaaX and CRY2-Cdc42Q61L,ΔCaaX.

Figure were assembled with Adobe Photoshop CS5 and Adobe Illustrator CS5. All error bars
on bar graphs are standard deviations. For statistical analysis, in Figures 1–3, cumulative GFP signal
(addition of GFP signal along the 30 time points of the time-lapse) was calculated from single cell
traces of CRY2, CRY2-Cdc42ΔCaaX and GFP control cells.

3.4.7. Cell Images and Kymographs

Cell images shown in Figures 1A, 2A–D and 3A–D, and Supplementary Figures S3 and S7
were obtained from time lapses that were first aligned using the StackReg (http://bigwww.epfl.ch/
thevenaz/stackreg/#Explanations) plugin on image J. Aligned time lapses were corrected for the average
camera background by subtracting the average signal from 6 cell-free regions measured over the
first frame (t0). Finally, time lapses were corrected for photo-bleaching using the Bleach correction
plugin (https://www.embl.de/eamnet/html/bleach_correction.html) on image J. GFP maximum-intensity
projections of entire time lapses (30 time points) were used to generate GFP max projection images.
GFP max projection images were merged with RFP max maximum-intensity projections, in which the
the first frame (t0) was omitted in order to segment the plasma membrane. Prior to blue light exposure
CRY2-Cdc42ΔCaaX remains cytosolic as shown in Figure S1D.

Kymographs shown in Figure 1B were generated with the MultipleKymograph (https://www.
embl.de/eamnet/html/body_kymograph.html) ImageJ plugin. A single pixel-wide ROI was drawn
along the cortex at the cell side (1 pixel = 0.083 μm).

3.4.8. Statistical Analysis

For statistical analysis, single cell cumulative GFP signals of the entire dataset (3 independent
experiments combined) were considered, without averaging. For CRIB analysis, we also performed
statistical tests on cumulative GFP signal of the second half of the time lapse relative to either the
first half or the second half of the CRY2 control, both of which returned statistically significant values
(p-values = 0.0008 and 0.0025, respectively). By contrast, a comparison of cumulative GFP signal
over the first half (first 45s) with the corresponding time lapse in the control was non-significant
(p-value = 0.45). We also did these comparisons on the Scd1-3GFP signal with similar results (2nd
half of CRY2-Cdc42ΔCaaX vs. 1st half p-value = 0.024; 2nd half of CRY2-Cdc42ΔCaaX vs. 2nd half of
CRY2 control p-value = 0.0035; 1st half of CRY2-Cdc42ΔCaaX vs. 1st half of CRY2 control p-value =
0.12). We chose to report the tests on the cumulative signal for the entire time lapse, as these are
more conservative, and thus less prone to over-interpretation. Data normality was assessed by the
Lilliesfors test and significance by pairwise Kruskal–Wallis analysis. p values show significance of
differences between CRY2-Cdc42ΔCaaX and CRY2 cells, unless indicated otherwise. A T-test was used
in Figures 4 and 5C. On each box, the central red mark indicates the median, while the bottom and
the top edges indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most
extreme data points not considering outliers, which are plotted individually using the red ‘+’ symbol.
All experiments were done at least three independent times. For clarity of the average traces, the plots
are shown with standard error of the mean (SEM) in the main figures, which shows the robustness of
the average value. The same plots are available in the supplementary figures with standard deviation
(SD) to show the biological variability.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/9/9/2089/s1,
Figure S1: Controls for CRY2-Cdc42ΔCaaX optogenetic recruitment, Figure S2: Control and single-cell traces for
optogenetic recruitment in WT cells, Figure S3: Additional examples for CRY2-Cdc42ΔCaaX induced CRIB-3GFP
cell side recruitment, Figure S4: Overexpression of Cdc42-mChSW in WT cells does not induce ectopic activation
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of Cdc42, Figure S5: Control and single-cell traces for optogenetic recruitment in scd1Δ and gef1Δ cells, Figure
S6: Control and single-cell traces for optogenetic recruitment of Scd1-3GFP and CRIB-3GFP in WT and sdc2Δ
cells, Figure S7: Additional examples for CRY2-Cdc42ΔCaaX induced Scd1-3GFP cell side recruitment, Figure S8:
Control and single-cell traces for optogenetic recruitment of CRIB-3GFP and Pak1-sfGFP in rga4Δrga6Δ cells,
Table S1: List of strains used in this study.
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Abstract: A bottom-up route towards predicting evolution relies on a deep understanding of the
complex network that proteins form inside cells. In a rapidly expanding panorama of experimental
possibilities, the most difficult question is how to conceptually approach the disentangling
of such complex networks. These can exhibit varying degrees of hierarchy and modularity,
which obfuscate certain protein functions that may prove pivotal for adaptation. Using the
well-established polarity network in budding yeast as a case study, we first organize current
literature to highlight protein entrenchments inside polarity. Following three examples, we see
how alternating between experimental novelties and subsequent emerging design strategies can
construct a layered understanding, potent enough to reveal evolutionary targets. We show that if
you want to understand a cell’s evolutionary capacity, such as possible future evolutionary paths,
seemingly unimportant proteins need to be mapped and studied. Finally, we generalize this research
structure to be applicable to other systems of interest.

Keywords: network evolution; Saccharomyces cerevisiae; polarity; modularity; neutrality;
symmetry breaking

1. Introduction

How cells work and how they evolve is at the heart of cell biology. In this work we will review
how cellular architecture (“how cells work”) and its evolutionary properties (“how they evolve”) are
related to each other. Understanding evolution and possible mutational paths of protein networks,
and especially the cell polarity network, is not only satisfying our curiosity but may also help us
understand and possibly predict cancer progression [1].

Every cell consists of many different interconnected functional protein networks (for definitions,
see Table 1), such as transcription, translation, or polarity establishment [2]. The network’s architecture,
(for example: which protein binds to/reacts with which other protein), impacts the evolutionary
possibilities of a network in multiple ways. For example, hubs, proteins with many binding partners,
tend to evolve slower [3]. Less connected proteins, that may be deleted in a cell without a detectable
change in cell physiology, can permit duplication of other genes and thus promote evolution [4]:
duplicates of a gene enable new options for diversification, which facilitate further evolution of a
gene/protein and the surrounding network [5–7]. Interestingly, many mutations (from 3% of nonsilent
mutations in bacteria to 30% in hominids [8]) in a cell show very weak, or no effect on the cell’s function,
a phenomenon called neutrality [9]. Thus, proteins that may seem unimportant for how the cell works
now, in this environment, may become important when changes occur in the network architecture due
to a mutation or a switch in environment [10,11].
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Table 1. Definitions of important terms used throughout the introduction.

Term Definition

Protein network Group of proteins with physical interactions together performing a function

Connectivity Degree to which parts of the network are embedded with other parts in the network. In this sense,
it can be received as the reciprocal of modularity.

Modularity Potential to group parts of a protein network given a certain representation of the protein network
(e.g., in terms of mechanisms, genetic or physical interactions)

Hub protein Highly connected protein in a network (often essential)

Neutrality No consequence of a mutation to phenotype (in current environment)

Hierarchy Clear layering of pathways inside a protein network

Redundancy Multiple mechanisms that can to some extent interchangeably contribute to the same function

A well-studied model organism to concretize how these proteins, without a detectable phenotype,
shape a network is Saccharomyces cerevisiae, or budding yeast. The organism generally exhibits
many of the network properties defined in Table 1, such as hierarchy and the presence of hubs [2].
Here, neutrality is also pervasive, as only 40% of homozygous gene deletions for the entire organism
initially had obvious phenotypes [12]. Moreover, the environment has been shown to have a notable
influence on neutrality, as lethal heterozygous deletions can be compensated by poor medium [13].
As a general rule, both the network architecture and the environment can mask the function of
many proteins.

Within this organism, a, to some extent, representative example of a protein network is the
polarity network, which governs how the yeast chooses a direction in which to divide and involves
directing dozens of proteins in a process of breaking its internal spherical symmetry (see, e.g., [14]).
As required, we observe the presence of the common network properties demonstrated in Section 2,
such as hierarchy and redundancy. Polarity is also one of many biological functions in yeast for which
a subdivision of many proteins into a quasi-modular network proved possible [15]. Within polarity,
even more detailed submodules can be distinguished [16]. Neutrality is also exhibited by several
polarity proteins discussed in Section 3, in part responsible for the difficulty in determining the role
of each protein. Lastly, polarity is a pattern formation process where, by definition, spatiotemporal
dependencies are important, and understanding evolution generally relies on understanding this type
of dependencies [17].

However, the polarity network is not a prime example of the sort of networks with abundant
transcriptional regulation. Other templates are better suited for learning about the evolution
of gene regulation, such as interaction networks centered around transcriptional regulators
(e.g., Mcm1 [18]), ribosomal regulation (e.g., [19]) the stress response (e.g., [20]) or metabolic response
(e.g., GAL pathway [21]). The existence of established regulatory templates thus conveniently
complements our focus on symmetry breaking during polarity as a model for the protein interaction
network, which is also a topic for evolutionary studies.

Concretely, in [22] a mutant strongly defective in polarity establishment was experimentally
evolved and found to recover remarkably reproducibly, e.g., the first rescuing mutation to sweep
the population was always the same. Because of this exhibited tractability of the adaptations,
network structures within the polarity network that facilitated evolution could be concretely interpreted
in terms of redundancies [23]. In another approach to determine the flexibility of the polarity
network, historical evolution was studied for 40+ proteins in almost 300 fungal species in [11].
Again, the polarity network exhibited sufficient modularity so that studying its evolution separately
from other functions still yielded interpretable results. For example, authors showed that polarity
network size was shaped in part by fungal lifestyle (e.g., uni- or multicellular).

Nevertheless, clear justification for observed evolutionary trajectories in this network remain
difficult to make. It is sometimes possible to generate more abstract predictions by linking network
architecture to the evolvability of the polarity network using classical regulatory motifs. For example,
the presence of positive and negative feedback in polarity establishment confers robustness to the
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network [24,25], which in turn may facilitate evolution. But in order to make more concrete and
detailed predictions about evolutionary trajectories, an important insight is that we need mechanistic
information of (parts of) the polarity network.

To illustrate this point, a bottom-up model was constructed in [26] where molecular details were
coarse-grained following analysis on numerical simulations of multiple polarity mechanisms [23].
This approach was successful in quantitatively describing the fitness along the evolutionary trajectory
in [22]. Furthermore, the predictions on epistasis, an important bottleneck for predicting evolution [27],
can be extended to other modules, and although use of full mechanistic understanding is superior in
quantitative assessments of epistasis, biofunctional information (viz. from GO-terms, in agreement
with [28]) as input to the model suffices for epistasis sign predictions.

Instructive is the Nrp1 case where full information is absent, but some phenomenological
information is available. Based on the latter, inclusion of Nrp1 into the bottom-up coarse-grained
model of [26] is still worthwhile, but leaves room for improvement. This marks the importance
of continuing to investigate protein networks until molecular mechanisms have been elucidated.
In this review we advocate that obtaining this knowledge is (soon) feasible, motivating the use of
the yeast polarity system for studies in network organization (with properties such as hierarchy,
modularity/connectivity and redundancy that can “hide” proteins) as well as evolution.

We present three case studies in our review to reflect different stages in this knowledge quest;
while literature on the first case, bud scar proteins, has been quite advanced for several years,
only recently the GAP mechanism [23] (second case) has been revealed and for Nrp1 (third case)
more work remains. These cases illustrate how to move from detecting the strong and more obvious
phenotypes to unveiling evolutionary important hidden features (such as for Nrp1). The cases build
on literature of the polarity network summarized in the form of a Venn diagram, ideal for depicting
a hierarchical and semimodular protein grouping. The feasibility of deciphering a protein’s role in
this Venn diagram turns out to depend on how deep the protein is embedded inside the network,
which can impose neutrality on mutations to hinder unique attribution of genotypes to phenotypes.
In the sections thereafter, our three examples with varying depths of embedding serve to show how
improved understanding of the nontrivial parts of the networks can elucidate evolutionary trajectories.
Ultimately, we believe that in all the work done in yeast for many decades by many researchers there is
a common recipe applicable and useful for many protein networks, as expanded upon in the outlook.

2. Polarity Overview

Within the yeast polarity network, four pathways to polarization exist which cannot easily be
considered modular. Their interconnectivity can be conveniently visualized in the form of a Venn
diagram (Figure 1, with references found in Appendix A Table A1). These pathways are hierarchically
set up, in the following order: the mating pathway at the top, then the bud scar pathway, followed by
the reaction−diffusion pathway and finally the actin pathway. In short, their function boils down to the
act of condensing the GTPase Cdc42 bound to GTP molecules (i.e., active Cdc42) to one point on the
plasma membrane, which can signal downstream effectors to proceed the cell cycle [29]. To prevent
premature or overdue localization of active Cdc42 and allow some influence on the hierarchy of
pathways, a fifth pathway exists to control the previous four, namely the timing pathway. The next
section summarizes the most important interactions in and across all pathways, starting with the
timing cue, before expanding upon the three examples. As a site note, we have done our best to include
all relevant papers, but apologize for important papers we have missed.
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Figure 1. Venn diagram representation of the hierarchical, nonmodular pathway structure for
protein−protein interactions in budding yeast polarity establishment (Table A1 for references).

2.1. Timing: The Control Knob

During isotropic growth in G1, active Cdc42 localization is suppressed by overactivity of its
associated GTPase activating proteins (GAPs) and sequestration of its guanine nucleotide exchange
factor (GEF). The consequence of both circumstances is the vast abundance of inactive Cdc42, which is
bound to GDP instead of GTP [30], rendering it impossible to signal the polarity cue. The purpose
of this pathway (see top dark purple region in Figure 1) is hence to timely reduce GAP activity and
release the GEF, which must be in response to important physiological parameters that indicate the
readiness of the cell: sufficient protein production, a sufficient size, and sufficient nutrition.

The physiological state of the cell enters the equation through nuclear levels of cyclin Cln3.
Upon sufficient nutrition and size, Cln3 levels rise either more directly through higher Cln3 mRNA
abundance [31], or more indirectly through Ydj1 disturbing Cln3 localization by Whi3 [32], the latter
also being an inhibitor of Cln3 mRNA translation [33]. The arrival of nuclear Cln3 allows binding
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partner and cyclin-dependent kinase Cdc28 [34] to phosphorylate Whi5, which had inhibited expression
of Cln2, another cyclin [35,36]. Cln2 can then reinforce its own expression, consolidating the original
Cln3 signal [37].

Now, the Cdc28-Cln2 complex can distribute the physiological signal to the aforementioned
targets, the GAPs and the GEF. The kinase Cdc28 phosphorylates all four GAPs Bem2, Bem3, Rga1 and
Rga2 [38–41] and Far1, which was keeping the GEF Cdc24 in the nucleus [42]. Now cytoplasmic levels
of active Cdc42 can rise, leading to polarity establishment through subsequent pathways.

Importantly, the completion of the timing pathway causes the hierarchy of the subsequent pathways
to change. While the mating pathway is otherwise dominant, the kinase Cdc28 phosphorylates Ste5,
a crucial hub in the mating pathway, to stop the mating in its tracks [43–45]. In the following discussion
of the mating pathway, the situation is considered where the timing pathway did not overwrite
its behavior.

2.2. Mating: Heavily Cross-Linked

The mating pathway is the dominant force across the four symmetry-breaking pathways.
While polarization in a random orientation is possible after the timing cue (see the section on
reaction−diffusion further on), the presence of pheromones of the opposite mating type (a or α) should
redirect the Cdc42 localization to the side of the pheromone signal. This process revolves around Ste5,
as also depicted in the left, blue-grey circle of Figure 1.

Briefly put, once pheromones bind membrane proteins Ste2 and Ste3 [46,47], Ste4 is released from
the membrane [48,49] and binds Ste20 and scaffold Ste5. This scaffold binds Ste7, Ste11 and Fus3,
which are activated by sequential phosphorylation [50–52]. Fus3 may inhibit the GAPs Bem2 and
Bem3 [39], while Ste5 binds the GEF Cdc24 [53], replacing the absence of the timing pathway result to
stimulate activity of Cdc42.

While this simplified view would suffice to redirect the Cdc42 localization, the mating pathway is
much more intertwined with the other pathways than seemingly necessary, particularly with the actin
pathway. The abundant mechanistic redundancies result in a more complex picture, obfuscating the role
of the proteins involved. For example, active Cdc42 stimulates Ste11 phosphorylation/activation [54].
Another form of positive feedback, as well as a bridge to the actin pathway, is the Cdc42 recruitment of
formin Bni1 [55]. The resulting nucleation of actin cables may transport Ste5-GEF Cdc24 complexes [56],
possibly also through Bem1. This scaffold co-immunoprecipitates with Act1 [57] and Far1 [58], which is
bound to the GEF Cdc24 [59], but is itself in turn also bound to Bem1 [60]. Another actin cross-link
is the phosphorylation and localization of Bni1 through Fus3 [61]. Clearly, care must be taken in
assigning roles to different proteins, as many are overloaded.

2.3. Bud Scar: Mostly Modular and Ordered

In the absence of a mating cue, the timing pathway reduces GAP activity and releases the GEF, while
the mating pathway is repressed. Under the new hierarchy, the bud scar pathway is normally dominant.
The scar refers to leftover proteins from the previous division, named septins [62,63]. This spatial
cue can be exploited for polarity establishment; a new bud forms adjacent to the scar (axial budding,
haploids) or also at the opposing side (bipolar budding, diploids) [64,65]. The bottom, dark blue circle
of Figure 1 represents this path from septins to Cdc42 recruitment graphically. More background
information about the core bud scar protein group Bud1 to Bud5 is discussed separately in one of the
three case studies, and only a brief overview of the pathway as a whole is discussed in this section.

An important bud scar localization target is Bud5, which activates and recruits Bud1 [66,67],
a protein also known as Rsr1 [65,68]. In haploids, where Axl1 is specifically expressed [69], the Bud5
localization occurs by relay of the septin signal to a protein complex of Bud3, Bud4, Axl1, Axl2 and
Bud5 [70–73]. In diploids, functionality of Rax1 and Rax2 is not impaired, presumably by blocked
expression of Axl1 [74], so these can localize Bud9 and Bud8 to the bud scar or the opposite end of the
scar respectively [75], which in turn recruit Bud5 [76].
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After Bud5, localization follows of Bud2 [77], the GAP for Bud1 [78], to complete the control of
the GTPase cycle of Bud1. Finally, Bud1 binds GEF Cdc24 and Bem1 [79] (although Cdc24 has the
strongest affinity with Bem1 [80]), to redirect the pattern formation made possible after the timing cue.
As linkage of Cdc42 GAP Rga1 to septins prevents reuse of the previous location [81], the new bud
forms adjacent to the bud scar.

As a whole, the bud scar pathway is not completely modular either. Aside from nudging the
reaction−diffusion pathway (see next section), an example of a cross-link is that Bud8 and Bud9 are
delivered by actin transport [82]. The highest position in the hierarchy in the absence of the mating
cue is also not absolute; multiple ways to promote the subsequent reaction−diffusion pathway exist,
such as deletion of Bud1 and Bud8 [83], Axl2 and Rax1 [84], or Bem1 [22]. Therefore, it has been
possible to retrieve the information discussed in the following section.

2.4. Reaction−Diffusion: Ample Redundancy

Even in the absence of chemical or spatial cues, the shift in balance towards activation of
Cdc42 induced by the timing pathway still provides the conditions for swift symmetry breaking.
Theoretical models concerning this pathway have been subject to updates as more molecular details
have been revealed. Central is the strong positive feedback generated by the Bem1-GEF Cdc24
complex, as modelled in, e.g., [85,86] with further refinement in [87]. This feedback is sufficient for
polarity success, which becomes rather insensitive to GAP abundance. More details on the GAPs were
uncovered in [23] and are placed in a broader context in the case study further on.

What makes this pathway special is the limited number of proteins that are unique to this pathway,
as seen from the central, emerald circle in Figure 1, namely only Cla4 and Rdi1. The latter is the
least cross-linked of the two, providing a possible justification for referring to the WT mechanism
as the Rdi1 polarity mechanism, as in [24]. Cla4 is more context-dependent, possibly having two
opposing roles, promoting and inhibiting polarity [23,88,89]. Yet both Rdi1 and Cla4 are dispensable
for polarity [88,90].

An even stronger addition to the redundancy within this pathway is on the positive feedback side.
Without Bem1, generic rescuing feedbacks suffice [23], among which Cla4 could account for 20% of
their function [91]. More feedbacks may be found in the GAPs (see GAP case study) through actin
transport as described in, e.g., [24]. This brings us to the actin pathway as the final layer to discuss.

2.5. Actin: The Mysterious Auxiliary Layer

The actin pathway (rightmost green circle in Figure 1) has featured several times already in
the previously discussed pathways, but its individual role is still quite uncertain. Yeast formin
Bni1 which nucleates actin cables, binds active Cdc42 [55], and is known to be involved in exo- and
endocytosis [92,93]. This suggests transport of polarity proteins from and to the presumptive bud site.
The resulting actin pathway has been confusingly implicated in two opposing roles; promoting Cdc42
polarization, see, e.g., [24,94,95], as well as negatively impacting Cdc42 polarization [96,97].

A way to reconcile these findings is that actin transport contributes to a process promoting Cdc42
polarization but without relying on significant transport of Cdc42 itself. As mentioned in the mating
pathway, Bem1 and Act1 co-immunoprecipitate [57], suggesting that Bem1, and concordantly its
multiple binding partners, might get transported through the actin pathway. However, in the absence
of Bem1, 80% of the positive feedback is still unidentified [91], which may very well be actin-related.
Instead, a prime candidate is the GAP group, which is known to bind the epsin-coating of actin cables
involved in endocytosis [98]. This is further discussed in the case study on the GAPs. In any case,
it is quite difficult to decipher the actin pathway, in large part due to its low positioning in the yeast
polarity hierarchy.
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3. Case Studies

In the introduction the need for determining the (potential) functions of a protein inside a complex
network even when these are normally hidden, was explained as, evolution may exploit these later.
In the following sections, the reconstitution of the mechanistic details involving three protein(s) (classes),
that are currently at different stages in their discovery (see graphical mechanistic summary in Figure 2),
is illustrated; the Bud1-5 bud scar protein subset, the GAP proteins for Cdc42, and finally Nrp1.

 

Figure 2. Mechanistic model for the haploid bud scar pathway, the reaction−diffusion pathway
including the GAPs, and the hypothesized role of Nrp1 in the timing pathway.

In the first case, detailed knowledge has been established the longest, and has also been put
in an evolutionary perspective as forming a “weak regulatory link” that facilitates phenotypic
variation [99,100]. Therefore, relatively small gains are expected from the remaining open questions.
For the GAP proteins, detailed knowledge is only very recently obtained. Together, the purpose of
putting the literature of these cases into historical context is that these two examples form convenient
templates to delineate the route towards complete understanding for proteins as in the final case, Nrp1,
where knowledge is scarce. On the one hand, technical advances that improve detection of phenotypes
were the most prominent method of progress for the bud scar proteins. On the other hand, the GAP
protein and the Nrp1 case show that progress can rely more on very specific designs of experiments
than on new technology. All three cases combined in turn illustrate the foundation under the general
strategy to approach networks put forward in the outlook.

3.1. Bud Scar Proteins

One of the strongest phenotypes to observe for budding yeast is the location of the next bud.
Already more than half a century ago, it was documented that S. cerevisiae exhibited two possible
budding patterns [64]. Normally for haploids, the next bud grows next to the previous division site
(axial budding), whereas diploids can also pick the location opposite the previous site (bipolar budding).
Changes in this pattern are clear phenotypes, and are therefore a useful detection tool in bulk
mutagenesis screens. In 1991, five genes were identified that affected (seemingly as their sole
phenotype) the bud site selection, and were therefore named BUD1 (formerly known as RSR1 [68]),
BUD2, BUD3, BUD4 and BUD5 [65,66]. These genes and their associated proteins are therefore
straightforwardly localized in the bud scar circle in the Venn diagram (Figure 1).

The next step, retrieving information on physical interactions, is more elaborate. For example,
authors in [66] reasoned the physical mechanism of Bud5 (amongst others a GEF for Bud1) based
on sequence information, which was further substantiated in [78], together with the GAP action
of Bud2. Bud2 and Bud5 hence underlie the relevant GTPase cycling of Bud1, as in vitro studies
established that Bud1 when GTP-bound, mostly binds Cdc24, while binding and recruiting Bem1 when
GDP-bound [79,101]. This provides the bridge to the previously described reaction−diffusion pathway.
With the advent of GFP [102], it also became possible to get in vivo spatiotemporal information from
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yeast proteins, later even in bulk [103]. Now armed with the tool of fluorescence microscopy, substantial
progress was made for validating the roles for Bud2 and Bud5 [77].

The final confirmation on the mechanisms comes when zooming into the domains of a protein,
by expressing truncated versions or intelligently chosen point mutations. For example, the domains
responsible for how Bud5 affects whether budding is axial or bipolar are described in [104]. For other
proteins, however, it was necessary to consider in greater detail the protein network that the bud
genes compose. Therefore, it has taken more time to reverse-engineer the details for Bud3 and Bud4.
Authors in [72] combine their findings with earlier literature to demonstrate that septins from the
previous division localize Bud4, which can then bind Bud3. Subsequently, Bud4 binds Axl2, and after
this Axl1 as well. Domain analysis of Bud3 further uncovered more details [105] to show Bud3 can
serve as a GEF for Cdc42 (but early in G1, before Start), which is important for the Bud4−Axl1 link.

This leaves only a few mechanistic unknowns. For example, the exact recruitment of Bud2 as
depicted in Figure 2 is putative, as it is unclear how Bud2 is recruited even in the absence of Bud1 or
Bud5 [74]. Bud1 can recruit itself by dimerization and Cdc42 at the bud site of the membrane [67]. In the
same paper, it is shown that while Bud5 also recruits Bud1, the former may only indirectly be involved
in the Bud1 dimerization, considering the full GTP-GDP cycle is critical for appropriate dimerization.
This suggests guidance of Bud2 for the self-recruitment, but the exact order for Bud1-binding and
hydrolysis of its GTP is open for interpretation, given the alternative model in [74].

As an alternative representation of the current state of research of the bud scar proteins, Figure 3
depicts an ordering in the form of a mind map. For clarity, only Bud1 is considered. As can be seen,
the bud scar protein case is relatively well advanced, with ample coverage of all categories.

Figure 3. Mind map representation of the bud scar protein Bud1 summarizing its most important
properties from literature, such as localization, domains and interactions.

3.2. GAPs

Central to the function of GTPase Cdc42 are proteins that promote GTP hydrolysis, i.e., its GTPase
activating proteins. Bem3, was the first to be identified [106], followed by Rga1 and Rga2 [107–109].
A summary of Bem3 studies/information is given in Figure 4. The specific molecular function of GAPs
allowed validation in vitro, where Cdc42-GTP was incubated with a GAP to determine whether the
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amount of GTP indeed decayed faster than without a GAP. In [106] Bem2 was not found to exhibit
detectable GAP activity, and not until [110] could Bem2 be convincingly considered a GAP as well.

Figure 4. Mind map representation of the GTPase activating protein (GAP) Bem3 summarizing its
most important properties from literature, such as localization, domains and interactions.

After their establishment as a GAP, the localization of Bem3, Rga1 and Rga2 was determined
using either antibody staining or GFP-tagging [111]. These GAPs colocalized with Cdc42 at the bud
site (although Rga1 is slightly more dispersed). Bem3 was also found in Spitzenkörper-like structures,
but seemingly after polarity establishment during polarized growth [112]. The GAP localizations
affirmed their role in polarity, although they also seemed somewhat redundant, as a triple mutant was
still viable [109].

More information on GAPs was gathered through their interactions. Bem2 and Bem3 were
found to be associated with the mating pathway [39], Bem3, Rga1 and Rga2 related to the actin
pathway [98,113], while [81] suggested a link between Rga1 and the bud scar pathway. However,
several open questions remain. For example, why is there more than one GAP? Why and how are
these distributed across multiple pathways?

More clues were to follow from the tedious deciphering of the mechanistic action of the GAPs.
The difficulty behind this problem was clearly elucidated by the model of [87]. There, authors showed
the dominance of the Bem1-mediated positive feedback minimized the phenotypical influence of
varying GAP concentration. Consequently, this led to the realization that GAP details only emerged in
a Δbem1 background.

In [23] a proposed mechanistic model for the GAPs was validated against this background.
The idea was that GAPs were temporarily retained on the membrane by Cdc42 during the GTP
hydrolysis process. Only in the location in the cell with high membrane concentrations of Cdc42-GTP
would this lead to a local depletion of available GAPs, which cannot be compensated by the cytosolic
diffusive flux. Elsewhere on the membrane, this was not a problem and Cdc42 was promptly inactivated
and recycled, leading to only one spot on the plasma membrane where active Cdc42 accumulated.
A generic positive feedback mechanism for Cdc42 (due to, e.g., Cla4) completed the symmetry
breaking. This provides a good example of the added value of revealing nonobvious mechanistic
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details. This GAP model, which is obscured in the presence of Bem1, allowed the authors in [23] to
provide a detailed explanation of the evolutionary trajectory observed in [22].

Yet, this may not be the complete role of the GAPs. Their mechanism partly supplements the need
for the Bem1-mediated positive feedback, but a further deletion of CLA4 and BEM3 reveals that 80%
of the positive feedback originates elsewhere [91] (p. 101). Here the interconnectivity with another
pathway can surface, which initially seemed elusive and redundant.

As discussed in the actin pathway, there could be a critical link with actin and the GAPs.
The aforementioned local depletion of unbound GAPs may be reinforced by actin transport [91]
(p. 34). Epsin coatings of endocytic vesicles colocalize with polarized growth and bind GAPs [98,113].
Moreover, active Cdc42 releases the auto-inhibition of kinases Ste20 [54] and Cla4 [114], both of
which phosphorylate myosins 3 and 5 to ultimately lead to activation of the Arp2/3 complex [115],
critical for endocytosis. In this way, sites of active Cdc42 can promote the endocytosis which may
reinforce the stability of the site, providing the feedback needed to establish polarity (model F
in [116]). The combination of interactions of recyclable GAPs and active Cdc42 would also fulfil the
requirement of actin-mediated recruitment formulated in [117], provided the GAPs diffuse slowly on
the membrane [96].

Figure 4 graphically summarizes the available information for one of the GAPs, Bem3. However,
there is still room for improvement with experiments whose design can just now be established.
As with the bud scar pathway, subtle information may be retrieved through experiments at the domain
level, to test, e.g., the GAP trafficking hypothesis. One could remove the link between GAPs and actin
through deletion of epsins ENT1 and ENT2 (in the Δbem1 Δcla4 background) and replacing this by
only a weakly expressed ENTH-domain of Ent1 (truncation). Modulating this expression should show
how strong this effect is. More information on GAP interactors in this role may also be retrieved by
using this mutant as the crippled starting point in an evolution experiment, akin to [22].

Furthermore, the resulting scatter of the GAPs across the other polarity pathways currently leaves
room for interpretation and speculation. Given Figure 1, the components that are most shared also
seem the most critical. This is most obvious when noting that actin pathway components are not just
essential for polarity establishment. For example, Rho1 is needed for cell wall integrity synthesis later
on during polarized growth [118–120]. Extrapolating, the location (wedged between pathways) of the
GAPs in the Venn diagram may suggest an important (but not essential) function for each of them in
establishing polarity.

Hypothetically, the GAPs might serve as an evolutionary control knob to mediate the relative
hierarchy between pathways. This could be favorable in situations where different hierarchies are
optimal, such as when mating is infrequent (e.g., the diploid state becomes the default), or when the
bud scar is not often used (frequent sporulation). Strategic dispersal of multiple GAPs may therefore
provide more handles for the cell to optimize the pathways then simply having one GAP in larger
copy numbers.

3.3. Nrp1

After discussing two well-studied protein classes, we address an underexposed protein,
namely Nrp1. With this we would like to show the difficulties and possibilities that are still open in a
case when the most straightforward experiments do not provide obvious, interpretable phenotypes.
Although its deletion does not have a detectable phenotype in standard lab conditions, Nrp1 is an
important evolutionary [22,121]. Usually, Nrp1 is mentioned merely peripherally in articles as a
bycatch in studies with an alternative focus. Therefore, a chronologically ordered literature overview
does not make sense here, as very little of the research findings actually builds on previous work.
An overview of the Nrp1 knowledge is given in Figure 5, where it is apparent that there are some gaps
in our understanding.
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Figure 5. Mind map representation of Nrp1 summarizing its most important properties from literature,
such as localization, domains and interactions.

Nrp1 was first described by [122], who have given the protein its name. NRP1 stands for
‘Asparagine rich protein’, the name refers to the region of the protein sequence that has many
asparagines (short name: “N”). Genes are often named for their defining characteristics or functions.
Reynaud and coworkers [122] did not find a phenotype or function for Nrp1, thus the seemingly
nondescript name.

Nrp1 has been linked to stress response and stress granules. For example, it has been implicated in
the response to glucose and oxygen [123–125], although the precise mechanism or function of Nrp1 in
this response is not known. A hypothesis is that Nrp1 forms an aggregate or prion (like a stress granule)
by its low complexity domains, because the repeated asparagine sequence in Nrp1 is often found to form
prions for other proteins [126]. Nrp1 itself also seems to form a prion. In addition, Nrp1 can potentially
bind and regulate mRNA. The mRNA regulation occurs through another documented domain, namely
an RNA binding motif [126]. This implies that Nrp1 can bind specific mRNA sequences, however no
specific mRNAs have been identified until now [127].

The supposed link between Nrp1 and the polarity network was found by authors in [22].
They showed that null mutations in NRP1 could rescue a bem1Δ. This prompted interest in a search for
the function of Nrp1. Another connection to the polarity network and a possible explanation for what
was found in [22] is the synthetic lethality of NRP1 with CLA4 [128].

Diepeveen et al. [11] have found that Nrp1 is highly conserved within the Ascomycota which hints
to a function of some importance. One typically expects that essential genes are the most conserved
parts as they cannot easily be mutated [3]. However this is not always the case, for example CDC42 is
conserved in most fungal species (and also outside of fungi [129,130]) but it is not present in others [11].
Interestingly, NRP1 is more conserved than several essential genes [11]. What the reason for this
conservation is, is unclear. A conserved sequence does not mean conserved function or interactions.
So, although a highly similar Nrp1 protein is present in a species, this does not mean it has the same
function in that species.

An interesting look into the kind of experiments and research done for a protein that is similar in
sequence to Nrp1 and also probably functionally related to Nrp1 is given by Whi3 [131]. Whi3 like
Nrp1 has an RNA recognition motif and a low complexity/repeated region. One difference is that
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Whi3 has repeated glutamines and Nrp1 has repeated asparagines, though these amino acids are
chemically similar. In the paper of [131] the authors removed these domains and checked functionality
and localization of Whi3 in Ashbya gossypii. Whi3 in A.gossypii and budding yeast share important
functionality [33,131]. Whi3 localizes to stress granules, indirectly regulates the G1/S phase transition
via Cln3 and affects many mRNAs in yeast [33]. A similar role may be hypothesized for Nrp1. It
also localizes to stress granules [124], affects the G1 exit [22], and may bind some mRNAs [127].
Different from Whi3, Nrp1 does not have a clear RNA target (like Cln3) that explains its functioning.

Here we will provide some research paths from different areas of research to test our hypothesis
from the previous paragraph. First, from a more chemistry perspective one strategy is to look at the
structure of Nrp1. The order of the domains is known, but it is unclear whether the low-complexity
domain will fold, as they have been shown to be disordered [132]. This unstructured part of the protein
may move about freely. It would be interesting to see if the C-terminal part of the protein does fold
specifically again after the unstructured part. One would be able to visualize the structure of the
protein by means of NMR [133], however it might be difficult in this case to determine the structure if
it is indeed unstructured/moving.

Second, looking at Nrp1 from a cell biological perspective, deletion studies are often used.
Unfortunately, this does not work as easily for NRP1 as the single deletion does not yield any phenotype.
However, in a different background a phenotype can be found, the bem1Δ [22]. Analyzing what
happens in these cells will help understand Nrp1. This can be done on a population level by doing a
fitness assay. On a single cell level one can use microscopy. A previous high-throughput study shows
Nrp1 present in the cytoplasm [103]. A more detailed study focusing on polarity establishment can
give more insight into the functioning of Nrp1, especially when combined with the previous approach
(different genetic backgrounds).

By the same token, a more in-depth analysis of the RNA binding ability of Nrp1 is also relevant.
Again, using Nrp1 in different environments may give different results and find different specific RNAs
that are bound. RNA chip-seq has become easier to execute over the last few years [134] and thus now
it might be possible to do the proposed experiments.

The ultimate goal is to find a molecular mechanism for Nrp1, but this goal cannot be reached
without knowledge of other aspects of the network. Nrp1 is a good example of a protein that is buried
deep in the network, which makes the investigation challenging. However, it is worthwhile to dig
deep and find the hidden functionality of proteins like Nrp1 that seem neutral at first glance, but have
a significant evolutionary role.

4. Outlook

Protein−protein interaction networks have diverse properties that influence its evolution, such as
redundancy, hierarchy and neutrality. We have advocated that studying yeast polarity provides a
suitable starting point for general studies on the evolution of these complex networks, as it exhibits
many of the aforementioned traits and includes the evolutionary relevant spatiotemporal dynamics [17].
From work in [26], it had become clear that predicting epistasis, which precedes predicting evolution,
required deep understanding of the interactions and reactions constituting a protein network like
yeast polarity.

However, our case studies demonstrate that obtaining this knowledge in a complex network
architecture is far from trivial due to the aforementioned redundancy, hierarchy and neutrality.
While some genes generate obvious phenotypes from which the roles of the corresponding gene
products are easily deduced, for others the required information is only revealed after multiple rounds
of precisely designed experiments. The latter situation can be due to various reasons related to
the network architecture, for example the associated protein is found deep down in the hierarchy,
forms part of a redundancy in the network or is currently otherwise peripheral to the core function.
Regardless of the origin, encountered neutrality is a complication, which is a particularly unresolved
feature in the third case study (Nrp1).
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By exploring the past and present of the polarity network, we have aimed to determine how
to advance for future research, to answer the open questions in the field and underline research
opportunities. Although the yeast polarity network has been studied for many years, there still remain
many unsolved mysteries. For example, the study by [22] gave much insight into the evolution and
possible back-up mechanisms of the polarity network, but gave rise to the question of how Nrp1
is involved.

Much research has been done under perfect lab conditions, which results in specific results.
It would be interesting to also design experiments that explore the genotype−phenotype map in
different conditions. This would make it possible to find previously hidden components, that do not
show up under standard lab conditions. Another possibility is changing the environment together with
the expression level of specific genes, which can affect fitness [135], as has been shown for Cdc42 [23].

In vitro work is also an important next step to isolate parts of the network and see if these parts
can independently perform a function [136]. As an example in budding yeast, in vitro reconstitution of
a She-protein mediated mechanism of asymmetric mRNA transport revealed subtle details that were
hard to demonstrate in vivo [137].

From an evolution standpoint it is interesting to see how the network as it is in current strains came
to be and what the variation is that can be found in the wild. The variation within a wild population
shows the spread that is available in the genotype map. It provides insight into what genotypes are
preferable in certain environments. Apart from the genotype showing the history of a population, also,
for example, the expression levels of proteins can be inherited [138]. Such epigenetic inheritance can
be important for the reaction of an organism to stress and other environmental factors [139].

The yeast polarity examples discussed also delineate a general route forward in dismantling
complexly connected protein networks. A graphical overview is depicted in Figure 6. The arrow heads
indicate the type of information obtained from proteins inside the network, and higher degrees of
information are successively more difficult to obtain, and usually rely on first reaching the previous
level. In this way, we work our way deeper into the protein network and slowly but steadily elucidate
beyond the obvious phenotypes.

In the top category, much work has been done determining the effects of simple deletions.
For budding yeast, a large knock-out database has been present for more than two decades [12].
The ease of experimentally parallelizing the deletion construction even allows for ample double
deletion data constituting genetic interactions, which for multiple model systems is bundled in the
BioGRID database [140]. Yet, there is a myriad of combinatorial possibilities for gene deletions, and
it has become clear from the GAP and Nrp1 examples that these need to be explored intelligently,
rather than by brute force. Well-designed starting points for evolution experiments, for example to
find that GAPs and Nrp1 genetically interact with Bem1 in [22], or SATAY assays [141] can elucidate
interactions of genes of interest with important domains that only surface with strong phenotypes in
the right genetic background.

However, genetic interactions can be very indirect. Epistasis is known to act globally even on
unrelated networks during adaptation [142], so gathering physical information is a welcome next step.
The efficient two-hybrid screens date back more than three decades [143], where two proteins fused to
a DNA binding domain and transcriptional activator, respectively, promote transcription of a reporter
gene when interacting. To follow interactions across the cell (see also next paragraph), FRET imaging,
where two fluorescent fusion proteins cause the emission spectrum to shift when in close proximity,
has also been extensively used [144], but this method also relies on the proteins of interest to be tolerant
to protein fusions. More subtle modifications for tagging are used for co-immunoprecipitation [145],
and are still heavily used in budding yeast [146]. Once physical interactors have been established,
these can be further confirmed with their relevant binding sites by point mutation to influence the
binding, as in, e.g., [84] for Bem1. This level of precision also means a move towards low-throughput
data gathering, but can be useful to conjecture how cells after the deletion of BEM1 evolved [23].
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Figure 6. Flow chart for understanding the roles of proteins inside a complex network. Level of detail
increases from top to bottom, while the enumerations of accompanying experiments corresponding to
a level are ordered in decreasing feasibility of high-throughput data generation.

While the physical interactions constitute a rudimentary form of the protein network, the next
step in understanding originates from adding spatiotemporal information. For example, Bud3 is
a GEF for Cdc42, but only during early G1 phase [105], before the timing pathway gives the cue
for symmetry breaking. If the function of interest is symmetry breaking, this can be excluded from
the network overview as in Figure 1. Generally, a high-throughput manner for establishing protein
localization in vivo has been with fluorescent protein fusions, particularly with GFP variants [103].
As aforementioned, immunostaining provides a similar option for tagging and hence localization,
but requires fixation of the cells, making the temporally transient contributions of components more
difficult to trace. If temporal rather than spatial information on the importance of a protein is of the
essence, ingenious solutions exist that conditionally disable the protein of interest, after which the
results can be swiftly observed. Examples include degron systems [147,148] and optogenetic tools [149].
Finally, as with Nrp1 localization of mRNAs may be the important function, options to trace these are
also present with in situ hybridization, as described in, e.g., [150].
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Ultimately, when all previous steps have been performed, it becomes possible to make the next
step towards complete understanding, which would be mechanistic understanding. As shown in the
case of actin, if insufficient information is available, modelling can lead to uncertain and contradictory
results, such as is the case with the role of actin in polarity establishment [24,95,96]. If possible, the most
unambiguous results would come from bottom-up approaches, such as modelling Michaelis−Menten
kinetics for metabolism (e.g., [151] (pp. 165–180)) or solving reaction−diffusion systems, as for polarity
done in [23,87] in case proteins cannot be assumed to be uniformly distributed. The more complete
understanding of the protein network is then put to the test by the prediction of observed adaptive
trajectories in historical or experimental evolution, as done, for example, in the latter case for the
path of [22] in [23,26]. Considering the many options and solutions evolution can explore, accurate
prediction of evolution is the best guarantee that the full extent of the knowledge of a network has
been explored.

In summary, the general path to full network understanding as outlined in Figure 6 brings us
from genetic and physical interactions to visualizing precise protein dynamics, modeling and full
reconstitution. While initially, even the genetic interaction map was a tedious chore, high-throughput
studies and bioinformatics tools continue to facilitate the gathering of information. Considering the
speed with which the technological advances occur, the necessary data for network understanding
becomes feasible for many more functions and organisms. This marks the relevance of establishing a
generalizable and efficient workflow to obtain the right network data and use it for understanding and
predicting its evolution.
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Appendix A

Table A1 shows the corresponding literature references for the information in the Venn diagram
in Figure 1. In addition, gene essentiality was obtained from [152].
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Table A1. Literature supporting information (e.g., bonds and reactions) underlying Figure 1.

Description Reference

Nrp1 binds Pub1 [153]

Nrp1-Pub1 promotes Whi3-Cln3 bond (putative)

Pub1 binds Whi3 [154]

Nrp1-Pub1 inhibits Whi3-Cla4 (mRNA) binding (putative)

Whi3 binds and inhibits Cln3 [33,155]

Whi3 binds Cdc28 [34]

Cln3 binds Cdc28 [34]

Cdc28-Cln3 inhibits activation of Whi5 [36]

Whi5 binds and inhibits activation of Swi4/Swi6/Mbp1 [36]

Cdc28-Cln2 inhibits activation of Whi5 as well [36,44]

Swi4/Swi6/Mbp1 promotes activity of Cln2 [35]

Whi3 binds Cla4 (mRNA) [156]

Whi3 can aggregate in stress granules [33]

Cdc28 binds Cln2 [157]

Cdc28-Cln2 inhibits Ste5 [43]

Cdc28-Cln2 inhibits Far1-Cdc24 binding [42]

Cdc28-Cln2 inhibits Bem2 [39]

Cdc28-Cln2 inhibits Rga1 [38]

Cdc28-Cln2 inhibits Bem3 [39]

Cdc28-Cln2 inhibits Rga2 [40,41]

Far1 inhibits Cln2 [44,45]

Swi4/Swi6/Mbp1 promotes activity of Bud9 [82]

Ydj1 inhibits Whi3 [32]

Protein synthesis inhibits Ydj1 [32]

Size promotes Ydj1 [32]

Nutrition promotes Cln3 [31]

Pheromone activates Ste2/Ste3 [46,47]

Ste2/Ste3 binds Ste4-Ste18 [48]

Ste4-Ste18 binds Ste20 [158]

Ste4-Ste18 binds Cdc24-Far1 [59]

Ste20 activates Ste11 [51]

Ste5 binds Ste11 [50]

Ste11 activates Ste7 [51]

Ste5 binds Ste7 [50]

Ste7 activates Fus3 [52]

Ste5 binds Fus3 [50]

Ste5 binds Bem1 [57]

302



Cells 2020, 9, 2534

Table A1. Cont.

Description Reference

Fus3 inhibits Bem3 activity (putative) [39]

Fus3 inhibits Bem2 activity (putative) [39]

Far1 binds Cdc24 [59]

Far1 binds and promotes Cdc24 activity [159]

Cdc42 binds and promotes Ste20 activity [54]

Bem1 binds Far1 [58]

Bem1 binds Ste20 [57]

Fus3 binds and promotes Bni1 [61]

Ste5 binds the exocytosis network [56]

Ste4 binds Ste5 [51]

Ste5 promotes Ste20 activating Ste11 [51]

Ste5 promotes Ste11 activating Ste7 [51]

Ste5 promotes Ste7 activating Fus3 [51,52]

Septins bind Bud4 [73]

Bud3 binds Bud4 [72]

Bud3-Bud4 binds Axl1 [72]

Bud3-Bud4 binds Axl2 [72]

Axl2 binds Bud5 [72]

Septins bind Rga1 (putative) [81]

Septins bind Bud9 [82]

Axl1 inhibits Rax2 (putative) [74]

Axl1 inhibits Rax1 (putative) [74]

Rax1 binds Bud8 [75,76]

Rax1 binds Bud9 [75,76]

Bud8 binds exocytosis network [82]

Bud2 binds and inhibits Bud1 [78]

Bud5 binds and activates Bud1 [78,160]

Bud1 binds Cdc24 [80]

Bud1 binds Bem1 [79,101]

Bud9 binds exocytosis network [82]

Bud1 binds Cdc42 [67,161]

Bud3 binds Cdc42 [105]

Bud5 bind Bud8 [76]

Bud5 binds Bud9 [76]

Rdi1 binds Cdc42 [162]

Rga2 binds and deactivates Cdc42 [109]

Rga2 binds Bem1 [40]

Rga1 binds and deactivates Cdc42 [109]

Cdc42 binds Bem1 [163]

Cla4 binds Bem1 [164]
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Table A1. Cont.

Bem1 binds Cdc24, activates it [60,84,164]

Cla4 inhibits binding Bem1-Cdc24 [89,163,165]

Cdc24 binds and activates Cdc42 [106,164]

Bem2 binds and deactivates Cdc42 [110]

Cla4 binds and activates Cdc42 [88]

Bem3 binds and deactivates Cdc42 [106]

Cla4 inhibits Cdc42-Rdi1 bond [88]

Cdc24 binds Bem1-Cla4 [164]

Bni1 binds Act1 [166]

Act1 self-organizes [167]

Bnr1 binds Act1 [166]

Exocytosis network binds Cdc42 [94]

Act1 binds Arp2/Arp3 [115]

Arp2/Arp3 interacts with intermediate [168,169]

Intermediates interact with Ent1/Ent2 [168,169]

Ent2 inhibits Bem3 deactivating Cdc42 [113]

Ent1/Ent2 inhibits Rga2 deactivating Cdc42 [98]

Cdc42-Cla4 activates Arp2/3 [115]

Cdc42-Ste20 activates Arp2/3 [115]

Ent1/Ent2 inhibits Rga1 deactivating Cdc42 [98]

Bni1 binds Cdc42 [55]

Act1 binds Bem1 [57]

Bud6 binds Bni1 [93]

Rho1 binds Bni1 [93]

Spa2 binds Bni1 [93]
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