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Preface to ”Optimization Methods Applied to Power

Systems II”

Electrical power systems are large and complex systems that cover the generation, transmission,

distribution, and use of electrical energy. The inherent complexity of these systems is augmenting

due to the increase in the generation capacity from renewable energy sources. Therefore, the analysis,

design, and operation of current and future electrical power systems require an efficient approach

to different optimization problems, including load flow, fault location, contingency analysis, system

restoration after blackouts, economic dispatch, unit commitment, islanding detection, filter design,

and smart grids control. The fast evolution of this field and the difficulty of managing large systems

demand the design and validation of advanced techniques for supporting decision-making processes.

Currently, power system analysis, design, operation and management tasks are being supported by

advances in computational optimization methods, from classical optimization techniques such as

linear and nonlinear programming and integer and mixed-integer programming to recent advances in

meta-heuristic optimization, including bio-inspired meta-heuristics which have allowed researchers

and practitioners to obtain quality solutions in reduced response times. Taking into account the

high dimensions and complexity of real-life power systems, efficient network planning, operation,

or maintenance requires a permanent research effort.

Therefore, this book includes recent advances in the application of optimization techniques

that directly apply to electrical power systems so that readers may familiarize themselves with new

methodologies directly explained by experts in this scientific field.

Francisco G. Montoya, Raúl Baños Navarro

Editors

ix





energies

Article
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Abstract: This paper presents an online economic re-dispatch scheme based on the generation
cost optimization with security constraints to mitigate line overloads before and after line and
generation contingencies. The proposed optimization model considers simplification of mathematical
expressions calculated from online variables as the power transfer distribution factor (PTDF) and
line outage distribution factor (LODF). Thus, a first algorithm that calculates economic re-dispatch
for online operation to avoid overloads during the normal operation and a second algorithm that
calculates online emergency economic re-dispatch when overloads occur due to line and generator
contingencies are proposed in this paper. The results show that the proposed algorithms avoid
overload before and after contingencies, improving power system security, and at the same time
reducing operational costs. This scheme allows a reduction of power generation units in the electricity
market during online operation that considers line overloads in the power system.

Keywords: electricity markets; economic dispatch; optimization; maximum capacity; online
operation; power system; unit commitment

1. Introduction

Power system security is an important subject for electricity companies that operate transmission
networks, which depend on the system operating condition and contingencies and can lead to
interruption of customer service [1–3]. Thus, some methodologies seek to identify the safe operation
of the power system [2]. Although these procedures allow a safer operation, the large number of
exogenous variables, such as maintenance that exceeds the planned time, emergency outage of
transmission equipment, and volatility of renewable sources, lead the operation to a risk zone and
new emergency actions.

A classic economic dispatch is commonly used to identify the generation costs of each unit,
which considers constraints as Kirchhoff’s first and second laws with AC or DC models [4].
The security-constrained economic dispatch (SCED) could include physical limits of equipment,
operative limits, and contingencies [5], and the solution is found with a security-constrained optimal
power flow (SCOPF), in which the objective function can be the minimization of losses, minimization
of power demand rationing, minimization of the cost of operation, and others. Security constraints
imply the modeling of the power grid, which leads to an important high computational cost [6];
therefore, economic dispatch models with security constraints are usually implemented by means of
metaheuristic methods that imply lengthy execution time, or by means of exact models such as the
interior point algorithm, which sometimes causes difficulties with convergence [7].

Energies 2019, 12, 966; doi:10.3390/en12060966 www.mdpi.com/journal/energies1
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With this, the economic re-dispatch is made to avoid overloads at the lowest cost, as implemented
in [8,9]. In this case, particle swarm optimization (PSO) is used to optimize as a stable algorithm with
respect to the convergence of the non-linear modeling of the power flow equations.

Other authors have implemented a similar economic dispatch model with classic constraints by
using learning machines [10]. In addition, an interesting algorithm was presented in [11], which selects
the generation to participate in an economic dispatch using a direct acyclic graph (DAG). This model
has been proposed as an alternative for large networks and various operational areas. In [12], a model
that considers mixed integer linear programming (MILP) to minimize switch opening as a solution
to reduce overloads is implemented. Further, in [13] the overloads are reduced through fuzzy logic,
whose model tries to recreate the actions of the network operators; however, this model does not take
into account the generation cost.

In [14], the online economic dispatch is implemented using the metaheuristics of Fuzzy Logic
and Genetic Algorithm, which avoids the modeling of the complete AC system and the problems of
non-convergence of exact solution methods. On the other hand, an exact solution method based on
Primal Dual interior Point (PDIP) can be used [15]; however, in order to execute the final solution
algorithm, different simplification stages of the dispatch scenarios to be executed by clustering can be
used, so that the appropriate selection of the scenarios will have a direct impact on the consolidation
of the global optimum and compliance with the system constraints.

Middle- and long-term solutions seek to guarantee security and reliability within the network.
On the one hand, middle-term solutions use contingency analysis through simulations to find network
expansion that mitigate the constraints found in the analysis. On the other hand, short-term solutions
and online operation are based on controlling constraints where the operator or intelligent algorithms
monitor and control system variables. However, during online operation there is no time to perform
network expansion; here, techniques consider variation of the network topology, new economic
dispatches, stress control, load shedding, and others.

Security-constrained economic dispatch (SCED) uses algorithms that are of high computational
cost, so they are not normally used in the online operation. Therefore, despite previous plans for
the operation through middle- and short-term analysis to carry out the secure operation of power
systems, deviations of the programmed resources and the projected variables are evidenced in the
operation. Therefore, this paper proposes an online economic re-dispatch to mitigate overloads of
transmission elements after N−1contingencies to reduce the risk of collapse [16]. Because of the number
of variables that contain the problem, the mathematical formulation can be simplified by distribution
factors (DFs) such as the power transfer distribution factor (PTDF), the line outage distribution factor
(LODF) [17], and the outage transfer distribution factors (OTDF) [4,5,18–20]. This technique has an
advantage that allows the linearization of the power flow’s equations around an operation point. Thus,
the contributions of the paper are defined as follows:

• a mathematical model is formulated for the economic re-dispatch, together with the security
constraints to be used for the online operation;

• the system models are simplified to find quick solutions to the problem of contingencies, and are
used in the formulation of the economic re-dispatch with constraints;

• the input of the economic re-dispatch program is referred to the topology changes in the power
grid, the availability of power generation, and the generation costs of the units;

• and an on-line re-dispatch is presented to reduce the operational risk of generation outage and
changes of power from renewable energies.

The rest of the paper is organized in three more sections: Section 2 describes the main mathematical
model of the online economic re-dispatch for the normal operation and the model of the online
economic re-dispatch proposed for overloads; the sensitivity factors, which are applicable to the power
flow and the online operation are included in the formulation. Section 3 presents the power system test
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case and the results obtained by applying the formulation. Finally, Section 4 includes the conclusions,
recommendations and the future work in this research.

2. Methodology

In this section the mathematical formulation used for the application of the economic re-dispatch
schemes, and the simplification of the formulation to apply the electrical constraints of the system
are presented. In addition, we present the algorithms used for the economic re-dispatch in normal
operation and the economic re-dispatch after contingencies.

2.1. Economic Re-Dispatch with Power Demand Rationing Cost

The online economic dispatch model to reduce overloads after N−1contingencies can be
formulated as in Equation (1), where ΔPGi is the power generation change in bus i, CGi is the
operational generation cost in bus i, ΔPRi power load shedding change in bus i, CRi is the load
shedding cost in bus i, and i = 1, 2, 3 . . . m buses. This equation corresponds to the objective function,
which is used to minimize the operating cost of the system. The expression considers the sum of
the generation cost and the cost of power demand rationing. It should be noted that the generation
cost (CGi) is assumed as a constant value that is expressed in terms of the cost per power supplied
($/MWh), as well as the cost of power demand rationing. However, the latter is much greater than
the generation cost and it can be considered as a constant value of great magnitude, because it is only
required to help the convergence of the model:

Minimize F =
m

∑
i=1

(ΔPGi ∗ CGi + ΔPRi ∗ CRi). (1)

The model starts with an initial condition, dispatching the central generation plants (PG0
i ),

the power flowing through transmission elements (P0
i ) and the power demanded in the load buses of

the power system (PDi). In the present work, it is assumed that all these initial parameters are obtained
online by measurement units as the supervisory control and data acquisition (SCADA), because this
information can be managed from this type of application.

When there is no feasible safe dispatch and the power demand rationing can be applied to bus
i, the model would reflect that situation, obtaining a value of ΔPRi greater than zero. In this case,
the final power demanded in bus i (PD′

i) would be reduced as expressed in Equation (2):

PD′
i = PDi − ΔPRi. (2)

Therefore, the decision variable for power rationing (ΔPRi) is modeled as a generator in each bus
with power limits on the demand at each bus, as expressed in Equation (3):

0 ≤ ΔPRi ≤ PDi, i = 1, 2 . . . , m. (3)

The active generation or generation synchronized to the system is the only one that should be
considered in the optimization model, because it is the only one that can be managed in real time.
This generation could consider renewable generation sources such as solar, wind, and even battery
banks (BESS).

Starting from the initial operation (PG0
i , P0

i , and PDi), the model calculates the deltas of generation
(ΔPGi), which are required to maintain a preventive condition where the N−1contingencies do not
generate overloads. Once the model converges, the new power for each generator in bus i (ΔPGi′) will
have a value calculated by Equation (4):

ΔPGi′ = PG0
i + ΔPGi. (4)

3
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Equation (5) is used to prevent the total generation deviation from exceeding the allowed level of
automatic generation control (AGC) for the online re-dispatch algorithm, where ResAGC represents
the power reserves used for generation re-dispatch. This value of AGC can be managed by the ResAGC
parameter, which could even be 0 MW. Equation (6) is used to avoid the operating limits of each
generator are violated, where PGmaxi and PGmini are the maximum and minimum power generation
in bus i, respectively:

− ResAGC ≤
m

∑
k=1

ΔPGi ≤ ResAGC, i = 1, 2 . . . , m. (5)

PGmini ≤ PG0
i + ΔPGi ≤ PGmaxi , i = 1, 2 . . . , m. (6)

The power that flows for each transmission element (Pi) is calculated from the initial state P0
i ,

which corresponds to the power measured online at transmission lines and transformers. To this value,
the calculated delta of the power flow (ΔPGk) and delta power rationing (ΔPRk) are added, multiplied
by the power transfer distribution factors PTDF that relate to the contribution of the power injection in
the bus with respect to the transmission element (λik), as shown in Equation (7):

Pi = P0
i +

m

∑
k=1

λik∗ΔPGk +
m

∑
k=1

λik∗ΔPRk , i = 1, 2 . . . , n. (7)

Equation (8) corresponds to the security constraints that prevent the transmission elements from
being overloaded above their allowed values, after generation changes and without contingencies;
where Pnomi is the rated power flow of each transmission element i without contingencies:

− Pnomi ≤ Pi ≤ Pnomi , i = 1, 2 . . . , n. (8)

Finally, the constraints in Equation (9), ensure that no N−1contingency leads to the overload of
other elements, by including the sensitivity factor LODF (γij) between two lines. Herein, the term
Pmax refers to the maximum power flow for transmission element i under single contingencies:

−Pmaxi ≤ Pi + Pj ∗ γij ≤ Pmaxi
i = 1, 2 . . . , n., j = 1, 2 . . . , n, i �= j.

(9)

2.2. Economic Re-Dispatch without Power Demand Rationing Cost

If an economic dispatch solution is required without power rationing, the objective function
is defined as presented in Equation (10). This function considers minimizing the operating cost of
the system:

Minimize F =
m

∑
i=1

(ΔPGi ∗ CGi) +
n

∑
i=1

α ∗ PAdi. (10)

The constraints defined above are maintained, and the power flowing through each transmission
element is calculated from the initial power of the system, as shown in Equation (11):

Pi = P0
i +

m

∑
k=1

λik∗ΔPGk , i = 1, 2 . . . , n. (11)

In addition, Equation (2) is delete and Equation (3) is modified with the expression shown
in Equation (12):

−(Pmaxi + PAdi) ≤ Pi + Pj ∗ γij ≤ Pmaxi + PAdi
i = 1, 2 . . . , n., j = 1, 2 . . . , n, i �= j.

(12)

4
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With this modification the model that considers electricity rationing is eliminated, and now the
capacity of the transmission elements after contingencies is considered in the formulation. The variable
PAdi allows the convergence of the model, even when the system is unsecure with critical contingencies,
allowing security to be maximized. The critical contingencies correspond to all those contingencies
that generate overloads and that said overload cannot be alleviated by any feasible online economic
dispatch. Therefore, the result of this model corresponds to the most secure economic dispatch
possible without considering the rationing and improving the capacity of the transmission elements
to contingency.

Because the process is iterative according to the total number of critical contingencies, this implies
that the model must be linearized around the point of operation whenever the topology of the system
is altered from the evaluation of each critical contingency. The above implies that the matrix of PTDF
sensitivity factors must be updated for each topology. However, there is another possibility to update
the sensitivity matrix PTDF, by replacing this matrix with the calculation of the sensitivities known as
OTDF [21].

According to this, the power flow for transmission elements that was considered in Equation (7)
is modified and the new expression is shown in Equation (13), where:

Pi = P0
i +

m

∑
k=1

ψik∗ΔPGk +
m

∑
k=1

ψik∗ΔPRk , i = 1, 2 . . . , n. (13)

where ψik represents the sensitivity factor OTDF, that models the power flow distribution in a bus k, to
the monitored element i, considering the outage of an element j (for our case the critical contingency
evaluated). Therefore, the calculation of the sensitivities for the modelling variations in the power
flow after various topological changes becomes simpler, if it is formulated from the OTDF sensitivities
matrix instead of PTDF.

2.3. Algorithm for the Online Economic Re-Dispatch

The general model of the online economic re-dispatch algorithm used in the research is presented
in Figure 1. The interaction between the power system information SCADA, the AC simulator, and the
linear optimization model is observed.

 

Figure 1. First algorithm for the online economic dispatch.

5



Energies 2019, 12, 966

The model is divided into three main stages. The first one (inputs) corresponds to the capture
of information corresponding to the physical system. The second one (process) corresponds to the
evaluation of this information and integration of the optimization models and AC simulator. Finally,
the third one (outputs) corresponds to the economic re-dispatch solution in each operating state which
could be implemented in an automated system or through operational actions of operators.

In the first stage of the complete methodology, the inputs of the system are considered as the
required variables for the procedure. The input E1 corresponds to the status of the transmission
lines and transformers, representing the elements that are in service (ON = 1) or out of service
(OFF = 0). The input E2 defines the difference between the forecasted demand and the actual demand,
representing the power deviation of the system. The input E3 corresponds to the difference between
the scheduled power dispatch and the current power dispatch presented in the online transaction;
for this, each generator must be monitored to calculate the deviation. The input E4 represents the price
of each generator for the online operation period. The input E5 refers to the minimum and maximum
limits of the generation plants, which, in the online operation, are considered variables, mainly in
thermal plants and will depend on factors such as generator temperature, generator’s configuration
(cycle center combined), start ramps, etc. The input E6 is the linearized model obtained from the
current power system condition, and refers to the values of real power that flows through the various
transmission elements that are monitored; it is not necessary to monitor or model the complete power
system for use in the economic re-dispatch with overloads and after contingencies.

The second stage corresponds to the logic and subroutines of the general process. For example,
the process L1 identifies the state of a line or transformer defined as in service (ON = 1) and out of
service (OFF = 0). This logic can be implemented from measures of each element or switch positions.
The process L2 corresponds to the logic in which the presence of a deviation of generation (E1) or
demand (E2) is evaluated, so that the algorithm recognizes the presence of a deviation, it must be
fulfilled; thus, if a deviation is greater than a value ArP, then the logic L1 can be expressed as the
inequality ΔPi > ArrP.

Now, P1 refers to the economic re-dispatch optimization model with constraints and
N−1contingencies. Herein, the optimization model does not consider the calculation of power demand
rationing. Therefore, the optimization model defined in P1 uses the objective function of Equation (10)
and the constraints of Equations (11), (12), and (13). P1 also corresponds to the main subprocess of
the algorithm, because the solution of the economic re-dispatch is obtained from it, which is refined
through the iterations with the AC simulator. Then, the process P2 includes the sensitivity factors
PTDF and LODF, and the optimization model P1 is linearized from a current operating point. This
process must be carried out whenever the topology of the network is modified, due to the deviations
in the distribution of the power flows.

In the process P3 the operating state of the AC simulator must be coordinated, which implies that
the state of lines and transformers in the simulator must be the same as in the real power system, as well
as the power demand in the bus of the power system. However, the power dispatch to be implemented
in the simulator must be that obtained through the process optimization model P1. Once the simulator
is coordinated, N−1contingencies are executed with AC load flow. From the N−1contingency results
obtained from process P3, the process L3 verifies that no overloads are presented in the elements. If an
overload is detected in this process, then the process P4 is executed, correcting the maximum power
overload with this change in the parameter of the optimization model; the process P1 is executed again
thus obtaining an economic re-dispatch result, starting from the new iteration. If no overloads are
detected in the process L3, then the final value is obtained.

2.4. Online Emergency Economic Re-Dispatch Algorithm

The model presented in Figure 1 should not generate power demand rationing as a solution
to the problem. Instead, an adaptable optimization model is necessary for the calculation of the
secure dispatch and lowest cost without sacrificing the power demand and minimizing the overload

6
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of transmission elements after N−1contingencies. However, if critical contingencies are detected
when applying the algorithm presented in Figure 1, then the complementary algorithm presented in
Figure 2 is executed. This new processes perform the calculation of a new dispatch and emergency load
shedding, for each one of the critical contingencies found in the P1 process. That is, in this second phase
of the algorithm, a new dispatch is calculated with possible load shedding for each critical contingency.
This complementary sub-algorithm for critical contingencies corresponds to an optional algorithm, and
is useful in cases in which the network is not fully covered before all the possible N−1contingencies,
or is useful in cases in which the only solution to avoid collapse is the load shedding.

According to the above, it is assumed that an emergency load shedding is considered because of
critical contingencies. The previous algorithm could have an operation similar to that of a systemic
protection supplementary scheme (SPS), but considering the minimization of the generation cost
and minimization of load shedding, depending on the various operation points and topologies
presented in online operation. The power demand rationing should always be the minimum possible.
For this the complementary algorithm of Figure 2 has been proposed, which, given the initial dispatch
calculated in process P1, obtains the value of the new dispatch and emergency load shedding for each
critical contingency.

Figure 2. Second algorithm for the online dispatch with load shedding after critical contingencies.

In the process L4, the presence of critical contingencies is detected through the evaluation of
the variable (PAdi). If there is no risk due to critical contingencies, the algorithm behaves as shown
in Figure 1; otherwise, the complementary algorithm shown in Figure 2, composed of P5 and P6, is
executed. With the process P5, a most secure generation dispatch is obtained, despite the existence
of critical contingencies. Additionally, the process L3 and processes P3 and P4—through which the
economic re-dispatch is obtained from P1—is refined by iteration with the AC simulator.

Then, the process P6 considers an adapted optimization model, this time, with the objective of
providing a solution of an economic re-dispatch with the possibility of load shedding for each of the
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critical contingencies. Therefore, the objective function formulated by Equation (1) is used, considering
the constraints of the model presented from Equations (2) to (6). Additionally, the constraint in
Equation (7) is not considered in the first part of the algorithm, because the calculation of the new
economic re-dispatch and load shedding is performed after detecting critical contingencies. Thus, the
optimization model is applied to the degraded network after critical contingency; therefore, from each
critical contingency, a result of the new economic dispatch and different load shedding is obtained.
Finally, the constraint presented in Equation (10) is not required for process P6.

3. Results

3.1. IEEE 39–Bus Power System Test Case

Figure 3 shows the IEEE 39–bus power system test case, which is a simplified model of the New
England power grid. This system has ten generators; generator one is an equivalent representation of
the rest of the power grid. This power system topology allows one to assess multiple power demand
and generation dispatch scenarios.

Bus 09

Bus 39

Bus 01

Bus 02

Bus 30

Bus 38

Bus 29Bus 25 Bus 28Bus 26

Bus 03

Bus 18

Bus 27

Bus 17

Bus 16

Bus 21

Bus 24

Bus 35

Bus 37

Bus 22

Bus 23

Bus 36

Bus 33Bus 34

Bus 19

Bus 20

Bus 15

Bus 14

Bus 13

Bus 32

Bus 10

Bus 12

Bus 11

Bus 31

Bus 06

Bus 04

Bus 05

Bus 07

Bus 08 G 07

G 09

G 06

G 05 G 04

G 03

G 02

G 01

G 08

G 10

Figure 3. IEEE 39–bus power system test case.

3.2. Input Parameters

Table 1 presents the demand value and initial economic dispatch considered in the research.
This dispatch has been calculated using the optimization model with the aim of starting from a secure
point, which will be altered before topology changes and generator outages. This is also done to obtain
the economic re-dispatch using the proposed online economic dispatch algorithm.

Table 1 shows that the power demand rationing cost tends to an infinite value, and the
optimization must search to minimize this value modifying each bus of the system. For example, in
Colombia the power demand rationing cost oscillates between 130 and 2608 USD/MWh [22]. From the
generation dispatch and demand presented in Table 1, the initial operating state of the power system is
obtained as shown in Figure 4, in which each line and transformer obtains a color according to the level
of overload presented between 0% and 100% of its maximum loadability. In this case the load flow is
simulated, and the power system is represented under normal operating conditions and considering
all the elements in service.

By representing the maximum loadability of transmission elements, considering N−1contingencies,
and using the same method of coloring elements used in Figure 4, the heat diagram of Figure 5
is obtained, in which branches increased overloading risks when N−1contingencies occurred.

8



Energies 2019, 12, 966

Additionally, when comparing Figures 4 and 5, loadability has increased with N−1contingencies
and that affects power system security. For example, line 23–24, under normal operating conditions
has an overload of less than 50% and the power flow can increase to approximately twice the current
value. However, for the same line after N−1contingencies, loadability reaches values higher than 90%,
implying a critical state.

Table 1. Initial operation of the power system.

Bus
name

Initial
dispatch

[MW]

Initial
demand

[MW]

Minimum
generation

[MW]

Maximum
generation

[MW]

Generation
cost

[USD/MWh]

Rationing
Cost

[USD/MWh]

Bus 03 0 327 0 0 0.00 99,999,999
Bus 04 0 336 0 0 0.00 99,999,999
Bus 07 0 233 0 0 0.00 99,999,999
Bus 08 0 499 0 0 0.00 99,999,999
Bus 12 0 7 0 0 0.00 99,999,999
Bus 15 0 320 0 0 0.00 99,999,999
Bus 16 0 333 0 0 0.00 99,999,999
Bus 18 0 160 0 0 0.00 99,999,999
Bus 20 0 620 0 0 0.00 99,999,999
Bus 21 0 275 0 0 0.00 99,999,999
Bus 23 0 248 0 0 0.00 99,999,999
Bus 24 0 313 0 0 0.00 99,999,999
Bus 26 0 143 0 0 0.00 99,999,999
Bus 27 0 285 0 0 0.00 99,999,999
Bus 28 0 211 0 0 0.00 99,999,999
Bus 29 0 291 0 0 0.00 99,999,999

Bus 30 G10 570 0 0 850 83.34 99,999,999
Bus 31 G2 571 9 0 595 100.00 99,999,999
Bus 32 G3 254 0 0 680 150.00 99,999,999
Bus 33 G4 680 0 0 680 83.34 99,999,999
Bus 34 G5 510 0 0 510 53.34 99,999,999
Bus 35 G6 221 0 0 680 200.00 99,999,999
Bus 36 G7 595 0 0 595 116.67 99,999,999
Bus 37 G8 249 0 0 595 216.67 99,999,999
Bus 38 G9 652 0 0 850 186.67 99,999,999
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Figure 4. Maximum loadability without N−1contingencies.
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Figure 5. Maximum loadability with N−1contingencies.

As discussed above, the optimization model uses security constraints based on sensitivity factors,
such as: PTDF, LODF and OTDF. The main advantages of using these sensitivity factors are: first, they
simplify the security constraint model for both power flow and contingencies calculations; and second,
they include small errors in the optimization result when the system works with AC model. In this
method, the constraint calculation is made based on the initial and real states of the power system,
which means that a linearized model is achieved around the operating point and a simple model
is obtained to solve the difficult problem of the economic dispatch with online security constraints.
For example, Figure 6 shows a comparison between the AC and DC power flow for a 230 kV line with
260 km, obtaining that the largest error of the calculation is given by the angular opening and the
voltage along the line. Therefore, the error when using sensitivity factors is small, because the problem
is linearized around the real state of the power system.

Figure 6. Comparison between the DC power flow and the AC power flow with sensitivity factors
with three different voltage magnitudes.
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3.3. Line Outages

The algorithm must again perform a generation dispatch calculation based on the changes
presented in the power system (L1 and L2 of Figure 1). In the case of the unexpected line outage,
logic L1 will activate the algorithm, which will obtain a new economic re-dispatch. In accordance with
the above, permanent line outage events that do not represent critical contingencies activate the first
economic dispatch algorithm presented in Figure 1 and do not activate the second economic dispatch
algorithm presented in Figure 2. For example, in the IEEE 39–bus power system the lines outages are:
(a) Line 3–18, (b) Line 16–21, and (c) Line 17–18, and those allow calculating an economic re-dispatch.

For each event a, b and c, the algorithm calculates the economic dispatch and the results are
shown in Table 2. The economic dispatch before the outage of line 16–21 is approximately equal to
the dispatch of the base case. Therefore, it is not necessary to implement a generation re-dispatch for
this case. On the other hand, the output of lines 3–18 and 17–18 originate a more relevant change in
the generation dispatch. Additionally, generation plants G4, G5, G6, and G7 remain almost invariant
before the outage of these three lines. As generators G4, G5, and G6 are the most economic units,
then those generators are not dispatched again because of security constraints related to overloads.

Table 2. Results of the economic re-dispatch after the outage of lines 03–18, 16–21, and 17–18.

Generator
Base case

[MW]

Outage of
line 03–18

[MW]

Outage of
line 16–21

[MW]

Outage of
line 17–18

[MW]

G 02 571.216 595.000 572.959 593.792
G 03 253.564 252.937 250.292 203.264
G 04 680.000 680.000 680.000 680.000
G 05 510.000 510.000 510.000 510.000
G 06 221.431 199.869 222.199 221.431
G 07 595.000 595.000 595.000 595.000
G 08 248.729 47.946 248.729 26.604
G 09 651.835 850.000 651.835 850.000
G 10 569.838 566.004 571.287 619.125

None of the three outages of lines 3–16, 16–21, and 17–18 create a risk situation after
N−1contingencies. However, the resulting economic re-dispatch corresponds to an opportunity
to save generation costs, because each outage of each of these lines creates a different topology, so that
power system security changes. Thus, the algorithm performs online monitoring of the cost reductions,
avoiding the overload risk after N−1contingencies, and contributing to the improvement of power
system security and operating costs. By considering hour-operation periods, the outage of line 17–18
saves around USD 12,316; the outage of line 16–21 saves only USD 42.15; and the outage of line 03–18
saves USD 8859.73. According to the previous results, we can say that before the unexpected outage
of lines 03–18 and 17–18, it is not necessary to carry out a re-dispatch if only the security constraints
after N−1contingencies are required. However, the resulting economic re-dispatch corresponds to an
opportunity to save the operating cost.

Finally, the verification of the deviation value of each of the new economic re-dispatch is important
because the power delta lost or gained after each dispatch could affect the operation of the secondary
frequency control or AGC. In addition, the generation delta should not be very large, since the AGC
must have available a power reserve to respond to frequency events, and in this case the permissive
availability of AGC of + −10 MW has been assumed. For the outage of line 03–18 there is a power
generation deviation of −4.857 MW, for the outage of line 16–21 there is a deviation of 0.688 MW, and
for the outage of line 17–18 there is a deviation of −2,397 MW.
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3.4. Critical Contingencies

To involve the operation of the algorithm presented in Figure 2, two lines have been selected,
which correspond to the outages of lines 05–08 and 13–14, and which cause critical contingencies
N−1. Therefore, the algorithm will present two operation stages: the first is presented in Figure 1,
where the algorithm must calculate the secure operation and most economical re-dispatch without
considering load shedding, and without minimizing the overload after N−1contingency. In the second
stage presented in Figure 2, the algorithm must calculate the new redistribution and load shedding
corresponding to each of the critical contingencies that remain unprotected in the first stage.

In accordance with the above, Figure 7 shows the results of the economic re-dispatch of the first
stage, which allows the lowest possible overload after N−1contingencies at the lowest generation
cost. However, as stated above, the evaluated line outages create critical contingencies N−1. Thus,
before the outage of any line (05–08 and 13–14), there is no totally secure economic re-dispatch; that is,
under this condition there will be at least one N−1contingency that causes an overload above the
maximum limit of the overloaded element. In Table 3, we present in detail the values of the economic
re-dispatch to consider, before the outage of lines 05–08 or 13–14.

Table 3. Results of the economic re-dispatch after outage of lines 05-08 and 13–14.

Generator Base case [MW] Outage of lines 05–08 [MW] Outage of lines 13–14 [MW]

G 02 571.216 595.000 586.299
G 03 253.564 416.762 0.000
G 04 680.000 680.000 680.000
G 05 510.000 510.000 510.000
G 06 221.431 97.853 377.327
G 07 595.000 595.000 595.000
G 08 248.729 47.575 115.680
G 09 651.835 850.000 850.000
G 10 569.838 499.423 577.307

In relation to the deviations of the generation cost, when the outage of line 13–14 is presented,
the cost increases by USD 3271.93; therefore, in this case, the algorithm detects the need to increase the
generation of more expensive security to reduce the risk of contingencies N−1. On the other hand,
the result of the cost of generation before the exit of the line 05–08 leads to a reduction of the same in
USD 9818.76, which represents an operating benefit, and at the same time leads to a reduction of risk
due to overload between N−1contingencies.

When evaluating N−1contingencies before the outage of line 05–08 considering the economic
re-dispatch presented in Table 3, it is observed that lines 09–39, 08–09 and 06–07 present an overload
on their maximum values, as seen in Figure 7.

After the outage of line 05–08, the algorithm calculates a fictitious increase in the capacity
of lines 09–39, 08–09 and 06–07, resulting in 42.3 MW, 28.2 MW and 142.5 MW, respectively.
The fictitious increase in the capacity of transmission lines is calculated by means of the variable
PAdi, of Equations (8) and (10). From the process P5 of Figure 2, critical contingencies are obtained
when considering the outage of line 05–08. For this case, the critical contingencies correspond to the
lines: 08–09, 06–07, 09–39 and 01–39, as shown in Figure 8.
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Figure 7. Simulation of maximum loadability of elements when considering N−1contingencies after
the outage of line 05-08.

 

Figure 8. Emergency dispatch after a contingency that considers the outage of line 05–08.

Table 4 shows the results obtained by simulating critical N−1contingencies, considering the
outage of line 05–08. The loadability of each element of the power system is presented. For each critical
contingency, it is required to carry out the dispatch presented in Figure 9, as well as the corresponding
load shedding as shown in Table 4.

Table 4. Results after a contingency that considers the outage of line 05–08.

Results Line 08–09 Line 09–39 Line 06–07 Line 01–39

Overloaded elements Line 06–07 Line 06–07 Line 08–09; Line 09–39 Line 09–39
Load shedding 136.7 MW in Bus 07 142.8 MW in Bus 07 25.9 MW in Bus 08 0 MW

Cost of power redistribution and load shedding [USD] $377,699.28 $388,001.39 $123,821.14 −$58,200.51
Generation deviation [MW] 10.0 10.0 −10.0 7.6

As shown in Table 4, the contingency of line 01–39, would be the only critical contingency that
would not increase the operation cost. The other contingencies cause a considerable increase in the
operation cost, due to the fact that they require load shedding.
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3.5. Economic Re-Dispatch Algorithm Operating after Generation Tripping

For this case, a generation tripping event is considered, which activates the online economic
re-dispatch algorithm using the L2 logic, presented in Figure 1, for this case a complete outage of
generator G8 in bus 37. Figure 9 shows the loadability status of the transmission elements after the
outage of G8 and with N−1contingencies. High loadability are presented in lines 01–39, 01–02, 02–25,
09–39, 08–09, because the slack bus, which represents the generator with AGC control of the power
system, responds to the loss of the G8 generation with a real power increase and generates power
congestion on those transmission lines. With an event that creates generation-demand imbalance, as the
outage of G8, the redistribution of the AGC generators is required, greater than the value considered in
the ResAGC parameter of Equation (5). Because after the outage of a non-radial transmission line, there
would be no generation-demand imbalance; therefore, the adjustment value of the AGC (ResAGC)
may be lower than after the event that generates a generation-demand imbalance.

For the event of the outage of G8, the ResAGC value has been modified by 248.729 MW, which
corresponds to the value of the G8 generator dispatch after the outage of G8. Figure 10 shows the
variation of the economic re-dispatch calculated from the generation tripping (G8), with which the
system will be safe again with N−1contingency. Table 5 shows the values of the economic re-dispatch
calculated after the outage of G8, a generation deviation of −19.58 MW is presented, which means
that an increase of the ResAGC parameter is required, given that the most economical solution is the
generators G2 and G3, generating an unbalance greater than 10 MW.

It should be noted that for the simplicity of this model, a cost of 0.0 USD/MWh has been assumed
for the AGC generator, because the generator G1 represents not only the AGC, but also the rest of
the equivalent system; therefore, the AGC is assumed to be part of the equivalent system and for
simplicity the cost of this equivalent generator is assumed to be zero. Deviation of the total generation
is −19.58 MW and the generation cost is USD −4945.
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Figure 9. Maximum loadability of elements after outage of G8.
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Figure 10. Maximum loadability of elements after outage of G8, with the new economic
re-dispatch algorithm.

Table 5. Economic re-dispatch values after the outage of generator G8.

Generator
Base Case

[MW]
Outage of G8

[MW]

G 02 571.216 450.93
G 03 253.564 424.237
G 04 680.000 680.000
G 05 510.000 510.000
G 06 221.431 221.431
G 07 595.000 595.000
G 08 248.729 0.000
G 09 651.835 850.000
G 10 569.838 550.435

4. Conclusions

This paper presented an online generation dispatch scheme to minimize generation costs and the
loadability of elements in the power system. The proposed method incorporated the power sensitivity
factors (LODF and PTDF) in an optimization model with variables obtained from online operation,
considering the generation cost, and with overload constraints. The results showed that the online
economic re-dispatch identifies the operating cost reduction and reduces the overload risk created by
N−1contingencies, contributing to a safety operation, and at the same time reducing the operating
costs of the power system. In addition, it is a useful proposal when there are highly variable power
plants such as power systems with solar and wind power.

This operating scheme could also be very useful in power systems in which there are usually
appreciable differences in demand, dispatch or topology, between the scheduled operation and the
actual operation. The complementary algorithm to deal with critical N−1contingencies, corresponds
to a useful proposal in cases in which the network is not fully covered before all the possible
N−1contingencies. It is also considered a necessary operation scheme, in cases in which the only
solution to avoid collapse is load shedding. Therefore, instead of executing a programmed power
demand rationing, the model uses a prediction of the required load shedding and emergency economic
re-dispatch, which would be implemented only in cases of critical contingency.
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The model considered sensitivity factors in order to simplify calculations, and it provided an
advantage when considering large-scale systems divided into many operational areas. The online
economic re-dispatch presented in the present work does not require metaheuristic techniques, so the
minimization of the generation cost is done by an exact and simple method, which means it is suited
to an online operation. Thanks to the model based on the objective function with the variable PADi,
it is possible to achieve the convergence of the model, even when the system is unsafe with critical
contingencies. Therefore, the result of this model corresponds to the security constraint generation
economic re-dispatch without the need to calculate power demand rationing.
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Abstract: This paper proposes an expeditious methodology that provides hourly assessments of the
effect of intermittent wind and solar power generation on the electrical quantities characterizing
power systems. Currents are measured via circuit breakers to confirm the correct sizing of devices
based on their rated currents. Nodal voltage magnitudes are assessed for compliance with limits
imposed by regulatory authorities, whereas the active power produced by hydroelectrical generators
is assessed for reserve energy. The proposed methodology leverages a fuzzy extended deterministic
optimal power flow that uses in power balance equations the average hourly values of active power
generated by wind and solar sources as well as hourly energy load. The power grid is modeled at
the substation level to directly obtain power flow through circuit breakers. Uncertainties in power
system electrical quantities are assessed for an optimal solution using a Taylor series associated with
deviations from the average values of the active power produced by the wind and solar sources.
These deviations are represented using a fuzzy triangular model reflecting the approximations of
the probability density functions of these powers. The methodology takes into account a subjective
investigation that focuses on the qualitative characteristic of these energy sources’ behaviors.
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1. Introduction

The challenges of the expansion and operation of Electrical Power Systems (EPS) have intensified
over time owing to the incessant increase in the complexity of these systems. Nowadays, additional
factors have been incorporated in these challenges, including uncertainties in the generation and
consumption of electric energy as dictated by the growing participation of intermittent sources of
energy, domestic electric vehicles, and energy storage systems. Because of these uncertainties, the
technical specifications of the EPS components must be assessed, especially those associated with
substations’ internal devices, as is the case with circuit breakers. Therefore, it is of fundamental
importance that the tools in development that seek to model these uncertainties are also capable of
assessing the loading of these devices in their analysis processes.

Optimal power flow (OPF) is recognized as a powerful tool for planning an operation and has
gained importance in analysis involving the incorporation of distributed generation [1–3]. OPF is able
to indicate the ideal size of these generation units to avoid compromising voltage stability [4,5]. The
uncertainties of wind and solar energy sources have been widely explored in OPFs, whether these
were coordinated with conventional generation or in association with energy storage systems [6–8].
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In this context, some works have explored the characteristics of the OPF to analyze the impact of the
expansion of distributed generation on transmission line loading [9], on the presence of domestic
electric vehicles in power grids [10,11], on high-voltage direct current connections [12,13], and in
frequency control actions [14].

The uncertainties of energy sources are often represented in an OPF by probabilistic approaches,
which are unable to incorporate qualitative information residing in human knowledge. In this case,
fuzzy logic has been used to represent qualitative, vague, or incomplete knowledge in mathematical
models in several areas of knowledge, including the OPF [15]. The literature presents the use of fuzzy
logic combined with OPF as promising for EPS analysis [16], mainly in the definition of functions with
conflicting objectives [17,18], in operational limit constraints [19,20], and in solutions that define the
date of need, location, and sizing of new energy resources [21]. Some techniques incorporate fuzzy
logic in the OPF solution through a linear relation [22], or through sensitivity analyses [23]. This allows
for the assessment of the influence of uncertainties in energy generation in the electrical quantities
of EPS.

Another promising application of the OPF has been the inclusion of switch and circuit
breaker representation, hereinafter referred to as switchable branches, in power grid modeling.
Through continuous functions, this representation has been used successfully in assessments of
system reconfiguration [24] and in restoring the maximum loads in distribution systems [25]. The
representation of these devices by integer variables is proposed in [26] to obtain the optimum dispatch
and topology of an electric network to meet static loads. In some applications, the concept of switching
transforms contingencies (criterion n − 1) into inequality constraints as a way of guaranteeing safety
in the electrical system [27]. An OPF with a switching technique has also been used to alleviate
transmission line congestion [28], in addition to improving the hosting of distributed generation
systems [29] and minimizing losses [30] through network reconfiguration.

The conventional bus-branch representation of the power grid appears in the vast majority of
OPF applications. However, developments related to the explicit representation of switches and
circuit breakers in state estimation studies [31] have been incorporated into the power flow problem
formulation [32], allowing for the processing of power grids at the substation level. In this type of
modeling, the power flows through switchable branches are incorporated into the vectors of state
variables together with the nodal complex voltages. This incorporation avoids possible numerical
problems in the search for an optimal solution, motivated by the representation of impedances with
very high or very low values. This is necessary to indicate the open and closed positions of these
devices, respectively. As a consequence, this modeling allows for the direct determination of the
power flow distribution through the components of substations, which is necessary for the analysis of
electrical device loading, especially in circuit breakers. Preliminary studies demonstrated the feasibility
of modeling at the substation level in the formulation of the OPF problem [33].

This work is inserted in this context and proposes an expeditious methodology capable of
determining, for each hour of the day, the uncertainties in EPS electrical quantities owing to the
uncertainties of wind and solar energy sources. The proposed approach consists of a Fuzzy Extended
Deterministic OPF (FED-OPF) composed by two stages, which aims to explore the subjectivity of
qualitative knowledge associated with these energy sources’ behaviors. The first stage solves a
deterministic OPF with extended formulation, referred to as ED-OPF, that is capable of processing
modeled power grids at the substation level. In this first stage, the average values of the active power
generated by wind and solar energy sources are used as input data together with the data referring to
hourly load curves. In the second stage, the uncertainties of the EPS electric quantities are determined
by the sum of the deterministic variables (determined in the first stage) with the fuzzy variables. The
fuzzy variables are determined through qualitative sensitivity analysis applied to the postprocessing
of the ED-OPF, considering maximum and minimum values for the active power of wind and solar
energy sources. This procedure allows that the qualitative behavior of wind and solar energies sources
be incorporated to the solution.
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The proposed methodology allows for the assessment, in an expeditious way, of the influence
of the uncertainties of the active power produced by wind and solar energy sources: (a) in the active
power produced by conventional generators for energy reserve analysis, (b) in the nodal voltage
magnitudes in order to comply with the limits imposed by regulatory authorities, and, mainly, (c) in
the currents through circuit breakers. These results are essential to ascertain the correct sizing of the
rated current of these devices.

2. Fuzzy Extended Deterministic Optimal Power Flow

Originating from an extension of the economic dispatch [34], the OPF allows for the determination
of the optimum point of operation in relation to a predefined objective, while it complies with the
operational limits imposed by power grids. Over the years, mainly owing to uncertainties in the
generation and consumption of electric energy, the OPF was marked by a progression in the numerical
techniques of solutions and in problem formulation. Among these techniques of solution, it is worth
mentioning the Primal Dual Interior Points Method, initially proposed for the optimal dispatch of
reactive power, which proved to be robust in solutions of large systems [35].

Based on these assumptions and considering the subjectivity of qualitative knowledge about
the wind and solar energy sources behavior, this paper proposes a fuzzy extended deterministic
optimal power flow (FED-OPF) capable of determining, for each hour of the day, the uncertainties
of EPS electrical quantities owing to the uncertainties of these energy sources. These uncertainties
are determined mainly for the currents through circuit breakers, to verify the correct sizing of these
devices by the rated current, for the active power produced by conventional generators for energy
reserve analysis and for the nodal voltage magnitudes in order to comply with the limits imposed by
the regulatory authorities. The hourly analysis via the proposed FED-OPF is composed by two stages,
as described in the following sections.

2.1. Extended Deterministic Optimal Power Flow: First Stage

In this work, the modeling of a power grid at the substation level is incorporated in the ED-OPF
formulation. This modeling allows for the explicit representation of the switches and circuit breakers
that make up the substation arrangements. This is different from bus-branch conventional modeling,
which considers these arrangements as a single bus. To illustrate substation-level modeling, Figure 1
shows a simple five-bus system (a) where bus three started to rely on this modeling, resulting in an
eleven-bus system (b).

11 

10 
9 

8 

7 

6 

(a) 

4  5  

3  

1  2  

(b) 

4  5  

3  

1  2  

Figure 1. (a) Bus-branch modeling and (b) substation level modeling.

With this new modeling, it is possible to obtain, in a direct way, information of electrical quantities
through the substation components. This includes the power flows through circuit breakers, thus
creating subsidies to confirm some technical specifications of these devices. As a consequence, this
modeling excludes the need to use complementary analysis tools to obtain this information, as occurs
with bus-branch conventional modeling.
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It should be emphasized that the modeling at the substation level is applied only to previously
selected substations, which are the substations through which it is desired to determine the power
flow distribution and the influence of wind and solar sources. This means that only a small number,
usually the substations connected to solar and wind sources, will be modeled at this level of detail.

In the following formulation, the details of the modeling of a power grid at the substation level
and of the wind and solar power sources in the ED-OPF are presented:

minC(Pg) = Pgt Q Pg + bt Pg + co (1)

subject to:
Pg + Pgwin + Pgsol − Pd = real

{
diag(V).(YV)∗

}
+ tfl (2)

Qg + Bs − Qd = imag
{

diag(V).(YV)∗
}
+ ufl (3)

f
(
θij, tij

)Pθ
= 0 (4)

f
(
Vij, uij

)QV
= 0 (5)

Pgmin ≤ Pg ≤ Pgmax (6)

Qgmin ≤ Qg ≤ Qgmax (7)

Vmin ≤ V ≤ Vmax (8)

amin ≤ a ≤ amax (9)

bmin ≤ Bs ≤ bmax (10)

ϕmin ≤ ϕ ≤ ϕmax (11)

flmin ≤ fl ≤ flmax (12)

Equation (1) represents the conventional objective function that minimizes the costs of active
power generation Pg by conventional generators, where Q is the diagonal matrix with quadratic cost
coefficients, b is the vector of linear cost coefficients and co is the constant cost vector. Equations (6)
and (7) represent the minimum and maximum limit constraints of the active and reactive powers
Pg and Qg produced by these generators, respectively. Equations (8) to (12) represent these limit
constraints for the nodal voltage magnitudes V, taps of the transformers a, powers injected by static
compensators Bs, angles of the shift transformers ϕ, and the active power flows on transmission lines
fl, respectively.

The necessary adaptations in the ED-OPF formulation for the processing of power grids at the
substation level are performed by extending the state vector so as to include the active (t) and reactive
(u) power flow through each switchable branch along with the conventional nodal complex voltages.
This procedure avoids the use of atypical values to represent the open and closed position of switchable
branches in the problem formulation, eliminating the numeric problem such values would cause in
the optimal solution search.

Equations (2) and (3) represents, respectively, the active and reactive bus power balance (or bus
injected power), that is, the difference between the generated power and the demand at each bus.
Please notice that, as a consequence of the current Kirchhoff law, the injected power at bus “k” is equal
to the sum of the power flow through all adjacent branches of bus “k”. When the substation level
modeling is applied to the network, as proposed in this article, the sum of the power flow through
adjacent branches must consider the set of adjacent conventional branches (transmission lines and
transformers) as well as the set of adjacent switchable branches. Power flow through conventional
branches are determined as usually, that is, as a function of the complex voltage. However, power flow
through switchable branches are written directly as a function of the new state variables (t and u).
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To incorporate the power flows through switchable branches in power balance equations (2) and
(3) of the ED-OPF, the bus-switchable branches incidence matrix Abb is defined. With the number of
rows equal to the number of buses of the system and the number of columns equal to the number of
switchable branches, the element i-j of Abb is defined as

• −1 if the switchable branch j is connected to bus i and the flow is oriented to enter in bus i.
• 1 if the switchable branch j is connected to bus i and the flow is oriented outward from bus i.
• 0 if switchable branch j is not connected to bus i.

In (2), tfl represents the vector of the sum of the switchable branches active power flow in the
buses. It can be written using the incidence matrix Abb as indicated in (13):

tfl = Abb.t (13)

Similarly, in (3), ufl represents the contribution, that is, the sum of the reactive power flows
through switchable branches to the system buses, and can be written as:

ufl = Abb.u (14)

where t and u are the new state variable vectors referring to the active and reactive power flows in
switchable branches, respectively.

Equation (4) represents the active operational constraints that model the closed and open positions
of the switches and circuit breakers. These constraints can be reformulated in function of specific
incidence matrices for this purpose, as presented in (15):

f(θ, t)Pθ =

[
Ac 0
0 Ao

]
.

[
θ

t

]
=

[
Ac.θ
Ao.t

]
(15)

The incidence matrix Ac has a number of lines equal to the number of closed circuit breakers
and a number of columns equal to the number of total buses of the system. This matrix represents
the operational constraints of closed circuit breakers of the type θi − θj = 0, where θ is the angle of
the complex voltages. Thus, the values of this matrix are equal to 1 in column “i” and equal to -1 in
column “j” of the line corresponding to the closed circuit breaker i-j.

The incidence matrix Ao has a number of lines equal to the number of open circuit breakers and a
number of columns equal to the total number of circuit breakers. This matrix represents the operational
constraints of open circuit breakers of type tij = 0. The values of this matrix will only be different from
zero and are necessarily equal to 1 in the line corresponding to open circuit breaker i-j and the column
corresponding to the state variable (active power flow) associated with this circuit breaker.

A similar reformulation can be performed on the reactive operating restrictions of (5), as shown
in (16):

f(V, u)QV =

[
Ac 0
0 Ao

]
.

[
V

u

]
=

[
Ac.V
Ao.u

]
(16)

From (16), it is possible to obtain the operational restrictions of the closed circuit breakers of type
Vi − Vj = 0, in addition to the operational restrictions of the open circuit breakers of type uij = 0.

Regarding the representation of alternative sources of energy, (2) considers in the balance of the
active power the average values of the active power produced by wind and solar energy sources Pgwin
and Pgsol, respectively. The average values can be determined from real historic data, as discussed in
the Section 3.

The solution of the proposed extended deterministic optimal power flow is achieved by the Primal
Dual Interior Points Method [35] as associated with the Lagrange technique, the conditions of Karush
Kuhn Tucker, and the Newton Method.
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This solution defines the deterministic variables of EPS electrical quantities as function of average
values of the active power produced by wind and solar energy sources and demands the traditional
expensive computational time of solutions involving OPFs.

2.2. Electrical Quantity Uncertainties of EPS: Second Stage

The information regarding the uncertainties of generation and consumption of electric energy in the
OPF is usually represented by probabilistic approaches through probability density functions [4,36,37].
However, these approaches based on quantitative information are not capable of representing the
qualitative information that resides in human knowledge. With the fuzzy technique, the incomplete,
vague, and qualitative knowledge present in human beings began to be represented by mathematical
models in several areas of knowledge, including in OPFs [15].

In addition to not considering qualitative information, usually the processing of probabilistic data
in the OPF demands a high computational effort. However, in several practical situations, expeditious
and even approximate responses of the electric quantities of the power systems are enough for the
analysts of these systems. An example of such situations is the investigation of the necessity of
replacing circuit breakers with equipment that has a greater rated current capacity, usually common in
expansions and changes in EPS.

Based on the above discussion, this work proposes an hourly evaluation of the electrical quantities
of the electric system in relation to the intermittent behavior of wind and solar energy sources, based on
the association illustrated in the Figure 2. In this illustration the area delimited by the mean and +/−3
standard deviations of the Probability Density Function (PDF) normal distribution of the active power
produced by wind and solar energy sources is associated with the area delimited by the membership
function of a fuzzy triangular model. This approach allows composing, through fuzzy variables and
a real brief historical data about these energy sources, an hourly qualitative knowledge about the
average, minimum, and maximum values of powers produced by these sources. Section 3 exemplifies
the composition of this qualitative knowledge.

Figure 2. Probability Density Function (PDF) and fuzzy triangular model for wind and solar
energy sources.

The Figure 2 shows the Probability Density Function (PDF) (in black), where: f (Pgwin): probability
density function of the active power produced by wind energy sources; Pgwin: hourly average values
of the active power produced by wind energy sources; σ: standard deviation of the active power
produced by wind energy sources.

For the fuzzy triangular model (in blue), the Figure 2 shows: μ(Pgwin): membership function
of the active power produced by wind energy sources; ΔPgwin: hourly variations in relation to the
average values of the active power produced by wind energy sources, here called fuzzy variables. For
the solar energy sources, we can use the same definition, changing the subscript “win” to “sol”.

As the qualitative average values of the active power produced by these sources Pgwin and
Pgsol were considered in the optimal solution of the ED-OPF of the first stage (Equation (2)), it is

24



Energies 2019, 12, 1135

possible to define the fuzzy variables of the other system electrical quantities as a function of the fuzzy
variables ΔPgwin. and ΔPgsol. For this purpose, let us consider the Lagrangian function of the problem
formulation (1)–(12). The first derivative (or gradient) of this function in the optimal solution must
be null, in order to comply with the optimality conditions of Karush Kuhn Tucker. This gradient is
represented by (17):

ρ
(
Pg, Pgwin, Pgsol, V, t, y

)
= 0 (17)

where, Pg is the vector of the active power produced by conventional generators; Pgwin and Pgsol are
the vectors of the qualitative average values of the active power produced by wind and solar energy
sources, respectively; V is the vector of the nodal voltage magnitudes; t is the vector of the active
power flows through circuit breakers; and y is the vector of the other electrical quantities of the system,
including the dual variables.

Based on this, the expansion of (17) in Taylor series, in the directions of fuzzy variables ΔPgwin
and ΔPgsol, still in the optimal solution, can be formulated by:

ρ
(
Pg + ΔPg, Pgwin + ΔPgwin, Pgsol + ΔPgsol, V + ΔV, t + Δt, y + Δy

)
= ρ

(
Pg, Pgwin, Pgsol, V, t, y

)
+ ∂p

∂Pg ΔPg + ∂p

∂Pgwin
ΔPgwin + ∂p

∂Pgsol
ΔPgsol +

∂p
∂V ΔV + ∂p

∂t Δt + ∂p
∂y Δy

(18)

This relationship implies that:

[
∂p

∂Pg

∂p

∂V

∂p

∂t

∂p

∂y

]⎡⎢⎢⎢⎣
ΔPg

ΔV

Δt

Δy

⎤
⎥⎥⎥⎦ = − ∂p

∂Pgwin
ΔPgwin − ∂p

∂Pgsol
ΔPgsol (19)

Or that:

W
′

⎡
⎢⎢⎢⎣

ΔPg

ΔV

Δt

Δy

⎤
⎥⎥⎥⎦ = − ∂p

∂Pgwin
ΔPgwin − ∂p

∂Pgsol
ΔPgsol (20)

Defining W as a Hessian matrix, the equation can be rewritten as:

⎡
⎢⎢⎢⎣

ΔPg

ΔV

Δt

Δy

⎤
⎥⎥⎥⎦ = W−1

(
− ∂p

∂Pgwin
ΔPgwin − ∂p

∂Pgsol
ΔPgsol

)
(21)

Equation (21) defines the fuzzy variables of the active power produced by conventional generators
ΔPg, of the nodal voltage magnitudes ΔV, of the active power flows through switches and circuit
breakers Δt, and of the other system quantities Δy. With these fuzzy variables, it is possible to
determine the uncertainties of the electrical quantities of the EPS. These uncertainties result from the
sum of the deterministic variables calculated in the optimal ED-OPF solution as determined in the first
stage, with the fuzzy variables determined in this stage, as shown below:

Pguncertain = Pg + ΔPg (22)

Vuncertain = V + ΔV (23)

tuncertain = t + Δt (24)

yuncertain = y + Δy (25)
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where Pguncertain are the uncertainties regarding the active power produced by conventional generators,
necessary for energy reserve analysis; Vuncertain are the uncertainties regarding the nodal voltage
magnitudes, necessary to analyze the accomplishment of the limits imposed by the regulatory
authorities; tuncertain are the uncertainties regarding the active power flows through circuit breakers,
necessary to verify the correct sizing of these devices by the rated current; and yuncertain are the
uncertainties regarding the other electrical quantities that can be used according to necessity.

In summary, the uncertainties of EPS electrical quantities are determined, in the second stage,
by the sum of deterministic variables (determined in the first stage) and fuzzy variables. The
fuzzy variables are determined through qualitative sensitivity analysis (Equations (17)–(21)) applied
to the postprocessing of the ED-OPF optimal solution, as function of variation (maximum and
minimum values) of the active power of wind and solar energy sources, always considering an
hourly based analysis.

The fuzzy variables participate only in the postprocessing stage of the OPF and avoid the
incorporation of these uncertainties into the iterative process of the OPF solution. The result is a
significant reduction in the computational time when compared with the first stage. The second stage
provides rapid and authentic responses (as discussed in next section) for a general analysis of the
electrical quantities of the system as a function of the variation of wind and solar energy sources.

3. Test System Data

To implement the proposed methodology, a real power network composed of 139 buses that
comprises the northeast Brazilian coastal region was used. The system contains buses at different
voltage levels ranging from 13.8 kV to 500 kV. In addition, the available data includes real hourly load
curves, static compensators, capacitor banks, bus and line reactors, previously selected substations
modeled at the substation level, and large hydroelectric power plants: Sobradinho (1.00 GW), Xingó
(3.6 GW), Luiz Gonzaga (1.5 GW), and Paulo Afonso Complex (2.4 GW). The power system has
approximately 400 MW of thermoelectric power plants.

Additionally, the power system has 19 wind farms that represent approximately 2 GW of installed
power. Figure 3 illustrates the daily variation of active power produced by these wind farms in the
period between June 2016 and July 2017. All of this information corresponds to daily real data properly
processed and grouped to subsidize the analysis of the proposed tool in the most realistic way possible.

 

Figure 3. Maximum, average, and minimum daily values of active power (MW) wind farms.

To illustrate the proposed qualitative definition of maximum, average, and minimum of active
power of the renewable energy sources, the Brisa Potiguar wind farm (BP) were chosen. Figure 4
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presents the active power average values Pgwin of BP for each hour of the day, which was determined
from the available real historic data.

 
Figure 4. Brisa Potiguar wind farm daily behavior.

These values were used in the first stage (Section 2.1—Equation (2)) of the proposal methodology,
in order to define the deterministic variables of EPS electrical quantities.

According to real historical data, the maximum and minimum values of active power of BP are
defined for each hour of the day. These values correspond to the variation of +/−30% of the average
values of these powers, which are represented the fuzzy variables ΔPgwin(see Figure 2). These values
are used in the second stage (Section 2.2—Equations (17)–(21)) of the proposal methodology, in order to
determine the fuzzy variables of EPS electrical quantities. The uncertainties of EPS electrical quantities
are then computed by the sum of deterministic variables, determined in the first stage, and fuzzy
variables, determined in the second stage, as discussed in Section 2.2—Equations (22–25).

In summary, the average values of active power of wind and solar energy sources are determined
through the brief real historic data. The maximum and minimum values of these active powers are
defined by the hourly variation of +/−30% of the average value. It should be emphasized that the
whole proposed strategy assumes an hourly based analysis, such that fuzzy triangular model (based in
the normal PDF) is used to model the hourly variation of the wind and solar generators in the second
stage of the proposed methodology.

The same methodology is applied to active power produced by solar energy sources, which are
randomly distributed in six of the 69 kV buses. The solar energy participates in the formulation of the
problem only in the period of solar incidence between 6–18 h, and the average value of these powers
Pgsol is dimensioned in 10% of the active power demanded in these buses. The fuzzy variables ΔPgsol,
related to the active power produced by solar energy sources are also defined by values equivalent to
+/−30% of the average values.

4. Simulations and Results

The developments presented in this work were carried out using the MATLAB computational
tool. The first and most important result consists of authenticating the proposed methodology. In
order to validate the proposed approach, exhaustive solutions of conventional OPF considering each
increase/decrease variation for wind and solar sources, were used.

Figure 5 illustrates this validation for the active power of the hydroelectric plant of Xingó.
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Figure 5. Authentication—active power of Xingó hydroelectric power plant.

The "Original" trace of Figure 5 represents the deterministic values of the active power of the
hydroelectric plant of Xingó, obtained with the ED-OPF solution, as described in Section 2.1. In this
case, the qualitative average values of the active power of the wind and solar energy sources were used
in the power balance equations. The "Wind and Solar Increment" trace represents the uncertainties of
the active power of the hydroelectric plant of Xingó. These uncertainties are determined by the sum
of determinist values (“Original” trace) with fuzzy values. In this case, according to the technique
described in Section 2.2, the fuzzy values were determined through qualitative sensitivity analysis
applied to the postprocessing of the ED-OPF, as function of 30% (maximum values) increase in the
active power of wind and solar energy sources. The "Wind and Solar Decrement" trace also represents
the uncertainties of the active power of the hydroelectric plant of Xingó, but now considering a decrease
of 30% (minimum values) in the active power of these energy sources.

Simulations were performed in a conventional OPF to authenticate the proposed methodology.
The "Original Validation" trace represents the values obtained in the solution of a conventional OPF
that considers in the power balance equations the qualitative average values of the active power of
the wind and solar energy sources. The "Wind and Solar Increment Validation" trace represents the
values obtained in the conventional OPF that considers in the active power balance equations the
qualitative average values of the active power of these energy sources increased by 30%, while the
"Wind and Solar Decrement Validation" trace represents the values obtained in the conventional OPF
when in these equations the qualitative average values of the active power of these energy sources is
reduced in 30%. The adherence of the results indicates the effectiveness of the proposed methodology
in obtaining the desired results in an expeditious way, as proposed.

This authentication is also successfully achieved for the other electrical quantities of the system.
The following sections present the definition of the uncertainties of the power flows through circuit
breakers, of the active power produced by conventional generators, and of the nodal voltage
magnitudes as a function of the uncertainties of the active power produced by wind and solar energy
sources. These analyses are academic and have no intention of interfering with the operation or
expansion of the actual system.

Similar proposals, that reach solution with reduced computational time as proposed in our paper,
and that simultaneously contemplates in the OPF, renewable energies, switching (substation model
level), and qualitative information, were not found in the literature. These characteristics make us
confident that the proposed approach presents innovative ideas and presents itself as a promising tool
for analyzing the impact of intermittent energy sources in the electrical quantities of the power systems.

4.1. Power Flows through Circuit Breakers

The verification of the correct sizing of the rated current of circuit breakers, often motivated by
expansions or alterations in power systems, has attracted the attention of analysts of these systems
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in different parts of the world. In these analyses, the representation of the substation of interest at
the substation level, as proposed in this paper, allows for the assessment in a direct way of the power
flows through these devices. As most analytical tools consider bus-branch modeling, this analysis
requires the adoption of additional procedures that overload the area professionals and hamper this
task. The incorporation of network modeling at the substation level in the OPF eliminates this step,
thus facilitating and more effectively subsidizing the analysis work by these professionals.

To illustrate the effectiveness of this attribute of the proposed methodology, the Sobradinho 230
kV substation was chosen for modeling at the substation level owing to its connections with wind and
solar power sources, as well as sheltering an important hydroelectric plant of the same name with 1.05
GW of installed power. Figure 6 illustrates the configuration of this substation, including the most
common directions of power flows through the circuit breakers of this installation.

Figure 6. Power flow distribution at Sobradinho 230 kV substation.

Table 1 presents the most relevant results related to this analysis involving the Sobradinho 230 kV
substation. Column 1 indicates the hour at which the variation was assessed (corresponding to the
solar incidence period), while the second to fifth columns show the variations in the active power
flows through the indicated circuit breaker when the active power produced by wind and solar sources
varied from +/−30% (always in relation to the average values according to Section 2.1).

Table 1. Active Power Flow Variations (MW) Through Circuit Breakers of Sobradinho 230
kV Substation.

Hour

Circuit Breaker (CB) 164 CB 159 CB 160

Wind Variation
(MW)

Solar Variation
(MW)

Wind Variation
(MW)

Solar Variation
(MW)

30% −30% 30% −30% 30% −30% 30% −30%

06 26.5 −26.5 0.67 −0.66 39.8 −39.8 2.0 −2.0
07 26.4 −26.4 0.70 −0.69 39.6 −39.6 2.1 −2.1
08 25.3 −25.3 0.74 −0.76 38.0 −38.0 2.2 −2.3
09 22.8 −22.8 0.79 −0.80 34.2 −34.2 2.4 −2.4
10 19.1 −19.1 0.82 −0.81 28.7 −28.7 2.4 −2.4
11 15.8 −15.8 0.82 −0.81 23.8 −23.8 2.4 −2.5
12 13.6 −13.6 0.81 −0.80 20.4 −20.4 2.4 −2.4
13 11.9 −11.9 0.82 −0.82 17.9 −17.9 2.5 −2.5
14 11.3 −11.3 0.83 −0.83 17.0 −17.0 2.5 −2.5
15 11.4 −11.4 0.83 −0.84 17.2 −17.2 2.5 −2.5
16 12.3 −12.3 0.81 −0.81 18.4 −18.4 2.4 −2.4
17 13.0 −13.0 0.79 −0.80 19.5 −19.5 2.4 −2.4
18 14.7 −14.7 0.84 −0.82 22.1 −22.1 2.5 −2.5
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The results indicate that the active power flows through the circuit breakers of this substation
were influenced by the simultaneous generation of wind and solar energy sources. The exception
was with the active power flows through circuit breaker 159, which were influenced only by the wind
energy source since this device was connected to the Pedra Branca 230 kV wind farm. Similar analyses
can be performed for the active power flows through circuit breakers 160 and 163, which connect the
solar source, and therefore were influenced only by this source of energy.

Once the power flows through the circuit breakers of the Sobradinho 230 kV substation were
determined, the maximum currents through these devices were calculated as a function of the apparent
powers. From this calculation, it was observed that the maximum ratio between these currents and the
rated current was 22.2% for circuit breaker 159, ensuring the correct dimensioning of these devices by
the rated current.

The João Câmara II 138 kV bus was also modeled at the substation level owing to the connection
of approximately 700 MW of installed power by wind farms. Figure 7 shows the bus configuration and
indicates the most common orientation of power flows through the circuit breakers of this substation.

 

Figure 7. Power flow distribution at João Câmara II 138 kV substation.

Table 2 lists the maximum current values through the main circuit breakers of this substation, as
well as the proportion of these values in relation to their rated values. These analyses are performed
for the original condition, that is, without the variation of the average values of the active power of the
wind sources, and with a variation of +/−30% in relation to these values.

Table 2. Maximum Currents (A) Through Circuit Breakers of João Câmara II 138 kV Substation.

System
Circuit Breakers

181 186 188 191 194

Original (A) 789.6 491.2 442.9 300.3 1134.9
Wind Energy Increment (A) 1012.1 606.5 562.7 390.8 1431.7
Wind Energy Decrement (A) 579.2 396.9 331.0 209.9 866.3

Circuit Breaker Rated Current (A) 2000 2000 2000 2000 2000
Original Current/Rated current (%) 39.5 24.6 22.1 15.0 56.7

(Maximum Current with Wind
and/or Solar) /Rated Current (%) 50.6 30.3 28.1 19.5 71.6

The results indicate that the effect of the wind power sources was very significant, taking the
maximum current values through these devices near the rated values. For example, the maximum
current through circuit breaker 194 reached 71.6% of its rated current value when exposed to the
uncertainties of the active power produced by the wind farms connected to the bus under study. The
effect of the solar energy sources in this substation was negligible.
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It should be noted that this case considers a normal operating condition. Logically, under
conditions of contingency (criterion n − 1) or expansions in the system considered, the currents passing
through these circuit breakers could be closer to the nominal values and may even exceed them. This
type of analysis can be carried out by the proposed methodology and allows for the assessment of the
necessity of replacing these devices with equipment that has a greater rated current capacity.

4.2. Active Power: Conventional Generators

Another relevant issue associated with the uncertainties of the active power generated by wind
and solar energy sources is related to the analysis of their impact on the established powers for
conventional generators. Although it is not advisable to ignore the importance of intermittent sources
in reducing the rotating reserve, a careful analysis is also needed to avoid compromising the energy
supply to consumers in conditions of unexpected reductions of the share of these energy sources in the
energy matrix.

Table 3 lists, for some hours of the day, the variation in megawatts from the average values of the
active power produced by the Paulo Afonso IV hydroelectric power plant. These values were obtained
as a function of the variation of +/−30% from the average values of the active power generated by
wind and solar energy sources.

Table 3. Variations (MW) at the Paulo Afonso IV Hydroelectric Power Plant.

Hour
Wind Variation (MW) Solar Variation (MW)

+30% −30% +30% −30%

10 −90.3 90.3 54.2 −54.2
11 −99.2 99.2 2.5 −2.5
12 −35.6 35.6 −0.8 0.8
13 −97.1 97.1 59.1 −59.1
14 −102.8 102.8 63.3 −63.3
15 −100.1 100.1 59.9 −59.9
16 −37.6 37.6 −0.6 0.6
17 −36.5 36.5 −0.7 0.7
18 −106.0 106.0 −13.8 13.8

These and other results obtained (omitted because of lack of space) show that all conventional
generators of the system were sensitized by both the solar and wind energy uncertainties except for
the generators of the thermoelectric plants that were not dispatched owing to high cost.

In this context, Table 4 shows the influence of the uncertainties of wind and solar energy on the
energy reserve of these conventional generators.

Table 4. Available Powers: Conventional Generators.

Conventional
Generators

Active Power Reactive Power

Limits (MW) Original (%)
Impact Wind
and Solar (%)

Limits (MVar) Original (%)
Impact Wind
and Solar (%)

Sobradinho 1005 79 73 −272~388 75 74
Luiz Gonzaga 1480 4 0 −210~210 45 10
Paulo Afonso 2400 79 77 −920~820 67 66

Xingó 3600 46 44 −860~519 79 76

The results presented show a slight reduction in the available powers of generators, which was
necessary to increase energy production to supply the reduction in the share of wind and solar sources.
The Luiz Gonzaga hydroelectric power plant reached its active power limit with a reduction of 30% in
the share of these energy sources. The system under analysis contemplates an installed capacity of
approximately 20 GW distributed between the hydroelectric and thermoelectric plants and equivalent
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generators, in addition to the hourly demand of around 7 GW. Considering energy generation planning
based on an operational reserve equivalent to 5% of the demand, the variations of +/−30% of the
active power of the wind and solar energy sources guarantee an operational reserve of 350 MW.

4.3. Nodal Voltage Magnitudes

Voltage control is one of the main concerns when there are expansions and changes in energy
systems, as it must comply with the limits imposed by regulatory authorities. Thus, for the test system
of this work, the uncertainties of the nodal voltage magnitudes were determined as a function of the
uncertainty of +/−30% in relation to the average value of the active power of the wind and solar
energy sources. Figure 8 illustrates the behavior throughout the day of the nodal voltage magnitudes
in the 500 kV Pau de Ferro substation, an important transmission trunk of the system, owing to the
combination of the uncertainties of wind and solar energy sources.

 

Figure 8. Uncertainties in nodal voltage magnitudes of 500 kV bus of Pau de Ferro substation.

The values obtained for the nodal voltage magnitudes of all buses of the test system are within the
limits established by the Brazilian regulatory authority, according to Table 5 [38]. These results show
once again the relevance of the proposed methodology that allows for the inference of questions of
this order without the need to carry out studies and exhaustive simulations involving the intermittent
sources of energy.

Table 5. Voltage magnitude admissible limits in the Brazilian electrical system.

Rated Operating Voltage Normal Operating Condition Emergency Operating Condition

(kV) (pu) (pu)

≤138 0.95 to 1.05 0.90 to 1.05
230 0.95 to 1.05 0.90 to 1.05
345 0.95 to 1.05 0.90 to 1.05
440 0.95 to 1.046 0.90 to 1.046
500 1.00 to 1.10 0.95 to 1.10
525 0.95 to 1.05 0.90 to 1.05
765 0.90 to 1.046 0.90 to 1.046

4.4. Computational Time

Table 6 presents the computational times demanded in the execution of first and second stages of
the proposed methodology.
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Table 6. Computational time (seconds).

Hour
First Second

Hour
First Second

Hour
First Second

Stage Stage Stage Stage Stage Stage

0 27.6 0.94 8 20.8 0.90 16 19.3 0.98
1 23.3 1.01 9 21.3 0.94 17 22.6 0.99
2 28.8 0.98 10 26.3 0.84 18 24.2 0.94
3 24.7 0.95 11 25.2 1.01 19 56.0 0.90
4 22.8 0.90 12 22.9 0.92 20 25.2 0.95
5 22.7 0.87 13 22.4 0.81 21 24.6 0.87
6 40.8 1.03 14 22.5 0.95 22 26.6 0.90
7 20.4 0.92 15 27.4 0.90 23 20.8 0.92

According to the results presented in Table 6 it is possible to verify the significant computational
time reduction in the second stage.

Based on the subjectivity of the qualitative knowledge about the wind and solar energy sources
behavior, the second stage of the proposal methodology provides for the analysts fast answers and
with good authenticity about electrical quantities of these systems, as indicated in Figure 5.

5. Conclusions

The combination of fuzzy logic with a Taylor series in the postprocessing of the Extended
Deterministic Optimum Power Flow allows for the assessment of the impact of the active power
uncertainties produced by the wind and solar energy sources in the electrical quantities of energy
systems, for each hour of the day. In an expeditious way, based in a subjective investigation that focuses
on the qualitative character of these energy sources’ behaviors, the proposed methodology allows for
the assessment of the impact of these uncertainties on the active power produced by conventional
generators. This makes it possible to conduct energy reserve analyses. These impacts are also assessed
on the nodal voltage magnitudes. Thus, it is possible to verify if the limits reached comply with the
limits of the voltages imposed by the regulatory authorities.

In addition, a representation of the power grid at the substation level made it possible to identify
the impact of the variations of the wind and solar energy sources on the distribution of power flows
and consequently of the currents through the circuit breakers of substations. This model allows for
the evaluation of the technical specifications of such devices, such as rated currents. In face of this
new reality of intermittent energy generation systems, this topic has attracted the attention of systems
analysts from various parts of the world owing to the need for expansions and changes in EPS.

The results presented highlight the importance of energy reserve analyses and of correct technical
specifications of circuit breakers in addition of voltages control, as a function of the forecasted growth
of wind and solar energy sources in energy matrices. These results reinforce the relevance of analytical
tools that provide professionals the ability to perform these tasks, in an expeditious way, as in the case
of the methodology proposed in this work. Future studies are under investigation to assess the impact
of such approach in contingencies analysis, including wind farm groups contingencies.

6. Article Contribution

The main contribution of this article is to offer power systems analysts a tool that allows the rapid
assessment of the hourly behavior of the electrical quantities of these systems as a function of the
variation of wind and solar energy sources. It is not a tool that involves data accuracy, but rather a
tool that provides enough and rapid responses to decision making by those analysts. The proposed
tool is original and suitable mainly for analysis of currents through circuit breakers, a theme that has
attracted the attention of analysts from various parts of the world, due to the need for expansions and
topology changes in power systems. The variations in the power injected by these energy sources
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can increase the value of the currents through the circuit breakers, resulting in an alert to the analysts
about the need for replacement with equipment with higher nominal current value.

The assessment of the impact of the variation of the wind and solar energy sources not only on the
currents through the circuit breakers, but also on the reserve energy and the nodal voltage magnitudes
is reached through the solution of fuzzy extended deterministic optimal power flow, composed of
two stages.

As discussed before, in the first stage, the extended deterministic OPF (ED-OPF) solution provides
the deterministic variables of the power system electrical quantities. For this stage, we would like
to emphasize that the formulation of ED-OPF contemplates an original modeling at the substation
level, which enables the direct assessment of the currents through the circuit breakers. In addition,
this formulation contemplates the hourly average values of the active powers of wind and solar
energy sources in the active power balance equations. The first stage solution demands the traditional
expensive computational time of solutions involving OPFs.

In the second stage, the uncertainties of the power system electrical quantities are obtained
considering an hourly based analysis. These uncertainties are determined by the sum of determinist
variables (first stage) with fuzzy variables. The fuzzy variables are obtained when the maximum and
minimum values of these energy sources (corresponding to +/−30 % of average values of these energy
sources) are applied to the ED-OPF solution, through a qualitative sensitivity analysis. The second
stage presents lower computational time when compared to the first stage.

With the proposed tool, power system analysts can run ED-OPF once, which demands longer
computational time and work more frequently with the second stage, which demands lower
computational time. The second stage provides rapid and authentic responses for a general analysis of
the electrical quantities of the system as a function of the variation of wind and solar energy sources.
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Abstract: This paper proposes an optimal placement model of ultra-high frequency (UHF) sensors for
accurate location of partial discharge (PD) in gas-insulated switchgear (GIS). The model is based on
0-1 program in consideration of the attenuation influence on the propagation of electromagnetic (EM)
waves generated by PD in GIS. the optimal placement plan improves the economy, observability,
and accuracy of PD locating. After synchronously acquiring the time of the initial EM waves reaching
each UHF sensor, PD occurring time can be obtained. Then, initial locating results can be acquired
by using the Euclidean distance measuring method and the extended time difference of arriving
(TDOA) location method. With the information of all UHF sensors and the inherent topological
structure of GIS, the locating accuracy can be further improved. The method is verified by experiment,
showing that the method can avoid the influence of false information and obtain higher locating
accuracy by revising initial locating results.

Keywords: gas insulated switchgear; partial discharges; electromagnetic wave propagation;
optimization; UHF measurement

1. Introduction

With the wide use of gas-insulated switchgear (GIS), various failures occur with the growth of
service time, and the insulation defects in GIS may lead to partial discharge (PD). PD location can
be realized via ultrasonic waves and ultra-high frequency (UHF) electromagnetic (EM) waves [1–3].
The UHF method is an efficient PD detection technology that detects the EM wave generated by
PD based on UHF sensors [4–8]. The UHF method has the advantages of high sensitivity and high
signal-to-noise ratio. The position of PD can be located by analyzing and processing the EM signal
received by the sensors [9–11]. UHF location methods are mainly based on time difference of arriving,
time of arriving, angle of arriving, and received signal strength [12,13].

The spatial placement of UHF sensors is the key to PD locating. Studies have been undertaken
to improve sensor economy and observability. Though some exploratory research works have been
carried out in these fields, most of them focused on transformer or conventional switchgear [14–18].
For instance, a spatial array of UHF sensors is used for transformer PD location. However, a transformer
is a multisurface system of which the internal structure is totally different from GIS. The spatial array
aims to overcome the reflection and diffraction of electromagnetic waves. Therefore, the methods
for transformers and switchgear are not suitable for GIS. The topological structures of GIS and the
attenuation of the EM wave especially propagating through the insulators and L-type and T-type
structures should be considered more. A few studies have investigated the topological structures of
GIS but these do not consider the optimal placement of sensors [19–23]. The arriving time difference
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of EM waves was used to locate the PD in GIS based on UHF sensors, but its accuracy should be
improved [24–26]. This paper is devoted to solving these problems in existing research.

In this paper, the GIS space structure is abstracted into an undirected graph and a 0-1 programming
model is established based on the optimization of the optimal economy and the maximum observability.
Then, an arrangement plan of UHF sensors can be obtained. With the optimal placement plan,
the accurate location method of PD based on extended time difference of arriving (TDOA) is studied.
The experimental result indicates that the proposed method can improve the location accuracy and
possesses fine fault tolerance.

2. Principle of Method

2.1. Partial Discharge in GIS

GIS, which includes a circuit breaker, disconnector, grounding switch, transformer, and bus,
has been widely used due to its low maintenance, high reliability, and compact size. PD refers to the
discharge phenomenon occurring in the partial area of the insulator which does not penetrate the
conductor under voltage. Under a strong electric field, the insulation defects of GIS will lead to PD,
accompanied by the generation of electricity, light, heat, sound, ozone, and nitric oxide, which will
corrode the insulating materials. In addition, the charged particles produced by PD will impact the
insulating materials. PD is a sign of insulation degradation in GIS, which endangers the safety of
equipment and even the power system.

The breakdown field strength of insulators in power equipment is very high. When PD occurs in
a small range, the breakdown process is very fast, which produces steep pulse current. Its rising time
is less than 1 ns, and ultra-high frequency (UHF) electromagnetic waves are excited. The principle
of the UHF method for PD detection is to detect the UHF electromagnetic waves (300 MHz-3 GHz)
generated by PD in power equipment by UHF sensor. Then, the information of PD can be obtained.
Built-in UHF sensors and external UHF sensors are usually used for UHF methods.

Because corona interference is mainly concentrated below the 300 MHz frequency band, the UHF
method can effectively avoid corona interference. It has high sensitivity and anti-interference ability.
Naturally, the optimal placement of UHF sensors and location method become the key to partial
discharge locating.

2.2. Optimal Placement of UHF Sensors

The optimal placement of UHF sensors should satisfy the economy of scale and provide maximum
observability. A necessary requirement for successful locating is that at least two sensors detect an
effective discharge EM wave, and the EM wave must pass through both ends of the discharge section.
If the EM wave only passes through the head or the end of the detecting section, the locating will
fail. 1 represents that the sensor needs to be installed and 0 represents the sensor doesn’t need to be
installed. Therefore, the placement of UHF sensors can be abstracted as a 0-1 programming model.

The EM wave will be attenuated when passing through the insulators and L-type and T-type
structures in GIS. The vertical branches of L-type structures and T-type structures significantly attenuate
the EM wave, and the attenuation caused by the horizontal branches of T-type structures and insulators
comes after. In order to improve the detection sensitivity and locating reliability, the L-type structures
and the T-type structures in GIS should be taken into consideration.

In topology, the number of branches connected to the node is called the degree (d) of the node.
Obviously, the degree of an L-type node (node 4 in Figure 1) is 2 and the degree of a T-type node
(node 4 in Figure 2) is 3. For general GIS, the node with the largest degree is the cross node, of which
the degree is 4, and the node with the smallest degree is the terminal node, of which the degree is 1.
The cross node can be considered as the combination of two L-type nodes. To effectively detect the EM
wave of PD, the EM wave should not pass through more than one L-type node, one cross node, or one
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T-type node. These three nodes are collectively called the nonterminal node, of which the degree is
greater than or equal to 2.

Figure 1. L-type structure of gas-insulated switchgear (GIS).

Figure 2. T-type structure of GIS.

The number of branches included in the shortest path of node i to node j is defined as the shortest
path length Pij. Under the condition of installing sensors at the terminal node (subject to xt = 1),
a suitable nonterminal node should be selected to install a sensor so that the EM wave passes through,
at most, one nonterminal node before reaching the sensors. Therefore, the maximum number of
nonconfigurable nodes between any adjacent configurable nodes is 1, and Pij should be no more than
2 (subject to Pij = 2). An optimization model can be obtained:

min
N
∑

k=1
xk

s.t. Pij ≤ 2
xt = 1

(1)

where t is terminal node, i and j are adjacent nodes, and xk is the node in which the sensor should be
installed. Because the configurable node is unknown, the inequality constraint of the shortest path
which contains variable xk cannot be obtained directly.

39



Energies 2019, 12, 1173

The condition above can be described as follows: at least one sensor should be installed on those
nodes of which the shortest path length to node k is 1 or 2.

For a node k, an adjacent node matrix Vk is proposed. Vk is M × N matrix, where N is the number
of nodes and M is the number of the nodes, of which the shortest path length to the node k is 2.
The nodes of which the shortest path length is 1 don’t need to be considered because the shortest
path from these M nodes to the node k includes them. For a row vector v of Vk and j (1 ≤ j ≤ N),
when Pkj = 1 or Pkj = 2, vj = 1 and other elements are 0. Therefore, it forms the constraint that at least
one sensor should be installed on the path from the node k to the node of which the shortest path
length is 2. V1~N is arranged in columns to form a new matrix VM×N, and it can be found as follows:

VM×NXN×1 ≥ IM×1 (2)

where XT = [x1, x2, . . . , xN] is the vector to be solved and IM×1 is [1, 1, . . . , 1]T.
Reference [27] has proposed the critical point of EM wave propagation. When the values of the

critical points are only 0 or 1, the maximum observability can be achieved. The critical points divide
the whole system into several sections. R detectable sections are produced; then, the propagation
path of the EM wave can be obtained by the topological structure and section length of the GIS.
Therefore, a constraint can be found to be

G2R×NXN×1 ≥ I2R×1 (3)

where G is the propagation path matrix of EM wave of each section and the constraint shows that at
least one path of the EM wave to the node where the sensor is installed passes through both ends of
the section and I2R×1 = [1, 1, . . . , 1]T.

By Equations (2) and (3), the 0-1 optimization model can be obtained:

min WT
1×NXN×1

s.t. VM×NXN×1 ≥ IM×1

G2R×NXN×1 ≥ I2R×1

B2N×NXN×1 = b2N×1

(4)

where WT = [w1, w2, . . . , wN] is a weight vector and represents the tendency of each node to install a
sensor. The elements values of WT are between 0 and 1. The equation constrains whether if a sensor
should be installed at a certain node. If it should be installed at the node k, B(k, k) = 1 and b(k) = 1,
otherwise B(k + N, k) = 1. The remaining elements in B and b are 0. The model conforms to the standard
form of the 0-1 programming model and it can be solved by using brintprog tool in MATLAB.

2.3. Initial PD Location Method

The time difference of arriving location method for GIS is based on the arriving time of the EM
signals detected by UHF sensors installed at both ends of the PD section. Considering the outer radius
of the cavity of GIS is much smaller than its total length, it can be assumed that the EM wave will
travel along the path as the pattern in Figure 3 after PD occurs.

 

Figure 3. Location method based on time difference of arriving (TDOA).
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For Figure 3, vi = vj = c = 0.3 m/ns is the propagation velocity of the EM wave, and the fault
distance from the PD position to sensor 1 is given by

L f i =
1
2
[Lij + (ti − tj)c] (5)

L f j = Lij − L f i (6)

where Lfi and Lfj are the distance from the PD position to I and to j, ti and tj are the time when sensor
I and sensor j detect the signals. Equation (5) is a conventional PD location method, and the PD signals
can propagate to other sensors through I and j. In view of the integrity of GIS, the propagation velocity
of EM wave can be considered as remaining constant. This method lays a foundation for accurate PD
locating using multiple sensors in GIS. Figure 3 can be expanded to Figure 4 below, and the EM waves
travel through I and j to adjacent sensor x and y. Replacing I and j with x and y in Equations (5) and
(6), the distance of extended TDOA can be expressed as

L f x =
1
2
[Lxy + (tx − ty)c] (7)

L f y = Lxy − L f x (8)

Figure 4. Extended TDOA location method.

Similarly, taking x and j or i and y as the ends of section, the corresponding PD position can
be obtained. The extended TDOA method is the basic principle for PD locating of complex GIS.
The accurate timing of optical fiber connection and the synchronization of different sampling units to
picoseconds are the basis of PD locating among multiple sensors.

By the optimization Equation (4), it is assumed that P UHF sensors are installed at the nodes
S = [S1S2S3 . . . SP] of a GIS. After PD occurs, the arriving time of the EM waves detected by the UHF
sensors is TM = [T1T2T3 . . . TP]T and the minimum time in TM is Tmin. For a node Sm in S, all adjacent
nodes are SV = [SvSv2Sv3 . . . Svw], where w is the number of adjacent nodes. In Figure 5, Svr can be any
node in SV.

The UHF sensors at Sm and Sp form a time difference location combination when PD occurs
between i and j, and the shortest path between the two nodes must pass through an adjacent section
L of Sm. The other end of L is the node Svr. For Sm and its adjacent node matrix SV, w TDOA location
combinations can be obtained. For the UHF sensor arrangement matrix S, P – 1 combinations can be
obtained. Therefore, the approximate solution can be obtained by comparing the similarity between
the transmission time of the EM wave from the PD position to the sensors and the arriving time of the
EM wave acquired by sensors synchronously.

The Euclidean distance is used to compare the similarity between two vectors. The Euclidean
distance can magnify the error caused by sensor communication and data processing. It is suitable
for comparing the unknown quantity with the known quantity with possible error and detecting
redundancy. The value of the Euclidean distance is inversely proportional to the similarity between the
two sets of data. The more similar the two sets of data are, the smaller the value is. Therefore, the initial
locating results of PD can be obtained.
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L i j

fSvr

Sp

Sv1

Sv2

Svw

Sm

Actual section

The shortest path
Node with sensor

Node without sensor

Figure 5. The sensors adjacent to Sm.

By the shortest path algorithm, the time matrix Df of the EM waves propagating from the
w × (P – 1) positions to UHF sensors can be found as

Df =

1 2 · · · w
1
2
...

P − 1

⎛
⎜⎜⎜⎜⎝

D11 D12 · · · D1w
D21 D22 · · · D2w

...
...

. . .
...

D(P−1)1 D(P−1)2 · · · D(P−1)w

⎞
⎟⎟⎟⎟⎠

(9)

where the matrix element Dij = [D1′ D2′
. . . DP

’]. Furthermore, the distance measure matrix E can be
built as

E =

1 2 · · · w

1

2

...
P − 1

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E11 E12 · · · E1w

E21 E22 · · · E2w

...
...

...
...

E(P−1)1 E(P−1)2 · · · E(P−1)w

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

1 2 · · · w

1

2

...
P − 1

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

‖D11 − TM‖ ‖D12−TM‖ · · · ‖D1w−TM‖

‖D21−TM‖ ‖D22−TM‖ · · · ‖D2w−TM‖
...

...
...

...
‖D(P−1)1−TM‖ ‖D(P−1)2−TM‖ · · · ‖D(P−1)w−TM‖

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(10)

The initial PD location result is given by the minimum value in the measure matrix E, and the
corresponding PD position can be expressed as f ′.

2.4. Accurate PD Location Method for GIS

The accuracy of PD locating can be improved by using the information of all UHF sensors installed
in GIS. From the initial PD position and the inherent topological structure of GIS, the time of PD
occurrence can be calculated. Then, the time of the EM wave propagating to UHF sensors is calculated
by the time of PD occurrence and the EM wave velocity to obtain multiple sets of PD location results.
With these results, accurate PD locating can be achieved.

The occurring time t0 of PD can be found to be

Tmin − t0 =
Lb f ′

c
(11)

where Lbf’ is the distance from the PD position to the UHF sensor corresponding to Tmin. By t0,
the distance matrix of the PD signals propagating to each sensor can be calculated to be

L = [ L1 f L2 f · · · LP f ]T

= c(TM − t0η)
(12)
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where η = [1 1 · · · 1]T
P×1. According to the topological structure of GIS, the PD positions can be found:

S =
[

S1 S2 · · · SP

]T
(13)

In combination with all the information of UHF sensors, the accurate PD position can be found
as follows:

Sact =
1
P

P

∑
i=1

Si (14)

The flow chart of the PD location method for GIS and the steps are as follows (shown in Figure 6):

1) Acquire the EM wave arriving time matrix TM = [T1T2T3 . . . TP]T and the corresponding node
matrix S = [S1S2S3 . . . SP] from UHF sensors after PD occurs.

2) Based on Sm corresponding to Tmin, w × (P – 1) PD location combinations are composed of
w adjacent nodes and P – 1 UHF sensors.

3) The initial PD position can be calculated by the measure matrix E, and the occurring time t0 of
PD can be found.

4) Combining t0 with the topology structure of GIS, the PD position can be revised by multiple
sensors of the GIS to obtain the accurate PD location results.

Acquire the EM wave 
arriving time matrix and 
Sm corresponding to Tmin

Obtain the shortest path 
based on Sm and the 

adjacent node Sv

Calculate the measure 
matrix E based on w(P-1) 
PD location combinations

Obtain the minimum 
value of  E and the initial 

PD position f’

Calculate the occurring 
time t0 of PD

Obtain the  PD positions 
by each sensor

Calculate the accurate 
PD location results

Initial PD position 
calculation

Accurate PD locating by
 multiple UHF sensors

Figure 6. Flow chart of the location method.
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2.5. Noise Reduction Method

An improved dual-tree complex wavelet transform (DTCWT) method is proposed to reduce
noise. The DTCWT method is used to decompose the noisy signal into a series of detail components
which can reflect PD [28]. However, only part of DTCWT components details are closely related
to PD, while the others are reflected in noise signals. Therefore, the improved DTCWT method is
proposed to select sensitive components according to time-domain kurtosis and envelope spectral
kurtosis. According to the principle of maximum kurtosis deconvolution, the sensitive components
are deconvoluted to reduce noise by MKD deconvolution. Finally, the denoised components are
reconstructed by inverse DTCWT transform to obtain the denoised signal.

The steps of the improved DTCWT method are as follows:

1) Determine the number of decomposition layers of DTCWT. Different layers will affect the accuracy
and speed of noise reduction calculation.

2) Decompose the noisy signal by DTCWT. The signal is transformed by n-layer dual-tree complex
wavelet transform. The inverse transform of the wavelet coefficients wi = wre

i + iwim
i of layer

i is implemented to obtain the wavelet components of layer i. A matrix can be formed by signal
components at different scales of signal transformation:

Dn =

⎛
⎜⎜⎜⎜⎝

D1
D2

...
Dn

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

d1(1) d1(2) · · · d1(k)
d2(1) d2(2) · · · d2(k)

...
...

...
dn(1) dn(2) · · · dn(k)

⎞
⎟⎟⎟⎟⎠ (15)

3) Screen Signal Components. The time kurtosis of signal Di can be found:

Kur(d) =
1
n ∑ (di − d)

4

Std(x)4 (16)

The envelope spectral kurtosis can be found:

env(t) =
√

x(t)2 + {HT[x(t)]}2 (17)

where HT is Hilbert transform. The higher time kurtosis and envelope spectral kurtosis indicate
that there are more partial discharge impulse components in Di. The product of time domain
kurtosis and envelope spectral kurtosis (index TE) of each component is calculated, and the
component with large product is selected for reconstruction.

4) The selected DTCWT detail signal component is processed by MKD denoising, and then the
inverse DTCWT transform is used to reconstruct the signal. After the inverse transform,
the denoised signal of the component can be obtained.

3. Experimental Results and Analysis

3.1. Experimental Platform

The experiment is based on the partial discharge online monitoring system of China Electric
Power Research Institute. The precise timing system with optical fiber connection can ensure that
the clocks of each sensor can be synchronized to the same nanosecond to realize a precise location
system composed of multiple channels. The test system consists of 500 kV GIS model, power supply,
PD detector, phase acquisition device, built-in UHF sensor, UHF amplifier, broadband oscilloscope,
discharge model, etc (shown in Figures 7 and 8).
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Figure 7. Partial discharge (PD) online monitoring system diagram.

 
(a) 

  
(b) (c) 

Figure 8. Laboratory for the PD online monitoring system. (a) Experimental Platform, (b) ultra-high
frequency (UHF) sensor in GIS, (c) discharge model in GIS.
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The whole experimental GIS platform is divided into independent test chambers by pelvic
insulators. Operating hand holes are opened on the side of each chamber to facilitate the placement of
defect models, such as a pin-to-plate discharge model.

3.2. Noise Reduction

The noise reduction method is validated by a measured partial discharge signal with noise shown
in Figure 9.

Figure 9. Measured partial discharge signal.

The improved DTCWT method is used to denoise the measured partial discharge signal.
The sampling number of UHF signal is 3000. The decomposition level of DTCWT is 5. The signal
components of DTCWT, of which the TE values are in the top three, are reconstructed. The noise
reduction result is shown in Figure 10.

Figure 10. Noise reduction result.

Variation trend parameter (VTP) and signal-to-noise ratio (SNR) are used to evaluate the denoising
effect of UHF PD signals:

SNR = 20lg

n
max

i=1
s(i)

n
max

i=1
n(i)

(18)

VTP =

n
∑

i=2
[ f (i)− f (i − 1)]

2
n
∑

i=2
[s(i)− s(i − 1)]

+

n
∑

i=2
[ f (i − 1)− f (i)]

2
n
∑

i=2
[s(i − 1)− s(i)]

(19)

The closer the VTP value is to 1, the better the waveform fitting effect is. Comparing the DTCWT
method with improved DTCWT method, the result is shown in Table 1. The improved DTCWT method
has higher SNR and the waveform is not obviously distorted, which maintains the characteristics of
the original UHF PD signal.

46



Energies 2019, 12, 1173

Table 1. The comparison of output variation trend parameter (VTP) and signal-to-noise ratio (SNR).

DTCWT Improved DTCWT

SNR 7.59 20.07
VTP 1.495 1.030

3.3. Optimal Placement

The 500 kV GIS experimental platform was used to verify the effectiveness of the proposed
method. The nodes of GIS are numbered and the node number is also the sensor number. The lengths
of the sections between the nodes are shown in Table 2.

Table 2. GIS topological parameters.

Section Length (mm) Section Length (mm)

1–2 3826 16–17 1060
2–3 1705 17–18 3413
3–4 1153 16–19 1715
4–5 2494 19–7 3380
5–6 1155 15–20 1035
4–7 1550 20–21 1380
7–8 1133 21–22 2860
8–9 3485 22–23 1380

9–10 2550 23–24 1060
10–11 8210 24–25 1250
11–12 2550 24–26 3460
12–13 3485 26–27 990
13–14 1740 27–28 990
14–15 3380 28–29 3790
15–16 1715 29–14 1740

The undirected graph of the structure of this GIS shown in Figure 11 can be drawn from Table 2.
The nodes where UHF sensors should be installed can be obtained by model (4), including nodes 1, 3, 4, 6,
7, 9, 11, 13, 14, 15, 16, 18, 21, 23, 25, 26, and 28. In Figure 11, the system has two tangent ring structures;
therefore, non-detection zones may exist. The minimum and maximum values of the EM wave critical
points for all sections are 0 and 1 through calculations [27]. Therefore, these sections are totally detectable.
In addition, the constraints of model (4) ensure that the sensors can detect the EM waves effectively.

Figure 11. Sensor placement results.
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3.4. PD Location Results

Assume a PD occurred at 20 ns in section 8-9, and the distance from the PD position to node
8 is 1000 mm. Each sensor can monitor the signal of each node and 400 MHz high-pass filtering was
performed on the EM signal detected by the sensors. The amplitude and waveform of the signal
barely change through the filter, so it is easy to obtain the arriving time of the EM wave, as shown
in Table 3. From Table 2, Tmin = t7. Calculating the TDOA of sensor 7 with the other 16 sensors in
sequence, the results are shown in Table 4. In Table 4, the minimum value in the Euclidean distance
measure matrix corresponds to the result calculated by sensor 7 and 11. Therefore, the PD occurred
in section 8-9, 954.3 mm away from node 8. The actual discharge distance is 1000 mm, the absolute
error is 45.7 mm, and the relative error is 4.6%. The occurring time t0 of PD was found to be 20.1 ns
by Formula (12). Based on Formulas (13) and (14), the revised PD position can be obtained shown
in Table 5. By Formula (15), the PD occurred in section 8-9, 993.5 mm away from node 8. The actual
discharge distance is 1000 mm, the absolute error is 6.5 mm, and the relative error is 0.7%.

Table 3. Arriving time of the initial signal.

Sensor Number Time (ns) Sensor Number Time (ns)

1 34.7 15 29.3
3 15.7 16 24.3
4 12.6 18 39.4
6 24.3 21 37.3
7 7.3 23 52.5
9 7.9 25 59.4

11 43.8 26 66.6
13 47.2 28 59.1
14 40.5 – –

Table 4. Initial results of PD locating.

Sensor Combination Euclidean Distance PD Section PD Position (mm)

(1,7) 8.9 3-4 7.0 × 10−2

(3,7) 6.8 4-7 1.2 × 10−1

(4,7) 7.0 4-7 2.4 × 10−1

(6,7) 8.8 5-6 1.2
(9,7) 1.9 8-9 915.0
(11,7) 0.8 8-9 954.3
(13,7) 2.3 8-9 1113.4
(14,7) 1.9 8-9 903.5
(15,7) 1.7 8-9 954.3
(16,7) 1.8 8-9 915.0
(18,7) 3.9 4-5 1.3 × 10-3

(21,7) 1.7 8-9 923.5
(23,7) 2.1 8-9 903.5
(25,7) 1.2 8-9 1078.2
(26,7) 1.9 8-9 915.0
(28,7) 1.8 8-9 1093.4

48



Energies 2019, 12, 1173

Table 5. Revised results of PD locating.

Sensor Number PD Position (mm) Absolute Error (mm)

1 1098.4 98.4
3 1123.9 123.9
4 1087.0 87.0
6 923.5 76.5
7 883.5 116.5
9 1095.8 95.8

11 913.9 86.1
13 913.4 86.5
14 954.3 45.7
15 902.7 97.3
16 906.6 93.4
18 1087.9 87.9
21 1077.2 77.2
23 923.5 76.5
25 893.7 106.3
26 914.2 85.8
28 1092.6 92.6

3.5. Fault Tolerance Analysis

The proposed method has been verified in the example above on PD of 500 kV GIS, but the PD
locating is under the premise that there is no error in the detection of the UHF sensors. In practical
operation, error data of sensors would be caused by the influence of environmental noise and
communication delay.

In order to verify the fault tolerance of the algorithm, the arriving time of the EM wave of
the sensor at node 11 was artificially set as 53.8 ns. The minimum arriving time Tmin remains
t7, and the TDOA calculations of sensor 7 with the other sensors in sequence were carried out.
The result shows that the PD distance calculated by the combination of senor 7 and 11 is infinity.
Therefore, the information obtained by sensor 11 was judged to be erroneous data. After the erroneous
data was eliminated, it can be obtained that the PD occurred on section 8-9, 988.7 mm away from node
8. The absolute error is 11.3 mm and the relative error is 1.1%.

In the same case, the existing methods for PD locating cannot eliminate the impact of erroneous
data. The proposed method realizes the identification of the erroneous data through the information
of multiple sensors in GIS and ensures the fault tolerance of the algorithm.

3.6. Comparison of Methods

The received signal strength indicator (RSSI) location method is based on the strength of EM wave.
PD locating can be achieved by the reconstruction algorithm of RSSI based on pattern matching [29,30].
Twelve experiments were carried out to compare the proposed method and the RSSI method. Location
results are shown in Table 6.

Table 6. Method comparison.

Proposed Method RSSI

average absolute error (mm) 22.8 107.7
absolute error < 50 mm (%) 100 50
absolute error < 100 mm (%) 100 66.7
absolute error < 200 mm (%) 100 83.3

Maximum absolute error (mm) 42.3 238.5

For Table 6, The average absolute error of the proposed method is 22.8 mm, which is obviously
superior to the RSSI method, and its 100% absolute errors are less than 50 mm. The proposed method
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keeps the ns-level time synchronization between the sensors and the acquisition system. Therefore,
the precision and accuracy can be guaranteed.

4. Conclusions

Considering the attenuation of the EM wave when passing through the insulators, L-type and
T-type structures in GIS, and the constraints of economy and observability, an optimal placement
model of UHF sensors is proposed. The model can meet the requirements and has high reliability,
as validated by experimental results.

Based on the optimal placement of the UHF sensors and the arriving time of EM waves, the initial
results of PD locating can be calculated by the Euclidean distance and the TDOA method. Then, the
accurate results can be calculated by the occurring time of PD and the information of all UHF sensors.

Compared to the existing PD location methods, the proposed method ensures the accuracy
and fault tolerance of PD locating. The experimental results show the method has high accuracy
and robustness.
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Abstract: Power system operators must schedule the available generation resources required to
achieve an economical, reliable, and secure energy production in power systems. This is usually
achieved by solving a security-constrained unit commitment (SCUC) problem. Through a SCUC the
System Operator determines which generation units must be on and off-line over a time horizon
of typically 24 h. The SCUC is a challenging problem that features high computational cost due to
the amount and nature of the variables involved. This paper presents an alternative formulation
to the SCUC problem aimed at reducing its computational cost using sensitivity factors and user
cuts. Power Transfer Distribution Factors (PTDF) and Line Outage Distribution Factors (LODF)
sensitivity factors allow a fast computation of power flows (in normal operative conditions and under
contingencies), while the implementation of user cuts reduces computational burden by considering
only biding N-1 security constraints. Several tests were performed with the IEEE RTS-96 power
system showing the applicability and effectiveness of the proposed modelling approach. It was found
that the use of Linear Sensitivity Factors (LSF) together with user cuts as proposed in this paper,
reduces the computation time of the SCUC problem up to 97% when compared with its classical
formulation. Furthermore, the proposed modelling allows a straightforward identification of the
most critical lines in terms of the overloads they produce in other elements after an outage, and the
number of times they are overloaded by a fault. Such information is valuable to system planners
when deciding future network expansion projects.

Keywords: optimization; power system; Security-Constraint Unit Commitment; sensitivity factors;
user cuts

1. Introduction

The electric power sector is currently facing rapid changes, mostly related to the integration of
renewable energy resources and the new trend of smart grids. In this context, power system operators
are continuously seeking novel sources of operational flexibility and improved methods to manage and
integrate generation resources, guaranteeing a secure operation. Within the daily operation planning
of a power system the unit commitment (UC) is one of the most important decision-making activities.
The UC brings up the task of finding an optimal schedule and production level of a set of generation
units over a given period of time. It also serves for clearing daily prices in power markets and as a
tool used by generation companies for optimizing bidding strategies [1]. In its traditional approach,
the UC is run within a typical time horizon of 24 h aiming at minimizing the total operation costs
while meeting network demand.
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UC is a widely studied problem. Recent works emphasize the inclusion of renewable energy [2–4],
energy storage [5,6], uncertainty [7,8] and security constraints [9,10]. This paper focuses on the last
issue. Within the daily operation planning of power systems, an important aspect to take into account
is monitoring the limits of the electric network not only for normal operating conditions but also under
credible contingencies; especially, at periods of peak demand when transmission capacity margins are
reduced. Therefore, solving the UC problem considering security constraints becomes a fundamental
condition for obtaining an economic, safe and reliable system operation [11]. When transmission
limits and security constraints (N-1 criterion) are included in the UC, system operators find themselves
dealing with a much more complex problem, namely the security-constraint unit commitment
(SCUC) problem.

The SCUC is a non-linear, large-scale, mixed-integer combinatorial optimization problem that
considers numerous operating constraints, such as ramp rates, minimum up/down time, start-up
time as well as transmission and generation limits. The SCUC also incorporates contingency analyses
that take into account forced outages of network elements. This problem can be represented as
a mixed-integer programming (MIP) problem, and from the point of view of its computational
complexity is NP-complex [9]. Several optimization methods have been used to approach the SCUC
problem. These methods can be broadly classified in three groups: mathematical programming
approaches, metaheuristic techniques, and hybrid methods. Classical mathematical programming
approaches include Lagrangian Relaxation (LR) [12,13], Benders Decomposition (BD) [14–17] and
Branch and Cut (BC) methods [18,19]. Several metaheuristic techniques have also been applied to
solve the UC and SCUC problem such as genetic algorithms [20–24], cuckoo search algorithm [25] and
swarm intelligence [26]. Finally, hybrid methodologies are presented in [27,28]. The literature regarding
the SCUC problem is very extensive. A comparison of transmission constrained unit commitment
formulations is presented in [29]. A survey of research work made in the domain of UC and SCUC
using various techniques is presented in [30]. Also, literature reviews approaching specific issues such
as stochasticity and uncertainty within the SCUC problem are addressed in [31,32], respectively.

The inclusion of security constraints is one of the main complicating factors of the UC problem.
That is because its number is directly proportional to the product of the number of transmission lines
and the discrete steps of the commitment horizon. Therefore, the SCUC can be greatly simplified if
inactive security constraints are identified and eliminated. In [10] , the authors show that inactive
constraints can be identified by solving a series of small-scale mixed-integer linear programming
(MILP) problems and propose an analytical condition to identify such constraints. They also found
that computational requirements and numerical error of the SCUC are greatly reduced if inactive
constraints are eliminated. Furthermore, the authors show that the crucial transmission lines affecting
the total operating costs are among those associated with the remaining security constraints. In [33],
the authors provide a systematic method to construct feasible solutions for the SCUC problem within
a LR framework, based on a group of analytical feasibility conditions. In line with the work presented
in [10] the authors, in [34] present the concept of umbrella constraints for the security-constraint
optimal power flow (SCOPF) problem. This is because few of the constraints actually serve to enclose
the feasible region of a typical SCOPF. Hence, the constraints that are not contributing directly to
the feasible space can be discarded. The authors establish the necessary and sufficient conditions
of the set of feasible solutions by ruling out unnecessary constraints of the SCOPF. Although these
conditions allow the identification of inactive and binding constraints, they also involve solving MILP
problems, which despite being less complex than the original formulation are not trivial in their
solution, especially when dealing with large-scale problems, and therefore BD may be needed [10,34].
In [35] the authors propose an iterative algorithm to speed up the solution of an AC Preventive
Security-Constrained Optimal Power Flow (AC-PSCOPF) through contingency filtering techniques;
non-dominated N-1 contingencies are the security constraints bounded to the AC-PSCOPF model.
Nevertheless, for performing the N-1 contingency analysis, AC-power flows, into this algorithm, must
be computed.
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A fundamental aspect in the modelling of the SCUC problem is the representation of the electrical
network. A linear representation of the network (DC model) as in [13,15,16], instead of an AC modelling
as in [36–38] allows the use of linear sensitivity factors (LSF) such as power transfer distribution factors
(PTDF) and line outage distribution factors (LODF), commonly used in the analysis of electrical
systems [39,40]. These factors represent the approximate change in power flows in transmission assets
due to a change in power injection (PTDF) or due to a new topology configuration of the network
when a transmission element fails (LODF). The use of these factors allows reducing the number of
variables and constraints of the SCUC model, increasing computational efficiency. In [41], the authors
use PTDF and LODF to calculate generation shifts so that power flows on transmission lines are kept
within security limits after single and multiple-line outage events. In [9] , the authors present an N-1
security-constraint formulation of the SCUC problem based on LODF combined with an iterative
methodology for filtering N-1 congestion constraints. The authors show that such filtering through
lazy constraints greatly reduces the computational time of the SCUC problem. A method for estimating
these sensitivity factors based on near-real-time measurements and their applications can be found
in [42]. Despite advantages of these linear factors, ref [43] proposes a new formulation to reduce the
number of variables and constraints to speed up the SCUC solution in large-scale power systems, using
BD and the BC in an iterative framework. Nonetheless, post-contingency power flows are modelled
using the bus voltage angles.

This paper presents a novel formulation of the SCUC problem that considerably reduces its
computing time. This is done through the implementation of user cuts and the use of LSF. On the
one hand, the user cuts approach proposed in this paper serves as umbrella constraints which results
in a considerable computational burden reduction when considering N-1 security constraints. This
is because most of the N-1 contingency constraints are superfluous and do not set up the feasibility
space of the SCUC problem [9]. On the other hand, PTDF and LODF sensitivity factors allow a fast
computation of power flows both in normal operation and under contingencies. Furthermore, some
indexes are proposed to identify the most severe faults as well as the most critical lines. The later
information is of paramount importance to system planners since this can be included in expansion
plan studies.

This paper is organized as follows: Section 2 describes the mathematical formulation of the SCUC
problem. Section 3 presents the proposed approach to solve the SCUC problem. Section 4 shows tests
and results. Finally, Section 5 reports conclusions.

2. Problem Statement

2.1. Linear Sensitivity Factors

Distribution factors are linear approximations of the sensitivities of power flows with respect to
changes in nodal injections [39]. PTDF represent changes in power flows in lines as regards the transfer
of one MW from an injection node to a consumption node. On the other hand, LODF represent the
distribution of power flows in the remaining lines after an outage has taken place. The DC model of the
transmission network is one of the most used in power system studies. With this model it is possible to
compute the power flows using the vector of power injections in each bus P̄ and the susceptance matrix
B̄. Power flows are given in terms of angular differences that can be obtained from Equation (1). Since
matrix B̄ is non-invertible, the row and column corresponding to the slack bus are eliminated resulting
in matrix B̄

′
as indicated in Equation (2). The computation of the power flow in a transmission line is

obtained as the product of the susceptance of the line by the angular difference between the two buses
that connect it. This operation can be expressed in matrix form as shown in Equation (3), where D̄ is
the diagonal matrix of susceptances, Ā is the incidence matrix of the system and θ̄ is the vector of bus
voltages angles. Power flows in lines can be expressed as a function of P̄, by replacing Equation (2)
in Equation (3), as shown in Equation (4). Finally, Equation (5) shows how to compute the matrix of
PTDF. It is worth mentioning that when calculating matrix Ā, the row corresponding to the slack bus
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must be removed to perform matrix operations without dimensional problems. This leads to the PTDF
matrix not considering the slack bus until this instance of the calculation. Subsequently, to account
for the slack bus, a column of zeros in the position of this node is added to the PTDF matrix. This is
because there is no power flow change in the transmission lines when the power injection is made in
the slack bus and withdrawn from it.

P̄ = B̄ · θ̄ (1)

θ̄ = B̄
′−1 · P̄ (2)

F̄ = D̄Āθ̄ (3)

F̄ = D̄ĀB̄
′−1 · P̄ (4)

PTDF = D̄ĀB̄
′−1 (5)

The computation of LODF indices is done by means of an auxiliary matrix H̄ as shown in
Equation (6). One of the drawbacks of this methodology lies on the fact that there are no defined
values of LODF for radial lines. To address this problem, it is suggested in [44] to assign values of 0
(see Equation (7); that is to say, contingencies associated with radial lines are not taken into account.
Furthermore, in the main diagonal of the LODF matrix, −1 is assigned, since there is no post-fault
power flow for the line that is out of operation. With these established rules, the post-contingency
power flow in line l when line k fails (Fl,k) is given as shown in Equation (8).

H̄ = PTDF · ĀT (6)

LODF =

⎧⎪⎨
⎪⎩

Hi,j
1−Hj,j

if Hi,j �= 0

0 if Hj,j = 1
−1 if i = j

(7)

Fl,k = Fl + LODFl,k · Fk (8)

where Fl and Fk are the power flows in normal operation state, that is, prior to the contingency k.

2.2. Modelling Approach: Classic UC formulation

The SCUC model proposed in this paper uses as starting point the classic UC formulation
described and modelled in [29,45], respectively. From this initial model, a new one was developed
adopting LSF to account for power flow constraints both in normal operative conditions and under
contingencies. In this way, the UC model described in [29] is turned into a SCUC problem. The base
UC formulation is given by Equations (9)–(29). The objective function, given by Equation (9) consists of
minimizing the total generation cost of a set power plants over a given time horizon. In this case, Ci(t)
is the cost of power plant i at time t, csh is the cost of non-attended demand, and Lsh

s is the unserved
load at bus s at time t. This objective function is subject to a set of constraints as explained below.

Minimize
T

∑
t=1

I

∑
i=1

Ci(t) +
T

∑
t=1

S

∑
s=1

csh · Lsh
s (t) (9)

Constraints given by Equations (10) and (11) are used to preserve the logic of running, start-up,
and shut-down status of generators. Where yi(t) and zi(t) are binary variables that are equal to 1 if
generator i is started or shut down at the beginning of time interval t, respectively, and 0 otherwise.
On the other hand, xi(t) is a binary variable that is equal to 1 if generator i is committed in time interval
t, and 0 otherwise. Equation (10) is used to preserve the logic of running units, while Equation (11)
indicates that a given generator cannot be simultaneously on and off.

yi(t)− zi(t) = xi(t)− xi(t − 1) ∀t ≤ T, i ≤ I (10)
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yi(t) + zi(t) ≤ 1 ∀t ≤ T, i ≤ I (11)

Although there are several technologies of eclectic power plants, for the sake of simplicity only
thermal generators were considered. The cost curve of thermal generator units was modelled using
B linear segments and is described by Equation (12). In this case, ai is a fixed production cost that
is taken into account only if generator i is committed as indicated by the binary variable xi(t); ki,b is
the slope of the cost curve for segment b of generator i, gi,b(t) is the output of generator i in segment
b at time t and SUCi(t) is the start-up cost of generator i at time t. Equation (13) indicates that the
total generation output given by gi(t) must be equal to the sum of the generation in each segment of
the cost curve. Equations (14) and (15) indicate the minimum and maximum output limits for each
generation level, respectively.

Ci(t) = ai · xi(t) +
B

∑
b=1

ki,b · gi,b(t) + SUCi(t) ∀t ≤ T, i ≤ I (12)

gi(t) =
B

∑
b=1

gi,b(t) ∀t ≤ T, i ≤ I (13)

gi(t) ≥ gmin
i · xi(t) ∀t ≤ T, i ≤ I (14)

gi,b(t) ≤ gmax
i · xi(t) ∀t ≤ T, i ≤ I, b ≤ B (15)

Minimum up/down time constraints are expressed by Equations (16)–(18). Where gon−o f f
i

represents the on-off status of generator i at t = 0, Lup,min
i is the minimum length of time generator i

must be on once it is committed, and Ldown,min
i is the minimum length of time generator i must be off

before being committed again.

xi(t) = gon−o f f
i ∀i ≤ I, t ≤ Lup,min

i + Ldown,min
i (16)

t

∑
tt=t−gup

i +1

yi(tt) ≤ xi(t) ∀t ≥ Lup,min
i (17)

t

∑
tt=t−gdown

i +1

zi(tt) ≤ 1 − xi(t) ∀t ≥ Ldown,min
i (18)

Ramping constraints are given by Equations (19)–(21). These are added to take into consideration
how fast a generator can increase or decrease its output. In this case, rampup

i and rampdown
i are the up

and down ramp limits of generator i, gi(t) is the generator output at time t, and g0
i is the output of

generator i at t = 0.
− rampdown

i ≤ gi(t)− gi(t − 1) ∀i ≤ I, 2 ≤ t ≤ T (19)

rampup
i ≤ gi(t)− gi(t − 1) ∀i ≤ I, 2 ≤ t ≤ T (20)

− rampdown
i ≤ gi(t1)− g0

i ∀i ≤ I (21)

rampup
i ≤ gi(t1)− g0

i ∀i ≤ I (22)
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Generator off counter set-up constraints are given by Equations (23)–(25). These equations are
used to take into account the initial conditions of generators. The symbols | and ∧ indicate the logical
conditions IF and AND, respectively.

wi,j(t) ≤
min{t−1,SUClim

i,j+1−1}
∑

tt=SUClim
i,j

zi(t − j)

+ 1|{j = J − 1 ∧ SUClim
i,j ≤ gdown,init

i + t − 1 < SUClim
i,j+1}

+ 1|{j = J ∧ SUClim
i,j ≤ gdown,init

i + t − 1} ∀t ≤ T, i ≤ I, j ≤ J

(23)

J

∑
j=1

wi,j(t) = yi(t) ∀t ≤ T, i ≤ I (24)

SUCi(t) =
J

∑
j=1

wi,j(t) ∀t ≤ T, i ≤ I (25)

Equations (26)–(29) take into account transmission constraints within a DC modelling of the
network. Equation (26) indicates the active power balance constraint. This means that the supply
and demand must be equal over all time intervals on each node. In this case, θs(t) is the voltage
angle at bus s at time t, and Bs,m is the admittance connecting nodes s − m. Equation (27) accounts for
power flow limits, where lmax

s,m is the maximum power flow allowed in line connecting nodes s − m.
Finally, Equations (28) and (29) indicate limits on bus angles and the angular value of the reference
bus, respectively.

I

∑
i=1

gi(t)− ∑
{s,m}∈L|m>s

Bs,m(θs(t)− θm(t))+

∑
{s,m}∈L|m<s

Bm,s(θm(t)− θs(t)) = ds(t) ∀t ≤ T, s ≤ S
(26)

− Fmax
s,m ≤ Bs,m(θs(t)− θm(t)) ≤ Fmax

s,m ∀t ≤ T, {s, m} ∈ L (27)

− π ≤ θs(t) ≤ π ∀t ≤ T, s ≤ S \ s : re f erence bus (28)

θs(t) = 0 ∀t ≤ T, s : re f erence bus (29)

2.3. Improvements and Adaptations to the Classic UC Model

Several modifications were introduced to the aforementioned UC model aiming at considering
contingency constraints and improving computational time. The improvements and adaptations
performed on the UC model are described below.

• Net power injection and power balance

The first modification introduced in the UC model given by Equations (9)–(29) is the reformulation
of the power balance constraint given by Equation (26). We introduce the variable PNet

s,t in
Equation (30) that indicates the net power injection in bus s at time t. In this case, Ag

s,i is a matrix
that identifies which generator is in each bus. If generator i is located at bus s the corresponding
position of Ag

s,i is equal to one. Otherwise, it is zero; gi(t) is the output of generator i at time t, Ds,t

is the forecasted demand at bus s at time t. To guarantee the power balance, the sum of the total
generation must be equal to the sum of the total demand for each period of time, as indicated by
Equation (31). The formulation of the net power injection provided in Equations (30) and (31)
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replaces Equation (26). Please note that such formulation does not take into account bus angles,
reducing the number of variables and rendering constraints (28) and (29) unnecessary.

PNet
s (t) = ∑

i
Ag

s,igi(t)− Ds(t) + Lsh
s (t) ∀ s ≤ S, t ≤ T (30)

∑
s

PNet
s (t) = 0 ∀ t ≤ T (31)

• Power flows and post-contingency power flows

Power flows in lines can be obtained as the product of the PTDF matrix and the vector of net
power injections. Power flows must be within minimum and maximum limits as indicated in
Equation (32). On the other hand, post-contingency power flows can be obtained using the
LODF matrix as indicated in Equation (33). In this case, TCF stands for Transmission Capacity
Factor, which is a parameter used to adjust transmission capacity limits. When post-contingency
constraints are included in the UC formulation, this one is turned into a SCUC problem.
Nevertheless, as it will be explained later, not all security constraints given by Equation (33)
need to be incorporated in the model to guarantee network security. This is because most of these
constraints may not be binding in the optimal solution. Therefore, only the security constraints
that need to be enforced to avoid post-contingency overloads are added as user cuts as explained
in the next section.

− Fmax
l · TCF ≤ ∑

s
PTDFl,s · PNet

s (t) ≤ Fmax
l · TCF ∀ l ≤ L, t ≤ T (32)

− Fmax
l · TCF ≤ Fl(t) + LODFl,k · Fk(t) ≤ Fmax

l · TCF ∀ l ≤ L, k ≤ K, t ≤ T (33)

3. Methodology

The proposed modelling approach to the SCUC problem was inspired by [9], and it has two main
features: the use of LSF (described in Section 2.1) for a straightforward computation of power flows
and post-contingency power flows (see Equations (32)–(33); and the implementation of user cuts that
reduce computational burden by considering only biding N-1 security constraints. In this section,
a detailed description of the so-called user cuts is provided along with its implementation within the
SCUC problem.

3.1. User Cuts

For large power systems, most single-element contingencies (N-1) do not result in power flow
violations of other lines; that is to say, the majority of the N-1 security constraints may be superfluous
and do not set up the feasibility space of the SCUC problem. Therefore, user cuts are implemented
in this paper to consider only biding security constraints. In a MILP problem, a user cut is basically
an additional linear constraint defined by the user, which is not part of the original model and does not
rule out any feasible integer solutions [46]. Suppose the hypothetical two variable pure integer linear
programming problem presented in Figure 1. In this case, the black dots indicate the feasible region of
the problem and the black polygon indicates the integer hull or IP hull, which is the smallest convex set
containing all integer-feasible solutions. The polygon bounded in blue represents the feasible region
of the linear relaxation, also known as the linear hull or LP hull. This one is obtained when relaxing
integrality constraints while enforcing variable bounds and functional constraints. Please note that the
IP hull is always a subset of the LP hull. A user cut is illustrated by a red line, the shaded area shows
the portion of the original LP hull that is removed by the user cut. Please note that none of the integer
solutions of the original problem are removed by the cut.

In the approach proposed in this paper, the original problem is represented by the classic UC
formulation presented in Section 2.2 considering the LSF through Equations (33) to (35). Please note
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that this first modification of the modelling does not include Equation (33). In consequence, it only
deals with normal operative conditions. However with an alternative expression for power flow limits
and power flow balance as a function of the PTDF and net power injections.

To turn a classic UC into a SCUC problem it must be guaranteed that N-1 security constraints are
properly dealt with. However, in the operation of a power system not every contingency results in
overloads. Therefore, it is not necessary or practical to consider the whole set of all security constraints
given by Equation (33). Only those single contingencies that result in overloads must be considered.
This is done by adding new security constraints as user cuts.

Figure 1. Illustration of user cuts.

3.2. Adding N-1 Security Constraints to the UC Problem

The addition of N-1 security constraints to the UC problem is done by means of user cuts as
described below (see Figure 2).

• Step 0: read system data.
• Step 1: set the Security-Constraint Recorder SCRl,k(t) to zero as indicated in Equation (34).

This with the aim of only accounting for the normal operation state and excluding the security
constraints (given by Equation (33) in the first iteration of the algorithm.

SCRl,k(t) = 0 ∀ l ≤ L, k ≤ K, t ≤ T (34)

• Step 2: solve the model given by Equations (9) to (25) and (30) to (32). Additionally, set the
parameter OPl,k(t) to zero, which will store the overloads of every transmission line l, under
every contingency k in every period of time t.

• Step 3: Estimate post-contingency power flows F̂l,k(t) as indicated in Equation (35), using the
optimal power flows F∗

l (t) and F∗
k (t) prior to the contingencies.

F̂l,k(t) = F∗
l (t) + LODFl,k · F∗

k (t) ∀ t ≤ T, l ≤ L, k ≤ K (35)

• Step 4: verify post-contingency power flow limits in every line l for every period of time t, under
every contingency k. If there is an overload in line l, for a contingency k, in the period of time t,
assign a value of 1 in the corresponding position of SCRl,k(t), as indicated in Equation (36).

If
∣∣F̂l,k(t)

∣∣ ≥ Fmax
l · TCF → SCRl,k(t) = 1 ∀t ≤ T, l ≤ L, k ≤ K (36)
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For those lines presenting overloads, the excess value is stored in the Overload Parameter OPl,k(t).
If there is not an overload in line l, under contingency k in the period of time t the corresponding
position of OPl,k(t) is set to zero as indicated in Equation (37). The sum over the sets of periods,
lines and contingencies yields the total overload (TO) of the system as indicated by Equation (38).

OPl,k(t) =

⎧⎪⎨
⎪⎩
∣∣F̂l,k(t)

∣∣− Fmax
l · TCF If

∣∣F̂l,k(t)
∣∣ ≥ Fmax

l · TCF

0 If
∣∣F̂l,k(t)

∣∣ < Fmax
l · TCF

∀t ≤ T, l ≤ L, k ≤ K (37)

• Step 5: compute the total overload (TO) as indicated in Equation (38).

TO = ∑
l,k,t

OPl,k(t) (38)

• Step 6: check convergence verifying if TO is lower than a given tolerance (tol). If it is true, stop the
algorithm and report the solution. Otherwise, return to Step 2 introducing user cuts by adding
new security constraints through Equation (33). This is done with the values of l, k, and t for
which

∣∣F̂l,k(t)
∣∣ ≥ Fmax

l ; which in turn correspond to the positions where SCRl,k(t) = 1.

Figure 2. Flowchart of the algorithm for adding security constraints as user cuts.
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3.3. Identification of Vulnerable Lines and Critical Contingencies

Using the information stored in SCRl,k(t) it is possible to identify the most vulnerable lines and
critical contingencies. For example, adding SCRl,k(t) over t and k as indicated in Equation (39) yields
Lv

l ; this is a vector that contains the number of times each line is overloaded due to every contingency in
each period of time t. Thus, Lv

l provides information regarding the most vulnerable lines of the system.

∑
t,k

SCRl,k(t) = Lv
l ∀l ≤ L (39)

The identification of the most critical contingencies (in terms of the number of overloads they
cause) is obtained by adding SCRl,k(t) over t and l as indicated in Equation (40). In this case, Ls

k is
a vector that contains the number of lines that are overloaded due to a given contingency k over the set
t. In consequence, Ls

k identifies the most critical contingencies of the system.

∑
t,l

SCRl,k(t) = Ls
k ∀k ≤ K (40)

Finally, it is possible to obtain a mapping of contingencies and overloads adding SCRl,k(t) over
t. In this case, Lc

l,k is a matrix that maps every contingency with every line overloaded, permitting
identification of which contingencies impact which lines. This information is valuable to system
planners when deciding over reinforcements on the network or eventual expansion plans.

∑
t

SCRl,k(t) = Lc
l,k ∀k ≤ K ∀l ≤ L (41)

4. Tests and Results

To show the applicability of the proposed modelling approach several tests were performed using
the IEEE RTS-96 for a time horizon of 24 h. This power system is made of 73 buses, 120 transmission
lines, 96 thermal generators, and 51 loads that add up a maximum demand of 7539 MW. Figure 3
depicts the power system under study. Information regarding initial conditions of generators is
necessary to enforce ramping constraints as well as minimum up/down time constraints denoted by
Equations (19)–(21) and (16)–(18), respectively. Cost data of generators and their initial conditions are
presented in Tables A1 and A2, respectively. The system data and classic UC model used in this paper
as starting point can be found in [45]. Furthermore, data and models are available at GitHub [47].

Three different formulations as described in Table 1 were implemented for comparative purposes.
Two instances of the problem were considered for all formulations varying line ratings and the gap
of relative optimality (inGAP). The inGAP is a user-defined parameter that indicates the grade of
optimality (quality of solution) required for the software. The first instance of the problem is solved
with an inGAP of 0.001 and a TCF of 1.0 (nominal line ratings); the second one considers an inGAP
of 0.005 and a TCF of 0.8 (line rating reduction of 20%). The proposed model was solved using the
commercial software of algebraic modelling GAMS version 24.8.5, under CPLEX solver in an 8-core
3.4 GHz Intel Core i7 desktop computer with an 8 GB RAM memory. The results of the simulations are
presented in Table 2.
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Figure 3. Test system under study (IEEE RTS-96).

Table 1. Formulations of the SCUC problem.

Formulation Description

A Conventional network formulation given by Equations (9)–(29)
Contingency constraints computed using LODF (Equation (33))

B Network formulation using PTDF (Equations (26) to (29) are replaced by Equations (30) to (32)
Contingency constraints computed using LODF (Equation (33)

C
Network formulation using PTDF (Equations (26) to (29) are replaced by Equations (30) to (32)
Contingency constraints computed using LODF (Equation (33)
Implementation of user cuts as described in Section 3.1

Table 2. Results obtained for different formulations of the SCUC problem.

Formulation
Objective Function

[M$]
Time [s] inGAP outGAP

TCF = 1 TCF = 0.8 TCF = 1 TCF = 0.8 TCF = 1 TCF = 0.8 TCF = 1 TCF = 0.8

A 2.6968 2.7024 1220 519 0.0010 0.0050 0.00250 0.00480
B 2.6943 2.7041 1209 345 0.0010 0.0050 0.00109 0.00490
C 2.6940 2.7016 169 321 0.0010 0.0050 0.0010 0.00430
B* 2.6970 2.7024 495 687 0.00254 0.0045 0.00254 0.00437

4.1. Impact of Linear Sensitivity Factors in the Performance of the SCUC Problem

A comparison of results with formulations A and B is initially presented to illustrate the impact of
including LSF within the SCUC formulation. As described in Table 1 formulation A considers a classic
network modelling and although it considers LODF to account for contingencies, it does not take into
account PTDF to model network constraints. It can be seen in Table 2 that formulations A and B require
similar computing time to solve the SCUC problem when using a TCF equal to 1 (formulation A takes
1220 seconds and formulation B 1209). Although the same inGAP was used for both formulations, the
outGAP (which is indicative of the quality of the solution reached by the solver) obtained when using
formulation B is almost half the one obtained when using formulation A. This means that including
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LSF to represent network constraints leads to better solutions as can be verified in the first column of
Table 2. To illustrate, even more, the superior computational efficiency of formulation B compared
to formulation A, an additional simulation with an inGAP of 0.00254, labeled as B∗ was carried out.
Such inGAP is used to basically force the solver to reach a solution with a similar quality as the one
already obtained with formulation A. In this case, formulation B* finds such solution in significantly
less time (495 seconds). Please note that for obtaining results of similar quality, formulation A takes
1220 seconds while formulation B* takes 495 seconds. This corresponds to a time reduction of nearly
60%. On the other hand, when using a TCF of 0.8 the outGAPs of both formulations are similar (0.00480
for formulation A and 0.00490 for formulation B). However, formulations A takes 519 seconds while
formulation B only takes 345 seconds. This indicates a reduction of computational time of 33.5%.

4.2. Impact of User Cuts in the Performance of the SCUC Problem

As described in Table 1 formulation C considers user cuts (described in Sections 3.1 and 3.2)
to account for security constraints. As can be observed in Table 2 for a TCF equal to 1, this
formulation takes 169 seconds to solve the SCUC problem. This represents an important time reduction
(approximately 86%) when compared with formulations A and B that take 1220 and 1209 seconds
to solve the same problem, respectively. Furthermore, the outGAP obtained with formulation C is
lower than the ones obtained with formulations A and B. This indicates that the proposed formulation
not only improves computational time but also quality of solutions. This last aspect can be verified
by comparing the data presented in the second column of Table 2. When a TCF of 0.8 is considered,
formulation C also outperforms formulations A, B and B∗ both in terms of computational time and
quality of solutions. As regards computational time, formulation C takes 321 seconds to solve the
SCUC problem while formulation A takes 519 seconds. On the other hand, to achieve a solution
with a similar quality (see outGAP in the last column of Table 2) formulation B* takes 687 seconds.
Consequently, formulation C provides in this case a time reduction of 53.2%.

Table 3 presents details of each iteration when using formulation C with an inGAP of 0.005 and
TCF = 0.8. The solution to the SCUC problem is found after 6 iterations in 321 seconds. Please note
that in the first iteration, normal operation state of the system is solved, that is, security constraints
are not considered. However, in the second iteration 68 security constraints are added as user cuts.
These correspond to the positions where SCRl,k(t) = 1. Subsequently, more user cuts are added in
every iteration until all post-contingency power flows under every single contingency over all periods
of time are within limits. This is achieved with 144 additional constraints. In contrast, classic modelling
approaches (formulations A and B) require 13816 additional constraints to account for security in the
UC problem. This corresponds to a reduction of 99% in the number of security constraints required to
solve the SCUC problem.

Table 3. Performance of the SCUC formulation (TCF = 0.8 and inGAP = 0.005).

Iteration
Added Constraints

N-1
Elapsed Time of Simulation

[s]
Objective Function

[M$]

1 - 25 2.6947
2 68 66 2.6986
3 21 87 2.6980
4 7 53 2.7021
5 27 57 2.7025
6 21 33 2.7016

total 144 321 -

4.3. Most Vulnerable Lines and Critical Contingencies

As mentioned in Section 3.3, the proposed approach also allows identification of the most
vulnerable lines and critical contingencies over the time horizon under consideration and for every N-1
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contingency. Figure 4a presents the most vulnerable lines when the SCUC is solved with TFC = 0.8. It
can be observed that the lines labeled as L115 and L93 are overloaded 54 and 11 times, respectively due
to every N-1 contingency over the 24h time horizon. These lines are indicated in red in Figure 3. The
most critical contingencies are presented in Figure 4b. Please note that the outage of lines labeled as L45
or L64 impacts 22 other lines. These are indicated in blue in Figure 3. Figure 5 presents a mapping of
critical contingencies and vulnerable lines. Please note that it is possible to identify which contingencies
cause overloads in which lines. For example, the most critical line already identified in Figure 4a
presents 54 overloads. This is line L115 indicated in the first position of the x-axis. In this case, 20 of
the overloads of line L115 are due to the outage of line L45, another 20 are due to the outage of line
L64, and the remaining 12 are caused by outages of lines L119 and L120, each of them contributing
with 6 overloads. This information is valuable to the system planner who may decide over future
reinforcements of the corridor where line L115 is located to reduce its criticality. Furthermore, the
mapping of critical contingencies vs. Vulnerable lines can be used for the assessment of generation
and transmission expansion plans on the security of the system operation.

(a) Vulnerable lines (b) Critical contingencies

Figure 4. Vulnerable lines and critical contingencies considering TCF = 0.8.
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Figure 5. Mapping of vulnerable lines and critical contingencies considering TCF = 0.8.

4.4. Scalability Evaluation

To show the robustness and flexibility of the proposed approach, several tests were performed
with a larger power system. The new test system was built duplicating the original IEEE RTS-96
depicted in Figure 3. The new buses were labeled following the same pattern as the original IEEE
RTS-96 (prefixing numbers 4, 5, and 6 for each subsystem). The two power systems were connected
through two double circuits at 220 kV between buses 221 and 612 and 114 and 613; each with a
transmission capacity of 500 MW and a reactance of 0.084 pu. The TCF was modified by a factor of
1.6 to avoid infeasibilities when evaluating contingencies of the circuits connecting the two power
systems. The equivalent test system is composed of 146 buses, 244 lines, 192 generators, and 102
demand sides. Table 4 presents the results with formulations B and C for the new test system.
Simulations were performed in an Intel ® Xeon E5 @ 2.40 GHz, 44 cores, and 256 GB memory RAM
processor.

Table 4. Results obtained for scaled test system.

Formulation Objective Function [M$] Time [s] inGAP outGAP

B 4.8748 7494.001 0.01 0.00178
C 4.8701 209.687 0.01 0.00100

According to the results presented in Table 4 formulation C outperforms formulation B in both
computation time and quality of the solution found. Formulation C takes approximately 209.7 seconds
to find a solution, while formulation B takes 7494 seconds. Please note that in this case a time reduction
of 97.2% is achieved when using formulation C. For comparative purposes, the same inGAP was
used in both formulations. However, the outGAP of formulation C turned out to be lower than
the one reached with formulation B. This might be attributable to the fact that formulation C is
more compact than formulation B. The quality of solutions can be verified in the second column of
Table 4. It is worth mentioning that for this particular power system, formulation B must deal with
a set of 1,446,480 constraints associated with the N-1 criterion, while implementing user cuts only
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requires 16,511 additional N-1 constraints. This represents a reduction of 98.85% of the number of N-1
constraints when using formulation C. Additional simulations were run using a desktop computer
which characteristics are previously described in Section 4. In this case, the solution found with
formulation C, takes approximately 15 minutes reaching an objective function of 4.8731 MUSD and
an outGAP of 0.00158; however, the same simulation could not be performed with formulation B due
to lack of RAM memory. Therefore, an additional decomposition algorithm might be necessary to run
formulation B in a desktop computer, which is not required when using formulation C. This further
emphasizes the advantage of the proposed approach.

5. Conclusions

This paper presented a new modelling approach of the SCUC problem based on PTDF and LODF
LSF and user cuts. On the one hand PTDF are used to model power injection balance constraints,
avoiding the use of voltage angles and reducing the number of variables and constraints of the UC
formulation. On the other hand, LODF are used to evaluate post-contingency power flows and check
overloads quickly and reliably. Finally, user cuts are iteratively added to the base problem to account
for security constraints. This is because most security constraints of the SCUC problem are not binding
in the optimal solution.

The proposed model uses as starting point a classic UC formulation. Subsequently, security
constraints are taken into account through an array that registers whether a given contingency in
a given time produces overloads on other lines. If this happens, new security constraints are added
as user cut to the current problem. This is done iteratively until no overloads are produced by
any contingency.

Several tests performed on a benchmark IEEE power system evidenced the robustness and
applicability of the proposed model. The main advantage of considering LSF and user cuts to model the
SCUC problem lies on the reduction of computing time. Furthermore, better solutions are found with
the proposed model. Results show that time reduction ranges from 53% to 97% when compared with
a classic formulation set to reach a solution of similar quality (same inGAP parameters). A scalability
test showed that such reduction of computing time increases with the size of the test system. Moreover,
decomposition techniques as BD or LR are not needed to efficiently address the SCUC problem.

An additional advantage of the proposed methodology lies on its flexibility and ease of
implementation. The proposed approach to deal with the SCUC problem was devised to be
solver-independent. Therefore, unlike other research works reported in the specialized literature,
it does not depend on built-in functions or callbacks.

A value-added element of the methodology is the identification of the most critical lines and most
severe contingencies. The mapping of critical contingencies vs. vulnerable lines can be used for the
assessment of generation and transmission expansion plans on the security of the system operation.
Finally, the tight and compact modelling proposed in this paper can be used in a future work as a basis
for other studies such as the integration of renewable energy resources within a SCUC problem.
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Abbreviations

The following abbreviations are used in this manuscript:

SCOPF Security-Constraint Optimal Power Flow
UC Unit Commitment
SCUC Security-Constrained Unit Commitment
MILP Mixed-Integer Linear Programming
PTDF Power Transfer Distribution Factors
LODF Line Outage Distribution Factors

Nomenclature

The nomenclature used in this paper is provided here for quick reference:

Indices

b Index of generating unit cost curve segments, 1 to B
i Index of generating units, 1 to I
j Index of generating unit star-up cost, 1 to K
l, k Index of lines, 1 to L
s, m Index of buses, 1 to S
t, tt Index of hours, 1 to T

Parameters

ai Fixed production cost of generator ($)
Bsm Admittance of line connecting nodes s-m (S)
ds(t) Demand at bus s (MW)
gdown

i Minimum down time of generator i (h)
gup

i Minimum up time of generator i (h)
gdown,init

i Time that generator i has been down before t = 0 (h)
gup,init

i Time that generator i has been up before t = 0 (h)
g0

i Output if generator i at t = 0 (MW)
gmax

i Rated capacity of generator i (MW)
gmin

i Minimum output of generator i (MW)
gmax

i,b Capacity of segment b of the cost curve of generator i (MW)

gon−o f f
i On-Off status of generator i at t = 0 (equal to 1 if gup,init

i > 0 and 0 otherwise)
ki,b Slope of the segment b of the cost curve of generator i ($/MW)
csh Cost of non-attended demand ($/MW)
Ag

s,i Generation map for thermal units
Fmax

sm Capacity of the line between nodes s and m (MW)
Fmax

s,m Capacity of the line between nodes s and m (MW)
TCF Transmission capacity factor
Ldown,min

i Length of time the generator i must be off at the start time of the planning horizon (h)
Lup,min

i Length of time the generator i must be on at the start time of the planning horizon (h)
M Large number used of linearization - larger than the maximum number of hours a unit can be on or off
rampdown

i Ramp-down limit of generator i (MW/h)
rampup

i Ramp-up limit of generator i (MW/h)
SUCcost

i,j Cost steps in start-up cost curve of generator i ($)
SUClim

i,j Time steps in start-up cost curve of generator i (h)
PTDFl,s Matrix of Power transfer distribution factors
LODFl,k Matrix of Line Outage distribution factors
SCRl,k(t) Security-Constraint Recorder
Lv

l Vector of vulnerable lines
Ls

k Vector of critical contingencies
Lc

l,k Matrix of vulnerable lines vs. critical contingencies
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Variables

Ci(t) Operating cost of generator i at time t ($)
countdown

i Generatori down time period counter
gi(t) Generator i output at time t (MW)
gi,b(t) Output of generator i of segment b at time t (MW)
Lsh

s (t) Unserved load at bus s at time t (MW)
SUCi(t) Start-up cost of generator i at time t ($)
wi,j(t) Binary variable equal to 1 if generator i is started at time t after being off for j hours, and 0 otherwise
xi(t) Binary variable equal to 1 if the generator i is producing at time t, and 0 otherwise
yi(t) Binary variable equal to 1 if the generator i is started at the beginning of time t, and 0 otherwise
zi(t) Binary variable equal to 1 if the generator i is shut down at the beginning of time t, and 0 otherwise
θs(t) Voltage angle at bus s (rad)
PNet

s (t) Net power injection in bus s at time t (MW)
fl(t) Line flow in line l at time t (MW)

Appendix A.

Tables A1 and A2 present generator cost data and initial conditions of generators, respectively.

Table A1. Generator cost data.

Unit Range kib Range kib Range kib
Type (MW) ($/MW) (MW) ($/MW) (MW) ($/MW)

1 5.4–7.6 29.453 7.6–9.8 30.120 9.8–12 30.856
2 8–12 28.967 12–16 29.243 16–20 29.703
3 26–34 28.313 34–42 29.256 43–50 30.498
4 40–52 18.423 52–64 19.228 64–76 20.102
5 40–60 17.590 60–80 18.280 80–100 18.966
6 54.24–87.83 23.810 87.83–121.41 24.525 121.41–155 25.240
7 104–135 17.193 135–166 17.708 166–197 18.225
8 140–210 26.213 210–280 26.708 280–350 27.200
9 100–200 6.961 200–300 7.230 300–400 7.499

Table A2. Initial conditions of generators.

G On/off Init G On/off Init G On/off Init

1 1 20 33 8 20 65 900 20
2 400 20 34 89 20 66 90 20
3 220 70 35 66 70 67 789 70
4 2 0 36 66 0 68 456 0
5 17 0 37 66 0 69 375 0
6 4 0 38 66 0 70 375 0
7 66 0 39 66 0 71 170 0
8 33 0 40 1 0 72 170 0
9 11 100 41 1 100 73 170 100

10 2 90 42 56 90 74 800 90
11 2 80 43 56 80 75 2500 80
12 2 177 44 56 177 76 2500 177
13 2 155 45 56 155 77 2500 155
14 2 0 46 56 0 78 2500 0
15 6 12 47 56 12 79 1000 12
16 7 12 48 56 12 80 203 12
17 8 12 49 98 12 81 600 12
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Table A2. Cont.

G On/off Init G On/off Init G On/off Init

18 9 0 50 124 0 82 46 0
19 5 0 51 1000 0 83 236 0
20 8 134 52 1000 134 84 236 134
21 8 123 53 1000 123 85 64 123
22 8 0 54 50 0 86 6 0
23 8 377 55 50 377 87 8 377
24 8 47 56 90 47 88 90 47
25 8 48 57 900 48 89 5 48
26 8 0 58 900 0 90 6 0
27 8 0 59 900 0 91 7 0
28 8 50 60 900 50 92 8 50
29 8 50 61 900 50 93 9 50
30 8 150 62 900 150 94 7 150
31 8 0 63 900 0 95 66 0
32 8 0 64 900 0 96 55 0
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Abstract: In this paper, a procedure is proposed to design a power line communication (PLC) system
to perform the digital transmission in a distributed energy storage system consisting of fleets of
electric cars. PLC uses existing power cables or wires as data communication multicarrier channels.
For each vehicle, the information to be transmitted can be, for example: the models of the batteries,
the level of the charge state, and the schedule of charging/discharging. Orthogonal frequency division
multiplexing modulation (OFDM) is used for the bit loading, whose parameters are optimized to
find the best compromise between the communication conflicting objectives of minimizing the signal
power, maximizing the bit rate, and minimizing the bit error rate. The off-line design is modeled as
a multi-objective optimization problem, whose solution supplies a set of Pareto optimal solutions.
At the same time, as many charging stations share part of the transmission line, the optimization
problem includes also the assignment of the sub-carriers to the single charging stations. Each
connection between the control node and a charging station has its own frequency response and is
affected by a noise spectrum. In this paper, a procedure is presented, called Chimera, which allows
one to solve the multi-objective optimization problem with respect to a unique frequency response,
representing the whole set of lines connecting each charging station with the central node. Among
the provided Pareto solutions, the designer will make the final decision based on the control system
requirements and/or the hardware constraints.

Keywords: power line communication (PLC); energy storage management; vehicle to grid (V2G);
smart grid; multi-objective optimization

1. Introduction

Traditional power grids have been coupled with communication networks today, leading to the
so-called smart grids. A smart grid enables information flows among various components of the
grid, ranging from power plants to distributed energy resources, and from local utilities to residential
and commercial customers. The purpose is to better monitor and control power generation and
consumption. In smart grids, renewable sources, such as wind and solar energy, vary with weather
and daylight conditions, so that an energy storage system is required to accumulate spare energy and
to feed it back into the grid when required.

In smart grids, electric vehicles have an impact on energy storage through vehicle-to-grid (V2G)
technologies [1], in which the electric vehicles (and even hybrids) can be seen as a distributed network
of batteries that can store power at off-peak times and help power on the grid when demand peaks.
Hence, V2G is useful to provide energy when demand shifts and to reduce electricity costs, to supply
energy to energy markets, and to increase the use of localized renewables.

Each vehicle must have some requirements:
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1. A connection to the grid for electrical energy flow;
2. A control or logical connection necessary for communication with the grid operator;
3. Controls and metering onboard the vehicle; and
4. There must be an agreement between the owner of the battery and the grid operator that electricity

can be put into or drawn from the battery.

Thus, it is important to have an automated and standardized exchange of information between the
vehicles and the grid. In this regard, different protocols for the communication are used [2,3]: ISO/IEC
15118 concerns the communication between an electric vehicle and the charging spot whereas the IEC
61850 is related to the communication between the charging spot and the energy provider (Figure 1).

Figure 1. Vehicle-to-grid system.

A heterogeneous set of network technologies can support the smart grid communications ranging
from wireless to wired solutions. Among the latter, PLCs have been deployed outdoor for last mile
communications and indoor for home area networks [4]. A wide range of PLC technologies are
available for different applications. Ultra-narrowband, operating at a very low data rate (100 bps) in
the low-frequency band, is used in particular for load control. Narrowband PLC (NB PLC), operating
in the 3–500 kHz band to deliver a few hundred kbps, has been used for last mile communications over
MV and LV lines. In order to transmit data over a narrowband PLC network, different specifications
are used. The most used standards are PRIME, developed by the PRIME Alliance [5], and G3, powered
by Maxim company [6]. Both the standards provide source coding techniques to correct as many errors
as possible at the receiver side due to the severe channel disturbances. In the range 1.8–86 MHz there
is the broadband PLC (BB PLC), which is mainly used for home area networks and can provide several
hundred Mbps. The typical examples of broadband PLCs conform to the standards IEEE 1901 [7],
HomePlug [8], and ITU-T G.hn [9].

Both the NB-PLC and BB-PLC could be used in the smart grid applications, both in low voltage
(LV) and medium voltage (MV) networks, with pros and cons [10,11]. NB-PLC are suitable for smart
grid applications where a low-data rate is required, whereas BB-PLC solutions offer higher flexibility
and a better trade-off between data rate, latency, robustness and energy efficiency [11]. In [12,13],
the authors clarify the role of PLC technology for smart grid applications.

In this paper, to have the maximum flexibility, the BB-PLC technology is used. Specifically, in the
V2G application, the most competitive advantage of using PLC is that no installation of an additional
communication grid is required since the charging stations must be reached by the existing power
grid to be fed. Moreover, the use of dedicated modulation techniques, such as OFDM (orthogonal
frequency division multiplexing), allows for a broadband transmission, hence, PLC is competitive in
more than in economic terms. Some disadvantages have to be taken into consideration: power lines do
not necessarily provide a sure support, due to the presence of different elements; the attenuation of the
data could be a problem; the electrical noise on the line limits the speed of the data transmission.

Designing the PLC system for the V2G needs a multi-objective optimization where some conflicting
objectives should be considered: the communication capacity, the total transmission power, and the
communication error probability. The multi-objective optimization process provides a set of equivalent
solutions from which the designer makes the final choice, introducing further fitting criteria [14,15].
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The optimization problem must be formalized depending on the modulation technique. Usually,
to better exploit the available transmission band, the OFDM [8] system is assumed, which consists of
splitting the transmission band into mutually orthogonal sub-carriers. Each one is used as a sub-carrier
where the signal can be considered as if it were the only one in the channel. Every sub-carrier is loaded
with a bit rate (BR) depending on the specific signal-to-noise ratio (SNR). OFDM is a modulation
scheme commonly adopted in several application domains, such as mobile phones, digital TV and
radio, and xDSL, each one having specific features and requirements. In particular, in the application
presented in the present paper, different transmitters share the same channel, therefore, each sub-carrier
must be assigned exclusively to one transmitter.

The optimization of the modulation scheme works by allocating the bits to the sub-carriers, which
is referred to as bit-loading [8] problem, and which depends on the properties of the channel and the
requirements of the transmission. In the present paper, the optimal design of the modulation system
in PLCs is formalized as a multi-objective optimization problem with the following three conflicting
objectives: the BR, to be maximized; the bit error rate (BER) and the interference on adjacent equipment,
to be minimized [16–18]. The interference mostly depends on the power of the modulated signal and
on its evolution in the time.

The problem faced has its own specificity, since the transmissions of the charging stations travel
through common branches of the grid. Consequently, they must share the same frequency band.
However, each channel has its own frequency response and power spectral density of noise. Hence,
the optimal solution of the design problem should consider all the channels simultaneously. Other
applicative domains have the same specificity, for example, cellular phones or digital audio broadcasting
(DAB) networks.

In the proposed method, the OFDM symbols, to be sent by all the transmitters, are merged into
one, which simultaneously travels in all the channels. A fictitious frequency response, called Chimera,
is created which allows to perform the multi-channel optimization of the OFDM modulation scheme
as if all the transmissions should be sent through a unique channel (named here Chimera channel).
To define the Chimera frequency response an integer quadratic optimization problem is formalized
whose aim is to assign band resources to the charging stations connected to the same feeder, depending
on the number of supplied plugs, maximizing, at the same time, the overall capacity of the transmission.

The rest of the paper is organized as follows. In Section 2, the problem at hand is outlined.
In Section 3, the proposed Chimera algorithm is described. Section 4 reports the formalization of
the multi-objective problem aiming to off-line design the PLC system. Results of the optimization
procedure on a case study are reported in Section 5. Finally, in Section 6 some conclusions are given.

2. V2G Communication System

The present paper aims to optimally design a PLC system that allows to manage a distributed
energy storage system integrated with a smart grid. The storage is composed of a number of electric
vehicle batteries connected to prefixed charging stations. It is assumed that one modem is installed
at the interface between the charging station and the smart grid. Therefore, the lines connecting the
charging station to the plugs are not considered in the design problem.

To prove the validity of the method, a simple feeder network is considered, which is a part of a
wider network already considered in [19]; this does not invalidate the generality of the results, as the
method is applied separately for each single feeder. Moreover, frequency responses and noise spectra
are obtained from simulations rather than measurements because the method can be demonstrated
regardless of the actual data. Network Simulator 3 (NS-3) [20], which is a free and open source discrete
event network simulator, has been used. Figure 2 shows the topology of the case study, with a number
of low voltage nodes, 3 kW loads, and four charging stations (checkered squares in Figure 2) supplied
by a medium voltage/low voltage substation with 20 kV/400 V, 1MVA transformer. All the lines are
three-phase underground commercial cables, whose datasheets are included in the database of the
simulator. A phase-neutral cable, among all those available, has been randomly chosen to be the PLC
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channel. The lengths of the lines are reported in Figure 2. Each charging station supplies a variable
number of charging plugs and it is connected to the control center through the smart grid. As each
charging station is connected to the control center by a different path, each one is associated to a
different frequency response.

Figure 2. The case study: node 1 is the substation, the charging stations are the checkered nodes 3, 4, 7,
and 12, whereas the black nodes are the low voltage 3 kW loads.

As known, the PLC channels are not time invariant due to load connection/disconnection [21].
For this reason, different scenarios have been simulated corresponding to different configurations of
loads and active charging plugs and the lower envelop of the frequency responses has been assumed.
In Figure 3, the power spectral densities (PSDs) of the signal as a function of the frequency in the nodes
corresponding to the charging stations are shown. The frequency responses have been determined
by feeding the channel with a white Gaussian noise and by measuring the spectrum of the signal at
the receiver side. As a simplifying assumption, only the transmission from the charging station to
the control center has been considered, without losing generality. Nonetheless, for each channel, two
frequency responses for bi-directional transmission should be assessed, and a separate sub-band should
be allocated to each. Thus, transmissions wouldn’t need to be synchronized. Since the attenuation
affects the performance of the PLC network, increasing with frequency and distance, longer LV lines
must use frequencies in lower bands to guarantee a minimum performance.

Figure 3. PSD of charging stations #3, #4, #7, and #12 connected to the control node 1.
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Depending on the occupation level of the channel, different information can be exchanged between
the charging stations and the control system. Note that, because all the charging stations are connected
to the same feeder, any transmission reaches all the nodes. However, as each sub-carrier is assigned
exclusively to a specific node, each receiver is able to retrieve the transmission addressed to it.

Each node is connected to the control node through a power line, whose frequency response
depends on the cable-laying and the length. For this reason, the optimal bit-loading should consider
all the different frequency responses and all the possible states of the network. In order to reduce the
design optimization complexity, a Chimera frequency response is built starting from the frequency
responses of the nodes (the charging stations) connected to the considered feeder.

3. Chimera Algorithm

One of the most significant shortcomings of PLC is the frequency response of the transmission
channel, as it has an irregular gain diagram, with deep notches, and an irregular phase diagram.
OFDM technology allows mitigation of such shortcomings [22].

As the charging stations served by one feeder share the same physical channel that connects
them to the control node, each frequency band has to be assigned exclusively to one charging station.
The optimization of the OFDM modulation should take into account the different frequency responses
of all the channels. In this paper, an algorithm, called Chimera, has been proposed to optimize the
allocation of sub-carriers to the nodes served by the same feeder. The output of the algorithm is a
single frequency response (Chimera), obtained by combining the entire set of frequency responses of
the charging stations. At the same time, the set of transmissions of all nodes is merged into a single bit
stream, which is assumed to travel through the Chimera channel.

The bit stream is first subdivided into frames of assigned numbers of bits, which have to be
modulated. The frame, in turn, is subdivided into as many strings of bits (words) as the number of
sub-carriers, and the length of each word is assigned according to the capacity of the sub-carrier where
it will be loaded.

Depending on the single capacity, a constellation, defined in the complex plane, is associated with
each sub-carrier. Each point of the constellation is associated to a string of bits, so that each possible
word can be transmitted by sending the coordinates of the corresponding point. Therefore, the length
of each word, i.e., the number of bits, is equal to the base–2 logarithm of the number of points in
the constellation. Having a constellation with many points favors the bit rate, but, at the same time,
this reduces the margin among near points, which affects the BER of receiving data. In this paper,
only a limited number of design parameters are considered, such as the transmission band and its
subdivision into sub-carriers, the allocation of bits to each sub-carrier (bit loading) and the maximum
power of transmission. Further design parameters, such as zero-padding, cyclic prefix, time guard,
and so on [22,23], have been considered here by assuming a proper margin for the duration of the
single OFDM symbol.

Let N be the number of nodes of the feeder that share the same transmission band, and K the
number of sub-carriers in which the transmission band is subdivided. Each node is associated with
a specific frequency response (see Figure 3). It is assumed that each node supplies Vn plugs, whose
number can be different for different nodes. Moreover, it is assumed that the nodes communicate only
with the central node, therefore, a number of frequency responses equal to the number of nodes have to
be taken into account. The same subdivision in sub-bands is applied to all those frequency responses.

The capacity Cnk of the k-th sub-carrier of the channel n is given by the formula of
Shannon-Hartley [24], which depends on the bandwidth B and the signal-to-noise ratio (SNR):

Cnk = B· log2(1 + SNRnk) [bit/s] (1)

The value in Equation (1) is the theoretical upper bound of BR in the sub-carrier, but a lower value
of BR is assumed in order to maintain the BER within an acceptable threshold.
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The bandwidth is common to all the sub-carriers of all the frequency responses, therefore from
here on we consider a normalized value of B. The total capacity of nth channel, corresponding to a
specific node, is given by the sum of the capacities of all sub-carriers:

Cn =
∑K

k=1
Cnk (2)

This expression can be calculated for each frequency response, and it assumes that all the
sub-carriers are assigned to each node. An incidence matrix MNxK is used to represent the assignment
of sub-carriers to the single nodes. The columns of M correspond to the sub-carriers, whereas the rows
correspond to the channels. In each row, each 1 identifies a sub-carrier assigned to the corresponding
node. Each column can have at most one element equal to 1 and the others are equal to 0. The columns
with all zeros correspond to not assigned sub-carriers. By using matrix M, the capacity C̃n assigned to
each node can be expressed as:

C̃n =
∑K

k=1
mnkCnk =

∑K

k=1
mnklog2(1 + SNRnk) (3)

where mnk is the element of M corresponding to the frequency response n and the sub-carrier k. The aim
of the procedure is to assign to each charging station a capacity proportional to the number of plugs it
feeds. This rule can be expressed by the following statement:

1
V1

∑K

k=1
m1kC1k = . . . =

1
VN

∑K

k=1
mNkCNk (4)

The allocation problem consists in defining the matrix M. As the unknowns are binary, the previous
series of equations has not, in general, an exact solution, therefore the following objective function is
defined, which has to be minimized:

J =
∑N

n=1

( 1
Vs

∑K

k=1
mskCsk − 1

Vn

∑K

k=1
mnkCnk

)2
(5)

where s identifies the channel with the lowest total capacity:

s = argmin
n∈{1,...,N}

( 1
Vn

∑K

k=1
Cnk

)
(6)

The quadratic function (5) allows to obtain the most homogeneous distribution of capacities, but
it does not guarantee the total capacity is maximized. For this reason, a further term is added to the
objective function, which weighs the capacity assigned to the channel with the lowest total capacity,
obtaining:

J =
∑N

n=1

( 1
Vs

∑K

k=1
mskCsk − 1

Vn

∑K

k=1
mnkCnk

)2
− α

∑K

k=1
mskCsk (7)

where α is the weight coefficient; a small value favors the homogeneity among the channels, while a
large value tends to increase the capacities assigned to all the channels. Hence, the best α is the one
that maximizes the lowest allocated capacity.

In order to avoid both the trivial solution of null matrix M, and the same sub-carrier be assigned
to different channels, the following constraint has to be stated:

∑N
n=1 mnk = 1 ∀k = 1, . . . , K (8)

In case one sub-carrier is not suitable for the assignment, the corresponding column of the matrix
M has to be removed.
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Summarizing, the allocation problem can be defined as the following quadratic, binary
minimization problem:

minJ
s.t.∑N

n=1 mnk = 1 ∀k = 1, . . . , K
mnk ∈ {0; 1}

(9)

4. Multi-Objective Optimization

The demand of transmission is maximizing the Bit Rate (BR) (bit/s), which is equal to the number
of bits per frame multiplied by the number of OFDM symbols per second. Two other conflicting
objectives must be minimized at once. The first is the total power of the signal Ptot, which is the sum of
the powers of all the sub-carriers. The second conflicting objective is the error bit rate (BER), which
depends on the noise spectrum: a probability density function can be associated to each point of the
constellation centered in these points and the BER, for a given point, will be equal to the probability
that the distance between a received point and its reference position be greater than the semi-distance
between two adjacent points. In this paper, Gaussian distribution is assumed, so that there is a direct
relationship between BER and the least distance among the points of the constellation. Different
assumptions on the statistical distribution of points around the reference position do not change the
application of the proposed method.

Note that, by setting the maximum transmission power of each constellation (PMAX), its area
is univocally assigned (area of the outer circle in Figure 4). Then, by setting the minimum distance
between the points of the constellation (i.e., the BER), also its number of points is determined, hence,
also the BR.

Figure 4 refers to the 16–APSK scheme for a generic sub-carrier [25]. In the same figure, the shadow
circles centered in the points of the constellation have a radius equal to 3 times the standard deviation
σ of the Gaussian distribution. The distance between two adjacent points is greater than 6σ.

Figure 4. The 16-APSK constellation.

The requirements on the BER are particularly stringent, therefore, the APSK constellations [25] are
adopted, which are increasingly considered in 5G mobile communications; for a given power, APSK
gives the maximum distance between adjacent points. Without loss of generality, different constellation
schemes can be assumed because the inter-dependence among power, BR and BER holds valid.

The water-filling (WF) algorithm [26,27] is used to allocate the bits to the sub-carriers. Note that,
WF can be used either to design the constellations or to dynamically allocate the bits to the sub-carriers.
In this work, it has been used for the former purpose.

The multi-objective optimization of the bit loading consists in finding the solutions that reconcile
the conflicting demands. In particular, a solution is said nondominated, or Pareto optimal, if none of
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the objective functions can be improved in value without worsening some of the others. The set of such
solutions is called Pareto Front [14] and, in the problem at hand, it represents a discrete subspace of the
surface of the feasible solutions. In fact, as BR is a discrete variable, except for a discrete set of points in
the (Ptot, BER) plane, the increase of one or both of them does not correspond to an increase of BR.

The multi-objective optimization aims to find this set of Pareto solutions and then to present
them to the designer who will choose among them [14,15]. In the problem at hand, the surface
BR = f (Ptot, BER) has been densely sampled, and the set of non-dominated points has been selected,
which is assumed as the Pareto front.

5. Results

The optimization problem in (9) is solved with a genetic algorithm implemented in the Matlab
environment [28]. A transmission band of 1–8 MHz is assumed, because the SNR is unfavorable
outside such interval. A width of 100 kHz has been assigned to each sub-carrier, then 70 sub-carriers
are available. In practice, the number of actually available sub-carriers could be much lower, because
of the great attenuation of the power line and the presence of noise. In this work, for each channel,
the power spectrum of the noise has been obtained with the same NS3 simulator, which is in good
agreement with experimental results retrieved from the literature [21,29].

The number of variables to be optimized is equal to 280 (70 sub-carriers for four channels), and
the initial population has been generated using a uniform random number generator in the range {0;1}
After 28,000 iterations the algorithm ends producing the matrix M. This allows us to obtain a single
frequency response for all the charging stations by multiplying M with their frequency responses.
The values of the genetic algorithm parameters are reported in Table 1. Figure 5 shows the obtained
Chimera frequency response assumed to represent all the charging stations in Figure 2. The weight
coefficient α has been set equal to 1.

Table 1. Genetic algorithm parameters.

Population
Size

Initial
Population

Elite
Count

Crossover
Fraction

Migration
Fraction

Constraint
Initial Penalty

100 random 5 0.8 0.2 10

Figure 5. Power spectral density of the Chimera transmission channel: the different colors refer to the
allocation of the 4 charging nodes to the 70 sub-carriers.
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To perform the offline optimization of BR, BER and Ptot, the function BR = f (Ptot, BER) is sampled
in a regular 100 × 100 grid, within the interval of 1–10 [W] of Ptot, and 10−5–10−3 of BER. The upper
envelope of the noise PSDs of the four channels has been assumed as unique noise spectrum, as shown
in Figure 6. Note that, given the Chimera frequency response and the noise, by applying the water
filling algorithm, the power value for each sub-carrier is defined as a function of the total transmitting
power Ptot. Hence, given the noise, the standard deviation σ is known, then the minimal inter-distance
between the constellation points is determined. In this way, the number of points of the constellation is
calculated, by obtaining the number of bits associated to each point, then the length of bit frame is
obtained, and, finally, the BR.

Figure 6. Noise power spectrum.

The sampled surface is shown in Figure 7. The non-dominated points are also represented by dots.
The relationship between the three objectives allows us to obtain a BR ranging from 24.3–60 Mb/s.

Figure 7. BR as function of BER and Ptot, and Pareto front (dots).

Figure 8 gives an equivalent representation of the Pareto front in the plane (Ptot, BER). It is a
contour plot of the front, and the points represent the Pareto-optimal solutions. As it can be noted, in
order to have a minimal BR at least a power of 1 W is needed. Moreover, limiting the available power
to about 7 W, a BR of 52.1 Mb/s can be achieved, with a BER of the order of 10−5. If a higher BR (e.g.,
60 Mb/s) must be achieved, the BER will strongly affect the transmission.
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Figure 8. Two-dimensional representation of the Pareto front.

Figure 9 shows the Pareto optimal solutions corresponding to the minimal BER = 10−5. Depending
on the available total transmitting power, the plot returns the available BR for each plug in kByte/s.
As an example, with an available transmitting power of 5 W, the BR is equal to about 190 kByte/s for
each of the 32 plugs in the four charging stations.
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Figure 9. Pareto optimal solutions with a BER = 10−5.

Finally, in Figure 10 the 70 APSK constellations corresponding to the Pareto point (BR = 190 kB/s,
BER = 10−5, P = 5 W) are shown. The colors refer to the different charging stations. As can be noted,
the optimization procedure assigned different constellations to distinct sub-carriers.
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Figure 10. APSK OFDM constellations corresponding to the Pareto point BR = 190 kB/s, BER = 10−5,
P = 5 W.

6. Discussion

In a smart grid environment new challenges are posed to the power system operators by electric
vehicles. Several studies have been proposed in the literature presenting control and optimization
strategies for managing the charging/discharging of the electric vehicles’ batteries [30]. However,
the communication requirements still remain an open issue. In fact, different charging and discharging
management strategies can be adopted ranging from a fully-centralized charge control decision, to
distributed (or transactive), and to price control, which has limited communication requirements [31].
In the first case, the decisions are taken at the system level, hence it is generally accepted that it is the
best control system in terms of, e.g., security of the power system. However, a more sophisticated
communication infrastructure is needed that foresees bidirectional communication flow at the price
of higher cost. Power line communication technology stands as a good candidate provided that its
design is optimized. The design procedure presented in this paper, allows one to solve the bit-loading
problem, finding a compromise among the conflicting objectives of minimal signal power and BER,
while maximizing the BR. Among the Pareto-optimal solutions, provided by the optimization process,
the designer can perform the definitive choice depending on the hardware and the communication
requirements. Once this choice is made, the entire constellation system is designed.
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Abstract: Recently, a population-based intelligent optimization algorithm research has been combined
with multiple algorithms or algorithm components in order to improve the performance and robustness
of an optimization algorithm. This paper introduces the idea into real world application. Different
from traditional algorithm research, this paper implements this idea as a general framework.
The combination of multiple algorithms or algorithm components is regarded as a complex
multi-behavior population, and a unified multi-behavior combination model is proposed. A general
agent-based algorithm framework is designed to support the model, and various multi-behavior
combination algorithms can be customized under the framework. Then, the paper customizes
a multi-behavior combination algorithm and applies the algorithm to solve the economic load
dispatch problems. The algorithm has been tested with four test systems. The test results prove
that the multi-behavior combination idea is meaningful which also indicates the significance of
the framework.

Keywords: population-based intelligent optimization algorithm; multi-behavior combination;
algorithm framework; Economic load dispatch (ELD)

1. Introduction

Many real-world problems can be modeled as optimization tasks. It is an important solution to
solve the optimization problem with the population-based intelligent optimization algorithm such as
evolutionary computation, swarm intelligence.

In the early stage, population-based intelligent optimization algorithms tend to be concise,
and population intelligence is acquired through the simple behavior of individuals. However, some of
the optimization problems in the real world are more complicated, and the existing algorithms may
reflect their shortcomings. Economic load dispatch (ELD) is a typical optimization problem in power
systems. The goal of ELD is to rationally arrange the power output of each generating unit in a power
plant or power system so as to minimize fuel costs on the premise of system load and operational
constraints. Due to the valve point effect of the thermal generating unit and the operational constraints,
ELD problem presents non-convex, high-dimensional, nonlinear and discontinuous characteristics,
which make the problem complicated. As the scale of the power system increases and the model for the
problem becomes more sophisticated by considering more conditions, the optimization task becomes
more difficult. In recent years, population-based intelligent optimization algorithms have been applied
to solve ELD problems. Early research directly adopted classic intelligent optimization algorithms such
as the genetic algorithm (GA) [1], particle swarm optimization (PSO) [2,3], or evolution programming
(EP) [4]. There are also some studies that improve the classical algorithm for the ELD problem,
such as an improvement for GA [5,6], quantum PSO (QPSO) [7], new PSO with local random search
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(NPSO-LRS) [8], distributed Sobol PSO and TSA (DSPSO-TSA) [9]. The new algorithms proposed in
recent years have also been applied to ELD problems, such as ant colony optimization (ACO) [10],
differential evolution algorithm (DE) [11], artificial immune system (AIS) [12], modified artificial
bee colony (MABC) [13], improved harmony search (IHS) [14], tournament-based harmony search
(THS) [15], biogeography based optimization (BBO) [16], chaotic teaching-learning-based optimization
with Lévy flight (CTLBO) [17], grey wolf optimization (GWO) [18]. Additionally, hybrid optimization
algorithms have also been proposed by the combination of multiple intelligent optimization algorithms
or algorithm components to deal with the ELD problem, such as a hybrid PSO (HPSO) [19], modified
TLA (MTLA) [20], DE-PSO method [21], differential harmony search algorithm [22], hybrid differential
evolution with biogeography-based optimization (BBO-DE) [23].

The current research on population-based intelligence optimization algorithms presents a new
trend. Novel algorithms proposed recently tend to be complicated, such as simulating the more
complicated biological population, natural phenomena, or social organization. A population no
longer simply adopts one behavior; conversely multiple behaviors are performed during the search
process. In [24–27], individuals play different roles in the population and perform different behaviors;
in [28–30], the population performs different operations step by step during the process of completing
the optimization task; or the search process is divided to different stages and the behavior of the
population is different in stages [25]. In conclusion, the research direction of the current new algorithm
is to use complex mechanisms to deal with diverse and complex real-world problems.

On the other hand, the researchers try to improve the algorithm through the combination of
multiple algorithms or algorithm components with different characteristics. Because the algorithms or
components of different characteristics may be suitable for different problems, the robustness of the
algorithm may be improved; furthermore, the combination of algorithms with different characteristics
is likely to complement each other and get better results. Therefore, an ensemble of multiple algorithms
or algorithm components could make the optimization algorithm particularly efficient for complicated
optimization problems [31].

Some studies combine multiple search operators in an algorithm. In the literature [24,25,27,28],
different search operators are switched with specific probabilities. Some studies execute the operators
in the specific order [29]. In [32], several operators are all calculated and the results with good fitness
are selected. In the research of differential evolution algorithms, a variety of mutation operators
are proposed, and the research on adaptive ensemble of multiple mutation operators has attracted
the interest of researchers [33–37]. Some studies have further explored the combination of multiple
crossover operators and multiple mutation operators in differential evolutionary algorithms [38].
In addition to differential evolution algorithms, there are also studies on ensembles of multiple search
operators based on other algorithms, such as based on PSO [39,40], ABC [41], BBO [42], TLA [20].
There are also studies on ensemble of other algorithm components, such as individual topology [43,44],
constraint processing components [45]. In addition to the combination of algorithm components, there
are also studies with algorithm-level combinations which directly combine or adaptively select different
algorithms [46,47].

From the current research on the improvement of the existing algorithms or new algorithms,
it seems that an important trend is to combine multiple search behaviors, and construct high-level
population running mechanisms. Therefore, in this paper, we introduce the idea of algorithm
combination into application practice. Different from the traditional algorithm design, this paper focuses
on the ideas and methods of algorithm combination and implements it as a general framework. Because
no free lunch theorem [48] indicated that no matter how the algorithm improves, it is impossible to be
better than all other algorithms on all problems. Therefore, an algorithm designed for a problem may
be not suitable to another problem. The researchers maybe need to design corresponding optimization
algorithms for each type of optimization problem. Thus, a flexible framework may be useful since
various algorithms (components) can be combined and different combination modes and strategies
can be adopted, which can bring diversity for algorithm design.
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We adopt the idea of multi-behavior combination and proposed a unified multi-behavior
combination model. Then, an agent-based framework is designed to support the model. The framework
has the following three functions: (1) the existing algorithms and techniques can be extracted and
reused as multiple behaviors; (2) the performance of the algorithm can be improved through the
appropriate multi-behavior combination; and (3) through the framework technology, the corresponding
combination algorithm can be customized for specific problems. At last, we customize a multi-behavior
combination algorithm for the power system economic load dispatch problems. The test results show
the effectiveness of the multi-behavior combination algorithm and the feasibility of the framework.

The remainder of this paper is organized as follows. Section 2 defines an intelligent optimization
algorithm combination model based on the idea of multi-behavior combination. Section 3 gives
an agent-based general framework for the model. Section 4 defines the ELD problem, and gives our
algorithm customized with the framework. Section 5 gives the test with four classical ELD cases.
Finally, Section 6 presents the conclusions.

2. A Unified Multi-Behavior Combination Model for Intelligent Optimization Algorithm

The ensemble of multiple algorithms or multiple algorithm components is a research hotspot
of intelligent optimization algorithms. In this paper, we try to give a general algorithm combination
framework which is hoped to support various algorithm combination mode. Since both algorithm and
algorithm component represent specific search behaviors, this kind of research tries to introduce different
behaviors in the search process of population. Therefore, this paper analyzes the characteristics of the
population-based intelligent optimization algorithm in order to determine the unified multiple-behavior
combination model.

2.1. Multi-Behavior Combination

Any population-based intelligent optimization algorithm requires a population with multiple
individuals. The algorithm needs to perform iteration in the search process. The individual of the
population evolves according to the algorithm mechanism in each iteration. Some algorithms simulate
complex multi-population model, and multiple populations coexist and communicate by specific
communication mechanisms. Therefore, a population-based intelligent optimization algorithm can be
considered as a three-dimensional model, as shown in Figure 1. We consider the population-based
optimization algorithm to be a three dimensional structure: x-dimension, y-dimension, and z-dimension;
where x represents the individual dimension of the population, y represents the iterative dimension of
the loop, and z represents the parallel population dimension. The x-y forms an algorithm plane that
can search independently. Multiple algorithm planes are parallel on the z-dimension and influence
each other by exchange individuals. A simple algorithm degenerates to a point in the z-dimension,
meaning a single population, and has the same behavior in both the x- and y-dimensions, representing
that the algorithm has only one behavior. Current algorithm research tends to improve algorithm
performance and robustness through a combination of multiple behaviors. From the three-dimensional
model, it can be seen that each dimension can be combined with different behaviors, and a combination
of behaviors in different dimensions contains a different optimization idea that should bring different
effects. This article divides the multi-behavior combination into three levels:

(1) Individual level: the combination of multiple behaviors at individual level refers to that individuals
of a population may have different behaviors. Each individual selects a specific behavior according
to certain rules. Individual level combination is a combination of ways to bring richer behaviors
in a population and can make the entire population more diverse.

(2) Iteration level: the combination of multiple behaviors at iteration level means that different
evolutionary generations may use different behaviors during evolutionary process. The multiple
behaviors can be related to different stages according to their evolutionary state, or be
executed alternately.
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(3) Population level: the combination of multiple behaviors at the population level means that
each sub-population may have its own behavior. In this combination, each sub-population is
independent, and a sub-population communication mechanism is needed.

x(individual set)

Y(iteration)

Z(population)

algorithm plane

Population
comuniction

Figure 1. A three-dimensional model for population-based intelligent optimization algorithm.

2.2. Behavior

Different algorithms or algorithm components are used to represent particular behaviors.
The combination of multiple behaviors can be a combination of algorithms or algorithm components.
Algorithm component is constituent element of the algorithm. For multi-behavior combination,
it is necessary to extract the behavior pattern from the algorithms in unit of one iteration which we
called the operator of an algorithm. Since the algorithm is a population-based algorithm, the core
operator is individual (population) evolution operator, which represents an evolutionary behavior
from the parent individuals (population) to the child individuals (population). Some algorithms can
be further decomposed to extract the auxiliary operators, which are the certain technological elements
of an algorithm such as parameter control strategy, constraint processing technology, etc., and can also
be used as the combination elements. This paper categorizes the behaviors into the following six types
of operator:

(1) Individual (population) evolution operator: individual (population) evolution operator is the core
operator of various algorithms. Most algorithms are based on individual evolution, and a small
number of algorithms are the overall population evolution, such as CMA-ES [49]. The operator
directly operates on the individuals or population to generate the offspring.

(2) Parent individual selection operator: the parent individual is the individual which applies in
individual evolution operation; therefore, it is an auxiliary operator for an individual evolution
operator, such as random selection, selection based on individual topology, selection based on
fitness, selection based on distance, etc.

(3) Population selection operator: the operator selects the individuals entering the next generation
between the parent population and the offspring population. A variety of population selection
strategies have been adopted in the algorithms. The PSO algorithm directly uses the offspring
population as the next generation population, the DE algorithm adopts the binary selection,
the GA adopts the fitness-based selection, and some studies improve the population selection
with considering the diversity.

(4) Parameter control operator: the parameter control operator is used to set the parameter values of
the algorithm. The parameter control operator also acts as a behavior because different parameter
values can cause different search trajectory. The current research has proposed a variety of
parameter control strategies. Some algorithms use fixed parameters, and some use only simple
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strategies, such as random values, descending linearly by evolution generation. Some studies
proposed adaptive parameter control strategies. Some of these strategies are general and can be
extracted as operators.

(5) Population size control operator: population size is also a parameter of the algorithm, but it has
great difference from the operation related parameters. It can also affect the population behavior.
Thus, population size control strategy can also be extracted as an operator.

(6) Constraint processing operator: the population-based intelligent optimization algorithm is suitable
for solving single-object unconstrained (boundary constraint) optimization problems. Additional
mechanisms are needed for constraint processing when solving constrained optimization problems.
The most straightforward approach is to discard the infeasible solution, but this approach may lose
performance, because infeasible solutions also carry valid information, and when the search space
is not continuous, the intelligent optimization algorithm may fall into local extrema. Therefore,
some studies explore constraint processing techniques. Generally, constraint processing occurs at
the population selection step, therefore, it can be embedded into the population selection operator
to construct the constraint-based population selection operator.

The multi-behavior combination can be an ensemble of multiple individual evolution operators,
or multiple auxiliary operators, or an ensemble of multi-type multiple operators.

2.3. Combination Strategy

In addition to three combination modes, a combination of multiple behaviors also needs to
establish corresponding combination strategies. For individual level combination, each individual’s
behavior is needed to be determined; and for the combination at iteration level, each evolutionary
generation is needed to determine the behavior for it; and the combination at population levels
should determine sub-population behavior, and establish sub-population communicate mechanism.
In this paper, we adopt the reverse thinking to take the behavior as the core. For an ensemble of
behaviors, if individual level combination is used, individual groups should be determined for each
behavior, including group size and grouping methods; if an iteration level combination is used,
evolutionary generations should be determined for each behavior; and if population level combination
is used, sub-population (is also an individual group) should be determined for each behavior including
communication mechanism. Thus, each behavior has its individual group, evolutionary generations,
and change strategy. Thereby, the behavior combination can be unified in a general framework.
The combination of multiple behaviors can be in a competitive or collaborative manner.

2.3.1. Collaborative Strategy

The collaborative strategy means that the related behaviors have a cooperative relationship,
that they will support each other. The collaborative relationship is generally pre-customized, and the
goal of collaboration is achieved through different search characteristics of multiple behaviors. Therefore,
according to the behavior characteristic, the individual group, or generations, or communicating
mechanism can be defined under specific combination mode. The communication mechanism of
individual groups can be re-grouping (which is more suitable for individual level combination),
or migrating and mixing individuals between different individual groups (which is more suitable for
population level combination).

2.3.2. Competitive Strategy

The competition strategy means that multiple behaviors compete with each other and decide
the winner. The winner would acquire more resources as the reward. The competitive resource
of the individual level combination is the number of individuals, and the resource of the iteration
level combination is execution probabilities. The population level combination is generally suitable
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for the collaborative strategy, but the sub-populations can also compete for the amount of
communication resources.

Although the resources to be competed are different, they can be unified. We define the resources
for competition as probability, that is, the resource occupancy rate of each behavior. It is defined as
a vector P = {P1, P2,... Pm}, m is the number of behaviors, and Pi is the resource occupancy of the ith
behavior, 1 ≤ i ≤ m. The basis of the competition strategy is the evaluation model of behavior. Define
evaluation model data for all behaviors as a vector soState = {soState1, soState2, . . . , soStatem}, soStatei is
the model score for the ith behavior, and soStatebest is the score for the optimal behavior.

The paper gives two competing strategies, one is a full-competitive strategy and the other is
a semi-competitive strategy. The full-competitive strategy maximizes the resources of the excellent
behavior set, and the definition of the excellent behavior set is shown in Equation (1), Pi is adjusted
according to Equations (2) and (3) [50], rate is the maximum adjustment ratio.

best =
{

i|soStatei > avg(soState) ∧ soStatei − avg(soState)
soStatebest − avg(soState)

> 0.5i ∈ [1, m]

}
(1)

Δi = rate · soStatebest − soStatei

soStatebest
i � best (2)

Pi =

⎧⎪⎪⎨⎪⎪⎩ Pi +
∑

i�best Δi
|best| if i ∈ best

Pi − Δi otherwise
(3)

The semi-competitive strategy defines a base ratio vector Pbase = {Pbase,1, Pbase,2,.., Pbase,m}, and Pbase,i
defines the resource ratio that the ith behavior at least occupies. The remaining ratios are proportionally
assigned based on the model scores of the behaviors. The adjustment method of Pi is as follows:

Pi = Pbase,i + (1−
m∑

i=1

Pbase,i) · soStatei∑m
i=1 soStatei

(4)

2.4. Evaluation Model

Two kinds of evaluation may be needed in the process of behavior combination. One type of
evaluation is to evaluate the population in order to understand the evolution state and select the
appropriate algorithm. The other type of evaluation is the evaluation of behavior since the optimization
performance of each behavior needs to be known for the competitive strategy. It may be necessary
to decide which behavior is the winner based on the relative performance of multiple behaviors.
Both types of evaluation are judged according to the population. Various evaluation mechanisms are
established through the relevant information of the parent population and its offspring population.
We divide the evaluation mechanism into two categories:

2.4.1. Fitness Based Evaluation

The evaluation mechanism based on fitness is a more intuitive evaluation mechanism. Obtaining
the optimal fitness is the goal of the algorithm. Therefore, the fitness evaluation mechanism is suitable
for evaluating the performance of the behavior.

(a) Success rate (SR). The SR refers to the successful improvement rate for offspring to parent
population. It is as follows:

SR =
|SI|
NP

(5)

where NP is the individual number of the population, SI is the set of individuals which enter the next
generation from offspring population, and |SI|means the individual number of SI.

(b) Successful individual fitness improvement mean (SFIM). The SFIM is a mean value for all
successful individual. If the population selection operator is binary selection as DE used, it can be
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computed as Equation (7). If the population selection operator is not binary selection, the Equation (8)
can be used.

Δ fk = | f (uk,g) − f (xk,g)| (6)

SFIM =

∑|SI|
k=1 Δ fk
|SI| (7)

SFIM =
|∑|PI|

k=1 f (xk,g) −∑|SI|
k=1 f (uk,g)|

|SI| (8)

where Δfk is the fitness improvement value of the offspring individual uk,g to the parent individual xk,g.
f is the fitness function (objective function), SI has the same meaning with Equation (5), and PI is the
set of parent individuals being replaced.

2.4.2. Evaluation Based on Other Information

Although the evaluation mechanism based on fitness is the most direct and effective method,
it lacks other state information of the reference population. Considering the population performing
the optimization as a stochastic system, information entropy can be used to evaluate the state of the
population. Information entropy can be seen as a measure of system ordering, and the changes in
entropy can be used to observe changes in populations. We also adopt an evaluation model based on
information entropy measurement in the target space. The information entropy for discrete information
is shown as follows:

H = −
n∑

i=1

pi log2 pi (9)

where n represents the number of discrete random variables, and pi represents the probability of the
ith discrete random variable, pi ∈ [0,1], and p1 + p2 +...+ pn = 1.

Let NP to be the individual number of the population, and the maximum and minimum objective
values of the population are fmin, fmax. Divide [fmin, fmax] in the target space into NP sub-domains as the
NP discrete random variables. Then pi is the individual percentage of the ith sub-domain.

pi = ci/NP (10)

where ci represents the number of individuals with objective values in the ith sub-domain. H is the
information entropy of the population representing the population diversity.

According to the multi-behavior combination model, a multi-behavior combination algorithm can
be defined according to Table 1.

Table 1. Multi-behavior combination algorithm attributes.

Algorithm Attributes Attributes Value Range

combination method {individual level, iteration level, population level}
combination strategy {collaborative strategy, competition strategy}
behavior operator set {six categories of operators}

evaluation model {SR, SFIM, Entropy, Compound model, none}

3. Agent-based General Algorithm Combination Framework

In order to customize the multi-behavior combination algorithm conveniently, the model needs to
be designed as a framework. In this section we construct an agent-based general framework.

First, an operator component library is built for the operators that represent various candidate
behaviors. The core of the framework is to construct the search agent which represents a behavior
in runtime. Multiple behavior set are expressed by a search agent list. Therefore, operators that
implement a behavior are encapsulated in a search agent. Each search agent is autonomous and can
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perform the search in a centralized or distributed environment independently. The combination of
algorithms or combination of operator components is transformed into a combination of search agents.
Multi-behavior combination is modeled by a combination agent which describes the combination
scheme and determines the execution logic in order to schedule the search agents. The combination
component library includes some related combination modes and strategies. A multi-agent system
environment is defined for information exchange among search agents, including the entire population
information, general settings of algorithm, information communication region. The framework structure
is shown in Figure 2.

Operator 
component 

library

Environment

Search agent list

Combination 
agent

Population

Information
Comunication

region

.

.

.

.

.

.

Execute a
 serch agent

Algorithm 
settings

Combination 
Component

library

Figure 2. Agent-based framework structure.

3.1. Operator Component Library

The operator components in the operator component library are designed or extracted from
existing algorithms. The six types of operators summarized in Section 2.2 can be embedded in the
framework. A uniform interface for each type of operator is defined. Each operator takes one iteration as
the extraction unit. The data structure corresponding to an operator component should be constructed
if some information needs to be maintained between the two iterations of the operator. Most algorithms
have the same structure on evolution operation: at first parent individual selection, then individual
evolution to generate offspring, finally population selection. These algorithms can be decomposed into
the three types of operator components if they are general and can be reused. And these algorithms can
be assembled by the corresponding operator components when in runtime. There are also algorithms
that cannot be decomposed to general components, thus, the entire evolution operation in one iteration
can be extracted into an independent individual evolution operator component.

3.2. Search Agent

Each search agent represents a behavior that can search independently, and therefore, it is an
iterative unit of a complete algorithm. It contains the information needed by a complete algorithm,
and is defined as a five-tuple:

SAinfo = (AlInfo, GroupInfo, RuntimeInfo, OffspringInfo, ModelInfo)

• AlInfo is a data structure for algorithm information. The algorithm information describes its
corresponding operator combination. The individual evolution operator is the core operator.
According to the core operator, the auxiliary operators (parent individual selection operator,
the population selection operator) are selected if needed, then the parameters of the algorithm can
be determined, and the parameter control operator can be selected.

• GroupInfo is a data structure for individual group information. It means the population of an
algorithm, including the group size, individual set, individual type.
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• RuntimeInfo is a data structure for runtime information. Runtime information comes from the
algorithm running process, because some information should be retained during the iteration.
Various operator components may require their specific information; thus, the related runtime
information structure is constructed when the operator component is executed for the first time.

• OffspringInfo is the result of search behavior, and it represents the set of offspring individuals.
• ModelInfo is the evaluation data of the behavior. It is a vector including one or more selected

evaluation models from {SR, SFIM, Entropy}.

A single-step search behavior is defined to enable the search agent to run step by step. The algorithm
is identical for all search agents, and the difference is the operators and group. The algorithm is showed
in Algorithm 1.

Algorithm 1. Single-step behavior of search agent.

Input: AlInfo, GroupInfo, RuntimeInfoOutput: OffspringInfo, ModelInfo
foreach parameter strategy in AlInfo
Execute the parameter strategy operator component to generate the parameter value set.
end foreach
Execute the evolution operation (including an operator list in AlInfo) and return the offspring set.
Compute the objective of the offspring.
foreach parameter strategy in AlInfo
Execute the parameter strategy component to collect information and construct the parameter strategy model.
end foreach
Collect the algorithm information to generate ModelInfo.

3.3. Combination Agent

The combination agent includes the data structure for describing the combination scheme and
the algorithm for executing the combination mechanism. Each search agent represents a specific
behavior. The combination scheme defines the combination mode and combination strategy for
multiple behaviors (multiple search agents). In the framework, we predefined three basic combination
modes as {individual level combination, iteration level combination, population level combination}.
Each combination mode needs to define its population grouping strategy and execution strategy, which
determines the individual group and execution manner for all search agents in a combination mode.
The predefined strategies are shown in the Table 2 and are supported by the combination component
library which includes the three combination mode components, grouping components, competitive
strategy components, group communication components. The flow chart of three combination mode
components in one iteration is shown in Figure 3. It can be seen that the other strategy components
are called by the combination mode components. The combination agent executes corresponding
combination mode components according to the combination scheme described.

Table 2. Combination Scheme Settings.

Combination
Mode

Individual Group Iteration
(Execution Manner)Group Size Grouping Method Group Communication

individual level
fixed

full-competition
semi-competition

Split the population Regrouping
(Every few generations) every generation

iteration level fixed share the population none
fixed

full-competition
semi-competition

population level fixed Split the population migration of individuals
(Every few generations) every generation
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Figure 3. The flow charts of three combination mode components in one iteration: (a) Individual level
combination; (b) Iteration level combination; (c) Population level combination.

3.4. Algorithm Reuse and Algorithm Customization under the Framework

Most population-based optimization algorithms can be integrated into the framework. In this
paper, an algorithm that adopts the same behavior in three dimensions is called a single-behavior
algorithm. An algorithm that adopts different behaviors in any dimension is called a multi-behavior
combination algorithm. Most existing algorithms can be classified as single-behavior algorithms or
multi-behavior combination algorithms.

Both single-behavior and multi-behavior algorithms can be decomposed to extract the six types of
technical unit operators if they have. For the multi-behavior combination algorithms, the combination
modes adopted by the algorithms generally belong to the three basic combination modes. However,
the combination strategy may be various. We predefined some combination strategies, which may
also be extracted as components from the current multi-behavior algorithms and reused by the
combination agent.

By analyzing the behaviors and the combination method of the existing algorithms, the operator
components and the combination strategy components are extracted, and the existing algorithms can
be recombined in the framework. More importantly, the new algorithm can be customized under
the framework.

Customizing an algorithm first requires the determination of the optimization idea of
multi-behavior combination, selection of the corresponding operators, and the combination of related
operators into multiple search agents. Then, the combination scheme is designed, including combination
mode, combination strategy, grouping strategy, and some fixed parameters. Then, the algorithm can
be executed by the framework. The algorithm of the framework is as Algorithm 2.

96



Energies 2019, 12, 2175

Algorithm 2. Algorithm of the framework.

Initialize the algorithm settings (population size, max evaluation number, boundary constraint).
Construct the data structure of combination scheme.
Construct the data structure of each search agent and generate search agent list.
Initialize the population and evaluation by objective function.
while (not satisfied the termination condition)
execute combination agent
acquire the combination mode according to combination scheme data structure.
execute the corresponding combination mode component (Figure 3).
end combination agent
record the best result
end while

To demonstrate the working principle of this framework, we give the examples on introducing DE
and its variants jDE [51], SHADE [52], and teaching-learning-based optimization algorithm (TLBO) [29]
into the framework:

3.4.1. DE, jDE and SHADE

At first, the individual evolution operator, the parent individual selection operator, the population
selection operator, and the parameter control operator can be extracted from the three algorithms as
operator components. The DE and jDE has the same individual evolutionary operator: DE/rand/1
mutation strategy and the binomial crossover strategy. The individual evolution operator of the SHADE
algorithm adopts the DE/current-to-pBest/1 mutation strategy and binomial cross strategy. The DE and
jDE also have the same parent individual selection operator: random selection. The parent individual
of SHADE has two types, one is the best parent individual, the other is the ordinary parent individual.
The best parent individual selection operator adopts a random selection among the top p% individuals
(sorted by fitness), and the ordinary parent individual selection operator adopts a random selection
among population and failure individual archive. For the population selection operator, the three
algorithms all use binary greedy selection. For the parameter control operator, DE uses the fixed value
strategy, jDE and SHADE use adaptive parameter control strategies [51,52], which can be reused and
are suitable to be extracted as operator components.

The three algorithms are all single-behavior algorithms. When using one of them, the related
operator components can be selected and assembled into a search agent. For example, the SHADE
algorithm has four operator components. The identifier (ID) of each component is specified in the
AlInfo structure of the search agent. Algorithm 1 automatically calls the corresponding component
for an iterative execution. The predefined execution order of operator components is: (1) execute the
parameter components for the first call and generate the parameter value set, (2) execute the best
parent individual selection component to generate the optimal parent individual set, (3) execute the
ordinary parent individual selection component to generate other parent individual set, (4) execute
the individual evolution component to generate the offspring, (5) execute the population selection
component to generate the population of next generation, (6) execute the second call of the parameter
control component to generate the parameter strategy model (needed by adaptive parameter control
strategy), and (7) execute the algorithm evaluation component and generate algorithm evaluation
model. If any step is not required, the component ID is set to 0, and the step is skipped. The search agent
is called by the framework iteratively; thus, the SHADE algorithm can be supported by the framework.

3.4.2. Teaching-Learning-Based Optimization (TLBO)

TLBO algorithm is a multi-behavior combination algorithm. It contains two behaviors in the
iteration level, one is teaching behavior and the other is learning behavior. It can be introduced
into the framework by four steps: (1) extract operators for each behavior; (2) select the operator
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components and construct the search agent for each behavior with description in AlInfo of each
search agent; and (3) define the combination method of the two behaviors and describe it in the data
structure of the combination agent. For the TBLO algorithm, the combination mode is an iteration level
combination. For this combination mode, it does not need to divide the population for the search agents.
It only needs to assign individuals according to the GroupInfo of the search agent. The group of the
two behaviors in the TLBO algorithm is the entire population which can be described by the GroupInfo.
The multi-behavior combination strategy is a collaborative strategy, the search agents are executed in
a predefined fixed order: one by one. (4) The framework executes the combination agent iteratively,
and the combination agent calls the component for iteration level combination. The algorithm flow of
the component for iteration level combination is showed in Figure 3b.

Most of the algorithms adopt one combination mode for multiple behavior and can be customized
by simple settings under the framework. However, a few studies explore the more complex combination,
which can be seen as a further combination of these three basic combination modes. The components
of the framework can also be reused to construct complex multi-level combination algorithm; however,
the combination agent may need some modification.

4. Economic Load Dispatch Model and Algorithm Customizing

4.1. The Model of Economic Load Dispatch Problem

Economic load dispatch is a typical optimization problem in power systems. The goal is to
minimize fuel costs by rationally arranging the active power output of each generating unit in a power
plant or power system on the premise of meeting system load demand and operational constraints.

4.1.1. Problem Definition

The objective function of the optimization problem is as follows:

minF =

Ng∑
i=1

Fi(Pi) (11)

where F is total fuel cost, Ng is the total number of online generating units of the system, Pi is the
power output (in MW) of ith generator, Fi(Pi) is the cost function of the ith generator as Equation (12),
if the valve point effect is considerd, Fi(Pi) can be described as Equation (13).

Fi(Pi) = aiPi
2 + biPi + ci (12)

Fi(Pi) = aiPi
2 + biPi + ci + |ei sin( fi(Pi

min − Pi))| (13)

where ai, bi, ci, ei, fi is the cost coefficients of the ith generator.
In addition to the objective function, the problem needs to meet some constraints:

4.1.2. Generator Output Constraint

Pi
min ≤ Pi ≤ Pi

max (14)

where Pi
min and Pi

max are lower and upper bounds for power output of the ith generator.

4.1.3. Power Balance Constraints

Ng∑
i=1

Pi = PD + PL (15)
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where PD is the total system loads and PL is the total power loss in all transmission lines. PL can be
obtained by B-coefficient method as Equation (16).

PL =

Ng∑
i=1

Ng∑
j=1

PiBijPj +

Ng∑
i=1

B0iPi + B00 (16)

where Bij, B0i, B00 are coefficients of the power loss matrix.

4.1.4. Ramp Rate Limit Constraints

Pi − Pt−1
i ≤ URi , Pi

t−1 − Pi ≤ DRi (17)

max(Pmin
i , Pi

t−1 −DRi) ≤ Pi ≤ min(Pmax
i , Pt

t−1 + URi) (18)

where Pi
t−1 is the previous power output, URi and DRi are the up-ramp and down-ramp limit of the

ith generator.

4.1.5. Prohibited Operating Zones Constraints

The generating units may have certain zones where operation is restricted. Consequently,
the feasible operating zones are discontinuities as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pi

min ≤ Pi ≤ Pi,1
pzl

Pi, j−1
pzu ≤ Pi ≤ Pi, j

pzl

Pi,ni
pzu ≤ Pi ≤ Pi

max
(19)

where ni is the total number of prohibited operating zones, Pi,j
pzl and Pi,j

pzu are the lower and upper
limits of the jth prohibited zone for the ith generating unit respectively.

4.2. Customizing Multi-Behavior Combination Algorithm

The algorithm we customized for ELD problem is a multi-behavior combination algorithm.
The behaviors come from the operator component library. At present, we only give small number
of operators including some individual evolution operators (mainly DE algorithm operator and its
invariants including mutation step and crossover step), some parent individual selection operators,
some parameter control operators, and a population selection operator (just DE adopted) and its
two constraint-based version with penalty functions method [45] and ε-constraint handling method [45].

The ε-constraint handling method gives the constraints a relaxation scope, and if the constraint
violation value of individuals are less than ε, the individuals are considered feasible. Then in the
population selection operator (an operator of one-to-one choice between parent individual and offspring
individual), two feasible individuals are compared and selected according to objective value, and in
the other case, individuals are selected according to constraint violation degree. The ε is varied as
follows [45]:

ε(0) = ν(xθ)

ε(k) =
⎧⎪⎨⎪⎩ ε(0)(1− k

Tc
)

cp
0 < k < Tc

0 k ≥ Tc

(20)

where ε(0) is the initial ε value, Xθ is the top θth individual and θ = (0.05 ×NP), v is constraint violation
function. cp and Tc are parameters, and Tc is a specific generation in iteration.

For the multi-behavior algorithm, we give three behaviors which come from DE algorithm and
its variants jDE [51], SHADE [52], etc. The three behaviors are constructed with the operators in the
operator component library. The design for behaviors is showed in Table 3. Behavior1 and behavior2
have the similar algorithms with difference in parameter control operator. Behavior2 and behavior3
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have the similar parameter control operator with difference in algorithm operation. Behavior 1 is
used for randomness and diversity. Behavior2 is a fitness improvement instructed search because
its parameter control strategy tends to the parameter values which bring larger fitness improvement.
Behavior 3 is an optimal individual set instructed search, and is used for gathering in the optimal regions.
The combination method of the three behaviors is designed as Table 4. Based on the combination
method in Table 4, the three behaviors are executed in a fixed order from behavior 1 to 3 for the iteration
level, so the search process is a repeated local small loop from diversity exploration to exploitation.

Table 3. The multi-behavior design with operators.

Behavior Operator Components Design

1

Individual evolution operator: DE/rand/1 mutation strategy, Binomial crossover strategy
(comes from DE algorithm).

Parent individual selection
operator: Random selection strategy.

Population selection operator: Binary selection (come from DE algorithm) with ε-constraints
handling method (cp = 5, Tc = 0.7).

parameter control operator: F and CR: jDE algorithm strategy with parameter domain in [0,1].

other operators: none

2

Individual evolution operator: The same as behavior 1

Parent individual selection
operator: The same as behavior 1

Population selection operator: The same as behavior 1

parameter control operator: F and CR: SHADE algorithm strategy with parameter domain in [0,1].

other operators: none

3

Individual evolution operator: DE/current-to-pBest/1 mutation strategy with archive, Binomial
crossover strategy (come from SHADE algorithm)

Parent individual selection
operator:

Best individual: random selection from %p top individual
set with fitness sorting

Other individuals: random selection from population and archive

Population selection operator: The same as behavior 1.

parameter control operator: p: linear decreasing strategy based on generation from 0.5 to 0F and
CR: SHADE parameter control strategy with domain in [0,1]

other operators: none

Table 4. Behavior Combination design.

Combination Settings Design

combination mode Iteration level combination.
group size Fixed (NP: population size).

grouping method Share (The entire population).
group communication None.

iteration Collaborative strategy: fixed (executed one by one)

Just like the example in Section 3.4, the three behaviors are organized as search agents. It only
needs to describe the operator components designed in Table 3 with AlInfo of search agent, then the
search agent can execute these components in order with one iteration. However, the execution manner
of multiple search agents is determined by the design in Table 4. The combination agent interprets the
combination design and executes the search agents in a designed manner. The combination method is
similar to the TLBO algorithm, but we have three behaviors. The behavior combination happens at the
iteration level and the combination strategy is collaborative strategy which adopts the fixed execution
manner: the three behaviors are executed one by one.
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The algorithm of this paper is a general constrained optimization algorithm. The optimization
objective is Equation (11). Xi = {Pi,1, Pi,2, . . . Pi,Ng} is an individual vector, and is also a solution
of the ELD problem, which means the power outputs of all the online generating units. In the
current population-based intelligent optimization algorithm for solving ELD problems, the constraint
processing can be divided into two categories. One is to process the individuals that violate the
constraints and use the problem-specific knowledge to modify the individuals and satisfy the constraints
as much as possible. However, because the constraints are more difficult to fully satisfy, the algorithm
still needs to provide constraint processing technology. Another type of algorithm does not perform
special processing, but only uses general constraint processing techniques. In this paper, the constraint
of Equation (14) is processed as boundary. When the transmission loss is not considered, the equality
constraint is simply processed according to Equation (15) by recomputing the power output of the
last generating unit, and the other inequality constraints are not processed. When considering the
transmission loss, the constraint relationship is complicated, and we do not make special treatment, the
constraints are processed only through the ε-constraint handling method. The tolerance of the equality
constraint is set as 10–4, which can be updated according to the problem. In order to facilitate the
comparison, the algorithm proposed by this paper is named as multi-behavior combination differential
evolution algorithm (MBC-DE).

5. Experiment and Discussion

In this section, the proposed algorithm and framework is applied in ELD problems. The ELD
problem is a non-convex, nonlinear, discontinuous constrained optimization problem. The equality
constraint involved is power balance constraint, inequality constraints are ramp rate limit constraints,
and prohibited operating zones constraints. The valve point effect may or may not be considered in the
objective function, and transmission losses may or may not be considered in the equality constraint.
The transmission losses are calculated by B-coefficient method. We use four test system which varies
with different difficulty levels. For each test case, 20 independent runs are performed and the results of
the best, worst and mean fuel costs are recorded and compared with other algorithms. Each behavior of
the multi-behavior algorithm is tested independently in order to analyze the effects of the multi-behavior
combination. The three single-behavior algorithms are named as Behavior1~Behavior3. The population
size is set as 50 for all cases, and the max iteration is 2000 generation.

(1) Test Case 1: Test case 1 is a small system. The system is comprising six generators, and the
ramp rate limit, prohibited operating zone and transmission losses are all considered without valve
point loading effect. The system data is from [2,3]. The load demand is 1263 MW.

Table 5 gives the best output for this case, it can be seen that the equality constraint accuracy is
less than 10-4, and all the inequality constraints are satisfied (see the system data in [2]). Table 6 give
the comparison between single behavior and multi-behavior algorithm. Among the three behaviors,
Behavior3 performs best, and MBC-DE inherits its characteristics and obtains a smaller standard
deviation. Table 7 give the comparison between MBC-DE and other algorithms. From the data in the
table, the algorithm MBC-DE goes beyond some algorithms, but there are also some algorithms that
are better than MBC-DE. In test case 1, MBC-DE falls into a local extremum. The three sub-algorithms
of MBC-DE are all differential evolution and the search trajectory is similar. No behavior can help
MBC-DE to jump out of this local extremum. This also give us the confidence on algorithm combination
research by introducing new algorithm or algorithm components into the framework, to enrich the
algorithm behaviors.

Table 5. Best outputs for test case 1 with PD = 1263 MW (6-units system).

Unit 1 2 3 4 5 6

Output power (MW) 446.716 173.145 262.797 143.490 163.918 85.3562
Total Power output (MW) 1275.42190006
Transmission loss (MW) 12.422

Fuel Cost ($/h) 15,444.185
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Table 6. Algorithm comparison between multi-behavior and single-behavior for test case 1.

Algorithm
Cost ($/h)

std
best mean worst

Behavior1 15,444.185 15,451.853 15,489.857 1.4515660 × 10
Behavior2 15,444.185 15,445.892 15,461.454 4.5020314
Behavior3 15,444.185 15,444.185 15,444.185 1.3139774 × 10−6

MBC-DE 15,444.185 15,444.185 15,444.185 8.8040610 × 10−7

Table 7. Algorithm comparison between MBC_DE and other algorithms for test case 1.

Algorithm
Cost ($/h)

std
best mean worst

GA [6] 15,459.00 15,469.00 15,469.00 41.58
PSO [2] 15,450.00 15,454.00 15,492.00 14.86

NPSO-LRS [8] 15,450.00 15,450.50 15,452.00 NA
AIS [12] 15,448.00 15,459.70 15,472.00 NA
DE [11] 15,449.77 15,449.78 15,449.87 NA

DSPSO-TSA [9] 15,441.57, 15,443.84 15,446.22 1.07
BBO [16] 15,443.096 15,443.096 15,443.096 NA

SOH-PSO [53] 15,446.02 15,497.35 15,609.64 NA
θ-PSO [54] 15,443.1830 15,443.2117 15,443.3548 0.0291
MABC [13] 15,449.8995 15,449.8995 15,449.8995 NA

MP-CJAYA [55] 15,446.17 15,451.68 15,449.23 NA
CTLBO [16] 15,441.697 15,441.9753 15,441.7638 1.94 × 10−2

MBC-DE 15,444.185 15,444.185 15,444.185 8.8040610 × 10−7

NA: Not available.

(2) Test Case 2: Test case 2 is a 15 units system. The ramp rate limit and transmission losses are
considered. There are 4 generators having prohibited operating zone. The valve point loading effect is
neglected. The system data is also from [2,3]. The load demand of the system is 2630MW.

Table 8 gives the best output of MBC-DE for this case, it can be seen that the equality constraint
accuracy is also less than 10-4, and all the inequality constraints are satisfied (see the system data
in [2]). Table 9 give the comparison between single behavior and multi-behavior algorithm. Among
the three behaviors, Behavior3 still performs best, and MBC-DE is better than Behavior3 in mean and
worst value. We believe this is due to the combination of multiple behavior, although Behavior2 and
1 is worse than Behavior3. Table 10 shows the comparison between MBC-DE and other algorithms.
The data in the table shows that the algorithm we proposed achieved better results than others in case 2.

Table 8. Best outputs for test case 2 with PD = 2630 MW (15-units system).

Unit Output Power (MW) Unit Output Power (MW) Unit Output Power (MW)

1 455.000 6 460.000 11 79.9997
2 380.000 7 430.000 12 79.9999
3 130.000 8 690.829 13 25.0001
4 130.000 9 605.011 14 15.0005
5 169.999 10 160.000 15 15.0003
Total Power output (MW) 2659.58290292
Transmission loss (MW) 29.58300000

Fuel cost ($/h) 32692.399
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Table 9. Algorithms comparison between multi-behavior and single-behavior for test case 2.

Algorithm
Cost ($/h)

std
best mean worst

behavior1 32,696.300 32,721.648 32,766.651 1.9540042 × 10
behavior2 32,692.645 32,697.776 32,741.991 1.0539320× 10
behavior3 32,692.399 32,694.789 32,740.250 1.0700474 × 10
MBC-DE 32,692.399 32,692.509 32,692.815 1.2095983 × 10−1

Table 10. Algorithms comparison between MBC_DE and other algorithms for test case 2.

Algorithm
Cost ($/h)

std
best mean worst

GA [8] 33,113.00 33,228.00 33,337.00 49.31
PSO [2] 32,858.00 33,105.00 33,331.00 26.59

SOH-PSO [53] 32,751.39 32,878 32,945 NA
DSPSO-TSA [9] 32,715.06 32,724.63 32,730.39 8.4

IPSO [56] 32,709 32,784.5 NA NA
SQPSO [57] 32,704.5710 32,707.0765 32,711.6179 1.077
θ-PSO [54] 32,706.6856 32,711.4955 32,744.0306 9.8874

AIS [9] 32,854.00 32,892.00 32,873.25 NA
MDE [58] 32,704.9 32,708.1 32,711.5 NA

MP-CJAYA [55] 32,706.5158 32,708.8736 32,706.7150 NA
MBC-DE 32,692.399 32,692.509 32,692.815 1.2095983 × 10−1

NA: Not available.

(3) Test Case 3: test case 3 is a 40 units system with valve point effect being considered. The ramp
rate limit and transmission losses are neglected. The load demand is 10,500 MW. The system data is
from [4].

Table 11 gives the best output of MBC-DE for this case; it can be seen that the equality constraint
is satisfied. Table 12 give the comparison between single behavior and multi-behavior algorithm.
Among the three behaviors, Behavior1 and Behavior2 all performs well, and MBC-DE is better than
them. We think the Behavior3 act as the supporting role, although it works poorly on its own. Table 13
give the comparison between MBC-DE and other algorithms. The data in the table show that the
algorithm we proposed achieved better results. For the best value, MBC-DE is better than others,
but for the mean value, MDE and DE/BBO are better.

Table 11. Best outputs for test case 3 with PD = 10,500 MW (40-units system).

Unit Output Power (MW) Unit Output Power (MW) Unit Output Power (MW)

1 110.800 15 394.279 29 10.000
2 110.800 16 394.279 30 87.800
3 97.400 17 489.279 31 190
4 179.733 18 489.279 32 190
5 87.800 19 511.279 33 190
6 140 20 511.279 34 164.800
7 259.600 21 523.279 35 194.398
8 284.600 22 523.279 36 200
9 284.600 23 523.279 37 110

10 130.000 24 523.279 38 110
11 94.000 25 523.279 39 110
12 94.000 26 523.279 40 511.279
13 214.760 27 10.000
14 394.279 28 10.000

Total power output (MW) 10,500
Fuel cost ($/h) 121,412.5355
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Table 12. Algorithm comparison between multi-behavior and single-behavior for test case 3.

Algorithm
Cost ($/h)

std
best mean worst

Behavior1 121,420.90 121,453.58 121,506.89 3.0363190 × 10
Behavior2 121,412.54 121,456.32 121,517.82 3.0129673 × 10
Behavior3 121,424.15 121,498.80 121,695.91 6.6662083 × 10
MBC-DE 121,412.54 121,450.32 121,481.33 2.1658087 × 10

Table 13. Algorithm comparison between MBC_DE and other algorithms for test case 3.

Algorithm
Cost ($/h)

std
best mean worst

SOH-PSO [53] 121,501.14 121,853.07 122,446.30 NA
SQPSO [57] 121,412.5702 121,455.7003 121,709.5582 NA

BBO [16] 121,426.953 121,508.0325 121,688.6634 NA
DE/BBO [23] 121,420.8948 121,420.8952 121,420.8963 NA

MDE [58] 121,414.79 121,418.44 NA NA
MP-CJAYA [55] 121,480.10 121,861.08 NA NA

MBC-DE 121,412.54 121,450.32 121,481.33 2.1658087 × 10

NA: Not available.

(4) Test Case 4: test case 4 is a large-scale power system with 140 generators. The valve point effect
is considered. The ramp rate limit and transmission losses are neglected. The load demand is 49,342
MW. The system data is from [59].

Table 14 gives the best output of MBC-DE for this case; and the equality constraint is satisfied.
Table 15 give the comparison between single behavior and multi-behavior algorithm. Among the three
behaviors, Behavior3 has the best result and the worst result, this means that the algorithm has large
fluctuations and instability. MBC-DE has improved in both the optimal value and stability which
represents the effect of algorithm combination. Table 16 gives the comparison between MBC-DE and
other algorithms. The data in the table show that the algorithm we proposed achieved better results.

Table 14. Best outputs for test case 4 with PD = 49342 MW (140-units system).

Unit
Power Output

(MW)
Unit

Power Output
(MW)

Unit
Power Output

(MW)
Unit

Power Output
(MW)

1 118.667 36 500.000 71 137.693 106 953.998
2 188.994 37 241.000 72 325.495 107 951.999
3 189.997 38 241.000 73 195.039 108 1006.00
4 189.997 39 773.999 74 175.038 109 1013.00
5 168.540 40 768.999 75 175.180 110 1021.00
6 189.790 41 301.105 76 175.627 111 1015.00
7 489.999 42 300.797 77 175.552 112 94.0000
8 489.997 43 245.412 78 330.048 113 94.0006
9 496.000 44 242.746 79 531.000 114 94.0003
10 495.996 45 246.348 80 530.990 115 244.009
11 496.000 46 249.979 81 400.966 116 244.003
12 495.999 47 244.958 82 560.012 117 244.274
13 506.000 48 249.639 83 115.000 118 95.0021
14 509.000 49 249.960 84 115.000 119 95.0003
15 506.000 50 249.282 85 115.000 120 116.000
16 505.000 51 165.348 86 207.007 121 175.000
17 506.000 52 165.000 87 207.000 122 2.00007
18 505.997 53 165.002 88 175.634 123 4.00695
19 505.000 54 165.281 89 175.017 124 15.0000
20 504.998 55 180.002 90 175.255 125 9.00339
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Table 14. Cont.

Unit
Power Output

(MW)
Unit

Power Output
(MW)

Unit
Power Output

(MW)
Unit

Power Output
(MW)

21 505.000 56 180.000 91 175.048 126 12.0054
22 505.000 57 103.628 92 580.000 127 10.0026
23 504.999 58 198.001 93 645.000 128 112.030
24 505.000 59 311.997 94 983.997 129 4.00002
25 537.000 60 282.396 95 978.000 130 5.00497
26 536.999 61 163.000 96 682.000 131 5.00042
27 548.997 62 950.044 97 719.998 132 50.0405
28 549.000 63 160.040 98 717.999 133 5.00001
29 501.000 64 170.063 99 720.000 134 42.0004
30 501.000 65 489.868 100 964.000 135 42.0006
31 506.000 66 198.341 101 958.000 136 41.0030
32 505.999 67 474.705 102 1007.00 137 17.0039
33 505.994 68 489.234 103 1006.00 138 7.06653
34 506.000 69 130.002 104 1013.00 139 7.00002
35 500.000 70 234.746 105 1020.00 140 26.0098

Total power output (MW) 49342
Fuel Cost ($/h) 1559810.6

Table 15. Algorithms comparison between multi-behavior and single-behavior for test case 4.

Algorithm
Cost ($/h)

std
best mean worst

behavior1 1,560,264.0 1,561,026.0 1,562,979.2 6.1392827 × 102

behavior2 1,560,336.3 1,561,104.0 1,562,181.8 5.6010767 × 102

behavior3 1,560,080.0 1,562,559.7 1,565,170.9 1.4819202 × 103

MBC-DE 1,559,810.6 1,560,195.7 1,561,194.1 3.3572187 × 102

Table 16. Algorithms comparison between MBC_DE and other algorithms for test case 4.

Algorithm
Cost ($/h)

std
best mean worst

SDE [60] 1,560,236.85 NA NA NA
GWO [18] 1,559,953.18 1,560,132.93 1,560,228.40 1.024
MBC-DE 1,559,810.6 1,560,195.7 1,561,194.1 3.3572187 × 102

NA: Not available.

Implementing the algorithm in the form of a framework maybe lose some efficiency. The reason is
that in order to achieve generality and easy assemblage, various technical units need to be designed as
components which can be implemented as functions in Matlab, and thus the overhead of function call
is generated. This gap can be reduced through programming technology. In fact, the running time of
the algorithm is less than 30s with Matlab R2018a environment on a 1.99 GHz, 16 GB RAM Notebook
computer. The time is feasible for some online systems. If the system has strict real-time requirements,
the framework can also be used as a debugging tool to determine the algorithm. Then, code refactoring
can be performed. The algorithm we proposed is not restricted by the constraint form and has
a certain versatility.

6. Conclusions

Through the experiments in this paper, we can see that the performance of the population-based
intelligent optimization algorithm can be improved by appropriate multi-behavior combination.
A behavior has specific search trajectory, so it is easy to trap into the same local extremum. Multiple
behaviors have different search trajectories, and can lead to more diversity, so the combination
of multiple behaviors is more likely to be suitable for complex optimization problems. The ELD
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Problem has a complex solution space caused by multiple constraints, the algorithms are prone to
trap into the local extremum. From the related research, it can be seen that different algorithms are
gradually improving the optimization results, which also shows that the previous algorithm has
fallen into the local extremum. Therefore, combining the search characteristics of different algorithms
makes it possible to obtain good results. The algorithm in this paper is a combination of three DE
variants. From the test results, the proposed algorithm with multiple behaviors is better than the
single behavior used by the algorithm. However, the sub-algorithms all belong to the DE algorithm,
thus, their search trajectories are similar, the algorithm results are improved only a little, and some
studies have yielded better values. This makes us more convinced of the significance of implementing
a multi-behavior combination framework. With more candidate behaviors, the algorithm may be
improved further. Therefore, our follow-up work is to introduce more algorithms into the framework to
enrich the candidate behaviors. Another research opportunity involves improving the multi-behavior
combination strategy.

Multi-behavior combination is an important research idea of current intelligent optimization
algorithms. This article hopes to introduce this idea into practical applications. Different from the
traditional research, the focus of this paper is to realize the idea as a general framework. Various
algorithm components can be extracted from the all kinds algorithm and introduced into the framework.
By performing behavior design and the combination method design, the new algorithm can be
assembled. It brings convenience to the customization of new algorithms and to algorithm combination
research more generally. Although the algorithm is tailored to solve the ELD problem, it is obvious
that the framework can apply to other practical problems with simple customization.
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Abstract: Solving the Unit Commitment problem is an important step in optimally dispatching
the available generation and involves two stages—deciding which generators to commit, and then
deciding their power output (economic dispatch). The Unit Commitment problem is a mixed-integer
combinational optimization problem that traditional optimization techniques struggle to solve,
and metaheuristic techniques are better suited. Dragonfly algorithm (DA) and particle swarm
optimization (PSO) are two such metaheuristic techniques, and recently a hybrid (DA-PSO), to make
use of the best features of both, has been proposed. The original DA-PSO optimization is unable to
solve the Unit Commitment problem because this is a mixed-integer optimization problem. However,
this paper proposes a new and improved DA-PSO optimization (referred to as iDA-PSO) for solving
the unit commitment and economic dispatch problems. The iDA-PSO employs a sigmoid function
to find the optimal on/off status of units, which is the mixed-integer part of obtaining the Unit
Commitment problem. To verify the effectiveness of the iDA-PSO approach, it was tested on four
different-sized systems (5-unit, 6-unit, 10-unit, and 26-unit systems). The unit commitment, generation
schedule, total generation cost, and time were compared with those obtained by other algorithms
in the literature. The simulation results show iDA-PSO is a promising technique and is superior to
many other algorithms in the literature.

Keywords: dragonfly algorithm; metaheuristic; particle swarm optimization; unit commitment

1. Introduction

The development of electricity markets has made it even more crucial to determine the optimal
generator schedule to minimize costs while meeting load demand. Traditional economic dispatch
(ED) does not perform decisions on which generators to commit and assumes all generators must
be dispatched within their minimum and maximum generator limits. Unit Commitment (UC) is the
optimization problem of determining the optimal set of in-service and out-of-service generating units
and their output during the scheduling period to minimize the total production costs while satisfying
all the constraints [1]. In the UC problem, two decision processes involved are unit scheduling and ED.
The unit scheduling process is to determine the on/off status of generating units in each hour of the
planning horizon while considering minimum up- and down-time of the units. ED aims to find the
optimal power generation of the in-service generating units to meet the load demand and spinning
reserve during each hour while maintaining generating unit limits.

Energies 2019, 12, 2335; doi:10.3390/en12122335 www.mdpi.com/journal/energies109
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The UC problem has been considered to be a large-scale, non-convex, and mixed-integer non-linear
combinatorial optimization problem, which makes the UC problem difficult to be solved. In the
past, many methods have been proposed to solve the UC problem [2]. Some of the proposed
techniques for solving the UC problem are; integer programming [3,4], branch-and-bound methods [5],
dynamic programming (DP) [6–11], mixed-integer programming [12], Lagrangian relaxation methods
(LR) [13,14], priority list method [15]. However, each of these methods has some drawbacks when
solving the UC problem. For instance, the integer and mixed-integer programming methods, which use
linear programming to find an integer part of the solution require too large memory for large systems,
and this results in a large computation burden. The computation time of the Branch-and-bound
increases exponentially with system size. Although DP is flexible, it sometimes requires a large amount
of computation time if various constraints are considered. The disadvantage of LR is the difficulty
confronted in providing optimal solutions when solving complex problems. The priority list method is
fast and easy to implement, but it cannot confirm the quality of the solution for the same reason as LR.

Apart from these traditional techniques, many metaheuristic algorithms have been applied,
such as; genetic algorithms (GA) [16], particle swarm optimization (PSO) combined with the Lagrangian
relaxation (PSO-LR) [17], evolutionary programming (EP) [18], new genetic approach (NGA) [19],
local convergence averse binary particle swarm optimization (LCA-PSO) [20], improved binary particle
swarm optimization (IPSO) [20], mutation-based particle swarm optimization (MPSO) [20], a two-stage
genetic-based technique (TSGA) [21], inter-coded genetic algorithm (ICGA) [22], binary-coded genetic
algorithm (BCGA) [22], simulated annealing (SA) [23], Seeded Memetic algorithm (SM) [23], a hybrid
algorithm comprising of particle swarm optimization and grey wolf optimizer (PSO-GWO) [24] and
hybrid particle swarm optimization (HPSO) [25]. These have been successfully applied to solving the
UC problem due to their ability to find a near global solution and deal with large-scale non-linear
problems. Moreover, several works have previously studied the scheduling of generation units in
small to large power systems. For example, fuzzy-based particle swarm optimization (FPSO) has been
proposed to minimize the operation cost and emission for ships [26], conditional value-at-risk (CVaR)
method has been introduced to maximize the expected profit of a microgrid operator [27], a hybrid PSO
and selective PSO method (PSO&SPSO) has been used to solve a proposed a day-ahead operational
scheduling framework for reconfigurable microgrids (RMGs) [28], a metaheuristic approach based
on PSO has been applied to solve an optimal simultaneous hourly reconfiguration and day-ahead
scheduling framework in smart distribution systems [29], a stochastic model for optimal scheduling of
security-constrained UC associated with demand response (AC-SUCDR) has been presented in [30],
a two-stage stochastic programming model has been developed to minimize the expected cost of
microgrid under different time-based rate programs [31], and a Fuzzy Self-Adaptive Particle Swarm
Optimization (FSAPSO) has been applied to solve multi-operation management of a typical microgrids
and of a renewable microgrid [32,33].

Many metaheuristic optimization algorithms have been proposed to solve other types of complex
optimization problems such as in an optimal power-flow (OPF). Examples are; grey wolf optimizer
(GWO) [34], dragonfly algorithm (DA) [35], ant colony optimization (ACO) [36] and artificial bee colony
(ABC) [37]. However, these algorithms cannot solve a mixed-integer combinational optimization
problem in their native form. A hybrid dragonfly algorithm and particle swarm optimization (DA-PSO)
is a recent optimization method which has been applied to efficiently solve a complex optimization
problem which is a multi-objective optimization problem [38]. Nevertheless, it is unable to solve
the mixed-integer combinational optimization problem. Therefore, this paper proposes an improved
DA-PSO algorithm (iDA-PSO) that can solve the UC problem. This is achieved by applying a sigmoid
function to the DA-PSO to find the optimal on/off status of generating units, which is the mixed-integer
part of the UC problem. The algorithm is tested of four test systems of differing sizes. Five-unit, six-unit,
ten-unit, and 26-unit generating systems are used to investigate the effectiveness of the proposed
approach. The simulation results were compared with other algorithms in the literature.
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2. Formulation of the UC Problem

The UC problem aims to find the optimal generation schedule, which is gauged by the value of
the objective function while satisfying a set of constraints.

2.1. Objective Function

The objective function is the total production costs over the scheduling horizon, and this must be
minimized to obtain the optimal generator schedule. The total production costs consist of fuel cost and
start-up cost of the operating units. Therefore, the objective function is:

TPC =
T∑

t=1

Ng∑
i=1

[ fCost(Pt
gi) + STt

i (1− ut−1
i )]u t

i (1)

where TPC is the total production cost ($), T is the total scheduling period, Ng is the number of
generating units, Pgi

t is the active power generation of the ith unit at time t, STi
t is the start-up cost of

the ith unit at time t, ui
t is the on or off status of the ith unit at time t, and fCost(Pgi

t) is the fuel cost
function of the ith unit for the generator power output Pgi

t which is calculated as:

fCost(Pt
gi) = aiP2

gi + biPgi + ci (2)

where ai, bi, and ci are the fuel cost coefficients of the ith generator.
The start-up cost is the cost of bringing the off-line unit on-line. It depends on the time that the

unit has been off-line before starting up which is presented as follows:

STt
i =

{
HSCi
CSCi

i f
i f

MDTi ≤ Tt
i,o f f ≤ (MDTi + CSHi)

Tt
i,o f f > (MDTi + CSHi)

(3)

where HSCi is the hot start-up cost of the ith unit, CSCi is the cold start-up cost of the ith unit, MDTi is
the minimum down-time of the ith unit, Tt

i,off is the number of off hours of the ith unit until time t and
CSHi is the cold start hour of the ith unit.

2.2. Constraints

The optimization of the objective function must satisfy constraints imposed by the operational
requirements. The set of constraints are as follows:

2.2.1. Power Balance Constraint

Ng∑
i=1

Pt
giu

t
i = Pt

D (4)

where Pt
D is the active power demand at time t.

2.2.2. Spinning Reserve Constraint

Ng∑
i=1

Pgi(max)u
t
i ≥ Pt

D + Pt
R (5)

where Pgi(max) is the maximum active power of the ith unit, and Pt
R is the active power reserve at

time t.
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2.2.3. Generation Limit Constraints

Pgi(min) ≤ Pt
gi ≤ Pgi(max) (6)

where Pgi(min) is the minimum active power of the ith unit.

2.2.4. Minimum Up-Time Constraint

Tt
i,on ≥MUTi (7)

where Tt
i,on is the number of on hours of the ith unit until time t, and MUTi is the minimum up-time of

the ith unit.

2.2.5. Minimum Down-time Constraint

Tt
i,o f f ≥MDTi (8)

3. Overview of DA-PSO Optimization Algorithm and Related Algorithms

DA-PSO optimization algorithm is a hybrid algorithm which original combined the frameworks
of the DA and PSO algorithms. This section aims to describe the formulations and concepts of the
related algorithms including DA, PSO, and DA-PSO.

3.1. DA

DA is a metaheuristic method motivated by the flocking behavior of dragonflies in nature [35],
and it has been successfully applied to solve complicated optimization problems, such as the OPF
problem [39]. There are two main swarming goals of dragonflies, which are hunting (or static swarm),
and migrating (or dynamic swarm). These can be related to two main phases of optimization, which
are exploitation and exploration phases. The behavior of swarms follows three traditional rules [40].
The first rule is separation, which is to ensure collision avoidance. That is individuals avoid colliding
with others in the neighborhood. Secondly, alignment, referring to velocity matching of an individual
to that of other individuals in the neighborhood. The other is cohesion meaning the distance away of
individuals to the center of mass of the neighborhood. Moreover, since survival is the main propose
of any swarm, all the population should be attracted to food sources and repelled by the presence of
enemies. Accordingly, the position updating of individuals are imitated from the aforementioned
behavior, and can be mathematically formulated as follows:

Separation is formulated as follows:

Si = −
N∑

j=1

X−Xj (9)

where Si is the separation of the ith individual, N is the number of neighboring individuals, X is the
current individual position, Xj is the position of the jth neighboring individual.

Alignment is formulation is:

Ai =

∑N
j=1 Vj

N
(10)

where Ai is the alignment of the ith individual, Vj is the velocity of the jth neighboring individual.
Cohesion is formulation is:

Ci =

∑N
j=1 Xj

N
−X (11)
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where Ci is the cohesion of the ith individual.
Attraction towards a food source is formulated as:

Fi = X+ −X (12)

where Fi is the food source of the ith individual, X+ is the food source position.
Repulsion from an enemy is formulated as:

Ei = X− + X (13)

where Ei is the enemy of the ith individual, X− is the enemy position.
The velocity of artificial dragonflies can be simulated by considering step vector (ΔX) representing

the direction of their movement, which is calculated by the following equation:

ΔXt+1 = (sSi + aAi + cCi + f Fi + eEi) +ω
tΔXt (14)

where ΔX is the step vector of an artificial dragonfly, t is the present iteration, s is the separation weight,
a is the alignment weight, c is the cohesion weight, f is the food factor, e is the enemy factor. The inertia
weight factor, ωt, is given by:

ωt = ωmax − ωmax −ωmin

Itermax
× Iter (15)

The position of the artificial dragonflies is another factor to be considered to simulate their
movement, which is computed using:

Xt+1 = Xt + ΔXt+1 (16)

where X is the position of an artificial dragonfly.
In the case of no neighboring solutions, the artificial dragonflies need to employ a Levy flight,

which is a random walk to improve the exploration phase. The position of dragonflies in this situation
is given by:

Xt+1 = Xt + Levy(d) ×Xt (17)

where the following equation is used to calculate the Levy flight:

Levy(d) = 0.01× r1 × σ
|r2|

1
β

(18)

where r1, r2 are two uniformly generated random number in [0,1], β is a constant which is equal to 1.5
in this work. The parameter σ is calculated using the following equation:

σ =

⎛⎜⎜⎜⎜⎜⎜⎜⎝
Γ(1 + β) × sin

(πβ
2

)
Γ
( 1+β

2

)
× β× 2(

β−1
2 )

⎞⎟⎟⎟⎟⎟⎟⎟⎠
1/β

(19)

where Γ(x) = (x− 1)!

3.2. PSO

PSO is one of the well-known population-based evolutionary and swarm intelligence algorithms,
and has been successfully applied to solve many problems in different fields [41–43]. Moreover,
PSO has been effectively employed to be hybrid with many other optimization algorithms because of
its simplicity and fast convergence speed [24,38,44]. PSO was originally proposed by Eberhart and
Kennedy in 1995 by mimicking the concepts of bird flocking and fish schooling behaviors [45]. In PSO,
each particle flies around a multi-dimensional search space and represents a possible solution in an
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optimization problem. Each particle comprises of a position Xi and a velocity Vi. The particles are
initialized in the search space with random velocity and position values. In each iteration, the velocity
of each particle is updated based on its personal best experience, Xt

pbesti, and the best experience
among the whole swarm, Xt

gbest, found so far. Therefore, the velocity and position of each particle can
be mathematically formulated as follows:

Vt+1
i = ωt ×Vt

i + C1 × rand1 × (Xt
pbesti

−Xt
i)+C2 × rand2 × (Xt

gbest −Xt
i) (20)

Xt+1
i = Xt

i + Vt+1
i (21)

where Vi is the velocity of the ith particle, t is the number of iteration, ωt is defined as in (15), C1 and
C2 are acceleration coefficients, rand1 and rand2 are uniformly generated random numbers, Xi is the
position of the ith particle, Xpbesti is the personal best position of the ith particle, Xgbest is the global
best position among the whole swarm.

3.3. DA-PSO

DA-PSO is a recently developed hybrid metaheuristic algorithm motivated by combining the
advantages of the DA and PSO algorithms [38]. PSO applies both personal and global best experiences of
the particles to find the optimal solution, is consequently good at exploitation, and often converges on the
optimal solution quickly. However, PSO is sometimes trapped in the local optima rather than the global
because it converges too quickly on an optimal solution. Conversely, DA is good at exploration since it
employs the Levy flight to increase the stochastic behavior in the searching process. However, DA takes too
long time to converge on the optimal solution. The hybrid DA-PSO algorithm was proposed to overcome
these problems by merging the good exploration of DA together with the good exploitation of PSO, and it
has been proven to successfully solve a complicated optimization problem such as multi-objective optimal
power-flow (MO-OPF) problems, which is evident in [38]. The idea of the DA-PSO algorithm is that in the
exploration phase, DA is employed to initially explore the solution space to provide the global solution
area, and the best position of DA is provided. In the exploitation phase, the PSO equations are calculated
but the velocity equation of PSO, Equation (20), is modified by replacing the global best position by the
provided best position found so far by DA. The PSO then finds a better optimal solution from this starting
point. Thus, the modified version of PSO equations can be written as:

Vt+1
i = ωt ×Vt

i + C1 × rand1 × (Xt
pbesti

−Xt
i) + C2 × rand2 × (Xt+1

DA −Xt
i) (22)

Xt+1
i = Xt

i + Vt+1
i (23)

4. An Improved DA-PSO Optimization Approach (iDA-PSO) for UC Problem

The iDA-PSO algorithm is proposed to solve the UC problem by improving the traditional
DA-PSO algorithm. An approach for the improvement, the related computational formulations,
and the application of the approach are explained below.

4.1. An Approach of Improving DA-PSO to Solve a Binary Problem

Although many efficient metaheuristic algorithms have been proposed in recent years, most of
them cannot be applied to solve problems involving binary values such as the UC problem, which is
the objective of this work. The contribution of this work is including binary values in the optimization
thereby developing an efficient metaheuristic algorithm able to solve the UC problem. The hybrid
metaheuristic algorithm DA-PSO operates only on real value; however, it was taken as the starting
point to develop the improved DA-PSO (iDA-PSO) approach, which is proposed in this paper.

The Binary PSO (BPSO) was proposed by Kennedy and Eberhart by a modification of the traditional
PSO to enable solving binary problems [46]. They also showed that the BPSO could successfully
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solve the test functions from [47]. In the BPSO, a particle is seen to move by flipping the number of
bits. Consequently, the velocity of the particle can be represented by the change of probabilities of bit
changed per iteration. In other words, a particle moves in a search space by only taking on values
of 0 or 1, where each velocity (Vt

i,gi) represents the probability of a bit of position (Xt
i,gi) which takes

the value 1. Since the position (Xt
i,gi) and the personal best (Xt

pbest,i,gi) are integers (0 or 1), and the
velocity (Vt

i,gi), which is a probability, needs to be limited to be in the range [0,1]. A function used to
accomplish this is called the sigmoid function and is mathematically formulated as follows:

S(Vt
i,gi) =

1
1 + exp(−Vt

i,gi)
(24)

The sigmoid function limits the velocity within the appropriate range to be used as a probability.
The change in position is defined by comparing with the random uniformly generated numbers
between 0 and 1 which is formulated as follows:

If rand() < S(Vt
i,gi), then Xt

i,gi = 1, else Xt
i,gi = 0 (25)

In the UC problem, Vgimax is set to limit the range of Vi,gi, so S(Vt
i,gi) is not too close to 0 or 1.

A higher value of Vgimax represents a lower frequency of changing the state of a generator.
To improve the DA-PSO algorithm to be able to solve the UC problem, the sigmoid function

described above is applied in the process of the DA-PSO algorithm. The equation of updating the
position of dragonflies, Equations (16) and (17), are both replaced by the sigmoid function, Equation (25).
Similarly, the position equation of PSO, Equation (23), is also replaced by the sigmoid function equation
to find the on/off status of each generator.

4.2. Priority List

A unit operating at its maximum power output normally has a lower cost per produced unit than
that operating at other power output levels; hence, a unit should be operated at its maximum power
output. Priority list, in this case, is based on the average full-load cost (α) of a unit that is defined as
the cost per maximum power of a unit as the following:

αi =
fCost(Pgimax)

Pgimax
= aiPgimax + bi +

ci
Pgimax

(26)

where a unit with the least αi is prioritized to be dispatched first.

4.3. Spinning Reserve Constraint Satisfaction

The unit scheduling from the heuristic search may not satisfy the spinning reserve constraint.
There are two main ways to deal with the unsatisfying-constraint results. The first one is a penalty
function, which transforms the constrained problem into an unconstrained one. However, when the
problem is highly constrained, it may be hard to find the near global solution because of the reduction
of the search space. The other is to repair the violations that have occurred, which approach used in
this paper. The implementation of repairing the spinning reserve violation is expressed below:

Step 1. At each hour t, calculate αi by using (26) for all uncommitted unit at hour t, and sort them in an
ascending order.

Step 2. Calculate the spinning reserve requirement at t as in (5)
Step 3. If the result from step 2 satisfies the spinning reserve constraint, go to step 5; otherwise, go to

step 4.
Step 4. Commit one uncommitted unit with the least αi from step 1.
Step 5. If t < T, t = t + 1 and go to step 1; otherwise, stop this process.
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4.4. Minimum Up-Time and Down-Time Constraints Satisfaction

The results obtained for unit scheduling from the previous process may violate the minimum up-
and down-time constraints required in the UC problem. To repair the violations of these constraints,
the following implementation is employed.

Step 1. At each hour t, calculate the accumulated current on/off hours of the ith unit at hour t, Tt
i,cur by

referring to the accumulated hours of the previous state, Tt
i,prev. If t = 1, Tt

i, prev = initial state;
else Tt

i,prev = accumulated on/off hours of the previous state, Tt−1
i,cur.

Step 2. At each unit i

Step 2.1. If ui
t = 1 and Tt

i,prev ≥ 1, Tt
i,cur = Tt

i,prev + 1
Step 2.2. If ui

t = 1 and Tt
i,prev ≤ −MDTi, Tt

i,cur = 1
Step 2.3. If ui

t = 0 and Tt
i,prev ≤ −1, Tt

i,cur = Tt
i,prev − 1

Step 2.4. If ui
t = 0 and Tt

i,prev ≥MUTi, Tt
i,cur = −1

Step 2.5. If ui
t = 0 and Tt

i,prev <MUTi, set ui
t = 1 and Tt

i,cur = Tt
i,prev + 1

Step 2.6. If ui
t = 1 and Tt

i,prev > −MDTi, set ui
t = 0 and Tt

i,cur = Tt
i,prev − 1

Step 3. If i < Ng, i =i + 1 and go to step 2; otherwise, go to step 4.
Step 4. If t < T, t = t + 1 and go to step 1; otherwise, stop this process.

4.5. Economic Dispatch

Repairing the minimum up- and/or down-time constraints may result in either excessive generation
or spinning reserves, which leads to a high generation cost, or insufficient generation, which cannot meet
the load demand and spinning reserve. In case of the excessive spinning reserve, the committed units
with the minimum priority will be decommitted by simultaneously considering the minimum up- and
down-time constraints and spinning reserve constraint until no unit can be decommitted. In other words,
the minimum up- and down-time constraints and the spinning reserve constraints must be checked before
decommitting a unit. Moreover, after decommitting a unit, the accumulated current on/off time, Tt

i,cur,
must be updated according to the change of a unit. In the case of the insufficient generation, which
cannot meet the load demand and spinning reserve, conversely, the uncommitted units with the highest
priority will be committed without violating the minimum up- and down-time constraints until the
generations from the committed units satisfy the spinning reserve constraints (i.e., Equation (5)). Similarly,
after committing a unit, the accumulated current on/off hours, Tt

i,cur, must be updated according to
the change of a unit. After updating the status of the units without any violations of the constraints,
to solve the ED problem, the lambda-iteration method [1] is employed to find the optimal values of Pt

gi of
all committed units to meet the load demand while satisfying the power balance and generation limit
constraints. The implementation of these processes can be explained as follows:

Step 1. At each hour t, check if
Ng∑
i=1

Pgi(max)u t
i ≥ Pt

D + Pt
R, go to step 2; otherwise, go to step 8.

Step 2. Calculate αi by using (26) for all committed unit at hour t, sort them in a descending order,
and name it descending order list (DOLt). Name the first unit in the DOLt to be the lowest
priority (LPt).

Step 3. Compute the excessive spinning reserve by ExcessReserve =
Ng∑
i=1

Pgi(max)u t
i − Pt

D − Pt
R.

Step 4. Check if ExcessReserve is higher than the maximum power output of the LPt go to step 5;
otherwise, go to step 6.

Step 5. Check if decommitting the LPt does not violate its minimum up- or down-time constraint,
decommit the LPt, and update the Tt

i,cur.
Step 6. Delete the LPt from the DOLt.
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Step 7. Check if the DOLt is not empty, set the new LPt to be the first unit of the DOLt and go to step 3;
otherwise, go to step 13.

Step 8. Calculate αi by using (26) for all uncommitted units at hour t, sort them in an ascending order,
and name it ascending order list (AOLt). Name the first unit in the AOLt to be the highest
priority (HPt).

Step 9. Compute the lacking spinning reserve by LackReserve =
Ng∑
i=1

Pgi(max)u t
i − Pt

D − Pt
R.

Step 10. Check if the LackReserve < 0, go to step 11; otherwise, go to step 13.
Step 11. Check if committing the HPt does not violate its minimum up- or down-time constraint,

commit the HPt, and update the Tt
i,cur.

Step 12. Let the HPt be the next unit in the AOLt, and go to step 9.
Step 13. Solve the ED problem by a lambda-iteration method, which finds the optimal value of Pt

gi of
all on-line units to meet the load demand while satisfying the power balance and generation
limit constraints.

Step 14. If t < T, t = t + 1 and go to step 1; otherwise, stop this process.

4.6. The Application of the iDA-PSO Approach for Solving the UC Problem

The application of the iDA-PSO approach for solving the UC problem is as follows:

Step 1. Produce the initial population of dragonflies and particles by randomly generating them to be
on or off status (1 or 0) over the time horizon T.

Step 2. Calculate the objective function of each dragonfly, and set the best one to be the first personal
best (Xpbesti) of PSO.

Step 3. Compute the coefficients used in DA (s, a, c, f, e and ω).
Step 4. Update the food source and enemy of DA.
Step 5. Compute the representative behavior factors of DA, namely S, A, C, F, and E by (9)–(13).
Step 6. If each dragonfly consists of at least one neighboring, update the step vector (ΔX) of a dragonfly

by (14), and check whether any element of each population violates its limit, then move ΔX of
that population into its minimum/maximum limit. Then, update the position of dragonfly
(XDA) by sigmoid function as in (25), as described in Section 4.1. However, if a dragonfly
does not have any neighboring, calculate the Levy flight as in (18) and multiply it by XDA,
then update XDA by the sigmoid function, (25), and set ΔX to be zero.

Step 7. Set the best position provided by DA to be the global best position of PSO (Xgbest).
Step 8. Update the velocity of each particle (V) by (22), and check whether any element of each

population violates its limit, then move V of that population into its minimum/maximum
limit. Then, apply the sigmoid function, Equation (25), to update the position of each particle
(XPSO) as described in Section 4.1.

Step 9. Change the status of units of the newly generated population to satisfy the spinning reserve
constraint as presented in Section 4.3.

Step 10. Repair the newly generated population violating the minimum up- or down-time constraint
as explained in Section 4.4.

Step 11. Solve ED problem as expressed in Section 4.5 to find the optimal Pt
gi of all on-line units of the

newly generated population.
Step 12. Calculate start-up costs, which are hot or cold starts, of the units started in each hour by

comparing with the status of the previous hour. For the first hour, compare the status with
that of the initial status of each unit.

Step 13. Calculate the objective function of the newly generated population.
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Step 14. Test whether any obtained objective function from an individual is better than that of the
previous Xpbesti, then the newly generated population is set to be a new Xpbesti. Likewise,
if the best Xpbesti is better than Xgbest, that Xpbesti is set to be new Xgbest.

Step 15. If the maximum number of iterations is not reached, go to step 3; otherwise, stop the
implementation and the optimal solution of UC problem is the particle with the
non-dominated Xgbest.

The flowchart of the iDA-PSO approach for solving the UC problem is presented in Figure 1.
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Figure 1. Flowchart of Improved Dragonfly Algorithm-Particle Swarm Optimization (iDA-PSO)
approach for Unit Commitment (UC) problem.
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5. Numerical Results

The effectiveness of the iDA-PSO algorithm is now examined by solving the UC problem using
24-hour scheduling time horizon for four systems of different sizes. The systems are the 5-unit
system [48], 6-unit system [48], 10-unit system [16] and 26-unit system [49]. The spinning reserve
requirement is equal to 10% of the total load demand of each hour in the 5-unit, 6-unit, and 10-unit
systems. However, the spinning reserve requirement in the 26-unit system is equal to 5% of the total
load demand of each hour as in [49]. The data of each system comprising of generator maximum and
minimum limits, fuel cost coefficients, minimum up- and down-time limits, hot and cold start costs,
cold start hours, and initial status of the units can be found in Tables 1–4. The 24-hour load demand for
the 5-unit, 6-unit, 10-unit and 26-unit systems are provided in Tables 5–8, respectively. For each test
system, the proposed approach operated for 30 independent runs, and the number of the population
and maximum iteration number were set to be 100 and 200, respectively.

Table 1. System data for 5-unit system.

Unit No. Pgimax Pgimin a ($/MW2) b ($/MW) c ($/h) MUTi MDTi HSCi CSCi CSHi ISi

U1 250 10 0.00315 2 0 1 1 70 176 2 1
U2 140 20 0.0175 1.75 0 2 1 74 187 2 −3
U3 100 15 0.0625 1 0 1 1 50 113 1 −2
U4 120 10 0.00834 3.25 0 2 2 110 267 1 −3
U5 45 10 0.025 3 0 1 1 72 180 1 −2

Table 2. System data for 6-unit system.

Unit No. Pgimax Pgimin a ($/MW2) b ($/MW) c ($/h) MUTi MDTi HSCi CSCi CSHi ISi

U1 200 50 0.00375 2 0 1 1 70 176 2 1
U2 80 20 0.0175 1.7 0 2 2 74 187 1 −3
U3 50 15 0.0625 1 0 1 1 50 113 1 −2
U4 35 10 0.00834 3.25 0 1 2 110 267 1 −3
U5 30 10 0.025 3 0 2 1 72 180 1 −2
U6 40 12 0.025 3 0 1 1 40 113 1 −2

Table 3. System data for 10-unit system.

Unit No. Pgimax Pgimin a ($/MW2) b ($/MW) c ($/h) MUTi MDTi HSCi CSCi CSHi ISi

U1 455 150 0.00048 16.19 1000 8 8 4500 9000 5 8
U2 455 150 0.00031 17.26 970 8 8 5000 10000 5 8
U3 130 20 0.002 16.6 700 5 5 550 1100 4 −5
U4 130 20 0.00211 16.5 680 5 5 560 1120 4 −5
U5 162 25 0.0398 19.7 450 6 6 900 1800 4 −6
U6 80 20 0.00712 22.26 370 3 3 170 340 2 -3
U7 85 25 0.00079 27.74 480 3 3 260 520 2 −3
U8 55 10 0.00413 25.92 660 1 1 30 60 0 −1
U9 55 10 0.00222 27.27 665 1 1 30 60 0 −1
U10 55 10 0.00173 27.79 670 1 1 30 60 0 −1
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Table 4. System data for 26-unit system.

Unit No. Pgimax Pgimin a ($/MW2) b ($/MW) c ($/h) MUTi MDTi HSCi CSCi CSHi ISi

U1 400 100 0.0019 7.5031 311.9102 8 5 500 500 10 10
U2 400 100 0.0019 7.4921 310.0021 8 5 500 500 10 10
U3 350 140 0.0015 10.8616 177.0575 8 5 300 200 8 10
U4 197 68.95 0.0026 23.2000 260.1760 5 4 200 200 8 −4
U5 197 68.95 0.0026 23.1000 259.6490 5 4 200 200 8 −4
U6 197 68.95 0.0026 23.0000 259.1310 5 4 200 200 8 −4
U7 155 54.25 0.0049 10.7583 143.5972 5 3 150 150 6 5
U8 155 54.25 0.0048 10.7367 134.3719 5 3 150 150 6 5
U9 155 54.25 0.0047 10.7154 143.0288 5 3 150 150 6 5

U10 155 54.25 0.0046 10.6940 142.7348 5 3 150 150 6 5
U11 100 25 0.0060 18.2000 218.7752 4 2 70 70 4 −3
U12 100 25 0.0061 18.1000 218.3350 4 2 70 70 4 −3
U13 100 25 0.0062 18.0000 217.8952 4 2 70 70 4 −3
U14 76 15.2 0.0093 13.4073 81.6259 3 2 50 50 3 3
U15 76 15.2 0.0091 13.3805 81.4641 3 2 50 50 3 3
U16 76 15.2 0.0089 13.3538 81.2980 3 2 50 50 3 3
U17 76 15.2 0.0088 13.3272 81.1364 3 0 50 50 3 3
U18 20 4 0.0143 37.8896 118.8206 0 0 20 20 2 −1
U19 20 4 0.0136 37.7770 118.4576 0 0 20 20 2 −1
U20 20 4 0.0126 37.6637 118.1083 0 0 20 20 2 −1
U21 20 4 0.0120 37.5510 117.7551 0 0 20 20 2 −1
U22 12 2.4 0.0285 26.0611 24.8882 0 0 0 0 1 −1
U23 12 2.4 0.0284 25.9318 24.7605 0 0 0 0 1 −1
U24 12 2.4 0.0280 25.8027 24.6382 0 0 0 0 1 −1
U25 12 2.4 0.0265 25.6753 24.4110 0 0 0 0 1 −1
U26 12 2.4 0.0253 25.5472 24.3891 0 0 0 0 1 −1

Table 5. 24-hour load demand for 5-unit system.

Hour 1 2 3 4 5 6 7 8 9 10 11 12

Demand 148 173 220 244 259 248 227 202 176 134 100 130

Hour 13 14 15 16 17 18 19 20 21 22 23 24

Demand 157 168 195 225 244 241 230 210 176 157 138 103

Table 6. 24-hour load demand for 6-unit system.

Hour 1 2 3 4 5 6 7 8 9 10 11 12

Demand 166 196 229 267 283.4 272 246 213 192 161 147 160

Hour 13 14 15 16 17 18 19 20 21 22 23 24

Demand 170 185 208 232 246 241 236 225 204 182 161 131

Table 7. 24-hour load demand for 10-unit system.

Hour 1 2 3 4 5 6 7 8 9 10 11 12

Demand 700 750 850 950 1000 1100 1150 1200 1300 1400 1450 1500

Hour 13 14 15 16 17 18 19 20 21 22 23 24

Demand 1400 1300 1200 1050 1000 1100 1200 1400 1300 1100 900 800

Table 8. 24-hour load demand for 26-unit system.

Hour 1 2 3 4 5 6 7 8 9 10 11 12

Dmd. 2223 2052 1938 1881 1824 1825.5 1881 1995 2280 2508 2565 2593.5

Hour 13 14 15 16 17 18 19 20 21 22 23 24

Dmd. 2565 2508 2479.5 2479.5 2593.5 2850 2821.5 2764.5 2679 2662 2479.5 2308.5
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The simulation results of the proposed iDA-PSO approach for the 5-unit system are shown in
Table 9, and the convergence curve is presented in Figure 2. The unit schedule and generation schedule
for the 24-hour duration and the total generation cost are presented in this Table. The total generation
cost through the scheduling duration obtained from the proposed iDA-PSO algorithm is equal to
$11,830.94. The total generation cost provided by the iDA-PSO solution is better than that obtained by
PSO-GWO, which is documented in the literature, for solving this UC problem. PSO-GWO achieved a
generation cost of $12,281 [24].

Table 9. Commitment and generation schedule of the 5-unit system by Improve Dragonfly Algorithm-
Particle Swarm Optimization (iDA-PSO) approach.

Hour Unit Schedule Generation Schedule

U1 U2 U3 U4 U5 U1 U2 U3 U4 U5

1 1 0 1 0 0 133 0 15 0 0
2 1 0 0 0 0 173 0 0 0 0
3 1 0 1 0 0 205 0 15 0 0
4 1 0 1 0 0 229 0 15 0 0
5 1 0 1 0 0 244 0 15 0 0
6 1 0 1 0 0 233 0 15 0 0
7 1 0 0 0 0 227 0 0 0 0
8 1 0 0 0 0 202 0 0 0 0
9 1 0 1 0 0 161 0 15 0 0

10 1 0 1 0 0 119 0 15 0 0
11 1 0 0 0 0 100 0 0 0 0
12 1 0 1 0 0 115 0 15 0 0
13 1 0 0 0 0 157 0 0 0 0
14 1 0 0 0 0 168 0 0 0 0
15 1 0 1 0 0 180 0 15 0 0
16 1 0 1 0 0 210 0 15 0 0
17 1 0 1 0 0 229 0 15 0 0
18 1 0 1 0 0 226 0 15 0 0
19 1 0 1 0 0 215 0 15 0 0
20 1 0 0 0 0 210 0 0 0 0
21 1 0 0 0 0 176 0 0 0 0
22 1 0 0 0 0 157 0 0 0 0
23 1 0 0 0 0 138 0 0 0 0
24 1 0 0 0 0 103 0 0 0 0

Total Cost ($) 11,830.94

Figure 2. Convergence curve of the iDA-PSO approach for the 5-unit system.
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Table 10 presents the unit schedule, generation schedule for the 24-hour duration and the total
generation cost obtained by the proposed algorithm for the 6-unit system, and Figure 3 demonstrates
the convergence curve of the algorithm for this system. The total generation cost of the proposed
approach, which is $13,292.28, is once again better than that of the PSO-GWO, which is $13,600 [24].

Table 10. Commitment and generation schedule of the 6-unit system by iDA-PSO.

Hour
Unit Schedule Generation Schedule

U1 U2 U3 U4 U5 U6 U1 U2 U3 U4 U5 U6

1 1 1 1 0 0 0 131 20 15 0 0 0
2 1 1 0 0 0 0 176 20 0 0 0 0
3 1 1 1 0 0 0 194 20 15 0 0 0
4 1 1 1 0 0 0 200 52 15 0 0 0
5 1 1 1 0 0 0 200 68.4 15 0 0 0
6 1 1 1 0 0 0 200 57 15 0 0 0
7 1 1 0 0 0 0 200 46 0 0 0 0
8 1 1 0 0 0 0 193 20 0 0 0 0
9 1 1 0 0 0 0 172 20 0 0 0 0
10 1 0 0 0 0 0 161 0 0 0 0 0
11 1 0 0 0 0 0 147 0 0 0 0 0
12 1 1 0 0 0 0 140 20 0 0 0 0
13 1 1 0 0 0 0 150 20 0 0 0 0
14 1 1 0 0 0 0 165 20 0 0 0 0
15 1 1 0 0 0 0 188 20 0 0 0 0
16 1 1 0 0 0 0 200 32 0 0 0 0
17 1 1 0 0 0 0 200 46 0 0 0 0
18 1 1 0 0 0 0 200 41 0 0 0 0
19 1 1 0 0 0 0 200 36 0 0 0 0
20 1 1 0 0 0 0 200 25 0 0 0 0
21 1 1 0 0 0 0 184 20 0 0 0 0
22 1 1 0 0 0 0 162 20 0 0 0 0
23 1 0 0 0 0 0 161 0 0 0 0 0
24 1 0 0 0 0 0 131 0 0 0 0 0

Total Cost ($) 13,292.28

Figure 3. Convergence curve of the iDA-PSO approach for the 6-unit system.
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For the 10-unit system, the simulation results including unit and generation schedule for the
24-hour duration and the total generation cost of the iDA-PSO approach are given in Table 11, and its
convergence curve is provided in Figure 4. Through the scheduling duration, the total generation
cost provided by the iDA-PSO is equal to $565,807.3094, which is slightly worse than those obtained
by some algorithms in the literature. However, the total generation cost obtained by the iDA-PSO is
significantly better than that of many algorithms presented in the literature. The algorithms GA [16],
DP [16], LR [16], PSO-LR [17], EP [18], NGA [19], LCA-PSO [20], IPSO [20], MPSO [20], TSGA [21],
ICGA [22], BCGA [22], SA [23], SM [23], PSO-GWO [24], HPSO [25], improve Lagrangian relaxation
method (ILR) [25] and greedy randomized adaptive search procedure (GRASP) [50] are compared
with the proposed approach as shown in Table 12. The best, average and worst generation costs and
the computation times of the proposed iDA-PSO and other algorithms are also presented in Table 12.
The computation time of the proposed iDA-PSO is slightly slower than those of some algorithms
because of the sequential process of both DA and PSO.

Table 11. Commitment and generation schedule of the 10-unit system by iDA-PSO.

Unit Schedule Generation Schedule

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U1 U2 U3 U4 U5 U6 U7 U8 U9 U10

1 1 0 0 0 0 0 0 0 0 455 245 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 455 295 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 0 0 0 455 370 0 0 25 0 0 0 0 0
1 1 0 0 1 0 0 0 0 0 455 455 0 0 40 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 455 455 0 65 25 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 455 455 35 130 25 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 455 455 85 130 25 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 455 455 130 130 85 20 25 0 0 0
1 1 1 1 1 1 1 1 0 0 455 455 130 130 162 33 25 10 0 0
1 1 1 1 1 1 1 1 1 0 455 455 130 130 162 73 25 10 10 0
1 1 1 1 1 1 1 1 1 1 455 455 130 130 162 80 58 10 10 10
1 1 1 1 1 1 1 1 0 0 455 455 130 130 162 33 25 10 0 0
1 1 1 1 1 1 1 0 0 0 455 455 130 130 85 20 25 0 0 0
1 1 0 1 1 1 1 0 0 0 455 455 0 130 115 20 25 0 0 0
1 1 0 1 1 0 0 0 0 0 455 455 0 115 25 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0 455 455 0 65 25 0 0 0 0 0
1 1 0 1 1 0 0 1 0 0 455 455 0 130 50 0 0 10 0 0
1 1 0 1 1 1 1 0 0 0 455 455 0 130 115 20 25 0 0 0
1 1 1 1 1 1 1 1 0 0 455 455 130 130 162 33 25 10 0 0
1 1 1 1 1 1 1 0 0 0 455 455 130 130 85 20 25 0 0 0
1 1 1 0 1 1 0 0 0 0 455 455 130 0 40 20 0 0 0 0
1 1 1 0 0 0 0 0 0 0 455 425 20 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 455 325 20 0 0 0 0 0 0 0

Total Cost ($) 565,807.3094
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Figure 4. Convergence curve of the iDA-PSO approach for the 10-unit system.

Table 12. Simulation results of the iDA-PSO approach compared with other algorithms in the literature
for the 10-generating unit system.

Methods
Total Generation Cost ($)

Time (s)
Best Average Worst

GA [16] 565,825 - 570,032 221
DP [16] 565,825 - - -
LR [16] 565,825 - - 257

PSO-LR [17] 565,869 - - 42
EP [18] 564,551 - 566,231 100

NGA [19] 591,715 - - 677
LCA-PSO [20] 570,006 - - 18.34

IPSO [20] 599,782 - - 14.48
MPSO [20] 574,905 - - 15.73
TSGA [21] 568,314.56 - - -
ICGA [22] - 566,404 - 7.4
BCGA [22] 567,367 - - 3.7

SA [23] 565,828 565,988 566,260 3.35
SM [23] 566,686 566,787 567,022 -

PSO-GWO [24] 565,210.2564 - - -
HPSO [25] 574,153 - - -

ILR [25] 565,823 - - -
GRASP [50] 565,825 - - 17

iDA-PSO 565,807.3094 565,827.0145 565,891.7599 231.31

In the larger 26-unit system, the outcome of the UC for 24-hour duration together with the total
generation cost provided by the proposed approach are shown by the non-zero numbers in Table 13,
and Figure 5 displays the convergence curve of the proposed approach for this system. The total
generation cost obtained by the iDA-PSO is equal to $741,587.7088 and is better than those of other
algorithms, including GA [49], discrete binary particle swarm optimization (BPSO) [49], and modified
particle swarm optimization (MPSO) [51] in the literature as presented in Table 14.
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Table 13. Generation schedule of the 26-unit system by iDA-PSO.

Generation Schedule (Units 1–13)

1 2 3 4 5 6 7 8 9 10 11 12 13

400 400 350 0 0 0 155 155 155 155 0 35.4 100
400 400 350 0 0 0 155 155 155 155 0 25 29
400 400 350 0 0 0 155 155 155 155 0 25 67
400 400 350 0 0 0 155 155 155 155 0 25 25
400 400 350 0 0 0 155 155 155 155 0 0 0
400 400 350 0 0 0 155 155 155 155 0 0 0
400 400 350 0 0 0 155 155 155 155 0 0 0
400 400 350 0 0 0 155 155 155 155 0 0 0
400 400 350 0 0 101.2 155 155 155 155 0 0 100
400 400 350 0 0 120.4 155 155 155 155 100 100 100
400 400 350 0 68.95 122.05 155 155 155 155 100 100 100
400 400 350 0 68.95 150.55 155 155 155 155 100 100 100
400 400 350 0 68.95 122.05 155 155 155 155 100 100 100
400 400 350 0 120.4 0 155 155 155 155 100 100 100
400 400 350 0 98.3 0 155 155 155 155 100 100 100
400 400 350 0 98.3 0 155 155 155 155 100 100 100
400 400 350 68.95 150.55 0 155 155 155 155 100 100 100
400 400 350 74.8 197 197 155 155 155 155 100 100 100
400 400 350 68.95 181.55 197 155 155 155 155 100 100 100
400 400 350 68.95 124.55 197 155 155 155 155 100 100 100
400 400 350 98.4 0 197 155 155 155 155 100 100 100
400 400 350 83.8 0 197 155 155 155 155 100 100 100
400 400 350 0 0 98.3 155 155 155 155 100 100 100
400 400 350 0 0 0 155 155 155 155 25 97.5 100

Generation Schedule (Units 14–26)

14 15 16 17 18 19 20 21 22 23 24 25 26

76 76 76 76 0 0 0 4 0 2.4 2.4 2.4 2.4
0 76 76 76 0 0 0 0 0 0 0 0 0
0 0 0 76 0 0 0 0 0 0 0 0 0
0 0 0 61 0 0 0 0 0 0 0 0 0
0 0 15.2 38.8 0 0 0 0 0 0 0 0 0
0 0 15.2 40.3 0 0 0 0 0 0 0 0 0
0 15.2 19.8 76 0 0 0 0 0 0 0 0 0

15.2 53 76 76 0 0 0 0 0 0 0 2.4 2.4
76 76 76 76 0 0 0 0 0 0 0 2.4 2.4
76 76 76 76 0 0 0 4 0 2.4 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 0 0 0
76 76 76 76 0 0 0 0 0 0 0 0 0
76 76 76 76 0 0 0 0 0 0 0 0 0
76 76 76 76 0 0 0 4 0 2.4 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 0 0 0
76 76 76 76 0 0 0 0 0 0 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 0 0 0
76 76 76 76 0 0 0 0 0 0 0 0 0
76 76 76 76 0 0 0 0 0 2.4 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 2.4 2.4 2.4
76 76 76 76 0 0 0 0 0 0 2.4 2.4 2.4
76 76 76 76 0 0 0 0 2.4 2.4 2.4 2.4 2.4

Total Cost ($) 741,587.7088

127



Energies 2019, 12, 2335

Figure 5. Convergence curve of the iDA-PSO approach for the 26-unit system.

Table 14. Simulation results of the iDA-PSO approach compared with other algorithms for the
26-generating unit system.

Methods
Total Generation Cost ($)

Time (s)
Best Average Worst

GA [49] 782,373 784,910 786,522 87.33
BPSO [49] 773,191 774,653 776,342 516.57
MPSO [51] 746,600.6 - - -
iDA-PSO 741,587.7088 743,176.1415 745,894.2814 327.76

From the generation schedule of each system, it can be noticed that the different units are
dispatched in different ways. This is because the different units have different fuel cost coefficients,
generation limits, minimum up- and down-time constraints, hot and cold and start-up costs and cold
start hours, etc. Therefore, the units which have the cheapest fuel cost coefficient should be prioritized
to be firstly dispatched, and the units which have the highest fuel cost coefficient should be dispatched
only in the high-demand hour. However, these also depend on the start-up cost of each unit. Another
noticeable point is most of the units keep a constant level of production over different time intervals.
This is because when any unit has been turned off and turned on again, the start-up cost is added to
the total generation cost causing a higher cost. Thus, if the units have low fuel cost coefficients and
high maximum power generation, it is unnecessary to turn them off and on again.

According to all simulation results presented in Tables 9–14, the proposed approach can efficiently
find the optimal unit schedule during 24-hour time horizon for four different system sizes. The total
generation cost obtained by the proposed iDA-PSO approach is better than that of the recently proposed
algorithm, PSO-GWO, for the 5- and 6-unit systems. For the 10-unit system, the iDA-PSO could
provide considerably better total generation cost than many algorithms in the literature. The iDA-PSO
could also produce considerably better total generation cost than several algorithms in the literature
for the larger 26-unit system. Thus, adopting the sigmoid function to the recently proposed efficient
optimization algorithm, DA-PSO, could make it able to solve the UC problem, which is a mixed-integer
combinational optimization problem. The optimal on/off status of generating units, which is the
mixed-integer part of the UC problem, could be efficiently provided for all studied systems, and the
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optimal total generation costs could also be obtained and are significantly better than that of many
algorithms in the literature.

6. Conclusions

This paper has presented an improved DA-PSO algorithm that is capable of solving the UC problem
in an electrical power system. The DA-PSO is a recent and efficient optimization algorithm, which has
been proven to successfully solve a complicated optimization problem, which is a multi-objective,
such as the OPF problem. However, DA-PSO cannot solve mixed-integer combination optimization
problem such as the UC problem. To overcome this limitation, a new iDA-PSO algorithm has been
proposed which employed the sigmoid function to enable finding the optimal on/off status of generation
units, while satisfying the system constraints. The four test systems of different sizes (consisting of
5-unit, 6-unit, 10-unit and 26-unit systems) were used to demonstrate the effectiveness of the iDA-PSO
algorithm. The proposed approach proved reliable by could successfully finding the optimal results for
the generation schedule for a 24-hour duration for the test systems. The total generation costs over the
scheduled time horizon obtained by iDA-PSO are less than those of many algorithms reported in the
literature. Thus, applying the sigmoid function to the DA-PSO algorithm could enable it to solve the
UC problem, which is a mixed-integer combinational problem, and the iDA-PSO also has a superiority
over many algorithms reported in the literature. In the future work, the iDA-PSO approach could be
improved and tested against other hybrid metaheuristic approaches such as fuzzy adaptive PSO.
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Abstract: The integrated energy system coupling multi-type energy production terminal to realize
multi-energy complementarity and energy ladder utilization is of great significance to alleviate the
existing energy production crisis and reduce environmental pollution. In this paper, the topology
of the cold-thermal-electricity integrated energy system is built, and the decoupling method is
adopted to analyze the feasible interval of load rate under the strong coupling condition, so as to
ensure the “source-load” power balance of the system. Establishing a multi-objective optimization
function with the lowest system economic operation and pollution gas emission, considering the
attribute differences and energy scheduling characteristics of different energy sources of cold, heat
and electricity, and adopting different time scales to optimize the operation of the three energy sources
of cold, heat and electricity, wherein the operation periods of electric energy, heat energy and cold
energy are respectively 15 min, 30 min and 1 h; The multi-objective problem is solved by standard
linear weighting method. Finally, the mixed integer nonlinear programming model is calculated by
LINGO solver. In the numerical simulation, the hotel summer front load parameters of Zhangjiakou,
China are selected for simulation and compared with a single time scale system. The simulation
results show that the multi-time scale system reduces the economic operation cost by 15.6% and
the pollution gas emission by 22.3% compared with the single time scale system, it also has a wider
feasible range of load rate, flexible time allocation, and complementary energy selection.

Keywords: cold-thermal-electricity integrated energy system; multi-energy complementation; feasible
interval of load rate; multi-objective; multi time scales; optimize operation

1. Introduction

As the driving force for social development and the indispensable whole of daily life, energy plays
an increasingly important role in modern life. As for the problems that the traditional fossil energy
is exhausted, the energy utilization efficiency is low and the environmental pollution is serious
which people have to seek an efficient, energy-saving, environment-friendly and renewable energy
production and utilization mode. At the same time, due to the differences and limitations in the
development of different energy systems, the planning, design, operation and control of each energy
system are often separated and lack coordination with each other [1]. As a result, the overall energy
utilization rate of the system is low, the energy supply of the system is safe, and the self-healing
ability is not strong [2]. Therefore, Integrated Energy Systems (IES) [3–6] that couple multiple energy
production and consumption modes, absorb a large amount of renewable energy, realize multi-energy
complementation, and improve the overall energy utilization rate should emerge.

In recent years, many scholars have paid close attention to the research and application of integrated
energy system. In Europe, the University of Manchester in the United Kingdom took the lead in
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developing a local integrated energy system, which integrates electricity/gas/thermal energy systems
and a user interaction platform. The platform realizes three major functions: energy consumption mode,
energy conservation strategy and demand-side response [2]; Denmark is the first country in the world
to set a goal of completely separating from fossil fuels. It is expected to use 100% renewable energy by
2050, with emphasis on integrating different energy systems [7]; The University of Aachen and the
German Federal Ministry of Economy and Environment launched the E-Energy Project [8] through
demand-side response, achieving a high degree of integration of energy, information and capital,
promoting the automation of energy service management, and successfully landing in Langenfel,
Germany. The EU has set a target of carbon pollution from electricity production by 2050 [9], planned
a new route for the EU power grid plan, and is committed to building a trans-European high-efficiency
energy system by integrating the energy systems of various countries. In 2001, the U.S. Department
of Energy put forward a comprehensive energy system development plan [10] aimed at improving
the supply and utilization of clean and renewable energy and further improving the economy and
reliability of the energy supply system. Japan established the Japan-Wireless City Alliance in 2010 [11]
and is committed to the research of wireless city technology and the demonstration of the national
integrated energy system. In China, a number of integrated energy system demonstration projects have
been launched. Guangzhou Mingzhu Industrial Park, in combination with the future development
direction and technical requirements of the city’s power grid [12] that actively building an intelligent
industrial park demonstration park for large-scale local consumption of renewable energy through
cold/heat/electricity/gas multi-system coupling. Zhangbei wind/Light/Heat/Storage/Transmission
Multi-energy Complementary Demonstration Project [13] in Zhangjiakou, Hebei province sets a
precedent for large-scale multi-energy complementary power generation by comprehensively utilizing
various energy storage and photo-thermal power generation technologies in order to build a strong
smart grid. At the same time, the integrated energy system is also facing many difficulties and
challenges in planning, modeling and optimizing operation.

In terms of optimal operation, document [14] establishes an economic optimal operation
model of distributed energy system compatible with demand-side regulation, fully considers the
cold/heat/electricity load in the distributed energy system which proposes quantum fireworks algorithm
to solve the model. Literature [15] takes the cold/heat demand of 433 buildings as a model, compares the
adaptability of two operation modes of heat determination and electricity determination in buildings,
and finally points out that heat determination is not economical due to the high investment cost in the
early stage, and the optimization of primary energy saving rate can improve the economic benefits of
the factory. However, with the method of heat determination by electricity, when the demand for heat
energy is strong, auxiliary equipment is needed to ensure the supply of heat energy. Excess heat is
easily dissipated in the environment and wasted when the heat supply is excessive, so it is not ideal.
In view of the irrationality of the methods of determining electricity by heat and determining heat
by electricity, document [16] proposes energy scheduling algorithms aiming at minimizing operating
cost, primary energy consumption (PEC) and carbon dioxide emission (CDE), respectively, points out
that the three optimization algorithms do not have a common trend under common circumstances,
and points out that the installation and operation of the system should be considered as long as PEC and
CDE meet the standard requirements. However, using this method, different buildings need different
analysis and evaluation to determine the optimal operating conditions. Literature [17] takes the
minimum total operating cost as the optimization objective to maximize the utilization rate of resources.
But, the problems mentioned above are all aimed at the single time scale operation of the system,
and there are few researches on the multi-time scale characteristics of the integrated energy system.
Documents [18] and [19] aim at the defects existing in the operation of the integrated energy system
before the day, and use the two time scales of day-ahead load state estimation and real-time rolling
correction to realize the optimization of real-time scheduling. Literature [20] considers the dynamic
response characteristics of multi-time scale and multi-energy coupling systems, and starts with the
modeling direction, constructs a network model for the combined calculation of electric/gas/heat/cold
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multi-energy flows from both steady and dynamic aspects. In the process of solving the dynamic
model, a hybrid stepping time domain simulation method for electromechanical transient simulation of
power system and a medium and long-term transient simulation for non-power system are proposed.
Finally, the electric heating coupling network is constructed for simulation verification. Document [21]
proposes a multi-time scale multi-objective optimal joint scheduling model, which takes into account
the different time scale characteristics of wind/water resources, electric/thermal load characteristics,
peak load regulation capability, thermoelectric coupling characteristics of different thermal units,
transmission capacity and system rotation standby requirements, and proposes a multi-time scale
scheduling method and wind power prediction technology. In the short-term prediction technology,
a day-to-day plan has been established to optimize the unit output of thermal generators, minimize
operating costs and maximize the capacity to accommodate wind energy. Establish a time-of-day
plan to optimize the power generation plans of all thermal, hydro and wind power plants on the
basis of ultra-short-term wind power forecasting technology. However, in these studies, the attribute
differences and energy dispatching characteristics of different energy sources are ignored, for example,
the regulation of electric energy is more sensitive and its control mode is more flexible [22,23]; Thermal
energy shows natural flexibility in regulation, with long response time and slow dynamic process [24];
However, natural gas needs to be added with conversion links during its use. On the premise
that natural gas can be used in large quantities, it is inevitable to add large-capacity energy storage
devices [25]; the cold energy change process is slow and requires a long dynamic time, which is not
conducive to long-term storage [26]. At the same time, due to the strong coupling relationship of
integrated energy systems, various energy systems influence each other, especially the non-linear
devices of multiple coupled systems force the system to change frequently in operating load rate
under the demand response, resulting in system “source-load” power imbalance. Therefore, based on
the feasible interval conditions of system load rate, this paper studies the multi-time scale optimal
operation of the cold-heat-electricity integrated energy system with the economic operation and the
lowest pollutant gas emissions as multi-objective functions.

In the following content arrangement, Chapter 2 describes the topology and working principle of
the cold-thermal-electricity integrated energy system. Chapter 3 analyzes the feasible range of load
rate of integrated energy system. In Chapter 4, a multi-time scale optimization model is established
with economic operation and minimum pollutant gas emissions as objective functions. In Chapter 5,
the cold/heat/electricity front load of Jianguo hotel in Zhangjiakou, China is selected for simulation
analysis and compared with a single time scale system. Chapter 6 summarizes this article.

2. Topological Structure and Working Principle of Cold-Thermal-Electricity Integrated
Energy System

The integrated energy system has various structures, different forms and complicated coupling
relationships, there are various energy production and conversion devices in the system. In this paper,
the topology structure adopted for the research on the optimal operation of the cold-thermal-electricity
integrated energy system is shown in Figure 1.

The cold-thermal-electricity integrated energy system is micro-energy network level. The equipment
in the system mainly includes: gas internal combustion engine (GE), flue gas absorption heat pump
(AP), cylinder liner water heat exchanger (JW), absorption refrigerator (AC), electric boiler (EB) and
electric refrigerator (EC), and two kinds of energy storage equipment including electricity storage (ST)
and heat storage (HS) are added. At the same time, in order to make full use of local reliable solar
energy resources, a photovoltaic generator set (PV) is added and connected to the power network to
ensure the balance of power supply and demand in the system. The whole system takes a gas internal
combustion engine and a flue gas absorption heat pump as the core, the gas internal combustion
engine directly supplies part of the electric load by consuming natural gas and generating electric
energy, and the high-temperature steam generated during working is converted into hot water to
supply the heat load through a cylinder liner water heat exchanger; The flue gas generated during
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the combustion of natural gas can be absorbed and utilized by most of the flue gas absorption heat
pumps and converted into heat energy and cold energy for direct supply to users; The absorption
refrigerator converts part of the heat energy on the heat bus into cold energy to supply the cold load for
use; When the system needs more heat energy or cold energy, some of the heat energy and cold energy
deficiency can be made up through the work of the electric boiler or electric refrigerator. The system is
also connected with two energy storage devices of heat storage and electricity storage to ensure that
the system has sufficient margin of electric/thermal power capacity and increase the stability of the
system. In addition, the active connection of photovoltaic generator sets not only effectively utilizes
solar energy resources, but also increases the environmental protection and economic benefits of the
system. When the demand for electric energy is large, the system can interact with the power grid.
At the same time, in order to reduce the construction cost and coordination cost of the information
channel and physical channel between the system and the power grid, the system adopts the principle
of “connecting to the grid without power output “ to purchase electric energy from the power grid,
so as to make up for the shortage of electric energy in the system and ensure the stable operation of
the system.

Figure 1. Topology diagram of cold-thermal-electricity integrated energy system.
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3. The Feasible Range of System Load Rate

The integrated energy system realizes the coupling relation of multiple types of heterogeneous
energy flows, and the system has strong coupling, nonlinearity, multi-energy complementation and
mutual influence characteristics. For the cold-thermal-electricity integrated energy system, even if
the operating characteristics and operating condition change parameters of each equipment in the
system are clearly defined, there are many uncertainties in the energy output of the system under the
condition that various energy input terminals are determined. Especially in the research process, it is
found that when the cold-thermal-electricity integrated energy system is directly connected to the load
side, the output power of the system does not match the load and the load rate of the system cannot
find a reliable operation interval, so it cannot operate stably. Therefore, it is necessary to analyze the
feasible range of system load rate.

Because of the close coupling relationship between the cold-thermal-electricity integrated energy
system, it is difficult to directly analyze the load rate of the system. Therefore, it is possible to decouple
the system and analyze the operational load rate characteristics of each decoupling subsystem,
thus ensuring the “source-load” power balance of the system.

The decoupling method in this paper is as follows:

1. Build a system model according to the system topology, equipment and power constraints
(see Chapter 4 for detailed models);

2. Change the system load factor A input from 0.1, 0.2 . . . 1.0;
3. When the external power grid input is 0 KW, calculate the lowest lower limit of the cold, heat and

electricity output power of each decoupling system;
4. When the external power grid input is 500 KW, calculate the maximum upper limit of the cooling,

heating and electric output power of each decoupling system;
5. Power-load ratio curves of each decoupling subsystem are obtained.

Therefore, the feasible range of the load rate of each decoupling subsystem of the cold-thermal-
electricity integrated energy system is shown in the following Figure 2:
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Figure 2. Load rate feasible interval of decoupling subsystem. (a) Decoupling power subsystem;
(b) Decoupling the low load characteristics of the thermal energy subsystem; (c) Decoupling the high
load characteristics of the thermal energy subsystem; (d) Decoupling the cold energy subsystem.
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Since the loads in the cold-thermal-electricity integrated energy system are independent of each
other and do not interfere with each other. For the analysis of the feasible range of system load rate,
as shown in Figure 2a, when the electric power load is P0, it intersects with the upper and lower
limits of electric power at two points of load rate aPi and aPj, then the feasible load rate of the power
subsystem will be between (aPi, aPj), and the electric power output power is shown by shadow S1

in the figure. There is a critical jump QH in the upper limit of the power output of the decoupled
thermal energy subsystem, where the system load rate is aH. When the thermal energy load received
by the system is lower than QH, it is called the low load characteristic of the thermal energy subsystem,
and when the thermal energy load received by the system is higher than QH, it is called the high load
characteristic of the thermal energy subsystem. As shown in Figure 2b, under the condition of low
load characteristics, the upper and lower limits of the thermal energy load QH0 of the system and
the power output of the thermal energy decoupling subsystem intersect at two points of the load
rates aHi and aHj, so that the system load rate is limited between (aHi, aHj), and the thermal energy
output range of the thermal energy subsystem is shaded S2 in Figure 2b; When the thermal energy load
QH1 is higher than QH, the thermal energy subsystem exhibits a high load characteristic, as shown in
Figure 2c, the load rate of the system will be higher than aHk, and the thermal energy output range is
shown in shadow S3. For the cold energy subsystem, as shown in Figure 2d, the lower limit of the cold
energy output power is stable, while the upper limit of the output power varies approximately linearly,
so that the cold energy system has a wider load rate selection range when outputting power outward.
When the system cold energy load is QC0, the system load rate can fall between (aCi, 1), and the cold
energy output is shown in shadow S4. To sum up, the analysis of the operating characteristics of the
load rate of each decoupling subsystem shows that the loads of inter-cold, heat and electricity in the
system are independent and uncertain. In order to balance the “source-load” power of the system,
the system load rate A should be in the same interval as the operational load rate of each decoupling
subsystem, namely:

a ∈ (aPi, aPj) ∩ (aHi, aHj) ∩ (aCi, 1)
or a ∈ (aPi, aPj) ∩ (aHk, 1 ) ∩ (aCi, 1)

(1)

However, when the load rate intervals of each decoupling subsystem have no intersection,
the “source-load” power of the system is unbalanced and cannot operate stably. Considering that the
system load fluctuates within a stable range, it is possible to change the operating conditions of the
system by adjusting the system equipment parameters and widen the intersection interval of load rates
so that the system has a stable feasible interval. This paper will also study the optimal operation of
the cold-thermal-electricity integrated energy system on the basis of the feasible load rate range of
the system.

4. Optimize Operation

The operation process of the cold-thermal-electricity integrated energy system is complex,
with many parameters and various energy outputs. This paper optimizes the operation of the
cold-thermal-electricity integrated energy system with multi-objective and multi-time scales. In terms
of multi-objective function, the system has the lowest operating cost and the least pollutant gas
emission. In terms of multi-time scale, considering the difference of attributes of different energy
sources and the different flexible characteristics of operation, for example, short power dispatching
period, flexible regulation and fast power release and absorption, therefore, power is operated at
Δt2,i = 15 min as one dispatching time; However, heat energy is easier to adjust and store than cold
energy. Therefore, heat energy is operated at Δt2,j = 30 min as a scheduling time, while cold energy
is operated at Δt1 = 1 h as a scheduling time. In this way, the operation periods of cold, heat and
electricity are multiple of each other, which is beneficial for multiple energy sources to supplement
each other and ensures the consistency of multi-time scale coordination. At the same time, in order to
reduce system losses and adjustment costs, the load rate of the system is kept unchanged for one hour,
i.e., 4 periods of power adjustment.
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4.1. Objective Function

The objective function is to construct a multi-objective function with the lowest total operating
cost of the system and the lowest pollutant gas emissions, as follows:

min

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Frun =

24∑
t1=1

4∑
i=1

{
Fgrid(t1, t2,i) + Fgas(t1, t2,i) + Fmain(t1)

}
Fpoll =

24∑
t1=1

4∑
i=1

{
αsour · Pgrid(t1, t2,i) + αtran · Pgrid(t1, t2,i) + αPGE · PGE(t1, t2,i)

} (2)

In the total operating cost, the electricity purchase cost, natural gas purchase cost and system
equipment maintenance cost of the system and power grid are considered; Pollution gas emissions
from the power supply side of the power grid, power loss from the power transmission lines of the
power grid, and pollution gas emissions from the operation of the gas internal combustion engine are
considered in the pollution gas emissions.

Where Frun is the total operating cost of the system; Fgrid(t1,t2,i) is the electricity purchase cost
of the system and the power grid; Fgas(t1,t2,i) purchase natural gas for the system; Fmain(t1) is the
maintenance cost of system equipment; Fpoll is the amount of pollutant gas discharged; αsour is the
pollutant gas emission coefficient on the power supply side of the power grid; αtran is the pollutant gas
emission coefficient delivered by power grid lines; Pgrid(t1,t2,i) purchases power for the system and
power grid; αPGE is the pollutant emission coefficient of gas internal combustion engine. PGE(t1,t2,i)
is the output electric power of the gas internal combustion engine; t1 is expressed as the number of
hours in a day. t2 is expressed as the number of minutes in an hour. Since electric energy runs at
Δt2,i = 15 min as a scheduling time, electric energy is scheduled 4 times in an hour, i = 1, 2, 3 and 4.
Similarly, heat energy is dispatched twice in one hour, with j = 1 and 2.

Among them, the system electricity purchase cost is specifically expressed as follows:

Fgrid(t1, t2,i) = Pgrid(t1, t2,i) · Δt2,i · fgrid(t1, t2,i) (3)

where, fgrid(t1,t2,i) is the real-time electricity price of the power grid.
The system purchase cost of natural gas is specifically expressed as follows:

Fgas(t1, t2,i) = Vgas(t1, t2,i) · Δt2,i · fgas(t1, t2,i) (4)

where Vgas(t1,t2,i) is the volume of natural gas consumed by the system; fgas(t1,t2,i) is the price of
natural gas.

The system equipment maintenance costs are specified as follows:

Fmain(t1) =
4∑

i=1

2∑
j=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
kGE[PGE(t1, t2,i)] · Δt2,i · PGE(t1, t2,i) + kPV [PPV(t1, t2,i)] · Δt2,i · PPV(t1, t2,i) + kAP.cool[QAP.cool(t1, t2,i)] · Δt2,i ·QAP.cool(t1, t2,i)+

kAP.heat[QAP.heat(t1, t2,i)] · Δt2,i ·QAP.heat(t1, t2,i) + kAC.heat[QAC.heat(t1, t2, j)] · Δt2, j ·QAC.heat(t1, t2, j)+

kbatt.dis/cha[Pbatt.dis/cha(t1, t2,i)] · Δt2,i · Pbatt.dis/cha(t1, t2,i) + kstor.dis/cha[Qstor.dis/cha(t1, t2, j)] · Δt2, j ·Qstor.dis/cha(t1, t2, j)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (5)

where kGE[PGE(t1,t2,i)] is the maintenance coefficient of the gas internal combustion engine at different
output powers; kPV[PPV(t1,t2,i)] is the maintenance coefficient of photovoltaic generator set; PPV(t1,t2,i)
is the generating power of photovoltaic generator set; kAP.cool[QAP.cool(t1,t2,i)] is the cold power
maintenance coefficient of the flue gas absorption heat pump; QAP.heat(t1,t2,i) is the cold power
output by the flue gas absorption heat pump; kAC.heat[QAC.heat(t1,t2,j)] is the thermal power maintenance
coefficient of the flue gas absorption heat pump; QAP.heat(t1,t2,i) is the output heat power of the flue
gas absorption heat pump; kAC.heat[QAC.heat(t1,t2,j)] is the maintenance coefficient of absorption chiller;
QAC.heat(t1,t2,j) is the heat power absorbed by the absorption refrigerator; kbatt.dis/cha[Pbatt.dis/cha(t1,t2,i)],
kstor.dis/cha[Qstor.dis/cha(t1,t2,j)] are the power maintenance coefficients of power storage equipment and
heat storage equipment respectively; Pbatt.dis/cha(t1,t2,i) and Qstor.dis/cha(t1,t2,j) are the interactive power of
electric storage equipment and heat storage equipment.
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4.2. Constraints

The cold-thermal-electric integrated energy system constraints include: equipment model
constraints and power balance constraints.

4.2.1. Equipment Model Constraints

Among them, the equipment model includes a gas internal combustion engine model [27,28],
a flue gas absorption heat pump model [29–31], an absorption refrigerator model [32], a cylinder liner
water heat exchanger model, an electric boiler model, an electric refrigerator model, a photovoltaic
generator set model [33], a heat and electricity storage model [34–36].

• Gas engine model.

Among them, gas-fired internal combustion engines have good electrical energy and thermal
energy output characteristics which can be divided into power generation, heat generation and
consumption of natural gas.

Power generation of gas internal combustion engine, the maximum real-time output power of an
internal combustion engine is limited to Pmax:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ηGE.elec(t1, t2,i) = a3(

PGE(t1,t2,i)
Pmax

)
3
+ a2(

PGE(t1,t2,i)
Pmax

)
2
+ a1(

PGE(t1,t2,i)
Pmax

) + a0

PGE(t1, t2,1) = PGE(t1, t2,2) = PGE(t1, t2,3) = PGE(t1, t2,4)∣∣∣PGE(t1, t2,i) − PGE(t1, t2,i − 1)
∣∣∣ ≤ PGE.max

(6)

Heating power of gas internal combustion engine:⎧⎪⎪⎨⎪⎪⎩ QGE.heat(t1, t2,i) =
PGE(t1,t2,i)

ηGE.elec(t1,t2,i)
(1− ηGE.elec(t1, t2,i) − ηL)

QGE.heat(t1, t2,1) = QGE.heat(t1, t2,2) = QGE.heat(t1, t2,3) = QGE.heat(t1, t2,4)
(7)

Natural gas consumed by gas internal combustion engines:

Vgas(t1, t2,i) =
PGE(t1, t2,i) · Δt2

ηgas · ηGE.elec(t1, t2,i) · LHV
(8)

In the formula, the output electric power PGE(t1,t2,i) of the gas internal combustion engine
remains unchanged for one hour, i.e., four periods of electric energy output; ηGE.elec(t1,t2,i) is the power
generation efficiency of the gas internal combustion engine; Pmax is the rated power of gas internal
combustion engine. The thermal power QGE.heat(t1,t2,i) output by the gas internal combustion engine
remains constant within one hour. ηL is the inherent loss rate of gas internal combustion engine;
PGE.max is the output gradient constraint of gas internal combustion engine. LHV is the low calorific
value of natural gas; ηgas is the natural gas utilization rate of gas internal combustion engines; a3, a2, a1

and a0 are fitting constants respectively.

• Smoke absorption heat pump model.

Smoke absorption heat pump model can be divided into three parts: absorbing smoke, outputting
heat energy and cold energy.

Smoke absorption heat pump absorbs smoke, absorption heat pump absorbed the flue gas
temperature are directly affected parameter COPAP:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

T(t1, t2,i) = b1 · (PGE(t1,t2,i)
Pmax

) + b0

Cw(t1, t2,i) = b3 · T(t1, t2,i) + b2

COPAP(t1, t2,i) = b5 · (PGE(t1,t2,i)
Pmax

)
b4

λheat(t1, t2,i) + λcool(t1, t2,i) = 1

(9)
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At the same time, the real-time power of flue gas absorption heat pump has linear constraint
values QAP.heat.max and QAP.cool.max.

Smoke absorbs heat output from heat pump:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
QAP.heat(t1, t2,i) = λheat(t1, t2,i) ·Cw(t1, t2,i) · (T(t1, t2,i) − Theat) ·COPAP(t1, t2,i) · Lheat(t1, t2,i) · ηAP.heat

QAP.heat(t1, t2,1) = QAP.heat(t1, t2,2) = QAP.heat(t1, t2,3) = QAP.heat(t1, t2,4)∣∣∣QAP.heat(t1, t2,i) −QAP.heat(t1, t2,i − 1)
∣∣∣ ≤ QAP.heat.max

0 ≤ Lheat(t1, t2,i) ≤ Lheat.max

(10)

Smoke absorption heat pump outputs cold energy:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
QAP.cool(t1, t2,i) = λcool(t1, t2,i) ·Cw(t1, t2,i) · (T(t1, t2,i) − Tcool) ·COPAP(t1, t2,i) · Lcool(t1, t2,i) · ηAP.cool

QAP.cool(t1, t2,1) = QAP.cool(t1, t2,2) = QAP.cool(t1, t2,3) = QAP.cool(t1, t2,4)∣∣∣QAP.cool(t1, t2,i) −QAP.cool(t1, t2,i − 1)
∣∣∣ ≤ QAP.cool.max

0 ≤ Lcool(t1, t2,i) ≤ Lcool.max

(11)

where in T(t1,t2,i) is the inlet temperature of the flue gas absorption heat pump; CW(t1,t2,i) is the specific
heat capacity of hot water at different temperatures; COPAP(t1,t2,i) is the energy efficiency coefficient of
flue gas absorption heat pump; The heating power QAP.heat(t1,t2,i)) and the cooling power QAP.cool(t1,t2,i)
of the flue gas absorption heat pump remain unchanged within one hour. λheat(t1,t2,i) and λcool(t1,t2,i)
are the heating ratio and cooling ratio of flue gas of the flue gas absorption heat pump respectively; Theat
and Tcool are hot water outlet temperature and cold water outlet temperature respectively. Lheat(t1,t2,i)
and Lcool(t1,t2,i) are the hot water and cold water flows of the flue gas absorption heat pump respectively;
Lheat.max and Lcool.max are the maximum heating and cooling flows respectively; ηAP.heat and ηAP.cool

are the heating and cooling efficiency of flue gas absorption heat pump respectively. QAP.heat.max is
the gradient constraint of heating power output of flue gas absorption heat pump; QAP.cool.max is the
gradient constraint of cooling power output of flue gas absorption heat pump; b5, b4, b3, b2, b1 and b0

are fitting constants respectively.

• Absorption refrigerator model.

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
QAC.cool(t1) = COPAC ·

2∑
j=1

QAC.heat(t1, t2, j)

QAC.heat.min ≤ QAC.heat(t1, t2, j) ≤ QAC.heat.max∣∣∣QAC.cool(t1) −QAC.cool(t1 − 1)
∣∣∣ ≤ QAC.cool.max

(12)

where QAC.cool(t1) is the cold power output by the absorption refrigerator; COPAC is the energy efficiency
coefficient of absorption refrigerator; QAC.heat.min and QAC.heat.max are the minimum and maximum
thermal power absorbed by the absorption chiller respectively. QAC.cool.max is the output gradient
constraint of absorption chiller.

In order to stabilize the output power of absorption refrigerator, the absolute value of the difference
between the next output power and the previous one is QAC.cool.max.

• Cylinder liner water heat exchanger model.

QJW(t1, t2, j) = ηJW ·
2 j∑

i=2 j−1

QGE(t1, t2,i) (13)

where QJW(t1,t2,j) is the output thermal power of the cylinder liner water heat exchanger; ηJW is the
heat transfer efficiency of cylinder liner water heat exchanger.
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• Electric boiler model. ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
QEB(t1, t2, j) = COPEB ·

2 j∑
i=2 j−1

PEB(t1, t2,i)

PEB.min ≤ PEB(t1, t2,i) ≤ PEB.max∣∣∣QEB(t1, t2, j) −QEB(t1, t2, j − 1)
∣∣∣ ≤ QEB.max

(14)

In the formula, PEB(t1,t2,i) is the input electric power of the electric boiler; QEB(t1,t2,j) is the output
thermal power of the electric boiler; COPEB is the energy production coefficient of electric boilers;
PEB.min and PEB.max are respectively the minimum and maximum electric power of electric boilers;
QEB.max is the output gradient constraint of the electric boiler.

• Electric refrigerator model. ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
QEC(t1) = COPEC ·

4∑
i=1

PEC(t1, t2,i)

PEC.min ≤ PEC(t1, t2,i) ≤ PEC.max∣∣∣QEC(t1) −QEC(t1 − 1)
∣∣∣ ≤ QEC.max

(15)

where PEC(t1,t2,i) is the input electric power of the electric refrigerator; QEC(t1) is the output cold power
of the electric refrigerator; COPEC is the energy efficiency coefficient of electric refrigerator. PEC.min and
PEC.max are the minimum and maximum electric power of electric refrigerator respectively. QEC.max is
the output gradient constraint of the electric refrigerator.

• Photovoltaic generator set model.

PPV(t1, t2,i) = PSTC
GING(t1, t2,i)

GSTC
[1− k(Tout(t1, t2,i) − Ts)] (16)

where, PSTC is the rated output of photovoltaic generator set; GING(t1,t2,i) is the real-time irradiation
intensity; GSTC is the rated irradiation intensity of photovoltaic generator set; K is the power generation
coefficient of photovoltaic generator set; Tout(t1,t2,i) is the external temperature; Ts is the reference
temperature of the generator set.

• Electricity storage model.

In the model of electricity storage model, the power balance and charge and discharge constraints
are considered.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Ebatt(t1, t2,i) = (1− kL) · Ebatt(t1, t2,i − 1) + [ηbatt.cha · Pbatt.cha(t1, t2,i) − Pbatt.dis(t1,t2,i)
ηbatt.dis

] · Δt2,i

Pbatt.cha.min ≤ Pbatt.cha(t1, t2,i) ≤ Pbatt.cha.max
Pbatt.dis.min ≤ Pbatt.dis(t1, t2,i) ≤ Pbatt.dis.max

Ebatt.min ≤ Ebatt(t1, t2,i) ≤ Ebatt.max

(17)

where in Ebatt(t1,t2,i) is that real-time capacity of the pow storage equipment; kL is the self-loss coefficient
of power storage equipment; ηbatt.cha and ηbatt.dis are the charging and discharging efficiency of power
storage equipment respectively. Pbatt.cha(t1,t2,i) and Pbatt.dis(t1,t2,i) are the charging and discharging
power of the power storage equipment respectively. Pbatt.dis.max and Pbatt.dis.min are the maximum and
minimum discharge powers of power storage equipment respectively. Pbatt.cha.max and Pbatt.cha.min are
respectively the maximum and minimum charging power of power storage equipment. Ebatt.max and
Ebatt.min are the maximum and minimum storage capacities of power storage equipment respectively.
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• Thermal storage model.

Thermal storage model have similar model constraints to electricity storage model.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Bstor(t1, t2, j) = (1− ks) · Bstor(t1, t2, j − 1) + [ηstor.cha ·Qstor.cha(t1, t2, j) − Qstor.dis(t1,t2, j)

ηstor.dis
] · Δt2, j

Qstor.cha.min ≤ Qstor.cha(t1, t2, j) ≤ Qstor.cha.max
Qstor.dis.min ≤ Qstor.dis(t1, t2, j) ≤ Qstor.dis.max

Bstor.min ≤ Bstor(t1, t2, j) ≤ Bstor.max

(18)

where Bstor(t1,t2,j) is the real-time capacity of heat storage equipment; ks is the self-loss coefficient of heat
storage equipment; ηstor.cha and ηstor.dis are the heat absorption and heat release efficiency of heat storage
equipment respectively. Qstor.cha(t1,t2,j) and Qstor.dis(t1,t2,j) are the heat absorption and heat release power
of heat storage equipment respectively. Qstor.cha.max and Qstor.cha.min are the maximum and minimum
heat absorption powers of heat storage equipment respectively. Qstor.dis.max and Qstor.dis.min are the
maximum and minimum heat release power of heat storage equipment respectively. Bstor.max and
Bstor.min are the maximum and minimum capacity constraints of heat storage equipment respectively.

4.2.2. Power Balance Constraints

The power balance constraints of cold, heat and electricity are satisfied in the system.

• Electric power balance constraint.

Pgrid(t1, t2,i) + PPV(t1, t2,i) +PGE(t1, t2,i) + Pbatt.dis(t1, t2,i) ·Dbatt.dis(t1, t2,i) =

Pbatt.cha(t1, t2,i) ·Dbatt.cha(t1, t2,i) + Pele(t1, t2,i) + PEB(t1, t2,i) + PEC(t1, t2,i)
(19)

In the formula, Dbatt.dis(t1,t2,i) and Dbatt.cha(t1,t2,i) are respectively discharge and charge variables
of power storage equipment; Pele(t1,t2,i) is the power load.

• Thermal power balance constraint.

QJW(t1, t2, j) +
2 j∑

i=2 j−1
QAP.heat(t1, t2,i) +QEB(t1, t2, j) + Qstor.dis(t1, t2, j) ·Dstor.dis(t1, t2, j) =

Qstor.cha(t1, t2, j) ·Dstor.cha(t1, t2, j) + Qheat(t1, t2, j) + QAC.heat(t1, t2, j)

(20)

In the formula, Dstor.dis(t1,t2,j) and Dstor.cha(t1,t2,j) are the heat release and heat absorption variables
of the heat storage equipment respectively; Qheat(t1,t2,j) is thermal load.

• Cold power balance constraint.

QAC.cool(t1) + QEC(t1) +
4∑

i=1

[QAP.cool(t1, t2,i)] = Qcool(t1) (21)

where Qcool(t1)is the cooling load.

4.3. Solution

4.3.1. Multi-Objective Solution Method

This model is a multi-objective mixed integer nonlinear programming model. The multi-objective
problem is transformed into a single-objective problem that is easy to solve by adopting a scalar linear
weighting method. The results under different weight conditions are compared by changing the weight
coefficient to obtain the optimal result. The scalar process is as follows:
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Firstly, the optimal values of economic operation and pollutant gas emission under single-objective
conditions are solved respectively, and Frun.min and Fpoll.min are obtained.

min Frun =
24∑

t1=1

4∑
i=1

{
Fgrid(t1, t2,i) + Fgas(t1, t2,i) + Fmain(t1)

}
(22)

min Fpoll =
24∑

t1=1

4∑
i=1

{
αsour · Pgrid(t1, t2,i) + αtran · Pgrid(t1, t2,i) + αPGE · PGE(t1, t2,i)

}
(23)

Secondly, the multi-objective optimization problem is transformed into a single-objective problem
solving calculation through a linear weighting method. The solving process is as follows:

min F = krun· Frun

Frun.min
+ kpoll·

Fpoll

Fpoll.min
, krun + kpoll = 1 (24)

where F is the mixed objective function value; krun is the economic operation weight coefficient; kpoll is
the weight coefficient of pollutant gas emission.

By changing the values of the weight coefficients krun and kpoll to adjustment and optimization
results of the objective function are compared, the sum of weight coefficients is always 1. In this paper,
0.1 is selected as the discrimination degree of two parameters. Therefore, the value of the weight
coefficient (krun, kpoll) = (0.1,0.9), (0.2,0.8) . . . (0.9,0.1) changes.

Finally, by changing different weight coefficients, the optimal operating conditions under different
weights are calculated, and the result analysis is obtained.

4.3.2. Model Optimization Process

This model is programmed by LINGO software and solved by GLOBAL algorithm. The model
optimization process is shown in Figure 3 below.

First of all, initialization the system, system variables and parameters are defined, input cold,
thermal, electric load parameters and krun/kpoll weight parameters, then, objective function, equipment
model constraint and power balance constraint are input.

After that, the LINGO software is used to calculate the optimization model. If there is no feasible
solution to the optimization model, then there is no solution to the original optimization problem;
otherwise, continue to optimize the process. The results of feasible solutions are compared. If the
result of comparison is the minimum of feasible solutions, the global optimal solution is obtained.
Instead, continue to compare possible solutions.

Finally, output the optimal result and end the optimization process.
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Start

Initializate system

Define system variables and parameters

Input cold thermal electric load parameters 
and Krun  Kpoll weight parameters

Input objective function, equipment model 
constraint and power balance constraint

Calculate the output of optimization

The optimization model 
has feasible solutions ?

Comparison of feasible solutions

The feasible solution has 
the minimum value?

Find the global optimal solution

End

The optimization model 
has no solution

 

Figure 3. Model optimization process.

5. Numerical Simulation and Operation Load Rate Analysis

5.1. Numerical Simulation and Operation Results Analysis

This paper selects Jianguo hotel in Zhangjiakou, northern China, to analyze the system’s cold,
heat and electricity load before summer. At the same time, considering the feasible range of system
load rate, the system operating conditions are adjusted by changing the system equipment parameters,
thus expanding the system’s operational load rate and balancing the system’s “source-load” power.

The parameters of electricity, heat and cold load in summer are shown in the following Figures 4–6:
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Figure 4. Summer electricity power load chart.

Figure 5. Summer heat load chart.

Figure 6. Summer cooling load chart.

The electricity power load before summer presents obvious “peak and valley” characteristics.
The power demand is large during peak hours and low during valley hours. Therefore, it is very
suitable for implementing time-of-use electricity price. The specific time-of-use electricity price is
shown in Table 1 below.

Table 1. Time-of-use tariff.

Name Time/h Price/CNY

peak period 8~10, 18~19 0.866
peacetime period 11~17, 20~22 0.559

valley period 0~7, 23 0.223
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In summer, the system has a low demand for heat energy, and the load fluctuates. The temperature
rises from 10: 00 to 14: 00 noon, and the heat energy load is low. The system has a high demand for hot
water and a high heat energy load from 21: 00 to 23: 00 at night.

In summer, the system has a strong demand for cool energy. In the early morning (0:00~5:00),
the cool energy load is relatively low, then increases with the temperature rising, reaches the maximum
at 14:00, and then continues to decline.

This optimization problem is a mixed integer nonlinear problem. Standard linear method is
adopted to solve the multi-objective problem. By changing the weight coefficients of krun and kpoll,
different optimization results are compared, and the global optimal solution is obtained. In terms of
optimization model calculation, this model has a total of 1923 variables and 1824 constraints, including
1128 linear variables and 766 linear constraints. In order to ensure that the output result is the global
optimal solution, multiple feasible solutions need to be compared, so the calculation time is also
relatively long. The calculation time for each group of different weight coefficients needs at least 3–4 h.
The optimal results are obtained by changing the krun and kpoll weight coefficients of multi-objective
functions as shown in Figure 7 below:

Figure 7. Optimal operation results of different weights in summer.

According to the optimization results of different weights in summer in Figure 7, when the weights
(krun,kpoll) = (0.1,0.9) and (0.2,0.8), the system cannot operate, and the weights of these two points
should be discarded. When the weights krun = 0.9 and kpoll = 0.1, the mixed objective function value F
is the minimum of 1.0022. At this time, the electric/heat/cool output power of each equipment before
summer is shown in the following Figures 8–10:
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Figure 8. Power output diagram of various equipment before multi-time scale in summer.

As can be seen from Figure 8, the gas internal combustion engine has maintained good electric
energy output characteristics. In the 0th to 7th and 23rd hour, the electricity price of the power grid is
low, which is suitable for the system to receive a large amount of electric energy of the power grid
and meets the requirements of system economy. The gas internal combustion engine is also put into
operation, with the starting load rate kept above 55% and the output power stable. In the 8th to 17th
hour, the photovoltaic unit is actively connected to the system, the system fully absorbs renewable
energy, the power of the power grid is greatly reduced, and the gas internal combustion engine runs
stably. At this time, the load rate is kept above 85%, and the electric energy output is stable. During
the 18th to 22nd hour of the peak power consumption at night, although the photovoltaic unit will
no longer output power, the gas internal combustion engine will remain in a state close to full load
output and the power output of the power grid will be limited to a stable range. Electric boilers
and electric refrigerators, as units of electric energy consumption, are converted into heat energy
and cold energy to supply loads for use. At the same time, the charging and discharging power of
the power storage equipment is less throughout the day, which indicates that the system can realize
self-absorption, which is beneficial to prolonging the service life of the power storage equipment and
the stable operation of the system power.

Figure 9. Heat output diagram of various equipment before multi-time scale in summer.

In summer, the demand for heat energy load is relatively low. The heat energy supplied by
converting the cylinder liner water directly connected with the gas internal combustion engine into hot
water basically bears the base load part of the heat energy load in summer. The electric energy operates
twice in one heat energy operation cycle, while the gas internal combustion engine outputs stably in
one hour. Therefore, the heat power output by the cylinder liner water is relatively stable in one heat
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energy operation cycle. The electric boiler works in the electricity valley period and supplements the
heat energy load with the flue gas absorption heat pump. The absorption refrigerator absorbs the
surplus heat energy from the cylinder liner water during the summer heat energy valley and converts
it into cold energy. The heat storage equipment absorbs and releases less heat energy during one day’s
operation, which indicates that the system has balanced heat power and stable operation.

 

Figure 10. Cooling output diagram of various equipment before multi-time scale in summer.

In summer, the demand for cooling energy load is large, and the electric refrigerator and absorption
refrigerator provide only a small part of the cooling energy load all day long. As the flue gas absorption
heat pump directly absorbs the flue gas heat energy of the gas internal combustion engine, it can stably
output four times of cooling energy in one cooling energy scheduling cycle. Moreover, the flue gas
absorption heat pump is sensitive to load changes, has good load following characteristics, and meets
the cooling power load demand of the system.

5.2. Analysis of Operation Load Rate Results

In terms of system operation load rate, the loads of cold, heat and electricity are independent of
each other. Since the system load rate is affected by the loads of electricity, heat and cold at the same
time, analyzing the changes of the three to the load rate will directly determine the stable operation of
the system. The operation of electric/heat/cold load and load rate is shown in Figures 11–13.

Figure 11. Multi-time scale power load-load rate operation.
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As shown in Figure 11, the multi-time scale power load and load rate operating points are mostly
close to the upper power limit of the decoupled power system, while the load rate operating points
close to the upper power limit are close to full load operation, and the system is stable at this time.
The closer the operating point is to the upper limit of power, the more thorough the system is running,
the greater the utilization rate of power and the higher the economy of the system.

Figure 12. Multi-time scale heat load-load rate operation.

The multi-time scale heat load and load rate operation is shown in Figure 12. The summer heat
load demand is low and the load fluctuation range is small, so the heat load and load rate operation
points are distributed in a scatter line within the thermal energy output range. At the higher load rate,
the operating point is close to the lower limit of the heat energy output boundary, but the heat storage
equipment has not been put into operation at this time, indicating that the “source-charge” power of
the heat energy subsystem is still balanced.

Figure 13. Multi-time scale cooling load-load rate operation.

For summer with large demand for cold energy, due to the strong compatibility and output
characteristics of the cold energy system, there is still a wide range of load rate operation range selection
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under the condition of large fluctuation of cold load throughout the day, so that the load rate operation
point can be located inside the output range and the cold energy subsystem can operate stably.

To sum up, under the condition that the cold/heat/electric loads are independent of each other and
do not interfere with each other before summer, according to the analysis of the load rate operation
results of each decoupling subsystem, the “source-load” power of the system is balanced and stable
in operation.

5.3. Comparison between Multi-Time Scale and Single-Time Scale Systems

In order to analyze the difference of time complementarity between systems, this paper compares
multi-time scale systems with single time scale systems. In a single-time scale system, according to
the principle of minimum adaptability of load scheduling time, i.e., taking the longest scheduling
period as the scheduling time, the cold/heat/electric energy systems will be unified into the same time
scale scheduling (Δt1 = 1 h), the multi-time scale electric energy systems will be unified into one hour
by 15 min scheduling, the heat energy systems will be unified into one hour by 30 min scheduling,
and the original load parameters will be added into one hour to calculate. As the peak power load
of a single-time scale system increases nearly 4 times as much as that of a multi-time scale system,
and the gas internal combustion engines cannot match the applicable models due to capacity, power
and other reasons, it is necessary to increase the number of gas internal combustion engines to 4 in a
single-time scale system and keep the load rates of each gas internal combustion engine consistent so
as to facilitate systematic analysis and comparison. Then the single time scale system operation results
are shown in the following Figures 14–16:

 
Figure 14. Power output diagram of various equipment before single time scale in summer.

 
Figure 15. Heat output diagram of various equipment before single time scale in summer.
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Figure 16. Cooling output diagram of various equipment before single time scale in summer.

The power output of each equipment before the single time scale in summer is shown in Figure 14.
The gas internal combustion engine operates at a load rate of more than 80% throughout the day, taking
up half of the power load throughout the day. The system has completely absorbed the photovoltaic
power and greatly reduced the dependence on the grid power when the system is running at noon
(the 10th to 15th hour). Electric boilers and electric refrigerators absorb only a small part of electric
energy throughout the day. However, power storage equipment is put into operation at certain times
to maintain stable operation of the power system.

The heat energy output of each equipment before the single time scale in summer is shown in
Figure 15, and the cylinder liner water heat exchanger outputs sufficient thermal energy. Electric
boiler and flue gas absorption heat pump output less; The absorption refrigerator only absorbs a small
amount of heat energy and converts it into cold energy. During the first 2, 9, 15 and 19, 23 h of system
operation, the heat storage equipment absorbs and releases power to maintain the stability of the
thermal system.

The cooling energy output of each equipment before the single time scale in summer is shown in
Figure 16. The flue gas absorption heat pump provides almost all-day cooling energy load, while the
electric refrigerator and absorption refrigerator are only used as auxiliary equipment, thus the cooling
energy power of the system is balanced.

In terms of single-time scale system load rate operation, the relationship between system load and
operation load rate is shown in the following Figures 17–19:

 

Figure 17. Single time scale power load-load rate operation.
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Single-time scale power load-load ratio operation is shown in Figure 17. Although most power
load ratio operation points are close to the upper limit of power output of the decoupled power system
and the power system operates efficiently, some power load ratio operation points exceed the upper
limit of power output boundary. At this time, the power storage equipment is put into operation to
absorb some power, otherwise the system cannot operate stably, and at the same time, the energy
storage burden of the system is increased.

Figure 18. Single time scale heat load-load rate operation.

Single-time scale heat load-load ratio operation is shown in Figure 18. summer heat load is
basically linearly distributed. Due to single-time scale adjustment, the heat load of the system is almost
twice that of multiple time scales within one hour. At some operating points with high load rate, the
lower limit of the power output boundary has been dropped. At this time, the heat storage equipment
must be operated to ensure the stability of the system output heat energy.

Figure 19. Single time scale cooling load-load rate operation.

The operation of single-time scale cooling load-load ratio is shown in Figure 19. Although the
cooling energy scheduling period of single-time scale system is the same as that of multi-time scale
system, the system load ratio is determined by the loads of cold, heat and electricity, which makes
the overall load ratio of single-time scale system higher and the system is inferior to multi-time scale
system in load ratio selectivity.

Comparing the load rates of single-time scale system and multi-time scale system, it is found that
the load rates of single-time scale system are kept above 80% throughout the day, while the load rates of
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multi-time scale system are scattered, ranging from 55% to 100%. On the surface, the single-time scale
system load rate is more stable and efficient, but in fact, the single-time scale system maintains a high
load rate and the system operates at high load, which will greatly increase the system equipment loss
and maintenance cost, which is very unfavorable to the long-term stable operation of the system and
also increases the risk of system failure. The load rate of multi-time scale system is stable at 55~70% in
low load period, but it can reach full load operation in high load period. The feasible range of system
load rate is wider and the system has wider operation selection space.

A comparison of system operation results on multiple time scales and on a single time scale is
shown in Table 2 below.

Table 2. Comparison table of results for multi-time scale and single-time scale systems.

Frun (CNY) Fpoll (m3)

multiple time scales 46,771.92 121.84
single time scale 54,068.34 149.01

From Table 2, it can be seen that the results of the multi-time scale system are better than those of the
single time scale system in terms of total operating costs and pollutant gas emissions, with a reduction
of 15.6% in economic operating costs and 22.3% in pollutant gas emissions. Under the condition of
multi-time scale, the system equipment has more flexible time collocation and energy complementary
selection, highlighting the multi-energy complementary characteristics of the cold-heat-electricity
integrated energy system. However, under the condition of a single time scale, the flexible multi-time
scale adjustment mode of the power system and the thermal system is abandoned, and the load burden
of the system is increased in the same time dimension, so that the system has to expand the upper
limit of equipment capacity or increase the equipment investment when selecting equipment, which is
extremely dependent on the energy storage equipment to maintain the “source-load” power balance
of the system, thus greatly increasing the investment cost of the system, the difficulty in equipment
selection and the maintenance cost of the equipment, and the multi-time scale system has a wider
operating load rate range.

6. Summary

The cold-thermal-electricity integrated energy system takes coupling multiple energy production
modes to realize multi-energy complementation, energy step utilization and overall energy utilization
rate improvement as the core, thus achieving the purposes of high efficiency, energy conservation,
environmental friendliness and compatibility. Because it is close to the energy consumption side, the
energy loss in the energy transmission process is greatly reduced. The mutual supplement of various
energy sources also reduces the losses between energy production at all levels. At the same time,
there are still many difficulties in optimizing the integrated energy system. Based on the multi-objective
and multi-time scale optimization problem of the cold-thermal-electricity integrated energy system
under the condition of the feasible load rate interval, this paper studies the cold-thermal-electricity
integrated energy system topology structure, takes the gas internal combustion engine and the flue gas
absorption heat pump as the core, considers the feasible load rate interval of the system under the
condition of strong coupling, and adopts the method of decoupling analysis of the system to analyze
the cold, heat and electrolysis coupling subsystems. The analysis results show that the selection of the
system load rate will directly determine the “source-load” power balance of the system. In order to
ensure the stable operation of the system under the condition of independent and uncertain loads,
the equipment parameters should be adjusted according to the fluctuation range of each load to ensure
the operating conditions of the system, so that the system load rate can fall within the stable load
rate range of the cold, heat and electrolytic coupling subsystems. On the issue of multi-objective
and multi-time scale optimization, the multi-objective function takes into account the lowest system
economic operation cost and the lowest pollutant gas emission. At the same time, considering the
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differences of different energy attributes and energy scheduling characteristics, different time scales are
selected to model the equipment model and the power model. The power control is sensitive and the
scheduling is fast, with 15 min as an operation cycle. The flexibility of heat energy is obvious, taking
30 min as an operation cycle; Cold energy changes slowly, taking 1 hour as an operation cycle. In the
aspect of multi-objective problem solving, the unitary linear weighting method is adopted to convert
the multi-objective problem into a single-objective problem, and different weighting coefficients are set
to optimize the solution, and the above mixed integer nonlinear problem is calculated by LINGO solver.
This paper selects a hotel in Zhangjiakou, northern China, for simulation analysis of summer front cold,
heat and electricity loads, and compares it with a single time scale system. The results show that the
multi-time scale system reduces the economic operation cost by 15.6% and the pollution gas emission
by 22.3% compared with the single time scale system. Under the multi-time scale condition, the system
equipment has a wider load rate operation range, flexible time allocation and complementary energy
selection, and greatly reduces the equipment capacity, investment cost, equipment selection difficulty
and equipment maintenance cost of the single time scale system, which is more conducive to the stable
operation of the system.

This study uses a static model. When considering multi-time scale optimization, the model
parameters change dynamically. By the way, the optimization time of cold energy is long, so it can be
considered to reduce the optimized time scale of cold energy appropriately. Although the optimal
weight coefficient (krun, kpoll) is selected after the system optimization results, the results show that
when the weight coefficient (krun, kpoll) is (0.9, 0.1), it performs best, and the target has little impact on
the pollution emission control, which is one of the directions that this method can improve. In terms
of future work, the system model can be optimized to improve the dynamic parameter changes of
equipment, so as to build a real-time coordination and optimization system and improve the stability
of comprehensive energy system.
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Nomenclature

Abbreviations

AC absorption refrigerator
AP smoke absorption heat pump
EB electric boiler
EC electric refrigerator
GE gas engine
HS heat storage equipment
IES integrated energy system
JW cylinder liner water heat exchanger
PV photovoltaic generator set
ST electricity storage equipment
Parameters and Variables

a the system load factor
a3, a2, a1, a0 fitting constant of gas internal combustion engine
b5, b4, b3, b2, b1, b0 fitting constant of flue gas absorption heat pump
Bstor(t1,t2,j) real-time capacity of heat storage equipment
Bstor.max maximum capacity constraint of heat storage equipment, 720 KW
Bstor.min minimum capacity constraint for heat storage equipment, 160 KW
COPAC energy efficiency coefficient of absorption refrigerator, 1.69
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COPAP(t1,t2,i) energy efficiency coefficient of flue gas absorption heat pump
COPEB energy-producing coefficient of electric boiler, 1.8
COPEC energy efficiency coefficient of electric refrigerator, 4.1
CW(t1,t2,i) specific heat capacity of hot water at different temperatures
Dbatt.cha(t1,t2,i) charging variables of power storage equipment
Dbatt.dis(t1,t2,i) discharge variables of electric storage equipment
Dstor.cha(t1,t2,j) heat absorption variables of heat storage equipment
Dstor.dis(t1,t2,j) heat release variables of heat storage equipment
Ebatt(t1,t2,i) real-time capacity of power storage equipment
Ebatt.max maximum storage capacity of power storage equipment, 400 KW
Ebatt.min minimum storage capacity of power storage equipment, 100 KW
fgas(t1,t2,i) natural gas price, 1.5 (CNY/m3)
fgrid(t1,t2,i) real-time electricity price of power grid
F the mixed objective function value
Fgas(t1,t2,i) cost of system purchase of natural gas
Fgrid(t1,t2,i) electricity Purchase Expenses for System and Power Grid
Frun the total operating cost of the system
Frun.min the minimum optimal values of economic operation
Fmain(t1) maintenance cost of system equipment
Fpoll emissions of polluting gases
Fpoll.min the minimum optimal values of economic operation pollutant gas emission
GSTC rated irradiation intensity of photovoltaic generator sets
GING(t1,t2,i) real-time irradiation intensity
k generation coefficient of photovoltaic generator set, −0.0047%
kL self-loss coefficient of power storage equipment, 0.04
ks self-loss coefficient of heat storage equipment, 0.02
krun the economic operation weight coefficient
kpoll the weight coefficient of pollutant gas emission
kAC.heat[QAC.heat(t1,t2,j)] maintenance coefficient of absorption refrigerator, 0.02
kAP.cool[QAP.cool(t1,t2,i)] cold power maintenance coefficient of flue gas absorption heat pump, 0.01

kAP.heat[QAP.heat(t1,t2,i)]
thermal power maintenance coefficient of flue gas absorption heat pump,
0.01

kbatt.dis/cha[Pbatt.dis/cha(t1,t2,i)] power maintenance coefficient of power storage equipment, 0.02

kGE[PGE(t1,t2,i)]
maintenance coefficient of gas internal combustion engine under different
output power

kPV[PPV(t1,t2,i)] maintenance coefficient of photovoltaic generator set, 0.01
kstor.dis/cha[Qstor.dis/cha(t1,t2,j)] power maintenance coefficient of heat storage equipment, 0.015
Lcool(t1,t2,i) cold water flow rate of flue gas absorption heat pump
Lcool.max maximum cooling flow rate of flue gas absorption heat pump, 8 L/h
Lheat(t1,t2,i) hot water flow rate of flue gas absorption heat pump
Lheat.max maximum heating flow of flue gas absorption heat pump, 10 L/h
LHV low calorific value of natural gas, 9.7 KW/m3

Pbatt.cha(t1,t2,i) charging power of power storage equipment
Pbatt.cha.max maximum charging power of power storage equipment, 120 KW
Pbatt.cha.min minimum charging power of power storage equipment, 0 KW
Pbatt.dis(t1,t2,i) discharge power of power storage equipment
Pbatt.dis.max maximum discharge power of power storage equipment, 90 KW
Pbatt.dis.min minimum discharge power of power storage equipment, 0 KW
Pbatt.dis/cha(t1,t2,i) interactive power of power storage equipment
Pele(t1,t2,i) electrical load
PEB(t1,t2,i) electric boiler input power
PEB.max maximum electric power of electric boiler, 80 KW
PEB.min minimum electric power of electric boiler, 0 KW
PEC(t1,t2,i) input electric power of electric refrigerator
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PEC.max maximum electric power of electric refrigerator, 60 KW
PEC.min minimum electric power of electric refrigerator, 30 KW
Pgrid(t1,t2,i) system and Power Grid Power Purchase
PGE(t1,t2,i) output electric power of gas internal combustion engine
PGE.max the output gradient of gas internal combustion engine is limited to 50 KW
Pmax the rated power of gas internal combustion engine is 500 KW.
PPV(t1,t2,i) power generation of photovoltaic generator sets
PSTC rated output of photovoltaic generator Sets
QAC.cool(t1) cold power output by absorption refrigerator
QAC.cool.max output gradient constraint of absorption refrigerator, 40 KW
QAC.heat(t1,t2,j) heat power absorbed by absorption refrigerator
QAC.heat.max maximum thermal power absorbed by absorption refrigerator, 80 KW
QAC.heat.min minimum thermal power absorbed by absorption refrigerator, 20 KW
QAP.cool(t1,t2,i) smoke absorption heat pump outputs cold power

QAP.cool.max
cooling power output gradient constraint of flue gas absorption heat pump,
500 kw

QAP.heat(t1,t2,i) smoke absorption heat pump outputs heat power

QAP.heat.max
heating power output gradient constraint of flue gas absorption heat pump,
400 kw

Qcool(t1) cold load
QEB(t1,t2,j) electric boiler output thermal power
QEB.max output slope constraints of electric boilers
QEC(t1) output cooling power of electric refrigerator
QEC.max output gradient constraint of electric refrigerator, 60 KW
Qheat(t1,t2,j) thermal load
QJW(t1,t2,i) output thermal power of cylinder liner water heat exchanger
Qstor.cha(t1,t2,j) heat absorption power of heat storage equipment
Qstor.cha.max maximum heat absorption power of heat storage equipment, 200 KW
Qstor.cha.min minimum heat absorption power of heat storage equipment, 0 KW
Qstor.dis(t1,t2,j) heat release power of heat storage equipment
Qstor.dis.max maximum heat release power of heat storage equipment, 250 KW
Qstor.dis.min minimum heat release power of heat storage equipment, 0 KW
Qstor.dis/cha(t1,t2,j) interactive power of heat storage equipment
t1 hours of operation in a day
t2 minutes in an hour
Δt1 scheduling period of cold energy
Δt2,i scheduling period of electric energy
Δt2,j scheduling period of heat energy
T(t1,t2,i) inlet temperature of flue gas absorption heat pump
Tcool cold water outlet temperature, 40 ◦C
Theat hot water outlet temperature, 100 ◦C
Tout(t1,t2,i) ambient temperature
Ts reference temperature of generator set, 25 ◦C
Vgas(t1,t2,i) the system consumes natural gas volume
αsour pollution gas emission coefficient at power supply side of power grid, 0.0009

αtran
emission coefficient of polluted gas transported by power grid lines,
0.000825

αPGE pollution gas emission coefficient of gas internal combustion engine, 0.0015
λheat(t1,t2,i) smoke heating ratio of smoke absorption heat pump
λcool(t1,t2,i) smoke refrigeration ratio of smoke absorption heat pump
ηGE.elec(t1,t2,i) power generation efficiency of gas internal combustion engine
ηL natural loss rate of gas internal combustion engine, 0.08
ηgas natural gas utilization rate of gas internal combustion engine, 0.98
ηAP.heat thermal efficiency of flue gas absorption heat pump, 0.62

157



Energies 2019, 12, 3233

ηAP.cool refrigeration efficiency of flue gas absorption heat pump, 0.58
ηJW heat transfer efficiency of cylinder liner water heat exchanger, 0.2
ηbatt.cha charging efficiency of power storage equipment, 0.95
ηbatt.dis discharge efficiency of power storage equipment, 0.95
ηstor.cha heat absorption efficiency of heat storage equipment, 0.98
ηstor.dis heat release efficiency of heat storage equipment, 0.98
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Abstract: Finding cost efficient earthing system design with acceptable level of safety might be quite
tedious work. Thus, many earthing system engineers try to find the most suitable design either
by employing only their best experience or taking advantage of some more complex optimisation
programs. Although both approaches might work well under certain circumstances, they might fail
either due to counter-intuitiveness of the specific situation or by misunderstanding of the applied
optimisation method, its limitations etc. Thus, in this paper, the earthing system design optimisation
problem was addressed by analysing optimisation simulation results together with conducted
sensitivity analysis. In the paper, a simple double ring earthing system was optimised while using five
different optimisation methods. The earthing system was placed in different horizontally stratified soil
models and the earthing system was optimised by minimising touch voltages instead of commonly
minimised earth potential rise. The earthing system was modelled by Ansys Maxwell software.
Apart from using Ansys Maxwell built-in optimisers, the possible solution space has also been mapped
by performing sensitivity analysis with changing the earthing system design dimensions and the
results of optimisation were compared and validated. It was found out that the Sequential Non-Linear
Programming Optimisation technique was quite superior to the other techniques. Additionally,
in most cases, the Ansys Maxwell optimiser was able to found optimal solution; however, in some
cases, based on the initial conditions, it might get stuck in local minima or the results might be
influenced by the solution noise. Additionally, some quite non intuitive dependencies of earthing
system electrodes positions had been found when different spatial dimensions constraints are used.

Keywords: earthing; earthing system; optimisation; Ansys Maxwell; sensitivity analysis; touch
voltage; non-linear programming

1. Introduction

The earthing system (ES) is one of the necessary parts of distribution and transmission power
networks. The basic requirements on ES are stated in standards EN 50522:2010 [1] or e.g., in its
American counterpart IEEE 80 [2]. Apart from other requirements, the designing engineer must ensure
that step voltages (SV) and touch voltages (TV) in the vicinity of the ES shall not exceed the safety
limits defined by [1], or [2] respectively. Thus, the proposed design by the engineer is always compliant
with safety requirements, e.g., permissible touch voltage curve of EN 50522, however it might not be
the best possible design for this desired specific site and its constraints. It might be quite common that
the initial approach by the engineer is to apply some universal ES design recommendations (e.g., for
distribution transformation station use double ring earthing system). The spatial layout of this initial
design is usually the same for every such proposed design. Once this initial design is not compliant
with the safety requirements, the designing engineer makes some adjustments to this initial design
to find a solution that is compliant with the safety limits. However, the final proposed design by
the engineer is not optimised within the specific site constraints and there might be still room for
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finding better design layout by employing a more complex optimisation approach, i.e., decrease the
TV, decrease used material, etc. This designing approach might be especially true in case of the great
number of built distribution transformer stations supplying the low voltage distribution networks. In
the case of these ESs, the designing engineer very often uses the simplified formulas of an Annex J [1]
to get the ES resistance to earth (e.g., ES ring Equation (1))

Rr =
ρ

π2D
ln

2πD
d

, (1)

where ρ is soil resistivity, D is diameter of earthing ring, and d is the diameter of ring electrode
cross section.

Once the resistance to earth is obtained, the safety assessment is quite straight forward, as the
failure current might be obtained from simplified equivalent electrical circuit with the equivalent
voltage source method [3]. The ES is then assessed based on the prospective permissible touch voltage
that is taken as one half of entire earth potential rise (EPR) [1].

Basically, the abovementioned approach is kind of optimization technique with an
objective function

minimise EPR(x) (2)

Subject to design spatial dimension constraints

g1 · · · gn ≤ d1 · · · dn ≤ h1 · · · hn (3)

where d1 . . . dn are appropriate ES dimensions and g1 . . . gn, h1 . . . hn are the spatial dimension
constraints. This is because the designing engineer should mainly focus on decreasing the overall EPR
to lower the corresponding touch voltages as much as possible. Decreasing the EPR is most effectively
done through decreasing the resistance to earth of the ES design. The described procedure of (2) and
(3) in all situations would mean lengthening the ES horizontal dimensions up to the outer boundary of
the horizontal constraints and burying the ES near the burial depth lower constraint. This procedure
might be also expected, regardless of most often used horizontally stratified soil model if the simplified
formula of (1) is used.

Usually, the ES horizontal dimensions are constrained by utility owner limited land. Additionally,
burying the ES to greater depth might get costly due to more excavation work needed. Thus, many
researchers have been dealing with the ES design optimization problem. Some of the papers were
dealing with finding/proposing a method to optimize the design by appropriate ES conductor allocation
in the soil with reducing earthing system total EPR only [4]. Other works are aimed on the optimization
by minimising the total length of used ES horizontal and vertical conductors [5,6]. Some other
researchers also included into the optimization the costs that are connected with the installation
process, i.e., the excavation costs as well as the ES conductor material costs [5,7,8]. Another, quite a
different approach to ES design optimisation can be found in [9,10]. It is proposed by these papers to
optimize the ES by using low resistivity materials. This optimization method is based on the fact that
by applying different chemicals near or next to ES rods and strips, the fault current is more effectively
driven into the ground due to increased effective surface area of the ES rods. By this method, the ES
resistance might be influenced either temporarily or permanently. Lastly, but not used very often
might be the optimisation by finding optimal distance to some other external grounding grid [11].

Generally, two things are necessary for the optimization procedure. The first thing is some
objective function that is used to quantify if the so-called optimum has been reached. The second
necessary thing is some kind of step direction function that determines the direction towards the
so-called optimum. The usage of some different objective functions has been described in the previous
paragraph. However, in the case of the step direction function, the aforementioned papers [4–11] mainly
use two different approaches or their combination. The first approach is by performing parametric
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analysis (i.e., sensitivity analysis). This approach is based on the fact that, if there are only expected
smooth changes in the solution, by choosing appropriate parametric step, the whole solution space can
be mapped and this solution space is later searched for the so-called optimal solution according to
the objective function. The results of this parametric analysis can be also used as a recommendation
for the designing engineer if properly depicted [12]. The second approach that was identified in the
reference is the use of some more complex optimization approach e.g., using non-linear programming
optimization methods, like genetic algorithm optimization, particle swarm optimization, and hybrid
particle swarm genetic algorithm optimization. In general, ES design optimization is a spatial problem
where the use of the mentioned methods can decrease the overall time that is needed for the parametric
analysis. In some cases, performing parametric analysis with fine steps might get quite tedious and
time consuming.

Quite a novel approach to earthing system optimization problem might be the optimization
through Quantified Risk Analysis [13–15]. The objective function of this approach is the quantified
real risk (i.e., the resulting risk of death consisting of the probability of hazardous TVs level and the
coincidence probability [13]). This approach is mostly assumed as an alternative to the conventional
‘worst case’ earthing system approach [1], which might be more strict or more loose, depending on the
situation. However, the authors are yet unaware of publication using this approach together with some
kind of step direction function and, also, the so-called ‘optimum’ for this method might be questionable
due to diverse risk perception and acceptable risk level laws.

Not many papers have been dealing with the earthing system optimisation through the
minimisation of TVs in case of horizontally stratified soil model. For example, in paper [4] the
total EPR together with the TV was analysed. The ‘compression ratio’ function was proposed as a step
direction function. The proposed approach is best suited for horizontal earthing mats with parallel
and perpendicular conductors and it can be easily used for conducting parametric analysis. In the
case of searching for optimal compression ratio, a more sophisticated step direction function different
from simple first or second order gradient based approach might be necessary. Additionally, only the
horizontal separation of parallel earthing conductors is optimised without any mean of incorporating
earthing mat or separate electrodes burying depth.

Thus, in this paper, an optimisation analysis is introduced for the allocation of separate earthing
system electrodes in earth through using Ansys Maxwell Optimetrics Component [16]. The Optimetrics
Component allows for the user to search for ES design optimal dimensions. The prospective TV was
assumed as the source of real associated risk with the earthing system design and it was chosen as
the objective function of the optimisation. A comprehensive parametric/sensitivity analysis was also
carried out with changing some of the model parameters to assess the correctness of obtained results
by the built-in optimisers in Ansys Maxwell [16]. By this approach, the solution space was searched
first and the results that were obtained from sensitivity analysis were compared with results from the
built-in Maxwell optimisers.

2. Ansys Maxwell Optimisers

Ansys Maxwell [16] is a software module incorporated in the whole simulation software ANSYS.
Ansys Maxwell is software for the simulation of low frequency quasi stationary electromagnetic fields
(EMF). The EMF can be determined for general spatial electromagnetic problems as well as for only
two-dimensional problems. The solution of Maxwell equations is managed through the finite element
method. Basically, the user has to define/import the required design model, define sources, boundary
and meshing condition, and the solution is determined by approximating the EMF distribution through
the mesh of finite elements [17]. Additionally, with the use of the built-in field calculator a user defined
quantities might be obtained from postprocessing of solved EMF data.

Ansys Maxwell presents an Optimetrics component that enables the user to perform
parametric/sensitivity/sweep analysis. Furthermore, a component for optimisation is available.
For the Optimetrics analysis it is necessary to define user defined variables, i.e., model length and
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any other dimensions, and user defined EMF quantities, like electric potentials at certain points, etc.
The user defined variables are later used in the optimisation analysis as the parameters that are
changed in iterative manner to find optimum design. The user defined EMF quantities are used for
definition of objective function of the optimisation. The software features six different options for
model optimisation [16]:

2.1. Quasi Newton (QN)

The Quasi Newton optimizer is a gradient based optimizer numerically determining the derivatives
of quadratically approximated higher order functions of actual local objective function dependency.
This optimizer suffers from the possibility of stucking in local minima, and due to finite element
method nature of the results also stucking due to high level of solution noise. As the Hessian matrix
increase rapidly with the number of optimised design variables the computational time might increase
rapidly and thus this optimizer is recommended for optimisation of 1–2 design variables only.

2.2. Pattern Search (PS)

The Pattern Search optimizer uses the grid based simplex search with simplices in the form of
tetrahedrons. It is non-gradient based optimisation search, thus it is less dependent on the solution
noise. However, it might take longer to find the optimum. The use of only three optimised design
variables is recommended.

2.3. Sequential Non-Linear Programming (SNLP)

The SNLP optimizer is more complex one. Basically, the optimizer creates a response surface by
using Taylor series approximation of finite element analysis. By this approximation, the optimizer
can find locations of improving points and determine next step direction. The SNLP optimizer is
supposed to be more accurate and reliable because it is not constrained by the problem of stucking in
local minima like QN. That is also caused by the possibility to overcome the local minima by taking
larger steps within the optimisation variable constraints limits.

2.4. Sequential Mixed Integer Non-Linear Programming (SMINLP)

SMINLP optimizer is basically same as SNLP. However, this optimizer allows for mixing discrete
and continuous optimised design variables.

2.5. Genetic Algorithm (GA)

The GA optimizer is stochastic optimizer. It runs many iterations with random selection of next
searched points. It uses an iterative process with initial generation/parents/children and mutated
population. The better performing individuals are chosen for the generation of the next generation
in each iteration. Through this random search process, the solution space is searched in a structured
manner and the optimum is found. However, the disadvantage is also that the non-improving designs
are searched in the random selection process and thus this approach takes many more iterations and is
thus slow.

2.6. Matlab Optimiser (MO)

Ansys Maxwell also facilitates the possibility to pass parameters to Matlab software (Matlab
2016b, MathWorks, Natick, USA) and invokes Matlab built-in optimisation functions and uses them to
optimize the Ansys Maxwell design.

3. Earthing System Optimised Model

The feasibility of using Ansys Maxwell software for earthing system design optimisation was
assessed on simple double ring earthing system, as in Figure 1. The first inner ring with a diameter
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D1 was buried at depth h1 and the outer ring with diameter D2 was buried at depth h2. The earthing
system was made of FeZn strip with cross section 30 × 4 mm2. The earthing system was modelled
in Ansoft Maxwell [16,17] with horizontally stratified soil model with two layers—the surface one
with resistivity ρ1 and thickness H and the bottom layer with resistivity ρ2. The soil was modelled by
semi-sphere with radius of 200 m and the analysis percent error was set to 1%. For the illustrative
purpose, the earthing system model in Figure 1a,c is depicted with an improper soil scale. The earthing
system was excited by a DC current [17] of 30 A (red arrow in bottom right picture of Figure 1c) injected
at the centre of the ES, where the ES conductor is brought up above the ground and it is considered as
accessible for touch.

 

 
(b) 

 
(a) (c) 

Figure 1. Earthing system model, spatial view (a), top view (b), and side view (c).

4. Earthing System Sensitivity Analysis Results

A comprehensive sensitivity analysis was carried out before the optimisation of ES design by
Ansys Maxwell. In this analysis, the ES was placed in seven different soil models, including ‘High on
Low’ (HoL), Uniform, and ‘Low on High’ (LoH) soil models, as in Table 1.

Table 1. Sensitivity analysis soil models.

Soil
Model No.

1 2 3 4 5 6 7
HoL HoL HoL Uniform LoH LoH LoH

ρ1 (Ωm) 500 1000 500 100 100 100 100
ρ2 (Ωm) 100 100 100 100 500 1000 500

H (m) 2 2 1 ∞ 2 2 1

For each of used soil model in the sensitivity analysis, the diameters of the ES were changed as
inner ring D1 = 1, 2, and 3 m, and outer ring always greater than inner ring D2 = 4 and 5 m. In the case
of burial depths of both rings h1 and h2, seven burial depths were used for each ring as 0.3–1.5 m with
step of 0.2 m. I.e., for one set combination of ES rings diameters D1 and D2 all 49 combinations of ES
design burial depths were modelled by Ansys Maxwell and the results were used in the sensitivity
analysis. By this way, about 2000 ES design variations were analysed in this analysis. For each of these
ES design variations, the potential profile on the earth surface along x direction (Figure 1b) was read
and the TV distribution have been determined in the vicinity of the ES. Although the potential profile
was read with step of 0.25 m, for the purpose of optimisation evaluation throughout this paper four
main performance values have been determined—TV1m, TV2m and TV3m as TV 1, 2, and 3 m apart

165



Energies 2019, 12, 3838

from the centre of the earthing system, respectively (i.e., potential difference between EPR and point 1,
2 and 3 m apart). Additionally, the total EPR was read. For set diameter D2 (used here to represent
the dimensional constraint), the optimum burial depth was manually searched whilst changing other
three dimensions D1, h1, and h2. Incorporating the optimisation of inner ring diameter D1 whilst
manually searching for optimum design is quite challenging as the number of analysed variations
increase rapidly. The results of the sensitivity analysis are introduced in Figures 2–5 and Tables 2–5.

   

Figure 2. TV1m solution surfaces for ES with diameters D1 = 1–3 m, D2 = 4 m, ρ1 = 500 Ωm, ρ2 = 100 Ωm,
H = 2 m.

(a) (b) 

Figure 3. Touch voltage (TV) surfaces, 500 Ωm/100 Ωm/1 m, D2 = 4 m, (a) TV1m surface; (b) TV2m surface.
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Figure 4. EPR, 500 Ωm/ 100 Ωm/ 2 m, D1 = 2 m, D2 = 4 and 5 m.

 
(a) (b) 

Figure 5. TV profiles along x direction for HoL model ρ1 = 500 Ωm, ρ2 = 100 Ωm, D1 = 2 m, D2 = 4 m,
h1 = 0.3 m; (a) surface layer thickness H = 2 m; and, (b) Surface layer thickness H = 1 m.

Table 2. Sensitivity analysis results for ρ1 = 500 Ωm, ρ2 = 100 Ωm, H = 2 m, D2 = 4 m, D1 = 2 m.

Objective Min TV Option Max TV Option
h1 h2 TV EPR h1 h2 TV EPR

(m) (m) (V) (V) (m) (m) (V) (V)

TV1m 0.3 Any 160 870 * 1.5 1.5 315 785
TV2m 1.5 0.3 235 935 0.3 1.3 460 935
TV3m 1.5 1.5 545 785 0.3 0.3 805 1220

* Design with h = 1.5 m EPR selected.

Table 3. Sensitivity analysis results for ρ1 = 500 Ωm, ρ2 = 100 Ωm, H = 2 m, D2 = 4 m, D1 = 3 m.

Objective Min TV Option Max TV Option
h1 h2 TV EPR h1 h2 TV EPR

(m) (m) (V) (V) (m) (m) (V) (V)

TV1m 0.3 1.5 170 820 1.5 1.5 290 750
TV2m 1.5 0.3 185 815 1.5 1.5 390 750
TV3m 1.5 0.5 490 805 0.3 0.3 780 1190
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Table 4. Sensitivity analysis results for ρ1 = 100 Ωm, ρ2 = 500 Ωm, H = 2 m, D2 = 4 m, D1 = 2 m.

Objective Min TV option Max TV option
h1 h2 TV EPR h1 h2 TV EPR

(m) (m) (V) (V) (m) (m) (V) (V)

TV1m 0.3 Any 25 510 * 1.5 1.5 75 515
TV2m 1.5 0.3 45 515 1.5 1.5 120 515
TV3m 0.9 0.5 155 515 0.3 0.3 185 550

* Design with h = 1.5 m EPR selected.

Table 5. Sensitivity analysis results for ρ1 = 500 Ωm, ρ2 = 100 Ωm, H = 2 m, D2 = 5 m, D1 = 2 m.

Objective Min TV Option Max TV Option
h1 h2 TV EPR h1 h2 TV EPR

(m) (m) (V) (V) (m) (m) (V) (V)

TV1m 0.3 1.5 135 720 1.5 1.5 255 655
TV2m 1.5 0.3 245 795 0.3 1.5 345 720
TV3m 1.5 0.3 375 795 0.3 0.3 480 980

In Figure 2, the general overview of the results of sensitivity analysis is depicted. For set
dimensional constraint D2 = 4 m, three TV1m surfaces are depicted for different inner ring diameter D1

and each surface is consisting of results of all 49 burial depth variations. In this compact form, the
optimum burial depth of both rings can be immediately read. Within the dimensional constraints of
h1, h2 (being in range of 0.3–1.5 m) and D2 (being fixed as 4 m), the ‘global’ minimum of the solution
surface can be expected for D1 = 2 m, h1 = 0.3 m, and h2 = 1.5 m. In case of D1 = 3 m, a remarkable
saddle point (h1 = 0.7 m, h2 = 0.6 m) is formed by a significant change in slope direction, where two
areas with local (h1 = 1.5, h2 = 0.5 m) and global (h1 = 0.3, h2 = 1.5 m) minima are formed. Although
this saddle point might not be as much remarkable for all simulated inner ring diameters, it is still
present among all the surfaces.

Similar TV surfaces were also obtained for other objective functions in form of TV2m and TV3m.
The results of these analysis are summarized in tabular form in Tables 2–5. In this compact tabular
form, only the remarkable points of the sensitivity analysis surfaces are listed for different soil models
and for different ES dimensions whilst preserving the clarity of the results. The burial depths of ES
designs were selected for two extreme cases and for all three analysed TVxm objective functions:

• Min TV where the burial depth of the design is selected for lowest TVxm.
• Max TV where the burial depth of the design is selected for the highest TVxm.

In this way, six different ES designs for set dimensional constraints of D1, D2, and selected soil
model are listed and they can be compared for different objective functions TVxm, EPR objectives etc.

In Tables 2 and 3, a slight difference in TVs for HoL soil model might be observed when changing
the inner ring diameter D1 from 2 m to 3 m and with set constraint of outer ring D2 = 4 m. Even
though the best possible design assessed based on EPR would be with both rings in the bottom layer
h1 = h2 = 1.5 m and D1 = 2 m, based on TV1m the best design would be a different one with only
the outer ring in the bottom layer and the inner ring in the surface layer h1 = 0.3 m, h2 = 1.5 m and
D1 = 2 m. Additionally, if TV2m and TV3m objectives would be assessed a completely different designs
are optimal. These findings might not be as much intuitive. However, with the increasing number of
possible assessed option, the situation might get even more tricky.

For example, if additional constraints (i.e., different objective function or less favourable soil
model) would be solved, a kind of unexpectable design solution might have been found. This can be
apparent from Figure 3a,b, where the TV surface of HoL soil model with surface layer thickness of only
1 m is depicted for objectives TV1m and TV2m and for constraint of outer ring diameter D2 = 4 m. As it
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might be expected by some experienced engineers, the better designs are with an outer ring burial
depth greater than the thickness of the surface layer. The overall best design, as already stated in the
previous paragraph, is with D1 = 2 m, h1 = 0.3 m, and h2 = 1.5 m. However, this might not be true if
other constraints are applied, e.g., dimensional constraint of both rings maximum burial depth of only
0.9 m and both TV1m and TV2m should be assessed. In the region of constraint burial depth of only
0.9 m, there is an evident change of pattern in optimal burial depths (between (a) and (b) of Figure 3)
where the optimum design depending on the objective function is either for inner ring close to the
surface with h1 = 0.3 m and h2 close to bottom layer, or the inner ring close to bottom layer and outer
ring close to the surface, respectively. Additionally, design with increased inner ring diameter of 3 m
gives better results than 2 m as in the case of TV1m objective. From both figures it is evident that if both
TV1m and TV2m objectives need to be evaluated, the contradiction of the solution will need some sort
of more complicated addressment, e.g., weighting of risk, etc.

Additionally, based on the results of depicted sensitivity surfaces, as in Figure 3a, the positive
effect of earthing electrode grading can be assessed. For example, for the analysed arrangement and
objective of TV1m, burying the inner ring only to a shallow depth of 0.3 m led to decreasing the risk.
The rest of the designs are either comparable, or even worse. Burying both rings to the bottom layer
is worse by slightly more than 40% than the optimal shallow inner ring placement (h1 = 0.3 and
h2 = 1.5 m). The TV surface for inner ring diameter of 1 m for HoL has yielded in almost all cases to
higher TVs and is thus excluded here.

The Uniform and LoH soil models are almost excluded from presented results, as the optimisation
of ES design through changing design dimensions had greater observable dependency in TVs and
EPRs for HoL soil model. Table 4 presents the results for LoH soil model. In case of LoH and Uniform
soil models the TV differences between the min and max TV options are of small values and thus no
big difference was found while searching for optimal solution. Additionally, the EPRs of different
designs are almost identical. The abovementioned findings are true if the outer ring diameter is kept
constant as a dimensional constraint. If that diameter would be even larger, the differences in TVs
would smoothen even more. It is worth pointing out that, in the case of Uniform soil model, the results
are even more convenient than in the case of the LoH model.

Increasing the outer ring diameter would of course lead to more suitable ES design, as might
be apparent from Table 5, in comparison to Tables 2 and 3, where design with increased outer ring
diameter of 5 m is presented (compared to 4 m in Tables 2 and 3). To complete the ES behaviour
overview, Figure 4 depicts the EPR surface for different burial depths and outer ring diameters.

Figure 5a,b depict a kind of complementary and expanding overview of ES behaviour. In these
figures the potential profiles along the x direction (Figure 1b) on the surface is depicted for ES designs
with changing only the outer ring burial depth while keeping the rest of the dimensions constant.
From the figures the TV1m, TV2m, and TV3m can be obtained. From Figure 5a, it is obvious that the
optimum design in case of objective TV1m is with deep outer ring h2 = 1.5 m and with shallow inner
ring h1 = 0.3 m. However, this chosen design is by no means also optimal when also assessed to TV2m.

From Figure 5b the positive effect of burying the outer ring into the bottom layer in HoL soil
model with H = 1 m is observable, where the TV profile had dramatically flattened.

5. Ansys Maxwell Earthing System Optimisation Results

The optimisation of the ES design was also carried out by Ansys Maxwell Optimetrics component
for soil models number 1, 3, 4, and 5 (Table 1). The ES was always modelled with some ‘initial’
dimensions, denoted by the subscript ‘i’ (i.e., the D1, h1, and h2 as D1i, h1i and h2i) and through the
optimisation the ‘optimised’ dimensions have been obtained and are denoted by the subscript ‘o’ (i.e.,
D1o, h1o, h2o). The outer ring diameter D2 was set as a dimensional constraint equal to 4 m in most of the
simulations. The burial depth constraint was set as in region 0.3–1.5 m for both rings and the maximum
inner ring diameter constraint was set as D1max = 0.9xD2, thus so the inner ring is always smaller than
the outer ring. The minimization of TV1m was set as the optimisation objective. The optimisation was
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carried out by five different optimisers—QN, SNLP, SMINLP, PS, GA. After the optimisation process
some other parameters have been also recorded for possible comparison and benchmarking of different
optimisers. I.e., TV2m, TV3m, the total EPR of optimised ES design, total time needed for finding the
optimal design t, the number of performed simulations in total ItN (optimisation iterations), and a
number of iterations (out from total of ItN iterations) where the optimal design was found ItO. As an
optimisation analysis stopping criterion was also set the maximum number of optimisation iteration
that was in most cases 300, or in some cases only 100. The optimisation results, together with the
performed stopping option, are listed in Table 6 (Parts 1 and 2). The stopping option is in the last
column ‘Status’ as either one of the following three options:

• S—for solved, stopped by finding minimum by Ansys Maxwell optimizer, the obtained result is
expected to be the global minimum.

• M—for stopped by maximum number of iterations, not necessary global minimum found, the
best suiting result was selected.

• F—for simulation failed. Again, the best suiting result was selected, however the optimisation
ended prematurely. The failure might had happened due to more different problems. Either
Ansys Maxwell adaptive mesher failed to build the mesh of finite elements, or the optimizer failed
in finding the dimensions of the next design or the optimizer generally failed without description.
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For HoL soil model 1, it was expected that the optimum burial depth for both rings with fixed
outer ring diameter D2 = 4 m (Figure 2) should be 0.3 and 1.5 m for h1 and h2, respectively, and inner
ring D1 = 2 m (as was found in sensitivity analysis Table 2, Table 3 minimum TV1m). For simplicity and
comparability, first two optimisation analysis had been performed just with only burial depths h1 and
h2 being optimised (lines 26, 27 of Table 6). This is also due to the fact that the simulated designs in
sensitivity analysis were simulated with quite great step of inner ring diameter of 1 m, as the possible
number of designs rapidly increase when a lower step would had been used. These two optimisation
analysis were performed with different initial conditions. In both cases, Ansys Maxwell found ES
design close to the expected optimal solution. In the second case, the outer ring depth was only 1.4 m
where the optimiser evaluated visiting the depth of 1.5 m as unnecessary. This might be caused by the
level of solution noise, i.e., with the set analysis percent error of 1% (Section 3) the changes in solution
data of 5–15 V might be expectable due to randomness of creation of finite element mesh and also
due to not sufficiently fine mesh elements. Better results might be expected for percent error of about
0.3% [17], however this will cause about three times or even greater increase in solution time.

In the rest of the simulation, the inner ring diameter was also optimised. As the sensitivity analysis
was only done with 1 m step of the inner ring diameter, the results of optimisation cannot be really
matched to sensitivity analysis results. However, from the comparison of TV1m surfaces from Figure 2
it can be expected that the optimal design should has inner ring diameter in 2–3 m region, and the
burial depths as h1 = 0.3 m and h2 = 1.5 m. This expectation had been met in most of the results for
SNLP optimiser. However, in case of the other optimisers, kind of invalid and different results had
been found. This might have happened in some cases due to stucking in actual local minima, stucking
in local minima caused by the solution noise, failing due to Ansys Maxwell Adaptive Mesher, etc.

In the case of GA optimiser, more extensive analysis of correct setting of the optimiser might lead
to better results. For example, out of four different settings of the optimiser, the optimal design was
found in only one (line 10). However, this optimisation had been stopped by user after more than two
days of continuous simulation. From the optimisation results it had been found that the optimiser
visited the location of global minimum (D1 ~ 2 m, h1 ~ 0.3 m, h2 ~ 1.5 m) only about three times out of
total 1134 optimisation iterations. The optimal design was already found after about the first half of all
iterations in the 664th iteration, however the optimiser did not evaluate it as the global optimum and
was further searching for better solution.

The QN and SMINLP optimisers only found a local minima or did not find the expected optimum
design at all in their all 8 performed simulation. Even though the suggested results by the optimisers
are quite close to the global optimum, the global optimum still was not reached. The PS optimiser
reached the global optimum in only one case out of three and the results seemed to be heavily reliable
on the design initial condition. In case of all these three QN, PS, and SMINLP optimisers, there are not
many options in Ansys Maxwell software that the user can change to improve the performance of
the optimiser. One possible way might be to decrease the analysis percent error, which might help to
overcome the optimiser problem of stucking in local minima also caused by solution noise. However,
a corresponding increase in solution time is expectable.

The SNLP optimiser tended to give more reliable results, so a more extensive analysis was
conducted for this optimiser only focusing mainly on the optimiser immunity to setting different
initial conditions of the simulation. An outer ring diameter constraint of 4 m was set in most of the
simulations. It was found out that the local minimum becomes significant once the inner ring diameter
is close to 3.5 m when a saddle point (Figure 2, comments in Section 4) separates it from the global
minimum. This assumption was also clarified by performing additional sensitivity analysis with inner
ring diameters of 1.5, 2.5 and 3.5 m (Figure 6 solution surface for D1 = 3.5 m). However, in case of
this local minimum the TV1m value is about 15–25 V higher that the expected global minimum in the
region of D1 = 2–2.5 m. Thus, from results of lines 24 and 28 in (and also 2 QN and 5 PS) Table 6, it can
be seen that, in the case of unfavourable initial conditions, the global minimum is not always found
and the optimiser might be unable to overcome this problem on its own.
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Figure 6. TV1m solution surfaces for ES: 500 Ωm/100 Ωm/2m, D1 = 3.5 m, D2 = 4 m.

Lastly, in most cases, the maximum number of 300 optimisation iterations was enough to find the
optimal design. In the case of SNLP optimiser, usually slightly more than 100 iterations were necessary
to find the global minimum of the optimisation problem. However, if for example the maximum
number was set only to 100 iterations, only a solution close to global optimum was found and the
100 iterations limit might be too restricting, i.e., in case of line 16.

6. Conclusions

In this paper, the appropriateness of using the Ansys Maxwell optimizer to optimize ES design
was demonstrated on couple of examples. The use of the SNLP optimiser might be assessed as
satisfactory and superior to other Ansys Maxwell optimisers. In most cases, the SNLP method found
the optimum design, however in the case of unfavourable initial conditions it is still prone to stucking
in local minima. This problem can be overcome by conducting the optimisation analysis for different
initial conditions to see whether the found result is kind of reliable. In the case of other compared
optimisers, different settings might lead to more reliable results, however the increase in solution time
as well as more experienced engineer (user) might be necessary.

Another novel approach that is presented in this paper is the optimisation of the design by
minimising touch voltages instead of most often used EPR. Unlike simple EPR minimisation would
lead to burying of ES in greater depth it was pointed out that this approach might not necessarily lead
to optimal layout also assessed based on actual touch voltages. As the real risk that is associated with
the ES is driven by the touch voltages instead of EPR, using of touch voltages is more precise than
simple optimisation of EPR. However, when the design is optimised to minimise TVs, it was found out
that the optimum ES design might get quite counter intuitive considering the wide variety of options,
like different dimensional constraints, different soil models, or even different objective functions ~
transferred voltages, step voltages. Thus, as was presented in this paper, the use of software with more
complex optimisation methods (non-linear programming, like SNLP method) might be beneficial, if
not even necessary.
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Abstract: For the corrective security-constrained optimal power flow (OPF) model, there exists a
post-contingency stage due to the time delay of corrective measures. Line overflows in this stage
may cause cascading failures. This paper proposes that the thermal inertia of transmission lines can
be used to cope with post-contingency overflows. An enhanced security-constrained OPF model
is established and line dynamic thermal behaviors are quantified. The post-contingency stage is
divided into a response substage and a ramping substage and the highest temperatures are limited
by thermal rating constraints. A solving strategy based on Benders decomposition is proposed
to solve the established model. The original problem is decomposed into a master problem for
preventive control and two subproblems for corrective control feasibility check and line thermal
rating check. In each iteration, Benders cuts are generated for infeasible contingencies and returned
into the master problem for adjusting the generation plan. Because the highest temperature function
is implicit, an equivalent time method is presented to calculate its partial derivative in Benders cuts.
The proposed model and approaches are validated on three test systems. Results show that the
operation security is improved with a slight increase in total generation cost.

Keywords: security-constrained OPF; preventive control; corrective control; post-contingency
overflow; transmission line; thermal inertia

1. Introduction

The security-constrained optimal power flow (SCOPF) is an essential tool for making a day-ahead
and real-time generation plan [1]. From the perspective of control measures, the SCOPF model can
be divided into the preventive SCOPF (PSCOPF) model and the corrective SCOPF (CSCOPF) model.
The former model is widely used in current operations of large-scale [2] and island power systems [3].
The operating point obtained by this model can guarantee the safe operation of systems under all
credible contingencies. How to filter the contingency set determines to a great extent the performance
of PSCOPF model [4]. For given contingencies, results of the PSCOPF model are conservative with the
high generation cost. The risk conception has been introduced in [5] to enhance its economics. In [6],
an identification method of superfluous constraints has been proposed and the model of PSCOPF can
be simplified and efficiently solved. With the large-scale access of sustainable energy and frequent
occurrences of natural disasters, the operation environment of power systems becomes more complex
and the feasible region of PSCOPF model may not exist in some difficult operating conditions.

For seeking the lower operating cost and more flexible dispatch plans, the CSCOPF model has
been put forward. In this model, corrective measures such as the unit rescheduling and load shedding
are utilized after the contingency occurrence to maintain the transmission security of systems [7].
There have been some trails about using the CSCOPF model in energy management systems to
help operators make timely and reasonable dispatch decisions [8]. However, two main problems
hinder its wide application. The first problem is the heavy computational burden caused by the
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huge number of contingencies especially for large-scale systems and coupling constraints between
the preventive control and corrective control. Many efforts have been devoted to shortening the
solving time. In [9], Benders decomposition has been applied to solve the CSCOPF model, and
the computational complexity has been analyzed. Results showed that the computation speed was
significantly improved without sacrificing the accuracy, whether in the serial or parallel computing
environment. In [10], an iterative approach that comprises four modules has been proposed, and its
performance was better than the direct approach and Benders decomposition. A hybrid method has
been used to solve the CSCOPF model in [11] where the maximum feasible region was randomly
searched through evolutionary algorithms and then deterministic solutions were provided by the
interior-point method. A similar solving strategy has also been adopted in [12], and the optimal
coordination of the preventive control and the corrective control was obtained.

A more significant problem of the CSCOPF model is the insecurity of power systems during the
post-contingency stage. After the contingency such as line failures or generator outages, conventional
corrective measures like the unit rescheduling cannot be immediately implemented due to the limit
of ramping rates. The system still operates under the preventive control while violations of line
power flow and bus voltages may happen. Once cascading failures are triggered, the effectiveness
of pre-made corrective plan is influenced, and the scope of the original accident could be extended.
Some previous work has been done to improve the security of the CSCOPF model. An optimal
locating method for support generator units has been proposed in [13] to improve ramping abilities
and enhance the robustness of systems. In [14], quick-start units have been utilized in corrective
actions for reducing the duration of post-contingency stage. References [15,16] have discussed that the
fast-response distributed battery energy storage can be used to alleviate post-contingency overloads
and reduce the power flow below the short-term emergency rating. In [17], the state of charge has
been considered in the distributed energy storage model and results showed that the generation cost
increased as the initial charging state declined. The post-contingency demand response has been used
to relieve overflows incurred by the renewable generation fluctuation and “N−1”contingencies in [18].
References [19,20] have analyzed the risk of cascading failures caused by post-contingency overloads
in the alternating current (AC) and direct current (DC) power transmission network, while the thyristor
controlled series capacitor and the multi-terminal direct current have been applied to minimize the load
shedding and generation rescheduling, respectively. In addition, the model predictive control (MPC)
provides a higher perspective beyond static and open-loop approaches. It is a class of strategies that
utilize a process model to establish a control sequence for controlling the future behavior of systems
over a horizon [21]. Under this framework, the generation redispatch, load shedding, and regulating
transformers have been applied to alleviate emergency thermal loads in [22,23]. Moreover, the energy
storage and curtailment of renewables have also been identified as corrective actions in [24].

In this paper, the DC power flow is utilized while post-contingency line overloads are the
insecurity problem discussed and solved. The essence of this problem can be described as the lack of
short-term transfer capacities of power grids. Compared with approaches such as using quick-start
generators, distributed battery energy storage, demand response, and other power flow controllers,
the method of improving line capacities could be more direct and effective. The line thermal rating
provides a novel perspective instead of conventional power flow limits. The static power flow rating
obtained under the worst environment condition is usually conservative. Reference [25] has provided
a report of two pioneering schemes in the U.S. and the U.K. where the real-time thermal rating was
applied. A new power flow formulation considered the line electro-thermal coupling effect has been
introduced in [26], and the error in power transfer evaluation decreased by about 20% by using this
method. In [27–29], the thermal rating of transmission lines has been utilized to increase the threshold
value of wind power integration and avoid the unnecessary tripping of pre-selected generation assets.
Besides the static rating difference, transmission lines have the thermal inertia and corresponding
time constants range between several mins and ten mins [30]. This means that dynamic variations
of conductor temperatures cannot be ignored especially for the short-term post-contingency stage
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discussed in this paper. Reference [31] has demonstrated that the neglect of transient thermal behaviors
of lines caused the underestimation of power transfer capabilities and led to misoperations. In [32,33],
the concept of electrothermal coordination has been proposed and the numerical analysis through
a number of case studies validated its benefits in augmenting power transfer capability, emergency
control, congestion management, and improving the system loadability. A temperature dependent
power flow model has been established in [34] where the dependence of line resistances on conductor
temperature was taken into account. In [35], the dynamic electrothermal effect has been brought into
safety constraints of the post-contingency power flow control to excavate the overload endurance
capability of lines.

When the dynamic thermal process of lines is considered in optimal power flow models, the heat
balance equation (HBE) which describes variations of conductor temperatures must be integrated.
Because the radiated heat loss rate is proportional to the fourth power of the conductor temperature,
the HBE is a nonlinear differential equation. How to solve those electrothermal coupling optimization
problems becomes a challenge. In [32,33], a modified Euler method has been used to discretize the
HBE and then the problem was broken down into several linearized subproblems whose solutions
were iteratively refined and linked. An approximate quadratic relationship between the temperature
and the square of current has been derived by some reasonable approximations in [34], and the
analytical solution of HBE was obtained for a step change in currents. Reference [35] has proposed
that, through transforming the HBE into algebraic difference equations by a numerical integration
method, the optimal solution can be realized by combining those transformed equations with other
algebraic equations.

This paper proposes that the thermal inertia of transmission lines can be used to cope with
post-contingency overflows in the conventional CSCOPF model. According to the system behavior,
the post-contingency stage is divided into a response substage and a ramping substage in time
sequence. In the previous substage, corrective measures have not been implemented while the
power flow shows a step change. In the latter substage, the power flow variation is approximately
described by a linear function with the adjustment of unit active power outputs. Based on the
assumption of constant resistances and the linearization of the radiated heat loss function, analytical
solutions about real-time temperatures in both substages are obtained from the HBE. An enhanced
security-constrained OPF (ESCOPF) model is established on the basis of CSCOPF model where thermal
rating constraints are integrated in the post-contingency stage. The objective of the established model
is to minimize the generation cost. In order to effectively deal with this multi-stage optimization
problem containing the quadratic objective function and nonlinear constraints, a solving strategy
based on Benders decomposition is proposed. The original problem is decomposed into a master
problem of the preventive control and two subproblems of the corrective feasibility check and the
thermal rating check. Due to the independence between each contingency, the parallel algorithm can
be implemented in solving those two subproblems. An equivalent time method is presented to build
an explicit relationship between the highest conductor temperature and unit power outputs. In each
iteration, corresponding Benders cuts are generated for infeasible contingencies and returned into
the master problem. The final generation plan is obtained until those two checks are satisfied for all
contingency scenarios. Numerical simulation results validate that the system security is markedly
improved by considering the line thermal inertia in the post-contingency stage and the generation cost
is just slightly higher than the result of CSCOPF model.

The main contributions of this paper are summarized as follows:
(a) Two typical temperature variations of post-contingency overload lines are analyzed and

their analytical solutions are obtained. If the post-contingency power flow is significantly higher
than the value in the corrective stage, the stationary point of the conductor temperature exists.
Otherwise, its variation is monotonous.

(b) An ESCOPF model is established to minimize the system generation cost. Thermal rating
constraints for line conductors are integrated in the post-contingency stage to avoid cascading failures.
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In addition, then, the unit rescheduling is implemented as the corrective measure to remove long-term
overloads on transmission lines.

(c) A Benders decomposition based solving strategy is proposed to solve the ESCOPF model,
which is divided into a master problem and two subproblems. In order to derive the partial derivative
of the highest conductor temperature with respect to the unit active power output, an equivalent time
method is presented.

The remainder of this paper is organized as follows. Section 2 analyzes temperature variations of
post-contingency overload lines and solutions of HBE in different stages are deduced. In Section 3,
the detailed formulation of ESCOPF model, which consists of the preventive stage, post-contingency
stage and corrective stage, is presented. In Section 4, a solving strategy based on Benders decomposition
is proposed and the ESCOPF model is effectively solved by an iterative and parallel algorithm.
Validities of the proposed model the solving strategy are verified on a 6-bus test system, a modified
IEEE RTS-96 system, and a case 2383wp system in Section 5. The main conclusions of this paper are
drawn in Section 6.

2. Temperature Variations of Post-Contingency Overload Lines

The preventive control and corrective control are utilized to guarantee the operation security of
power systems in the base case and eliminate long-term power flow violations caused by random
failures, respectively. Because corrective measures cannot be implemented without time delay after the
contingency, there is a post-contingency stage between the preventive stage and the corrective stage.
This time delay comes from two aspects. First, automatic dispatch systems or dispatchers need time to
conduct fault locations and determine the fault type. If the automatic reclosing fails, corresponding
corrective measures like the unit rescheduling and emergency load shedding should be matched or
remade. The time spent in this process is denoted as the response time in this paper. Then, it takes
time for conducting those corrective measures such as the unit rescheduling. The specific duration of
ramping time depends on adjusted power outputs and ramping rates of units. Therefore, the system
post-contingency stage is divided into the response substage and ramping substage while the power
flow shows different variations that are presented in Figure 1, and detailed formulations are derived in
the following subsections.

Figure 1. Two typical power flow and temperature variation curves of the post-contingency overload
line l: (a) the concave curve of the conductor temperature variation; (b) the monotonous curve of the
conductor temperature variation.
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2.1. Preventive Stage

The preventive stage is the time interval before t1. For the discussed line l, the power flow Fl,0 in
this stage is limited by power flow constraints. Since the contingency happens randomly, the conductor
temperature of the line l in the preventive stage Tcl,0 is conservatively assumed to equal its steady-state
value. This temperature can be calculated by the steady-state heat balance equation (SHBE) [36].

R (Tcl,0) I2
l,0 + qs − qc(Tcl,0)− qr(Tcl,0) = 0, (1)

where R(Tcl,0) indicates the AC resistance of conductor at the temperature Tcl,0 and Il,0 denotes the
preventive load current which is proportional to the power flow Fl,0:

Il,0 = Il,Rate
Fl,0

Fl,Rate
, (2)

where Il,Rate and Fl,Rate denote the rated load current and the rated power flow of line l, respectively.
In Equation (1), qs presents the heat gain rate per unit length from the sun which is regarded as a

constant in the short term. qc and qr are the convected heat loss rate and radiated heat loss rate per
unit length of the line l which are formulated as functions of Tcl,0 in Equations (3) and (4), respectively:

qc(Tcl,0) =

⎡
⎣1.01 + 0.0372

(
Dρ f VW

μ f

)0.52
⎤
⎦ k f Kangle (Tcl,0 − Ta) , (3)

qr(Tcl,0) = 0.0178Dε

[(
Tcl,0 + 273

100

)4
−
(

Ta + 273
100

)4
]

, (4)

where D indicates the conductor diameter and VW denotes the speed of air steam around the line l. ρ f
and μ f are the air density and air dynamic viscosity, respectively. k f is the thermal conductivity of air.
Kangle and Ta present the wind direction factor and the ambient air temperature, respectively, while ε

indicates the emissivity. It can be seen from the above two equations that qc is the linear function of
Tcl,0 while the relationship between qr and Tcl,0 is more complex. Numerical simulations such as the
Runge–Kutta method can be utilized to solve the SHBE and obtain Tcl,0.

2.2. Response Substage

After the occurrence of contingency at t1, the preventive control still works and the power flow
redistributes immediately with the extremely little electric time constant of the system. For the
post-contingency overload line, the power transferred on the line l increases straight to Fl,kp(t1), which
is higher than its rated value. Based on the definition of response time tresp, it is expressed as:

tresp = t2 − t1. (5)

The dynamic thermal behavior of the line l during this system response substage can be quantified
by the transient heat balance equation (THBE) [36].

dTcl,kp

dt
=

1
mCp

[
R
(

Tcl,kp

)
I2
l,kp + qs − qc(Tcl,kp)− qr(Tcl,kp)

]
, (6)

where Tcl,kp indicates the real-time conductor temperature of the line l in the post-contingency stage,
and mCp denotes the total heat capacity of the conductor. In order to obtain the analytical solution of
Equation (6), some approximations are needed to be made. First, the resistance-temperature effect is
neglected, and R is regarded as a constant. Then, the radiated heat loss rate qr is locally linearized at
the median of the ambient temperature Ta and the rated conductor temperature Tcl,Rate:
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qr(Tcl,kp) ≈ R1Tcl,kp + R2(Ta), (7)

where R1 and R2 are equivalent parameters. THBE can be simplified as a linear differential equation:

dTcl,kp

dt
= K1Tcl,kp + K2 I2

l,kp + K3 t ∈ [t1, t2], (8)

where K1, K2 and K3 denote parameters depending on the line type and surrounding environment
conditions. The variation of load current Il,kp during this stage is described by a step function:

Il,kp(t) = Il,Rate

(
Fl,kp(t2)− Fl,0

)
H(t − t1) + Fl,0

Fl,Rate
t ∈ [t1, t2], (9)

where H(t) presents the Heaviside step function. The analytical expression of Tcl,kp are derived from
Equations (8) and (9):

Tcl,kp(t) = −
K2 I2

l,kp(t1) + K3

K1
+ exp [K1 (t − t1)]

(
K2 I2

l,kp(t1) + K3

K1
+ Tcl,0

)
t ∈ [t1, t2]. (10)

It can be observed that the temperature variation of the line l in the system response process is an
exponential function of the time t.

2.3. Ramping Substage

Corrective measures start to be taken at t2 and the post-contingency power flow Fl,kp gradually
drops below its rated value. At the beginning of ramping substage, all rescheduled units adjust their
active power outputs while the power flow of the line l decreases fast. After a few mins, some units
finish adjustments and the decline becomes slow. Therefore, the curve of actual power flow variation
is multiplied piecewise and convex. In order to simplify the problem, it is assumed that Fl,kp linearly
decreases from Fl,kp(t2) to the corrective value Fl,k during the ramping substage. In Figure 1, t3 denotes
the time point when the last unit accomplishes its rescheduling plan. The load current Il,kp in this stage
can be approximately formulated as:

Il,kp(t) ≈
Il,Rate

Fl,Rate

[
Fl,k − Fl,kp(t2)

tramp
(t − t2) + Fl,kp(t2)

]
t ∈ [t2, t3], (11)

where the ramping time tramp is defined as:

tramp = t3 − t2. (12)

Equation (11) can be further compacted and represented as:

Il,kp(t) ≈ Il,kp(t2)− ΔIl,kp (t − t2) t ∈ [t2, t3], (13)

where Il,kp(t2) and ΔIl,kp are expressed by the power flow Fl,kp(t2) and Fl,k:

Il,kp(t2) =
Il,Rate

Fl,Rate
Fl,kp(t2), (14)

ΔIl,kp =
Il,Rate

Fl,Rate

Fl,k − Fl,kp(t2)

tramp
. (15)
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Because the actual load current of the line l at any time from t2 to t3 does not exceed the
approximate value provided by Equation (13), the above simplification makes the thermal rating
constraint stricter.

The temperature variation can be obtained through Equations (8) and (13):

Tcl,kp(t) = exp [K1(t − t2)]
(

Tcl,kp(t2) + K4

)
− K4 − ΔI2K2(t − t2)

2

K1
−

2ΔIK2(t − t2)
(

ΔIl,kp − Il,kp(t2)K1

)
K2

1
t ∈ [t2, t3],

(16)

where

K4 =
K2 I2

l,kp(t2)K2
1 − 2K2 Il,kp(t2)ΔIl,kpK1 + 2K2ΔI2

l,kp + K3K2
1

K3
1

. (17)

In the initial period of the ramping stage, the real-time conductor temperature Tcl,kp(t) is lower
than the steady-state temperature of the real-time power flow Fl,kp(t), hence the temperature continues
increasing. There are two different curves of the subsequential temperature variation.

(a) If Fl,kp(t2) is significantly higher than the corrective value Fl,k, Fl,kp(t) decreases rapidly;
there is a stationary point at thT when Tcl,kp(thT) equals the steady-state temperature of Fl,kp(thT).
The temperature reaches its maximum Tcmax

l,kp and then declines with the continuing decrease of the
power flow Fl,kp. This temperature variation is shown in Figure 1a.

(b) If Fl,k is slightly lower than Fl,kp(t2), while Fl,kp(t) declines slowly between t2 and t3.
The ramping stage may end before the temperature Tcl,kp(t) climbs to the steady-state value of
the real-time power flow Fl,kp(t). Therefore, the temperature variation is monotonous in this case,
which is presented in Figure 1b.

2.4. Corrective Stage

After t3, corrective measures are finished while the power flow falls below the limit specified by
security constraints. The load current of the line l is expressed as:

Il,k = Il,Rate
Fl,k

Fl,Rate
. (18)

The corrective conductor temperature Tcl,k can be derived from Equations (8) and (18):

Tcl,k(t) = −K2 I2
l,k + K3

K1
+ exp [K1 (t − t3)]

(
K2 I2

l,k + K3

K1
+ Tcl,kp(t3)

)
t ∈ [t3,+∞). (19)

It can be seen from the above equation that the conduction temperature variation is monotonous.
Due to power flow constraints existing in the corrective stage, the security operation of line l can be
guaranteed as long as Tcl,kp(t3) is lower than the rated temperature.

Based on the electrothermal analysis in the four stages above, the key point of improving the
system security is controlling the post-contingency conductor temperature within the permissible
scale. The highest temperature could be in the initial period of the ramping substage or at the end
of this stage. However, the specific variation type cannot be judged by a succinct algebraic criterion
before plotting the curve according to temperature functions. Meanwhile, due to the combination of an
exponential function and a quadratic function on the right side of Equation (16), explicit formulations
of thT and Tcmac

l,kp cannot be obtained.
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3. Enhanced Security-Constrained OPF

The enhanced security-constrained OPF model is established on the basis of the PSCOPF model.
Thermal rating constraints are integrated in the post-contingency stage to improve the system security
and the objective is to minimize the generation cost. Detailed formulations are presented as follows:

min
NG

∑
i=1

(
aiPG2

i,0 + biPGi,0 + ci

)
, (20)

s.t.
NG

∑
i=1

PGi,0 =
ND

∑
j=1

PLj, (21)

PGi,min ≤ PGi,0 ≤ PGi,max i = 1, 2, ..., NG, (22)

− FRate ≤ F0 = T0 [PG0 − PL] ≤ FRate, (23)

Fkp = Tk [PG0 − PL] k = 1, 2, ..., NK, (24)

Tcmax
l,kp (Fl,0, Fl,kp, Fl,k, tresp, tramp) ≤ Tcl,Rate l = 1, 2, ..., NL k = 1, 2, .., NK, (25)

PGi,min ≤ PGi,k ≤ PGi,max i = 1, 2, ..., NG k = 1, 2, ..., NK, (26)

PGi,0 − ΔPGi ≤ PGi,k ≤ PGi,0+ΔPGi i = 1, 2, ..., NG k = 1, 2, ..., NK, (27)

− FRate ≤ Fk = Tk [PGk − PL] ≤ FRate k = 1, 2, ..., NK. (28)

In the objective function (20), ai and bi denote the second order and the first order cost coefficients
of unit i, respectively. ci indicates the fixed cost. PGi,0 is the active power output of the unit i determined
by the preventive control. NG is the number of units. Because probabilities of contingencies are quite
low and the rescheduling amount of power output is limited by unit ramping capacities, the cost of
corrective control can be neglected.

Constraints (21)–(23) are utilized to guarantee the system operation security in the preventive
stage. Equation (21) implies the active power balance where PLj is the load demand at the bus j and
NL represents the number of load buses. Constraints (22) are power output limits where PGi,min and
PGi,max denote the minimum and maximum power output of the unit i, respectively. In power flow
constraints (23), PG0 and PL are the preventive power output vector and the load demand vector,
respectively. FRate and F0 indicate the rated power flow vector and the preventive power flow vector,
respectively. T0 is the shift matrix in the base case without any failures. In the post-contingency stage,
due to the change of grid topology caused by device outages, the power flow distribution is needed
to be recalculated for each contingency. Constraint (24) indicates the power flow equation where Fkp
and Tk are post-contingency power flow vector and the shift matrix in the contingency k, respectively.
Conductor temperatures are limited by the constraint (25). According to the analysis of temperature
variation in Section 2, the highest temperature Tcmax

l,kp in the post-contingency stage k depends on Fl,0,
Fl,kp, Fl,k, tresp and tramp, and their functional relationships are determined by Equations (5)–(17).

Corrective control constraints consist of inequations (26)–(28). Constraints (26) and (27) indicate
unit output limits in the corrective stage, where PGi,k is the rescheduled power output of the unit
i in the contingency k and ΔPGi is the adjustable power output determined by its reserve capacity.
In the power flow constraint (28), Fk denotes the corrective power flow vector and PGk indicates the
rescheduled power output vector in the contingency k. Line overloads must be completely eliminated
by corrective measures and the power system enters a new safe operation status.

The established ESCOPF model is a multi-stage dispatch problem with the quadratic objective
function (20) and nonlinear constraints (25). Due to the complex form of the temperature variation
function in Equation (16), Tcmax

l,kp is presented as an implicit function about Fl,0, Fl,kp, Fl,k, tresp and
tramp. This implies that conventional optimization methods could not be directly utilized to solve
the established model, and some pretreatment measures need to be made. Moreover, different unit
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rescheduling plans are made for each contingency scenario. Therefore, the computational burden
increases as the number of contingencies grows. It is necessary to control the solving time when
applying the proposed model in large-scale power systems

4. Solving Strategy Based on Benders Decomposition

Benders decomposition is one of the commonly used decomposition techniques in power systems.
J. F. Benders first introduced this decomposition algorithm for solving large-scale mixed-integer
programming (MIP) problems [37]. At present, it has been successfully applied to handle various
optimization problems including the unit commitment [38], economic dispatch [39], and transmission
planning [40]. In applying Benders decomposition, the optimal solution may require iterations between
the master problem and several subproblems. The lower bound and upper bound solution are provided
by the master problem and feasible subproblems, respectively. If any of the subproblems is infeasible,
a Benders cut will be introduced to the master problem. When the upper bound and the lower
bound are sufficiently close, the iteration stops. In this section, a solving strategy based on Benders
decomposition is presented to solve the established model with nonlinear thermal rating constraints.

The ESCOPF model is first decomposed into a master problem optimizing the preventive
control and two subproblems for the corrective control feasibility check and the line thermal rating
check, respectively. In the second subproblem, conductor temperatures are calculated based on
the determined power flow distribution in the preventive, post-contingency and corrective stage.
Meanwhile, the independence between each contingency is taken into account and both subproblems
can be processed in parallel. For those contingencies which cannot pass the corrective feasibility check
or the line thermal rating check, corresponding Benders cuts are generated and returned into the
master problem. The master problem and subproblems are sequentially solved until both checks are
satisfied for all contingency scenarios. The specific solving flow is shown in Figure 2 and detailed
formulations for the master problem and two subproblems are presented as follows.

Figure 2. Solving flow based on Benders decomposition.
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4.1. Master Problem (Preventive Control Optimization)

The preventive control problem is optimized separately in the master problem which consists of
the objective function (20), constraints (21)–(23). The preventive power flow is obtained and the power
flow redistribution in each contingency during the response stage can be calculated by Equation (24).
Corresponding temperature variations from t0 to t2 are quantified by Equations (1) and (10). In each
iteration, Benders cuts (29) and (30) are generated for those check violating contingencies and added
into the master problem as constraints:

Corrective control feasibility check Benders cuts : Constraints (37) , (29)

Thermal rating check Benders cuts : Constraints (38) . (30)

The feasible region of the master problem is continuously shrunk by returned Benders cuts and the
most economical operating point is searched again in the new feasible region. According to following
generating approaches for Benders cuts, above constraints (29) and (30) are linear. Therefore, the master
problem in each iteration is a linearly constrained quadratic optimization problem which can be directly
solved by current optimizers such as Cplex, Gurobi and so on.

4.2. Subproblem 1 (Corrective Control Feasibility Check)

Due to the existence of correlated constraints (27) between the preventive control and corrective
control, the feasibility of corrective control needs to be checked for the operating point determined
by the master problem in each iteration. In the credible contingency k, slack variables si,k and ri,k are
introduced for power output rescheduling constraints. Detailed formulations of the corrective control
feasibility check subproblem are presented as follows:

min
NG

∑
i=1

(si,k + ri,k), (31)

s.t. Constraints (26) and (28) , (32)

PGi,k − PG∗
i,0 − si,k ≤ ΔPGi i = 1, 2, ..., NG, (33)

PGi,k − PG∗
i,0 + ri,k ≥ −ΔPGi i = 1, 2, ..., NG, (34)

si,k ≥ 0 i = 1, 2, ..., NG, (35)

ri,k ≥ 0 i = 1, 2, ..., NG. (36)

In the constraints (33) and (34), the determined preventive power output PG∗
i,0 is a constant

provided by results of the master problem in the current iteration. After solving the subproblems
(31)–(36), the corrective power flow distribution is obtained and temperature variations after t2 can be
quantified by Equations (16) and (19).

Once the optimized result of the objective function (31) equals 0, overflows in the contingency k
can be eliminated by a feasible unit rescheduling. Otherwise, corresponding Benders cuts are needed
to be generated and returned to the master problem. The Benders cut of the contingency k which
cannot be corrected is deduced as:

NG

∑
i=1

(si,k + ri,k) +
NG

∑
i=1

[
(−λi,k + γi,k)

(
PGi,0 − PG∗

i,0
)] ≤ 0, (37)

where λi,k and γi,k are the Lagrange multipliers of the constraint (33) and (34), respectively. The Benders
cut (37) is a linear constraint about PGi,0 where si,k, ri,k, λi,k, γi,k and PG∗

i,0 are constants. Only if the
optimized result of this subproblem equals 0 for all contingencies, the operating point set by the master
problem can pass the feasibility check for the corrective control.
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4.3. Subproblem 2 (Line Thermal Rating Check)

Temperature variations for four sequential stages are calculated based on the power flow variation
determined by the master problem and the corrective control feasibility check subproblem. In each
contingency, only if the highest temperature of each line conductor is below its rated value, the thermal
rating check can be satisfied. Otherwise, the Benders cut is needed to be derived and added into the
master problem:

∑
l∈Lk

(
Tcmax

l,kp − Tcl,Rate

)
+

NG

∑
i=1

⎛
⎝∑

l∈Lk

∂Tcmax
l,kp

∂PGi,0

∣∣∣∣∣
PGi,0=PG∗

i,0

⎞
⎠(PGi,0 − PG∗

i,0
) ≤ 0, (38)

where Lk denotes the set of transmission lines which violate thermal rating constraints. The key point
of obtaining the thermal rating Benders cut is calculating the partial derivative of Tcmax

l,kp with respect to
PGi,0. In this paper, an equivalent time method is proposed to build an explicit relationship between
the highest conductor temperature and the preventive power output.

The basic idea is using an extended response process to simulate the original two-stage process of
the post-contingency temperature variation. The equivalent principle is that those two processes have
the same highest temperature and the equivalent time tequal

l,kp of the line l in the contingency k can be
calculated from the following equation:

Tcmax
l,kp = −

K2 I2
l,kp(t1) + K3

K1
+ exp

(
K1tequal

l,kp

)(K2 I2
l,kp(t1) + K3

K1
+ Tcl,0

)
. (39)

Due to the monotonous variation of the conductor temperature in the extended response process,
the partial derivative of Tcmax

l,kp with respect to PGi,0 can be derived by the chain rule:

∂Tcmax
l,kp

∂PGi,0
=
{
−1 + exp

(
K1tequal

l,kp

)} K2

K1
2I∗l,kp

∂Il,kp(t1)

∂PGi,0
+ exp

(
K1tequal

l,kp

) ∂Tcl,0

∂PGi,0
, (40)

where I∗l,kp indicates the load current of the line l at t1 in the contingency k which can be obtained from
results of the master problem. The partial derivative of Il,kp with respect to PGi,0 can be calculated
from the power flow Equation (24):

∂Il,kp

∂PGi,0
=

dIl,kp

dFl,kp

∂Fl,kp

∂PGi,0
=

Il,Rate

Fl,Rate
Tk(l, i). (41)

Similarly, based on the power flow equation in the preventive stage (23), the partial derivative of
Tcl,0 with respect to PGi,0 can be deduced as:

∂Tcl,0

∂PGi,0
=

dTcl,0

dIl,0

dIl,0

dFl,0

∂Fl,0

∂PGi,0
=

dTcl,0

dIl,0

Il,Rate

Fl,Rate
T0(l, i). (42)

Using a quadratic function to fit the SHBE, the above partial derivation can be further derived as:

Tcl,0 = M1 I2
l,0 + M2 Il,0 + M3, (43)

dTcl,0

dIl,0
= 2M1 I∗l,0 + M2. (44)

In Equation (44), I∗l,0 denotes the determined preventive load current of the line l. It can be seen
from the Equations (41)–(44) that the partial derivative of Tcmax

l,kp with respect to PGi,0 is a constant for
the determined operating point and the unit rescheduling plan. This means the return Benders cut (38)
is also a linear constraint.
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The pseudocode of the solving strategy based on Benders decomposition is shown in Algorithm 1.
It may help to reproduce and implement the approach proposed in this paper. The NFC and NTC
indicate the number of contingenies which cannot pass the corrective control feasibility check and the
line thermal rating check.

Algorithm 1 The solving strategy based on Benders decomposition

Input: Power system parameters and environment parameters. Durations of the response time and

ramping time. The rated conductor temperature. The contingency set.
1: while NFC �= 0 and NTC �= 0 do
2: solve the master problem consisting of Equations (20), (21)–(23) and (29), (30);
3: obtain unit active output PG∗

0 and power flow distribution F0;
4: NFC = 0;
5: for each k ∈ [1, NK] do
6: solve the subproblem 1 consisting of Equations (31)–(36);
7: if ∑ si,k + ri,k �= 0 then
8: generate the Benders cut by Equation (37) and return it into th master problem;
9: obtain the power flow distribution Fk; NFC = NFC + 1;

10: end if
11: end for
12: NTC = 0;
13: for each k ∈ [1, NK] do
14: for each line l operating in the contingency k do
15: calculate the Tcmax

l,kp and tequal
l,kp by Equations (1)–(19) and (39), repsectively;

16: if Tcmax
l,kp > Tcl,Rate then

17: add line l into the set Lk
18: end if
19: end for
20: if Lk �= φ then
21: NTC = NTC + 1; sumdTc = 0;
22: for each l ∈ Lk do
23: sumdTc = sumdTc + (Tcmax

l,kp − Tcl,Rate);
24: end for
25: for each i ∈ [1, NG] do
26: sumpdi = 0;
27: for each l ∈ Lk do
28: calculate the partial derivative

∂Tcmax
l,kp

∂PGi,0
by Equations (40)–(44);

29: sumpdi = sumpdi +
∂Tcmax

l,kp
∂PGi,0

;
30: end for
31: end for
32: return sumdTc +

NG
∑

i=1
[sumpdi(PGi,0 − PG∗

i,0))] ≤ 0 into the master problem;
33: end if
34: end for
35: end while
Output: The active power output of each unit in the preventive stage and its adjusted amount in the

corrective stage. The power flow distribution and variations of line conductors.

5. Case Studies

The model and solving strategy proposed in this paper are validated on a 6-bus test system,
a modified IEEE RTS-96 system, and a case 2383wp test system. It assumed that all transmission
lines in those three test systems use the 400 mm2 Drake 26/7 ACSR conductor (Nexans S.A., Paris,
France) whose parameters (resistance R, diameter D, heat capacity mCp and emissivity ε) are given by
Reference [30] and shown in Table 1.

188



Energies 2020, 13, 48

Table 1. The parameters of transmission lines.

R (Ω/m) D (mm) mCp (J/(m*◦C)) ε(−)

8.688 × 10−5 28.1 399.0 0.5

Another assumption is that lines operate in the same environment condition, although it is
difficult to be satisfied for large-scale power systems. The related environment parameters can be
divided into two kinds. The air density ρ f , dynamic viscosity μ f and the thermal conductivity of
air k f may not have obvious variations and could be regarded as constants. The other parameters
including the ambient air temperature Ta, speed of air steam VW , wind direction factor Kangle and the
power gain rate from the sun qs can be provided by online micro-meteorology monitoring systems.
With the development of smart grids, those systems have a wide range of applications [41]. The more
accurate measured parameters are obtained, the more effective control for the line thermal rating
can be achieved. The data collected by distributed monitoring systems are transmitted through the
high-speed optical networks or wireless networks like ZigBee, GPRS and 4G to energy management
systems (EMS). Through data preprocessing, those data can be used to solve the electro-thermal
coupling OPF model. Values of two kinds of parameters are presented in Table 2.

Table 2. The environment parameters.

ρ f (kg/m3) μ f (Pa ∗ s) k f (W/(m*◦C)) Ta (◦C) VW (m/s) Kangle (
◦) qs (W/m)

1.029 2.04 × 10−5 0.0295 40.0 0.61 90.0 14.1

In addition, for protection systems, the highest threshold value of line load current should be
appropriately raised and the time-delay of triggering for overload lines needs to be increased. It will
let protections not take action immediately and allow transmission lines to operate under the overload
condition for a short period of time. In addition, then the ESCOPF model proposed in this paper can
work in practical applications.

Under the condition of given parameters, the time constant of line thermal process is about
14 min which has been verified in Reference [30]. Meanwhile, the rated load current of lines is set
at 992 A while the corresponding steady-state temperature is 100.0 ◦C. The widely used “N−1”
criterion is adopted for the former two test systems to filter line contingencies. This means, in each
contingency, there is just a single transmission line outages. All simulations are performed on a
personal computer with 4 Intel (R) Core (TM) i5-6200U CPU (2.3 GHz) (Lenovo, Beijing, China) and
8 GB memory. The programs are implemented using a Matlab (R2016a, The MathWorks, Natick, MA,
USA) environment and underlying optimization problems are solved by Cplex.

5.1. 6-Bus Test System

The 6-bus test system consists of three units, three load bus, and 11 transmission lines. Its wiring
diagram is presented in Figure 3. Detailed parameters of units, load buses and lines are given by
Tables A1–A3 (Appendix A), respectively. There are 11 “N−1” contingencies where the line k failures
in the contingency k. The response time and the ramping time of this system are 5 min and 7 min,
respectively, and the rated conductor temperature is conservatively set at 100.00 ◦C. The mean program
executing time of 10 tests with the consistent convergence solution is 10.07 s. Simulation results in
each iteration are shown in Table 3.

In the initial iteration, the preventive control is optimized separately with the lowest generation
cost $861.92. Four contingencies have post-contingency overflows which cannot be eliminated by the
feasible corrective control. The thermal rating check is violated in three contingencies, and the highest
temperature reaches 136.64 ◦C. Unit active power outputs are adjusted by returned Benders cuts as the
iteration number grows. Combining with generation cost coefficients in Table A1, it can be found that
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the output of the most expensive unit G2 increases, which results in the growth of TGC. It is worth
noting that, after iteration 3, NFC increases from 0 to 1, while NTC decreases from 2 to 1. This implies
that the corrective control feasibility check and the thermal rating check may be conflicting in some
situations, and this conflict is solved by further shrinking the feasibility region of the operating point.
After five iterations, both NFC and NTC drop to 0 and the highest conductor temperature is strictly
controlled within the permissible scale 100.00 ◦C. This means that both short-term and long-term safe
operation of this 6-bus system can be guaranteed. The final generation cost rises to $917.51, which is
6.5% higher than its initial results.

Figure 3. The wiring diagram of 6-bus test system.

Table 3. The simulation results in each iteration for a 6-bus system.

Iteration PG1,0 (MW) PG2,0 (MW) PG3,0 (MW) NFC a NTC b Tcmax (◦C) TGC c ($)

0 160.84 0.00 109.16 4 3 136.64 861.92
1 140.67 11.26 118.07 2 2 113.66 889.38
2 130.10 23.97 115.93 0 2 102.69 911.14
3 127.77 26.31 115.93 1 1 100.56 916.07
4 127.29 26.92 115.79 0 1 100.12 917.21
5 127.18 27.04 115.77 0 1 100.03 917.46
6 127.16 27.07 115.77 0 0 100.00 917.51

a The number of contingencies which cannot pass the corrective control feasibility check, b The number of
contingencies which cannot pass the thermal rating check, c The total generation cost.

In addition, temperature variations of lines that have the highest conductor temperature in each
contingency are shown in Figure 4. Displayed durations of the preventive stage and the corrective
stage are both 5 min. The post-contingency stage starts at the 5th min and ends at the 17th min. It is
further confirmed that conductor temperatures in all contingencies are below the allowable value
100.00 ◦C. The highest temperature occurs on line 1, which connects two units G1 and G2 in the “N−1”
contingency with the failure of line 2. The post-contingency load rate of line 1 reaches 1.35 at the
5th min and drops to 1.00 from the 10th min to the 17th min. The temperature rapidly rises to the
peak 100.00 ◦C at around the 15th min and then slowly declines. This result verifies that the power
flow constraint and the thermal rating constraint are not equivalent, and the former constraint is over
conservative from the short-term perspective.

The conductor temperature varies monotonously under the condition that the corrective power
flow is higher or slightly lower than it in the post-contingency stage. This corresponds to cases of the
highest temperature line in the contingencies 1, 3, 5, 6, and 7. For those lines with highest temperature
in the contingencies 2, 4, 8, 9, 10, and 11, the post-contingency power flow is significantly higher than
the corrective value while concave temperature curves are presented. In those cases, the maximum
absolute difference between load rates in the post-contingency and the corrective stage reaches 0.35,
which is obviously higher than the value 0.14 in former cases. This result validates the analysis about
two typical temperature variations in Section 2.
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Figure 4. The temperature variations of the line with the highest temperature in each contingency.

It can be found from Figure 4 that the highest temperature occurs five times on line 9 in 11 credible
contingencies. Line 9 directly connects the unit G3 and the load bus L3 while the load rate in the
preventive stage is 0.90. It is markedly higher than the second highest load rate 0.75 of line 3, which
becomes the highest temperature line for the remaining two contingencies. From this perspective, line
9 can be regarded as the key transmission line in the 6-bus system while the security and economy of
the system could be improved by appropriately raising its transmission capacity.

5.2. IEEE RTS-96 System

The modified RTS-96 system consists of three interconnected RTS-79 systems and has 96 units, 73
buses, and 120 branches in total. Its topology is presented in Figure 5. The unit data and load data can
be found in Reference [42] while the modified line data are provided by Reference [15]. Because line
52 in area 2 and line 90 in the area 3 are single-circuit lines connecting to the bus 207 and bus 307,
respectively, their outages will cause a power imbalance in the post-contingency stage. Other measures
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such as more frequent inspections and maintenance could be used to improve their secure operations.
Therefore, the final number of “N−1” line contingencies is 118.

Figure 5. The wiring diagram of the IEEE RTS-96 test system.

In the base case, the response time and ramping time of this system are also set at 5 min and 7 min,
respectively, while the rated conductor temperature is 100.00 ◦C. The mean value of the program
executing time for 10 simulations with the same convergence solution equals 53.87 s and detailed
simulation results in each iteration are shown in Table 4.

Table 4. The simulation results in each iteration for the IEEE RTS-96 system.

Iteration NFC a NPC b LRmax NT Cc Tcmax (◦C) TGCd ($)

0 10 118 1.78 19 136.04 5058.8
1 2 53 1.46 8 109.35 5069.6
2 2 51 1.37 6 102.56 5071.9
3 2 51 1.35 3 100.73 5072.5
4 0 51 1.35 3 100.22 5072.5
5 0 51 1.34 2 100.07 5072.5
6 0 51 1.34 1 100.02 5072.5
7 0 51 1.34 0 100.00 5072.5

a The number of contingencies which cannot pass the corrective control feasibility check, b The number of
contingencies which violate power flow limits in the post-contingency stage, c The number of contingencies
which cannot pass the thermal rating check, d The total generation cost.

There are 10 contingencies which cannot satisfy the corrective control feasibility check in the
initial solution. Post-contingency overflows occur in all contingencies, and the highest load rate
reaches 1.78. From the perspective of thermal rating, 19 contingencies are not secure. The highest
temperature is 136.04 ◦C, and the lowest total generation cost is $5058.8. After the first iteration, NFC,
NPC, and NTC decrease significantly to 2, 53, and 8, respectively. In results after iteration 3, TGC
approaches its final optimized value. This is because the same type of units have the same generation
cost coefficients. Actually, the generation plan is still adjusted, which can be observed from variations
of NFC, LRmax, NTC, and Tcmax. After seven iterations, long-term overflows can be totally removed
by the feasible corrective control while the highest temperature equals the rated value 100 ◦C, which
confirm that the algorithm has converged. It is worth noting that there are still 51 contingencies having
post-contingency overload lines. However, according to the analysis in Section 2, those short-term
power flow violations will not affect the operation security of transmission lines.
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In order to further verify the effective control for conductor temperatures through the ESCOPF
model, the highest conductor temperature of each transmission line in all credible contingencies is
presented in Figure 6.

Figure 6. The highest conductor temperature of each line in all credible contingencies.

It can be seen that most of temperatures are in the interval between 50 ◦C and 90 ◦C. The highest
post-contingency temperature 100 ◦C occurs on line 10 and line 11, while temperatures of line 51,
line 53, line 89, and line 91 are also very close to this limit. Based on the system diagram, it can
be found that those lines are at similar topological locations in corresponding areas. For instance,
line 10, line 51, and line 89 connect the bus 106 and bus 110, bus 206 and bus 210, bus 306 and bus
310, respectively. When focusing on the area 1, the 136 MW load demand is located at the bus 106.
Once line 5 connecting bus 102 and bus 106 fails, 136 MW of power is needed to be transferred by
line 10 alone. Meanwhile, the load rate of line 10 in the preventive stage 0.82 is relatively higher.
The system operation security can be improved by controlling conductor temperatures of those key
transmission lines in the post-contingency stage.

The performance of the proposed ESCOPF model is further compared with the conventional
PSCOPF model and CSCOPF model from the perspective of security and economy, while detailed
results are listed in Table 5.

Table 5. The comparison of results of PSCOPF, ESCOPF, and CSCOPF models.

Model NPCa LRmax NTCb Tcmax (◦C) TGCc ($)

PSCOPF 0 1.00 – – 5145.4
ESCOPF 51 1.34 0 100.00 5072.5
CSCOPF 88 1.49 17 115.21 5063.6

a The number of contingencies which violate power flow limits in the post-contingency stage, b The number
of contingencies which cannot pass the thermal rating check, c The total generation cost.

It can be seen that the PSCOPF is the most conservative model with the highest generation cost
$5145.4. For the operating point obtained through this model, power flow constraints are satisfied
for all contingencies. Since there is no post-contingency stage, the values of NTC and Tcmax do not
exist. The CSCOPF model tries to eliminate overflows by the corrective control while effects of the
time delay are ignored. Both power flow constraints and thermal rating constraints are violated in
the post-contingency stage. The highest load rate and conductor temperature are 1.49 and 115.21 ◦C,
respectively. Total generation cost $5063.6 is the lowest. In results of the proposed ESCOPF model,
NPC declines from 88 to 51 and LRmax is limited to 1.34. All credible contingencies can pass the
thermal rating check. From the viewpoint of line dynamic thermal behavior, the ESCOPF model and
the PSCOPF model have the equivalent security. However, the former total generation cost $5072.5 is
just slightly higher than the result of CSCOPF model.
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In addition, influences of the rated conductor temperature on the highest line load rate in all
contingency scenarios and the total generation cost of the system are studied and results are shown in
Figure 7.

Figure 7. The highest load rate and total generation cost under various rated temperatures: (a) the
highest load rate variation; (b) the total generation cost variation.

The highest load rate in the post-contingency stage increases while the total generation cost
decreases as the rated conductor temperature grows. It can be observed that both rates of change
decline. When the rated temperature is set at 88.53 ◦C, there is no contingency having overload lines,
and the total generation cost equals the result of the PSCOPF model. Actually, the corrective control
is no more needed while the ESCOPF model degenerates into a PSCOPF model. When the preset
rated temperature is higher than 115.21 ◦C which is over the highest temperature occurring in results
of the CSCOPF model, thermal rating constraints in the post-contingency stage become redundant.
This means that the established ESCOPF model is converted into a CSCOPF model and their final
optimized generation costs $5063.6 are consistent.

Moreover, Figure 8 presents the surface of total generation costs under various combinations of
the response time and the ramping time. The generation cost remains unchanged while the response
time is below 3 min and the ramping time is within 5 min. Due to the thermal inertia, lines can
operate under extremely high load rates and do not violate thermal rating limits for a short duration.
The operating point of the system is not affected by post-contingency thermal rating constraints.
As both growths of the response time and the ramping time, the generation cost continues increasing.
It can be observed that the variation of the response time has a greater influence. This is because the
post-contingency power flow keeps up a high level in this duration. While the response time is in the
interval of 5–8 min and the ramping time is within the interval of 6–9 min, the increase of the total
generation cost is the most significant. Beyond this time interval, the growth becomes slow. The above
analysis implies that shortening the system response time and implementing units with the quick
ramping capacities can improve the security of power systems and decline its operating cost.

Figure 8. The total generation cost under various combinations of the response time and ramping time.
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5.3. Case 2383wp Test System

In order to verify the validities of the proposed ESCOPF model and solving strategy on large-scale
power systems, the case 2383wp test system that consists of 2383 buses, 2896 branches, and 327
units is adopted. Its detailed system parameters can be found in the file provided by Matpower (6.0,
Cornell University, Ithaca, NY, USA). In addition, the ”N−5” contingencies are randomly generated
for simulations. It means that there are five failure transmission lines in each contingency. The rated
conductor temperature is set at 100.00 ◦C for all lines. Simulations are conducted for 10, 20, 50 and 100
“N−5” contingencies and the executing time is 367.83 s, 547.76 s, 1817.73 s, and 4540.95 s, respectively.
The detailed results are shown in Table 6–9.

Table 6. The simulation results for case 2383wp test system under 10 ”N−5” contingencies.

Iteration NFCa NPCb LRmax NTCc Tcmax (◦C) TGCd ($)

0 6 9 8.17 6 1342.3 21,033
1 0 9 3.23 6 259.5 25,527
2 0 9 2.03 6 128.0 26,624
3 0 9 1.67 6 104.8 26,949
4 0 9 1.60 1 100.8 27,014
5 0 9 1.59 1 100.1 27,025
6 0 9 1.58 0 100.0 27,027

a The number of contingencies which cannot pass the corrective control feasibility check, b The number of
contingencies which violate power flow limits in the post-contingency stage, c The number of contingencies
which cannot pass the thermal rating check, d The total generation cost.

Table 7. The simulation results for case 2383wp test system under 20 ”N−5” contingencies.

Iteration NFCa NPCb LRmax NTCc Tcmax (◦C) TGCd ($)

0 14 19 8.58 14 1473.7 21,033
1 1 19 3.00 15 231.4 26,613
2 0 16 1.93 1 120.6 27,709
3 0 16 1.66 1 102.9 27,988
4 0 16 1.61 1 100.4 28,033
5 0 16 1.60 0 100.0 28,039

a The number of contingencies which cannot pass the corrective control feasibility check, b The number of
contingencies which violate power flow limits in the post-contingency stage, c The number of contingencies
which cannot pass the thermal rating check, d The total generation cost.

Table 8. The simulation results for case 2383wp test system under 50 ”N−5” contingencies.

Iteration NFCa NPCb LRmax NTCc Tcmax (◦C) TGCd ($)

0 35 49 7.97 35 1279.9 21,033
1 2 50 3.14 34 248.6 28,222
2 0 49 1.99 5 124.9 30,732
3 0 49 1.60 3 106.8 31,611
4 0 49 1.64 5 102.4 31,893
5 0 49 1.59 2 100.8 32,000
6 0 49 1.60 2 100.2 32,027
7 0 49 1.59 0 100.0 32,037

a The number of contingencies which cannot pass the corrective control feasibility check, b The number of
contingencies which violate power flow limits in the post-contingency stage, c The number of contingencies
which cannot pass the thermal rating check, d The total generation cost.

It can be found that the algorithm can converge quickly and steadily for the four simulations
above within 8 iterations. The executing time increases with the growth of the number of contingencies.
Those results are obtained on a person computer with series computation. According to the analysis
in Section 4, both subproblems can be processed in parallel due to the independence between each
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contingency. Therefore, when the model and algorithm are applied on more large-scale contingency
sets, the parallel computing architecture can be used to effectively decline the executing time.

Table 9. The simulation results for case 2383wp test system under 100 ”N−5” contingencies.

Iteration NFCa NPCb LRmax NTCc Tcmax (◦C) TGCd ($)

0 70 96 8.58 70 1473.7 21,033
1 3 92 3.52 3 297.7 29,058
2 5 96 3.00 70 231.6 29,978
3 3 92 2.12 6 144.2 31,304
4 0 92 1.63 4 108.8 33,012
5 0 92 1.61 2 102.9 33,160
6 0 92 1.61 3 102.7 33,547
7 0 92 1.61 2 100.3 33,555
8 0 92 1.61 0 100.0 33,593

a The number of contingencies which cannot pass the corrective control feasibility check, b The number of
contingencies which violate power flow limits in the post-contingency stage, c The number of contingencies
which cannot pass the thermal rating check, d The total generation cost.

In initial solutions, maximum load rates reach around 8.00 and corresponding highest conductor
temperatures are over 1200 ◦C. Both indicators are gradually controlled and decrease significantly
as the iterations progress. In final convergence solutions, maximum load rates decline to around 1.6
while the highest temperatures are below the rated value 100.0 ◦C. For optimized operating points,
all contingencies can pass the corrective control feasibility check and line thermal rating check. It also
needs to be noted that the total generation cost increases from $27,027 to $33,593 with the growth of
the number of “N−5” contingencies. This is because the feasible region of the power system is shrunk
by adding more credible contingencies.

6. Conclusions

In this paper, an ESCOPF model where thermal rating constraints are integrated to limit
post-contingency conductor temperatures is established. After the contingency occurrence, the system
first experiences a response stage and a ramping stage in time sequence. Due to the thermal inertia,
lines can transfer the power flow that is much higher than the rated value while conductor temperatures
are still within the safe scale. The corrective control is implemented with a time delay and long-term
overflows are eliminated.

A solving strategy based on Benders decomposition is proposed to deal with the ESCOPF model.
The original dispatch problem is divided into a master problem and two subproblems. The system
operating point is determined in the master problem while the corrective control feasibility check and
the line thermal rating check are separately conducted in two subproblems. The partial derivative
of the highest temperature with respect to unit power output in the thermal rating Benders cut is
calculated by a presented equivalent time method.

Simulation results on a 6-bus test system, a modified IEEE RTS-96 system, and a case 2383wp test
system demonstrate that proposed approaches can offer the following advantages:

(a) The solving strategy based on Benders decomposition steadily converges within eight iterations
for three test systems. The finally obtained operating point can pass the feasibility check and thermal
rating check and has the lowest generation cost.

(b) The explicit relationship between the highest temperature and unit power output can be built
by the proposed equivalent time method. Post-contingency temperatures of line conductors are strictly
controlled below the prescribed limit.

(c) The proposed ESCOPF model can find a better balance between the security and economy
compared with the conventional SCOPF model. As rated temperatures decline, the model gradually
degenerates into the PSCOPF model. Conversely, the obtained operating point approaches the result
of the CSCOPF model.
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(d) The generation cost increases rapidly as the duration of the response stage rises. Shortening the
system duration in the response stage can significantly extend the safe operation region of systems
and decrease the total generation cost.

The proposed ESCOPF model is based on the DC power flow which will cause the underestimation
of actual conductor temperatures of transmission lines and a more accurate model is needed to be
established. In addition, just like the conventional PSCOPF model and CSCOPF model, the ESCOPF
model proposed in this paper is a tool that can be used to make the day-ahead, real-time generation
plan, and so on. Therefore, a lot of work such as applying this model into the electricity market
operation and power systems with the larger-scale renewable energy integration need to be done in
future research.
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Appendix A

Table A1. The parameters of units.

Number ai ($/MW2) bi ($/MW) ci ($) PGi,min (MW) PGi,max (MW) ΔPGi (MW)

1 0.005 10 0 0 200 35
2 0.008 15 0 0 150 30
3 0.007 12 0 0 180 35

Table A2. The parameters of load buses.

Number Bus Number Load Demand (MW)

1 4 80
2 5 100
3 6 90

Table A3. The parameters of lines.

Number “From” Bus Number “To” Bus Number Resistence (p.u.) Rated Power Flow (MVA)

1 1 2 0.20 50
2 1 4 0.20 70
3 1 5 0.30 55
4 2 3 0.25 55
5 2 4 0.10 80
6 2 5 0.30 40
7 2 6 0.20 70
8 3 5 0.26 50
9 3 6 0.10 80

10 4 5 0.40 40
11 5 6 0.30 40
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Abstract: Active distribution networks must operate properly for different scenarios of load levels
and distributed generation. An important operational requirement is to maintain the voltage profile
within standard operating limits. To do this, this paper proposed a Multi-Scenario Three-Phase
Optimal Power Flow (MTOPF) that plans the voltage regulation of unbalance and active distribution
networks considering typical scenarios of operation. This MTOPF finds viable operation points by the
optimal adjustments of voltage regulator taps and distribution transformer taps. The differentiating
characteristic of this formulation is that in addition to the traditional tuning of voltage regulator taps
of an active network applied for just one scenario of load and generation, it also performs the optimal
adjustment of distribution transformer taps, which, once fixed, is able to meet the voltage limits of
diverse operating situations. The optimization problem was solved by the primal-dual interior-point
method and the formulation was tested using the IEEE 123-bus system.

Keywords: Three-phase optimal power flow; voltage regulation; distributed generation; distribution
transformer taps

1. Introduction

The evolution of distribution networks affected their planning and operational philosophy by
requiring load and distributed generation (DG) unbalances to be appropriately represented in the
computational analysis tools. Thus, given the complexity of distribution networks, there is a tendency to
avoid the simplified single-phase representation of the system in favor of the three-phase representation,
which is more in keeping with the reality of 13.8-kV and 34.5-kV lines.

Many previous studies have explored traditional voltage regulation equipment as described by
the authors of [1]: Step voltage regulators, switched capacitors, and on-load tap changer (OLTC).

As summarized by the authors of [1], there are advanced methods to realize the voltage regulation,
such as generation curtailment during low demand, reactive power control by reactive compensator
(VAR compensation), continuously changing the tap changer setting at substation, inverters of smart
DG, consumption shifting and curtailing, energy storage, and microgrids providing ancillary service.

In Section 2, the voltage regulation equipment, mathematical formulations, and methods used
to confront the challenges of planning and operation of active distribution networks are presented.
In Section 2, it is shown that none of the actual studies have used these voltage regulation equipment
and methods to make an optimal allocation of distribution transformers taps (DT), which is traditional
equipment that can be a better adjustment to better integrate the advanced technologies.

So, before the allocation of these more sophisticated technologies, we proposed a proper selection
of DT taps in a way to enjoy more benefits from these technologies, which are important to face the
new challenges of voltage profile variations of active networks.
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Thus, this research adjusted a single-period Three-Phase Optimal Power Flow (TOPF), proposed
by the authors of [1], into a multi-scenario formulation that assists the voltage regulation planning of a
distribution network, making not only the traditional adjustments of voltage regulators, but also of the
distribution transformers taps (DT) that simultaneously satisfy different configurations of load and DG
power injections (that depends on the solar incidence, for example) during a typical day.

The adjustments proposed in this article considered a large insertion of photovoltaic (PV)
generation, which required careful monitoring to not exceed operational limits of the network and
equipment. Therefore, to address these questions, it was necessary to act on the step voltage regulators
and on the distribution transformers taps that existed along the feeders to control the voltage profile.

To do this, the purpose of this article was to propose an optimization problem that applies to a
three-phase unbalanced network (besides the conventional control actions, such as voltage regulator
taps, as [2]) and DT tap adjustments to monitor the voltage profile, considering not only one point of
operation, but a combination of multiple scenarios simultaneously (MTOPF). The consideration of
multiple periods (or scenarios) must be made because after the DTs taps are fixed at planned positions,
they do not change during the operation time. So, this tap allocation satisfies different conditions
of load and DG penetrations (with pre-establishment of a different combination of scenarios) while
minimizing the total electrical losses.

Besides the description of the MTOPF proposed, some variations of this main idea were developed
in a way to validate its results. We also proposed a parametrization of loads and GD insertions that
allowed the execution of each scenario individually. This formulation was named PTOPF, and it
can confront the results of a single-period formulation with a multi-period formulation, showing
the advantages of the multi-period proposed in this article. Besides these implementations, we also
proposed a method that exhaustively tested all the combinations of DT taps to validate the results of
the MTOPF and PTOPF.

The results showed that the formulations obtained a configuration of taps for all DTs while
optimizing the steps of voltage regulators, finding viable points of operations along a typical day of an
active distribution network. Additionally, the formulation found operational points that minimized
the total electrical losses.

This work is organized in eight different sections. First, a brief bibliographic review on analysis
models for three-phase networks is presented, followed by a description of the three-phase models
used in the formulation proposed in this article. Next, the proposed MTOPF formulation is presented
with the new considerations introduced to it, followed by a load parametrization modeled to make the
validation of the distribution transformers taps optimized. Finally, the results and conclusions are
presented for the IEEE 123-bus system.

2. Literature Review

Analytical tools available for the solution of three-phase load flows (LF) have already been
developed, such as [3–9]. In addition, the authors of [10] described an open-source system simulator
(OpenDSS) that has interface integration with other programs.

All these reported works described conventional LF solutions for three-phase distribution systems.
However, more complex strategies to plan voltage control require more attention, especially when there
are many single-phase loads connected from the main three-phase trunk, which causes the unbalanced
operating voltage across the feeder, increasing losses and hampering voltage regulation, along with
the three phases of the circuit.

The voltage control is also important when there are DGs installed at radial feeders, which can
induce reverse power flows and change the voltage profile, requiring proper interventions because the
original voltage regulation schemes may not meet the requirements after the DG access.

These challenges corroborate the importance of proposing mathematical formulations that consider
the networks unbalanced and can make adjustments that are necessary to maintain the operational
quality requirements, considering many different scenarios of load and power injection of DGs.
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These adjustments can be obtained through optimization problems, such as the Three-Phase
Optimal Power Flow (TOPF). Some of them are resolved via the interior point method (IPM), such as:

- Reference [11], which presented a TOPF equated with four-wire current injection, which focused
on voltage unbalance analysis and simulates the IEEE 34- and 123-bus systems;

- Reference [12], which analyzed the effects of single-phase and three-phase PV generation on
losses and voltage profile; and

- Reference [3], which represented the balance equations through power injections to adjust voltage
regulator taps and bank of capacitors.

There are other works that solve TOPF through other methods, such as quasi-Newton, semi-defined
programming (SDP), or second-order cone programming, such as:

- Reference [13], which used the quasi-Newton method in conjunction with OpenDSS at Smart
Grid applications to redraw the reactive power to reduce electrical losses; and

- References [14–17], which used SDP to solve TOPF when there was a large penetration of DG,
focusing on the adjustment of voltage regulator taps.

Despite the advantages of SDP, such as finding an ideal global solution, it was not selected for this
study due to the large computational effort required in the simulation of large systems, as it increases
the search space of the solution by increasing the number of variables.

The previously described references are related to the mathematical formulation of three-phase
systems and methods to solve them, emphasizing the relevance of the IPM, which was also used in
this work to solve the optimization problem proposed.

Next, the equipment and methods used to control voltage regulation are cited.
As already mentioned, there are many works that explored traditional voltage regulation

equipment, such as step voltage regulators [2], switched capacitors [1], and on-load tap changers
(OLTC) [1]. The applications of more sophisticated technologies have also been described by previous
works, including low-voltage static var compensators (LV-SVCs) [18], distributed energy-storage
systems [19], static synchronous compensator (STATCOM) [20], and microgrids providing ancillary
service [21].

But, none of these works optimized the taps using traditional equipment, such as the DTs, which
are not yet sufficiently explored to better integrate with the advanced technologies. So, we proposed
a proper optimization of the DT taps in a way to enjoy more benefits from them and from the
advanced technologies, which are important to face the new challenges of voltage profile variations of
active networks.

Some kinds of DT tap adjustments were already performed in [22], which used genetic algorithms
to solve the optimizations problem, together with the OpenDSS, which analyzed each solution
generated. The authors of [23] proposed a quadratic three-phase transformer model resolved via a
mixed-integer quadratically constrained quadratic program model, binary scheme and big-M method.

However, these formulations only considered one operating point, and for different scenarios,
they must be executed again, obtaining different DT taps allocations for each individual execution.
However, these tap positions remain fixed throughout their operations, and they must simultaneously
satisfy several scenarios that cover different load levels and PV generation (several solar radiation
profiles), among other parameters that change throughout the day.

Thus, the tuning of DTs must be able to satisfy various operating scenarios of the network to
achieve an allocation that meets all of them.

Recent works ([24,25]) presented formulations that used a stochastic method to design high DG
penetration in distribution networks, considering various operating scenarios. In [25], the scenarios
considered wind generation, and in [24], PV generation was modeled. There is another strand of work
that used neural networks [26], which require a long length of time to make the training of data.

Using numerical approaches to simultaneously address several questions about adjustments and
three-phase representations, we proposed an improvement to the single-period TOPF modeled by [2]
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(which used the already well-established IPM), by the addition of DT tap adjustments (to bypass
the high-voltage drop at the end of the feeder and avoid exceeding operating limits) and expanded
the single-period performance to a multi-period conception that considers simultaneously the most
representative scenarios of load levels and DG penetrations. So, the DT taps were allocated in a way to
satisfy all the most significant load and DG conditions of a typical day.

This formulation was named Multi-Scenario Three-Phase Optimal Power Flow (MTOPF). It was
solved via IPM technique, which was selected over other techniques because it was used to solve
nonlinear and non-convex problems, such as an OPF, with good results.

To do it, we proposed a quadratic power injection model that represents the taps of distribution
transformers together with a multi-period version of the TOPF [2] to make possible the consideration
of many scenarios of load and solar incidence simultaneously. The objective was to find a tap position
that was ideal throughout a typical day operation and that minimized the total electrical losses.

Thus, in this article, the MTOPF was proposed. Besides the traditional tuning of voltage regulator
taps of an active three-phase network applied for just one period, the MTOPF also has the following
functionalities and contributions:

- Resolve the nonlinear active and reactive power balance equations;
- Adjust the DT taps (considering the transformer winding connections) to adapt the voltage profile

to many periods of operation; and
- Adjust the voltage regulator taps.

Besides the proposition of the MTOPF, the parametrization of loads and GD insertions was also
proposed, which allowed a sequential resolution of each scenario individually. This formulation,
named PTOPF, was used to confront the results between a single-period formulation and a multi-period
formulation, and showed the advantages of the last one, which was the main differential of this work,
as it encompasses the intertemporally of the problem. After these implementations a method was also
proposed that exhaustively tested all the combinations of DT taps to validate the results of the MTOPF
and PTOPF.

3. Distribution Systems

Distribution networks have predominantly unbalanced connections, radial topology, and different
types of loads and lines [27].

In this work, the modeling line used was the circuit π equivalent to a three-phase line, as proposed
by the authors of [23], considering the mutual inductances between the phases. The three-phase

admittance matrix,
.
Y

A,B,C
bus , was organized by blocks by phase because the power balance equations

of the problem are also organized by phase (A,B,C) [1]. The three-phase modeling loads used were
connected in a star configuration, and their representations can be [28] active and reactive power
constant, constant current, or constant impedance models, or any combination of the three models.
Capacitors were modeled as a star ground configuration. The capacitive susceptance of a bank of
capacitors connected at bus i, phase ph, can be obtained as:

cph
i =

Qph
i∣∣∣∣∣ .

V
ph
i

∣∣∣∣∣2
(1)

where Qph
i is the nominal reactive power of the capacitors at bus i, phase ph, and

∣∣∣∣∣ .
V

ph
i

∣∣∣∣∣ is the voltage

magnitude at bus i, phase ph.
The voltage regulators have an automatic control of taps to adjust the voltage network according

to preset parameters. In this work, the voltage regulators were modeled as three single-phase units
with a transformation ratio equal to 1:a, where a is the ratio of the magnitudes of the voltages. The
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transformation ratio a affected the elements of the three-phase admittance bus matrix, as described by
the authors of [2].

There are many different types of transformer windings. In this work, the
wye-grounded/wye-grounded connection was modeled. The equivalent circuit for this kind of
DT is presented by the authors of [29] (Figure 1). This DT has an off-nominal tap ratio, α:β, between the
primary and the secondary windings, where α and β are the taps on the primary and secondary sides,
respectively. In this work, β was considered at the nominal position (β = 1) and α was conveniently
adjusted. The admittance value of the transformer was

.
yt.

Figure 1. Representation of a distribution transformer with a wye-grounded/wye-grounded
connection [28].

The value of
.
Y3 and the current injections of Figure 1 are described as follows, in phasor form [28]:

.
Y3 =

.
yt
αβ

, (2)

I
ph
p =

.
yt
αβ

(
β− α
α

)
V

ph
p , (3)

I
ph
s =

.
yt
αβ

(
α− β
β

)
V

ph
s (4)

where I
ph
p is the current injected at the primary of phase ph, I

ph
s is the current injected at the secondary of

phase ph, V
ph
p is the voltage at the primary of phase ph, and V

ph
s is the voltage at the secondary phase ph.

Hence, the structure of the three-phase admittance bus matrix of the distribution transformer,
.
Y

abc
D , is like the three-phase admittance matrix of a three-phase line whose admittance is equal to

.
Y3

without mutual coupling between phases.
It should be pointed out that the authors of [28] proposed this power injection representation to

overcome singularity problems. This representation was also used in this work to adjust the taps (α) of
the DTs using the MTOPF, which is described in the next section.

4. Formulation of the Multi-Scenario Three-Phase Optimal Power Flow

This section presents the mathematical formulation of the proposed multi-scenario three-phase
optimal power flow. The objective function of the proposed method is the minimization of losses. As a
differential, the method also has the adjustment of DT taps, considering np scenarios at the same time.

As described by the authors of [9,30], due to the known advantageous properties of the rectangular
form, instead using the polar form to represent the voltage phasor, this MTOPF uses the rectangular form.

So, the nodal phasor voltage,
.

V
ph,np

, is represented by the rectangular form as:

.
V

ph,t
= e + j · f, t = 1, . . . , np, ph = 1, 2, 3 (5)
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where e is the real component of the phasor voltage with dimension (3.nb.np × 1), f is the imaginary
component of the phasor voltage, nb is the number of buses of the network, and np is the number of
scenarios (or periods).

The real and imaginary components of the nodal phasor voltage are expressed as the vector x:

x =
[
eT fT

]T
(6)

where x has dimension (6.nb.np × 1).
The general formulation of the optimization problem is:

Min Losses =
3∑

ph = 1

np∑
t = 1

nb∑
i = 1

(Pghph,t
i + Pgdph,t

i − Pdph,t
i ) (7)

subject to
Pgph, t + Pgdph, t − Pdph,t = Pph,t

(
x, aph,t,α

)
.x, (8)

Qgph, t + Qgdph, t + diag(
∣∣∣∣∣ .
V

ph,t
∣∣∣∣∣2.cph,t −Qdph,t = Qph,t

(
x, aph,t,α

)
.x, (9)

Pgmin ≤ Pgph, t ≤ Pgmax, (10)

Qgmin ≤ Qgph, t ≤ Qgmax, (11)

V2
min ≤

∣∣∣∣∣ .
V

ph,t
∣∣∣∣∣2 ≤ V2

max, (12)

amin ≤ aph,t ≤ amax, (13)

αmin ≤ α ≤ αmax, (14)

where Losses is the objective function that minimizes losses; Pgph,t is the vector of active power
generation of each phase ph and scenario t with dimension (3.nb.np × 1); Pdph,t is the vector of active
power load of each phase ph and scenario t with dimension (3.nb.np × 1); Qgph,t is the vector of reactive
power generation of each phase ph and scenario t with dimension (3.nb.np × 1); Qdph,t is the vector of
reactive power load of each phase ph and scenario t with dimension (3.nb.np × 1); Pgdph,t is the vector
of active power generation of distributed generation of each phase ph and scenario t with dimension
(3.nb.np × 1); Qgdph,t is the vector of reactive power generation of distributed generation of each phase
ph and scenario t with dimension (3.nb.np× 1); aph,t is the ratio voltage magnitudes of voltage regulators
of each phase ph and scenario t with dimension (3.nreg.np × 1); nreg is the number of voltage regulators;
amin and amax are the minimum and maximum voltage magnitude ratio of the voltage regulators with
dimension (3.nreg.np × 1); cph,t is the capacitive susceptance of capacitor banks installed at nc buses
with dimension (3.nb.np × 1); Pgmin and Pgmax are the minimum and maximum limits of the active
generation with dimension (3.nb.np × 1); Qgmin and Qgmax are the minimum and maximum limits of
the reactive generation with dimension (3.nb.np × 1); Vmin and Vmax are the minimum and maximum
limits of voltage magnitude phasor with dimension (3.nb.np × 1); α is the vector of taps adjusted on the
primary of DT with dimension (ndt × 1), where ndt is the number of distributer transformers; and αmin
and αmax are the minimum and maximum tap position of the DTs with dimension (ndt × 1).

The functions Pph,t
(
x, aph,t,α

)
.x and Qph,t

(
x, aph,t,α

)
.x, which represent the active and reactive

power injections of each bus, respectively, are quadratic equations due to the rectangular representation
of the voltage phasor [31]. To illustrate this, the vector Pdph,t (active power load) and the vector Qdph,t

(reactive power load) have the following layout:

Pdph,t =
[
Pda,1

1 . . . Pda,1
nb Pdb,1

1 . . . Pdb,1
nb Pdc,1

1 . . . Pdc,1
nb . . .Pda,np

1

. . . Pda,np
nb Pdb,np

1 . . . Pdb,np
nb Pdc,np

1 . . . Pdc,np
nb ]T,

(15)
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Qdph,t =
[
Qda,1

1 . . . Qda,1
nb Qdb,1

1 . . . Qdb,1
nb Qdc,1

1 . . . Qdc,1
nb . . .

Qda,np
1 . . . Qda,np

nb Qdb,np
1 . . . Qdb,np

nb Qdc,np
1 . . . Qdc,np

nb ]T,
t = 1, . . . , np

(16)

where Pdk,t
i represents the active power load at bus i, phase k, and scenario t, and Qdk,t

i represents the
reactive power load at bus i, phase k, and scenario t.

The vector of nodal complex voltage has the following layout:

.
V

ph,t
(x) =

[ .
V

a,1
1 . . .

.
V

a,1
nb

.
V

b,1
1 . . .

.
V

b,1
nb

.
V

c,1
1 . . .

.
V

c,1
nb . . .

.
V

a,np
1 . . .

.
V

a,np
nb

.
V

b,np
1 . . .

.
V

b,np
nb

.
V

c,np
1 . . .

.
V

c,np
nb ]T,

t = 1, . . . , np.

(17)

The optimization variables of the MTOPF are as follows: The vector x represents the nodal voltage

phasor modeled by the rectangular form (
.
V

ph,t
(x)), Pgph,t represents the active power generation, Qgph,t

represents the reactive power generation, aph,t represents the taps of the voltage regulator, and α
represents the taps of DTs.

The limits of voltage magnitude values are squared because the voltage phasor is represented in
the rectangular form [30].

The multi-scenario three-phase optimal power flow formulated from Equations (7)–(14) is solved
by the primal-dual interior-point method. This method obtains the best solution, keeping the search
inside the area delimited for restrictions. So, it changes the inequalities into equations of equality,
through the introduction of slack variables. The main characteristic of this numerical method is the
addition of a logarithmic barrier function to the objective function to guarantee the non-negativity
of the slack variables. In sequence, the Karush–Kuhn–Tucker (KKT) conditions that express the first
optimality conditions of the optimization problem are resolved by the application of Newton’s method
to obtain the solution of the non-linear equations (KKT). This method was selected due to its good
performance obtained to solve traditional OPF [31,32] of real systems.

4.1. Three-Phase Distribution Transformer Model

The three-phase distribution transformer model can be done in two ways [28]: Using the
admittance bus matrix or injecting current into the primary and secondary buses of the transformer as
shown in Figure 1.

The distribution transformer model that inserts the taps directly into current injection equations
(Equations (2)–(4)) circumvents problems of numerical conditioning in relation to the proposal that
inserts the taps directly into the bus admittance matrix [28].

In addition, this strategy facilitates the derivation of the first and second derivatives that must be
calculated to optimize the taps (α) of the DTs via the IPM.

Since the active and reactive power balance equations of the optimization problem were modeled
using power injections (as described by the authors of [2]), the current injections of the DT were
transformed into power injections:

.
S

ph,t
p =

.
V

ph,t
p

[ .
y3

α

(1− α
α

) .
V

ph,t
p

]∗
t = 1, . . . , np, ph = 1, . . . , 3 (18)

.
S

ph,t
s =

.
V

ph,t
s [

.
y3

α

(
α− 1

1

) .
V

ph,t
s ]

∗
t = 1, . . . , np, ph = 1, . . . , 3 (19)

The equations of power injections (18) can be represented as

.
Sp = diag(

.
V

ph,t
)[

.
y3

α

(1− α
α

)
.IncYYp.

.
V

ph,t
]

∗
t = 1, . . . , np, ph = 1, . . . ., 3 (20)
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where the vector
.

Sp represents the power injections at the primary buses of the DT, and IncYYp is a
matrix of zeros with dimension (3.nb.np × 3.nb.np). The diagonal positions of IncYYp that correspond
to the primary transformer buses were assumed to have values equal to 1.

The equations of power injections (19) can be represented as:

.
Ss = diag(

.
V

ph,t
)[

.
y3

α

(
α− 1

1

)
.IncYYs.

.
V

ph,t
]

∗
t = 1, . . . , np, ph = 1, . . . , 3 (21)

where
.
Ss represents the power injections at the secondary buses of the DT, and IncYYs is a matrix of

zeros with dimension (3.nb.np × 3.nb.np). The diagonal positions of IncYYs that correspond to the
secondary transformer buses were assumed to have values equal to 1.

The power injections
.

Sp and
.
Ss make up the power balance equations related to the DTs, Strafo:

.
Strafo =

.
Sp +

.
Ss (22)

which are quadratic equations because the nodal voltages are represented in a rectangular form via the
vector x.

So, the complete power balance equations of the network are:

Pgph, t + Pgdph,t − Pdph,t = Pph,t
(
x, aph,t,α

)
.x + real

[ .
Strafo

(
x, aph,t,α

)
.x
]
. (23)

Qgph, t + Qgdph,t + diag
(∣∣∣∣∣ .

V
ph,t

∣∣∣∣∣2.cph,t −Qdph,t = Qph,t
(
x, aph,t,α

)
+

.
Strafo

(
x, aph,t,α

)
.x
]

(24)

The great advantage of this multi-scenario formulation is its ability to obtain a configuration of DT
taps which satisfies all operational constraints not only for a given period, but for a range of possible
scenarios that can occur.

Normally, a DT has five taps with 2.5% steps. Therefore, the steps that can be selected are 1,
0.975, 0.95, 0.925, and 0.9. So, as the MTOPF formulated provides continuous tap values, they must be
discretized. The discretization technique used in this work was based on the proposal formulated
in [28] to operate capacitor banks.

So, the continuous values (∝i) need to be discretized (∝disc_i), which can assume two values: A
tap position immediately above the continuous tap (Tapmin_i) or a tap position immediately below the
continuous tap (Tapmax_i), where ∝disc_i is selected as the value closest to the continuous tap (∝i):

∝disc_i = min([(∝i −Tapmin_i), (Tapmax_i− ∝i)]). (25)

5. Load and Solar Incidence Parametrization

The adjustments of the DT taps were also calculated using a parameterized TOPF, which followed
the evolution of load and solar incidence of a typical day.

The optimization problem formed by Equations (7)–(14) was adapted in a way that np = 1 (named
as TOPF), which was repeatedly and separately simulated for only one scenario that corresponds to
each moment of a day, obtained by a homotopy function.

The homotopy function allowed the variation of load and solar incidence over nh = 24 h (nh is the
number of hours) by the variation of the index ε (ε = 0, . . . , nh).

The proposed homotopy function was:

Pdph = Pdph
ε = 0 + ΔPdph

ε (26)

Qdph = Qdph
ε = 0 + ΔQdph

ε (27)

Pgdph = Pgdph
ε = 0 + ΔPgdph

ε ε = 0, . . . , nh (28)
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where each ΔPdph
ε , ΔQdph

ε , and ΔPgdph
ε were values that provide load and active distribution generation

adjustments over a given period of nh hours. If the period of operation is a day, the value of nh is 24 h
(or any other interval of interest).

The TOPF runs sequentially nh times, following the parameterization of load and PV generation.
For each period ε analyzed, the tap values of each DTi, αi

ε, were optimized together with the other
optimization variables.

After the parameterization process, different DT taps were obtained for each instant differently
from what happens from the MOPT results, which provide a unique tap for each DT and meet all the
scenarios simultaneously.

So, a unique tap position must be found from all the taps calculated from the parametrization
process. The discretization is made like [33].

So, to discretize the continuous taps, αi
ε, of each DTi and each ε, the following equation was used,

assuming a study horizon of nh hours:

αi
min = min

(
αi
ε

)
(29)

∝disc_i = min(
[(

ai
min − Tapmin_i

) (
Tapmax_i − ai

min

)]
) (30)

After the achievement of each ∝disc_i, they were fixed, and the TOPF was calculated again nh times
to simulate and check if there were no violations of the voltage limits with the taps adjusted.

6. Results

The objective of this section was to present results related to the proposed methodology.
The distribution systems used were the IEEE 123-bus (Figure 2), adapted by the inclusion of four
voltage regulators (VR) with all loads connected in wye-grounded configuration with constant power
representation and two further DTs included: The first between the buses 44 and 47 (DT 1) and the
second between the buses 89 and 91 (DT 2). Both distribution transformers had the same impedance
parameters as the already connected three-phase transformer between the buses 61 and 124 (DT 3).

 
Figure 2. IEEE 123-Bus System (adapted).
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Nine distributed equivalent solar generators were also added, which were allocated at buses 47,
48, 49, 50, 51, 91, 93, 95, and 124.

Another change from the original system was the addition of loads to increase the voltage drop in
the system, and consequently, force different nominal tap adjustments.

The adopted base was 5 MVA, 4.16 kV with a tolerance of 1× 10−4. Nine scenarios were considered,
which represent different load configurations and Photovoltaic (PV) generation, as shown in Table 1.

Table 1. Composition of the scenarios, load and PV generation percentage for each period.

%Load

%PV 0 52.84 96.15

Scenario

81.10 Scenario

1 2 3

95.90 4 5 6

110.70 7 8 9

The value %PV is the percentage of power generated by nominal PV power and depends on
the solar irradiation levels. The value %Load is the percentage of original power load in a way to
represent different load levels. In addition, different PV penetration percentages were also considered:
0%, 20%, and 70% in relation to the nominal heavy load. These penetration values are in relation to the
%PV percentage.

According to Table 1, there were three load levels (81.10%, 95.90%, and 110.70%) and three
insolation factors (0%, 52.84%, and 96.15%), which were repeated three times for each load level. For
example, for scenarios 1, 2, and 3, the load level was 81.10% with insolation factors of 0%, 52.84%, and
96.16%, respectively.

In addition, as the values of DT taps’ (α) are continuous variables and the tap positions are
discrete values, they must be discretized (as described in Section 4.1). After the discretization, the
Multi-Scenario Three-Phase Optimal Flow is simulated again, but with fixed discrete taps to verify the
feasibility of the results.

In the sequence, the adjusted taps are presented to 0%, 20%, and 70% of PV penetration using the
MTOPF (Sections 6.1–6.3).

To obtain these PV values for different penetration levels, loads from scenarios 7, 8, and 9 were
used, which were the largest system loads (heavy load), represented in Figure 3. The corresponding
PV generations for a level of 20% and 70% penetration are shown in Figures 4 and 5, respectively. No
penetration of 0% is shown because there is no PV generation in this condition.

Figure 3. IEEE 123-Bus System Load (adapted).
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Figure 4. IEEE 123-Bus Maximum PV Active Power, 20% PV Penetration.

Figure 5. IEEE 123-Bus Maximum PV Active Power, 70% PV Penetration.

The total system of heavy load condition was 0.9985 p.u., with distributions at 0.3941 P.U. in
phase A, 0.2756 p.u. in phase B, and 0.3288 p.u. in phase C. The PV generation of the system for 0%
penetration was 0 p.u.. For 20% penetration the total PV generation was 0.1997 p.u., being 0.0666 p.u.
for each phase. For a 70% penetration the total PV generation was 0.6990 p.u., being 0.2330 p.u. for
each of the phases.

In Section 6.4, the results obtained with the tap adjustments by the MTOPF are compared with
one simulation fixing all taps at nominal value. This simulation was done to analyze the impacts of the
MTOPF results.

In Section 6.5, the results of one exhaustive method, tests all the possible combinations of tap
positions of the three distribution transformers of IEEE-123-bus, ae presented. This was done with the
purpose of validating the MTOPF results.

In Section 6.6, the results of the Parameterized Three-Phase Optimal Power Flow (PTOPF) are
presented and compared with the MTOPF.

All tests were performed on a computer operating with Windows 10 system, with the following
configuration: Intel I5-8400 processor, Gigabyte B360M AORUS G3 motherboard, memory g.skill
2x8gb 2400 Mhz (working in dual channel mode), Samsung SSD 500GB 850EVO sata3, VGA Sapphire
Radeon R9 270X toxic 2GB.
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The convergence of the optimization problem formulated via the interior point method depends
on the adjustment of some intrinsic parameters of the method, such as the initial barrier parameter,
duality gap acceleration factor, and variable initialization. Once these parameters are well-adjusted,
the computational performance depends on the characteristics of the computer, such as floating-point
operations per second (flops) of each CPU core and enough memory to encompass all the code and data.

6.1. Results Using 123-Bus System 0% of PV Penetration

For a configuration without generation penetration, according to Table 1, only three scenarios,
referring to three load levels, were analyzed.

The continuous and discrete DT taps adjusted are shown in Figure 6.

Figure 6. Continuous and discrete adjustment of taps, 0% PV.

Since the results of the voltage magnitudes are similar for each phase, the results are only presented
for phase A. Figures 7 and 8 show the voltage magnitudes of phase A using continuous and discrete
taps, respectively. All voltage magnitude values were within the established limits.

Figure 7. IEEE 123-bus system, voltage magnitudes of phase A, discrete taps, 0% PV.

All graphs of voltage magnitude (Figure 7, Figure 8, Figure 10, Figure 11, Figures 13–15) use a
pseudo-color device to enable the representation of a wide range of data generated. X-axis values
represent the buses of the system, Y-axis bars represent the periods (or scenarios), and the colors of
each coordinate (x, y) are defined by the matrix of voltage magnitude values of each bus and each
period. The color of each segment depends on the values assumed at each of its four vertices. The
color corresponds to the value of the first vertex, and there is an interpolation between the vertexes of
each segment to smooth the color representation.
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Figure 8. IEEE 123-bus system, voltage magnitudes of phase A, continuous taps, 0% PV.

As the values found in the continuous and discrete modes were not the same, but similar, it
is observed, as expected, that the values of voltage magnitude were also slightly different between
the two adjustment modes. This was the case except for buses 47 and 91, which showed larger
variations because they were precisely at secondary buses of DT 1 and 2 that were adjusted outside the
nominal position.

As a result of tap adjustments, the magnitude voltage after the secondary buses of the DTs was
higher than the voltage at the primary, thus contributing to an increase in the voltage profile of the
buses installed downstream of the DTs. Note that some buses had their voltages reduced, as some
buses had high voltages. This was partly due to the voltage regulators, which had their taps adjusted
differently in each case.

6.2. Results Using 123-Bus System 20% of PV Penetration

For the configuration with 20% of PV penetration and according to Table 1, nine scenarios
were considered.

The taps adjusted in continuous and discrete modes are shown in Figure 9, while Figures 10
and 11 show the voltage magnitudes of phase A using continuous and discrete modes, respectively.
All voltage magnitude values were within the established limits.

Figure 9. Continuous and discrete adjustment of taps, 20% PV.
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Figure 10. IEEE 123-bus system, voltage magnitudes of phase A, continuous taps, 20% PV.

Figure 11. IEEE 123-bus system, voltage magnitudes of phase A, discrete taps, 20% PV.

For example, observing the adjustment of DT 1 in Figure 9, it can be observed that its optimal
continuous tap value was approximately equal to 0.966 P.U. Since the discrete taps were set with 0.025
P.U. steps, the discrete tap closest to the optimal continuous value would be 0.975 P.U. However, the
discrete value was adjusted to the value equal to 0.95 P.U., which was adequate to keep the voltage
magnitude within the operational limits as presented in Figure 10, which shows the voltage magnitudes
of phase A. Continuous tap values of period 7 at buses 50 and 51 (secondary downstream buses of
DT1) were represented by blue tones very close to the value of 0.95 P.U. If the tap of DT 1 was set to
0.975 P.U., this voltage magnitude would be further reduced, thus violating the minimum voltage limit.
Another important fact is that at bus 47, which corresponded to the secondary bus of DT 1, the voltage
magnitude was represented by a red tone close to 1.03 P.U., which made it possible to reduce the value
of the discrete tap, which caused an increase in voltage.

The increase in voltage profile generated by the discretization of taps can be seen in Figure 11.
At bus 41, the color became a stronger red color, indicating that the voltage magnitudes were closer
to 1.05 P.U.. The voltage magnitudes at bus 51 for each period had a significant increase, and during
period 7, it was a lighter shade of blue than shown in Figure 10.

Another important difference between Figures 10 and 11 is that there was a reduction in the
magnitude voltage at several buses. In Figure 10, there are many points where the voltage magnitudes
are represented by the colors green and yellow (1 to 1.02 P.U.). In Figure 10, the same buses are
represented by the colors cyan and green (0.98 to 1 P.U.).

Even with the inclusion of PV generation, the taps were adjusted with the same discrete adjustments
calculated in the case without PV generation. However, the voltage variations at the buses where
the DTs were connected were more significant than in the previous case because the discretization
imposed a greater deviation from the optimum continuous value.
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Another important point to note is the inclusion of PVs. At scenarios when they were activated (2,
5, and 8 with intermediate generation values and at scenarios 3, 6, and 9 with maximum generation
values), the voltage at the buses where the PVs were connected tended to increase the voltage profile,
especially with light and medium load.

6.3. Results Using 123-Bus System 70% of PV Penetration

For the configuration with 70% of PV penetration and according to Table 1, nine scenarios
were considered.

The taps adjusted in continuous and discrete modes are shown in Figure 12, while Figures 13
and 14 show the voltage magnitudes of phase A using continuous and discrete modes, respectively.
All voltage magnitude values were within the established limits.

Figure 12. Continuous and discrete adjustment of taps, 70% PV.

Figure 13. IEEE 123-bus system, voltage magnitudes of phase A, continuous taps, 70% PV.

Analyzing Figure 12, it can be observed that the discrete tap adjustments were close to the
continuous values. However, all discrete taps were set to values above the continuous. This implies
a reduction of the voltage profile at secondary buses of the DTs, as can be seen when comparing
Figures 13 and 14. In Figure 14, buses 50 and 51 (DT 1 secondary) and buses 93 and 96 (DT 2 secondary)
have colors tending to a darker blue, indicating lower values, especially in period 7 (with heavy load
and without PV generation).

Similar to the case with 20% PV, during the scenarios when PV was activated (2, 5, and 8 with
intermediate generation values and scenarios 3, 6, and 9 with maximum generation values), the
magnitude of the voltage at buses where PVs were connected increased, especially with light and
medium load.
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Through the results, the methodology allowed the adjustment of the DT taps, which were
equipment already installed in the grid or that will be part of any grid expansion project, to control the
voltage profile throughout active network systems, postponing installation of other equipment that,
in many cases, may be costly to the utility (such as voltage regulators and static VAR compensators,
among others).

Figure 14. IEEE 123-bus system, voltage magnitudes of phase A, discrete taps, 70% PV.

Analyzing the calculated tap adjustments for different DG penetrations, it is observed for this
system that when DG penetration increased, the tap positions tended toward the nominal position.
This result was dependent on load level and penetration because as DG was distributed along the
feeder, this fact decreased the current supplied by the substation and generally caused smaller voltage
drops along the feeder. Thus, the tap adjustments tended to the nominal position to maintain voltages
within the operating limits of the network.

6.4. Adjusted TAP vs. Nominal TAP

To show the impact at the voltage profile caused by the tap adjustments obtained by the proposed
methodology, a simulation with 0% PV and all taps fixed at the nominal value was performed.

The voltage profile in phase A obtained with the mentioned test is shown in Figure 15. Comparing
Figure 15 with Figure 7 (where the taps were adjusted), the increase of the voltage profile was clear,
with variations around 0.04 P.U.

Figure 15. IEEE 123-bus system, voltage magnitudes of phase A, nominal taps, 0% PV.
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The voltage magnitude was not the only parameter that was impacted by the optimal adjustment
of the taps. The electrical losses were also modified significantly. For example, for scenarios 1, 2, and 3,
the losses were reduced by about 40% when the taps were optimized, as shown in Figure 16.

Figure 16. IEEE 123-bus system, electrical losses, 0% PV, with adjusted taps and nominal taps.

6.5. Validation of Multi-Scenario Three-Phase Optimal Flow

There is great difficulty in validating the results obtained through the Multi-Scenario Three-Phase
Optimal Flow because there are no commercially available programs that perform the same functions
as the proposed method.

One of the possibilities for the validation was to perform all possible combinations of tap positions
of the three distribution transformers. So, considering that each DT had five positions available, the
complete number of possible combinations of tap positions was 125.

To evaluate which combination of tap positions was the best, four parameters were analyzed:
Total electrical loss, tendency to maintain voltage magnitudes around 1 P.U. (sum of voltage deviations
from 1 P.U.), and the maximum and the minimum voltage deviations from 1 P.U.

The validation was executed using 0% of PV penetration and the scenarios of Table 1.
After 125 simulations, 85 did not converge, 27 converged with loss values above the losses

obtained by the optimal solution provided by the proposed methodology (optimal solution), and 13
converged with losses slightly below the losses obtained by the optimal solution.

Table 2 shows the 13 best candidate solutions and the solution with taps at nominal values.
The optimal solution obtained by the optimization problem (MTOPF) was combination 8.

Table 2. The best combination of tap positions.

Combination
Taps of DTs

(1–2–3)
Loss
[P.U.]

Sum: |ΔV|
[P.U.]

ΔV Max
[P.U.]

ΔV Min
[P.U.]

1 1–1–1 0.24299 45.0706 0.0491 −0.0498
4 0.925–1–1 0.135569 51.2721 0.0447 −0.0448
8 0.95–0.975–1 0.149675 20.816 0.0466 −0.0369
9 0.925–0.975–1 0.072057 54.5962 0.0497 −0.0337
28 0.95–1–0.975 0.098848 24.6425 0.0481 −0.0481
29 0.925–1–0.975 0.055553 58.1011 0.0498 −0.0416
33 0.95–0.975–0.975 0.142254 19.8933 0.0463 −0.037
34 0.925–0.975–0.975 0.08372 22.0082 0.0497 −0.0339
53 0.95–1–0.95 0.115922 26.2772 0.0481 −0.048
54 0.925–1–0.95 0.134602 51.223 0.0493 −0.0449
58 0.95–0.975–0.95 0.135811 24.1333 0.0479 −0.0402
59 0.925–0.975–0.95 0.150734 47.1414 0.0493 −0.0341
79 0.925–1–0.925 0.07205 57.774 0.0498 −0.0466
84 0.925–0.975–0.925 0.10125 53.1383 0.0497 −0.0347
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First, analyzing the solution with the taps at the nominal position, it is observed that the losses
were much higher than the other candidate solutions and the sum of the voltage deviations modulus
in relation to 1 P.U. was among the largest, as well as the maximum and minimum voltage deviations.

Analyzing the best combinations obtained, it is possible to observe that for each analysis parameter,
there were distinct optimal solutions. For example, according to the losses, the best solution was
combination 29, but the sum of the modulus of voltage deviations was the largest value among the
simulations presented. Therefore, the analysis of the optimal solution also considered the incidence of
higher maximum and minimum deviations.

The simulations that stand out when the four parameters were analyzed were combinations φ = {8,
28, 33, 53, and 58}. For example, the simulation with the lowest value of the electrical loss of the set φ
was combination 28, the one that presented the smallest sum of the voltage deviation modulus was
combination 33, the smallest variation of maximum ΔV was combination 33, and the smallest variation
of minimum ΔV was combination 8.

Observing this set of discrete-tap solutions, the combination with the smallest ΔV and the smallest
sum of the voltage deviation was combination 33, but the proposed methodology indicated that
combination 8 was the best solution. The difference between simulations 8 and 33, considering the
maximum and minimum ΔV, was 0.03% and 0.01%, respectively. The sum of the modulus of voltage
deviations was 4.43%, and the loss difference was 4.96%. So, the two solutions were very close. These
results can be more easily visualized when all the parameters are summed, which is presented in
Table 3. So, the combination 33 was 0.33% better than solution 8.

Table 3. Best adjustment of tap positions.

Combination
Taps of DTs

(1–2–3)
Sum

8 (continuous) 0.9622–0.9828–0.9941 14.1116
8 (discrete) 0.95–0.975–1 21.049175

33 0.95–0.975–0.975 21.118854

Comparing the values obtained by the optimal continuous solution, also presented in Table 3,
the fitness of the solution was 33% better than the discrete solution. Then, the discretization caused
slight distortion in the final result. However, it is an insignificant price to pay compared to executing
all possible combinations.

For the nine scenarios considered, the MTOPF expended 3167 s to obtain the convergence. For each
combination using the DT taps fixed, the MTOPF spent around 135 s (only for the cases that had
feasible solutions). As previously described, 85 combinations of taps were not viable (in these cases,
the simulations end after exceeding the number of iterations). So, to finish the 125 combinations of
taps, the exhaustive method spent about 10 h in the total.

This combinatorial solution technique is completely unfeasible for larger systems. For example,
if the network has 20 DTs, then 95 trillion combinations will be required to obtain the best configuration
of taps. So, the advantage of the proposed method is that in a unique simulation, it obtains a
viable solution that satisfactory assists a range of probable load and generation throughout the entire
operation time.

To execute larger systems, the feeder can be divided into equivalent zones as proposed by the
authors of [34]. Then, the MTOPF can be applied in equivalent areas.

Besides the application of exhaustive combination, which consumes a lot of time, the uses of other
solution techniques, such as parametric processes, artificial intelligence technique, or mixed-integer
nonlinear programming technique, are also costly.

Even so, the parameterized three-phase optimal power flow, presented in Section 5, was also
executed in order to reinforce the results obtained by the proposed method, MTOPF, as presented in
Section 6.5.
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6.6. Parameterized Three-Phase Optimal Power Flow

Unlike the MTOPF, which solved multiple scenarios at the same time, the parameterized TOPF
solved multiple periods individually and separately, yielding a result for each period.

It can be emphasized that, as the discretization processes of each method are different (as described
in Sections 4 and 5), they also led to slightly different adjustment results of DT taps, as shown in
Table 4. Table 4 presents the results obtained by parameterization (PTOPF), discrete MOPOF, and
exhaustive simulations.

Table 4. Best continuous adjustment of tap positions.

Method
TAPs of DTs

(1–2–3)
Sum
[P.U.]

PTOPF (discrete) 0.975–1–1 33.8697
MTOPF (discrete) 0.95–0.975–1 21.9409

Exhaustive Combinations 0.95–0.975–0.975 21.118854

According to Table 4, each method presented different, but adherent, tap settings. Consequently,
each method also presented different, but very close, total losses. These results validated the three
strategies described to plan the allocation of distribution transformers taps that must support different
levels of loads and levels of GD insertion.

The lowest loss values were obtained by the MTOPF (21.9409 P.U.) and by the exhaustive
combinations (21.118854 P.U.). Although the result obtained by the exhaustive method was slightly
better, the computational time spent by it was impeditive (around 10 h).

The difference in adjustments between PTOPF and MTOPF occurred because PTOPF simulated
each scenario individually and then adjusted the appropriate taps. That is, each scenario had its taps
individually optimized only for that period, so this approach could not see the temporal connections
between the periods, and its combinations results were not the best.

On the other hand, the MTOPF simulated all the scenarios at the same time, adjusting a unique
combination of taps that satisfy all of them. So, each DT tap was adjusted to obtain the best positions
for all periods considered simultaneously. Because of that, MTOPF is the method that provides the
best results with good computational performance because it comprises a systematic process that
encompasses several operating conditions simultaneously and executes the program only one time
and not repeated for each individual scenario.

7. Conclusions

This article proposed an optimization problem, which was then applied to a three-phase unbalanced
network. Besides the conventional control actions, such as voltage regulator taps, the optimization
problem also optimizes DT taps to monitor the voltage profile considering not only one point of
operation, but multiple combinations of load and photovoltaic generation, simultaneously (MTOPF).

The consideration of multiple periods (or scenarios) must be made, as after the DTs taps are fixed
at planned positions, they do not change during the operation time. So, this tap allocation must satisfy
a different combination of scenarios.

The MTOPF, which minimizes the total electrical loss, is solved by the primal-dual interior-point
method. This method can be applied to planning studies to obtain the fixed adjustment of the taps of
distribution transformers before of the application of more advanced methods and technologies useful
to face the new challenges of voltage profile variations of active networks.

Some variations of the MTOPF were also developed in a way to validate its results as the
parametrization of loads and GD insertions, which allowed the execution of each scenario individually
(PTOPF). This formulation confronts the results of a single-period formulation (TOPF) with a
multi-period formulation, showing the advantages of the multi-period.
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One of these advantages is the calculation of an optimal DT tuning plan that meets all load
conditions and levels of generation during the operation time.

Another advantage is the computational time that MTOPF requires to obtain a solution, which is
much faster and more efficient than the parameterized method (PTOPF).

Besides these implementations, a method that exhaustively tests all the combinations of DT taps
was also proposed. The method successfully validated the results of the MTOPF and PTOPF.
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Abstract: This study compares two efficient formulations to solve corrective as well as preventive
security-constrained (SC) DC-based optimal power flow (OPF) problems using linear sensitivity factors
without sacrificing optimality. Both SCOPF problems are modelled using two frameworks based on
these distribution factors. The main advantage of the accomplished formulation is the significant
reduction of decision variables and—equality and inequality—constraints in comparison with the
traditional DC-based SCOPF formulation. Several test power systems and extensive computational
experiments are conducted using a commercial solver to clearly demonstrate the feasibility to carry
out the corrective and the preventive SCOPF problems with a reduced solution space. Another point
worth noting is the lower simulation time achieved by the introduced methodology. Additionally,
this study presents advantages and disadvantages for the proposed shift-factor formulation solving
both corrective and preventive formulations.

Keywords: linear OPF problem; shift-factors; line outage distribution factors; security-constrained;
corrective formulation; preventive formulation

1. Introduction

Carpentier introduced the optimal power flow (OPF) problem in 1960 [1]. The optimal result
obtains the economic dispatch and transmission power flows. The power flow solution must meet
technical power generation and transmission network limits. Several optimization algorithms have
been presented in the technical literature to solve operation and planning problems based on this
conventional mathematical formulation [2–4].

In real-time operation, power system operators (Independent System Operators (ISOs) and
Regional Transmission Organizations (RTOs)) must execute a lot of N−1 power flows very quickly
taking into account generation and transmission (lines or tranformers) failures to obtain a safe condition
after a contingency event [5]. Security studies should guarantee that not only the power flow result will
be maintained below the thermal limit but also overloading conditions in the transmission elements
will be mitigated to avoid undesirable operational effects. This study is only focused on transmission
contingencies.

1.1. Technical Literature Analysis

Power system planners and operators have typically used the direct-current OPF (DCOPF) problem.
A DCOPF problem is a simplified linear approach modelling nonlinear transmission constraints based
on approximations regarding voltage (magnitudes and angles), admittances and reactive power [6].
Nowadays, the most common transmission network formulation is the so-called DC model [7].

Another point worth noting is the transmission network modelling. In the technical literature,
there are two methodologies using linear factors—(1) the classical DC formulation [8] and (2) the linear
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shift-factor (SF) formulation [6]. In the first case, power unit and voltage phase angles are decision
variables to model the transmission network. According to References [6,7,9], another problem has
been introduced using power unit generation as decision variable. Although decision variables, as well
as equality and inequality constraints, are lower in comparison with the classical DC formulation,
the SF-based formulation does not affect OPF optimality.

In electrical power systems, security studies must guarantee that transmission modifications and
failures do not impact the transmission network with overloading conditions. Furthermore, ISOs
must reduce the amount of power flow simulations that should be executed to verify the power
system security. For very large-scale power systems, linear DC models are typically employed to solve
contingency events [10].

Researchers have found that not all transmission failures originate an alert condition. Consequently,
electrical power engineers must obtain a safety and economic post-contingency steady-state system
with respect to the worst or a list (ranking) of contingencies to adequately solve the SCOPF problem
without affecting the power system security. This problem is known as security-constrained OPF
(SCOPF) problem [8,11]. For more information about SCOPF, read the following References [6,12,13].

In the state-of-the-art, two mathematical frameworks have been developed to solve the SCOPF
problem—(i) the corrective formulation and (ii) the preventive formulation.

i The first approach is larger than the classical DC-based OPF problem because new variables
(power unit generation) and constraints (power flow post-contingency conditions) are added in
the optimization problem to model the pre-contingency and the post-contingency (N−1) power
system states. Nonetheless, the optimal solution usually requires that the ISO redispatches power
generation of several units in a very short time to avoid operational overcost as well as overloading
conditions. For this reason, the ISO must be able to handle many corrective generation actions
without affecting power system security [14–17].

ii For the preventive approach, one set of decision variables (power unit generation) is only needed
to model the SCOPF formulation. With this assumption, the ISO does not need to redispatch the
power generation because the preventive model avoids power generation changes between pre-
and post-contingency power system states. However, there is an overcost in the pre-contingency
state in comparison with the previous formulation. For more information, References [5,6,11,18,19]
could be reviewed in detailed.

1.2. Contributions

References [6,7] introduce the N−1 preventive security analysis by using shift-factors and line
outage distribution factors. While the security problem only includes the worst contingency, a ranking
of contingencies should be modelled in the security-constrained analysis to avoid risky operational
conditions and technical transmission problems to supply adequately the load of the customers for
an unlikely line or transformer failure. Based on our knowledge, the corrective formulation is not
applied in the technical literature using shift-factors. Hence, it would be very attractive to accomplish
several analyses and comparisons with short- and large-scale power systems to validate scalability and
simulation performance using both CL- and SF-based formulations and a commercial solver (Gurobi).
Therefore, the following issues have been solved in this study—(1) the corrective SCOPF problem is
solved using shift-factors and a comparative analysis for both corrective and preventive formulations
has been carried out using different-scale test power systems; and (2) a realistic case is successfully
solved (National Electric Power System of Chile). Simulation results have demonstrated superior
performance when the SF-based formulation is applied to the SCOPF problem in comparison with the
CL-based formulation. Notice that the introduced formulation could bring better performance and
practical advantages solving large-scale problems as well as complicated problems such as stochastic
OPF, stochastic unit commitment and generation planning methodologies.

This study is organized as follows. In Section 2, a detailed study shows different OPF problems
applying the classical formulation and the introduced formulation. Section 3 presents the corrective

224



Energies 2020, 13, 516

and preventive SCOPF simulations using shift-factors. Besides, results and comparisons are achieved
using several test power systems. Section 4 concludes the study.

2. Security-Constrained Optimal Power Flow Problem

In this section, corrective and preventive SCOPF problems are mathematically presented in
detailed. In addition, the optimization problem does not include the DC power losses.

2.1. Corrective SCOPF Problem Using the Classical DC-Based Formulation

This optimization problem is modelled using the following objective function:

min(Ctotal) = min(Cpre + Cpost) (1a)

Cpre =
∑

g
(Ag + Bg × ppre

g × Sbase + Cg × ppre2

g × S2
base) + VoLL

∑
v

vpre
b × Sbase ∀ g ∈ G,∀ v ∈ V (1b)

Cpost =
∑

g
(Ag +Bg × ppost

g ×Sbase +Cg × ppost2

g ×S2
base) +VoLL

∑
v

vpost
b ×Sbase ∀ g ∈ B, ∀ v ∈ V (1c)

Subject to:
(ppre

b + vpre
b ) −Db −

∑
b−l

f pre
b−l = 0 ∀ b ∈ B, ∀ b− l ∈ L (2)

(ppost
b + vpost

b ) −Db −
∑
b,l

f post
b−l = 0 ∀ b ∈ B, ∀ b− l ∈ L− 1 (3)

f pre
b−l = Bb−l × (δpre

b − δ
pre
l ) ∀ b− l ∈ L, ∀ b, l ∈ B (4)

f post
b−l = Bb−l × (δpost

b − δpre
l ) ∀ b− l ∈ L− 1, ∀ b, l ∈ B (5)

| f pre
b−l | ≤ Fmax

b−l ∀ b− l ∈ L (6)

| f post
b−l | ≤ Fmax

b−l ∀ b− l ∈ L− 1 (7)

−Rdown
g ≤ ppost

g − ppre
g ≤ Rup

g ∀ g ∈ G (8)

Pmin
g ≤ ppre

g ≤ Pmax
g ∀ g ∈ G (9)

Pmin
g ≤ ppost

g ≤ Pmax
g ∀ g ∈ G (10)

|δpre
b | ≤ π/2 ∀ b ∈ B (11)

|δpost
b | ≤ π/2 ∀ b ∈ B (12)

δ
pre
b = 0 b = SL (13)

δ
post
b = 0 b = SL. (14)

Equations (2) and (3) represent nodal power balance constraints for the pre- and the
post-contingency conditions, respectively. Equations (4) and (5) define power flows in the transmission
elements and (6) and (7) limit these power flows for both conditions. Equation (8) models the
ramp-up and ramp-down power unit generation limits and (9) and (10) limit the minimum and the
maximum power unit generation. Constraints (11) and (12) limit voltage bus angles for both pre-
and post-contingency conditions, respectively. Last, slack reference is defined for both conditions
using (13) and (14).

225



Energies 2020, 13, 516

In this mathematical formulation, the decision variables (n) are active power generation, voltage
angles and transmission power flows for pre- and post-contingency analyses.

n = 2nB + 2nG + nL + nL−1

The equality constraints (ne) are the following:

ne = 2nB + nL + nL−1 + 2

The inequality constraints (ni) are the following:

ni = 2(2nB + 3nG + nL + nL−1).

2.2. Preventive SCOPF Problem Using the Classical DC-Based Formulation

In this mathematical formulation, the post-contingency condition is the same that the
pre-contingency condition. With this assumption, the ramp-up and ramp-down constraints (8) are not
necessary to add in the optimization problem. Nevertheless, transmission power flows are different
because these values represent the pre-contingency power system state and the post-contingency state.
As a result, there is only one set of decision variables as follows: ppre = ppost = p, vpre = vpost = v and
δpre = δpost = δ. Hence, the optimization problem considers a different objective function and it is
subject to the following constraints:

min(Ctotal) =
∑

g
(Ag + Bg × pg × Sbase +Cg × p2

g × S2
base) +VoLL

∑
v

vb × Sbase ∀ g ∈ B, ∀ v ∈ V (15)

(pb + vb) −Db −
∑
b−l

f pre
b−l = 0 ∀ b ∈ B, ∀ b− l ∈ L (16)

(pb + vb) −Db −
∑
b−l

f post
b−l = 0 ∀ b ∈ B, ∀ b− l ∈ L− 1 (17)

f pre
b−l = Bb−l × (δb − δl) ∀ b− l ∈ L, ∀ b, l ∈ B (18)

f post
b−l = Bb−l × (δb − δl) ∀ b− l ∈ L− 1, ∀ b, l ∈ B (19)

| f pre
b−l | ≤ Fmax

b−l ∀ b− l ∈ L (20)

| f post
b−l | ≤ Fmax

b−l ∀ b− l ∈ L− 1 (21)

Pmin
g ≤ pg ≤ Pmax

g ∀ g ∈ G (22)

|δb| ≤ π/2 ∀ b ∈ B (23)

δb = 0 b = SL. (24)

The number of decision variables n and equality ne and inequality ni constraints are calculated
using n = nB + nG + nL + nL−1, ne = 2nB + nL + nL−1 + 1 and ni = 2(nB + nG + nL + nL−1).

2.3. Corrective SCOPF Problem Using the SF-Based Formulation

In this section, the corrective SCOPF problem is introduced using shift-factors. For this optimization
problem, the classical DC-based set of transmission network constraints is reformulated using the
inverse of admittance matrix avoiding to compute voltage bus angles and nodal transmission constraints.
Therefore, nodal balance constraints are turned into only one equality constraint modelling both
pre-contingency (25) and post-contingency states (26). Additionally, transmission power flows for both
(27) and (28) conditions are obtained using shift-factors and net power injected.
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The objective function is presented in (1a) and the optimization problem is subject to the
following constraints:

∑
g
(ppre

g + vpre
g ) −Dtotal = 0 ∀ g ∈ G (25)

∑
g
(ppost

g + vpost
g ) −Dtotal = 0 ∀ g ∈ G (26)

|
∑

k

SFpre
l−b,k × (p

pre
k −Dk)| ≤ Fmax

b−l ∀ k ∈ B, k � SL, ∀ b− l ∈ L (27)

|
∑

k

SFpost
l−b,k × (p

post
k −Dk)| ≤ Fmax

b−l ∀ k ∈ B, k � SL, ∀ b− l ∈ L− 1 (28)

−Rdown
g ≤ ppost

g − ppre
g ≤ Rup

g ∀ g ∈ G (29)

Pmin
g ≤ ppre

g ≤ Pmax
g ∀ g ∈ G (30)

Pmin
g ≤ ppost

g ≤ Pmax
g ∀ g ∈ G, (31)

where SFpre = B f pre ×Xbuspre
r and SFpost = B f post ×Xbuspost

r are the SF for pre- and post-contingency
conditions and Xbuspre

r = (AT
r × Bbuspre

r )−1 and Xbuspost
r = (AT

r × Bbuspost
r )−1 are the reactance bus

matrix for both conditions.
For this mathematical formulation, decision variables are exclusively the power unit generation.

As a result, there are ne = 2 and ni = 2(3 nG + nL + nL−1). According to the lower number of variables
and constraints, this formulation achieves a very compact SCOPF optimization problem.

2.4. Preventive SCOPF Problem Using the SF-Based Formulation

With previous assumptions given in Section 2.2, the OPF problem is subject to the
following constraints:

∑
g
(pg + vg) −Dtotal = 0 ∀ g ∈ G (32)

|
∑

k

SFpre
l−b,k × (pk −Dk)| ≤ Fmax

b−l ∀ k ∈ B, k � SL, ∀ b− l ∈ L (33)

|
∑

k

SFpost
l−b,k × (pk −Dk)| ≤ Fmax

b−l ∀ k ∈ B, k � SL, ∀ b− l ∈ L− 1 (34)

Pmin
g ≤ pg ≤ Pmax

g ∀ g ∈ G. (35)

For this formulation, there are ne = 1 and ni = 2(nG + nL + nL−1).

2.5. Computing the Post-Contingency Shift-Factors

To compute more efficiently the SFpost matrix, this study implements previous definition given in
Reference [6] to determine post-contingency transmission constraints using Equation (36).

|SFpre
b + LODFb,k × SFpre

b × (P− Pd)| ≤ Fpostmax ∀b ∈ L− 1. (36)

Lastly, LODF factors are computed as follows:

LODFb,k = SFpre
b ×ApreT

k × [1/(1− SFpre
k ×ApreT

k )]. (37)
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Even though line outage distribution factors are only computed with pre-contingency shift-factors;
that is, network data before the transmission outage, islanding conditions could be detected finding
out states where the denominator of (37) is zero.

3. Simulation Results

Several simulations are conducted using short- and large-scale electrical power systems to find out
the performance of both corrective and preventive SCOPF formulations. To formulate the optimization
problem, Python [20] has been used. Moreover, Gurobi [21] is used as a commercial solver on
a computer with the following characteristics: Intel Core i7 3930 (3.20 GHz) six core with RAM 32 GB.

3.1. SCOPF Formulation Applied to an Example Power System (6-Bus)

The first security-constrained simulation takes into account the 6-bus power system presented by
Wood and Wollenberg [8]. Transmission network data can be seen in [8] or in MatPower [22].

In comparison with the original generation system, three new power units are located at each
load bus (G4, G5 and G6). Figure 1 shows the electrical power system.

|

|
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5

6

70

70

70
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G2

G4
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Figure 1. Test system I: A new 6-bus electrical power system is proposed in this study.

Technical data for the power generation system are given in Table 1. Besides, ramp-up and
ramp-down characteristics are incorporated in the last two columns for each power unit.

Table 1. Power generation technical parameters.

Power A B C Pmin Pmax Rup Rdown

Unit ($/MW2h) ($/MWh) ($/h) (MW) (MW) (MW/min) (MW/min)

G1 0.00533 11.669 213.1 200 50 9.0 8.5
G2 0.00889 10.333 200.0 150 37.5 12.0 12.0
G3 0.00741 10.833 240.0 180 45 11.0 10.1
G4 0.00301 14.198 40.0 70 5 2.5 5.0
G5 0.00111 4.955 300.0 70 5 4.0 2.0
G6 0.00876 18.003 10.0 70 5 3.5 5.0
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Solving the classical OPF problem, the optimal cost is Ctotal = 3003.17 $/h. The power generation
solution is P1 = 50.0 MW, P2 = 37.5 MW, P3 = 45.0 MW, P4 = 5.0 MW, P5 = 67.5 MW and P6 = 5.0 MW.
Figure 2 shows the power flow solution. According to the power flow solution, there is no congestion
in transmission elements. PyPower [23] is used to validate the solution and both solutions are the same.
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Figure 2. Classical optimal power flow (OPF) solution.

To realize possible transmission effects, the maximum transmission limits are changed to 40 MW
in lines 1–4, 2–4 and 3–6. With this new capacity, the OPF problem also obtains the same solution
(operational cost, power unit generation and transmission power flows). This new transmission
capacity is used to develop the N−1 power system security.

DC-Based and SF-Based SCOPF Formulations

In the first analysis, both classical (CL) and introduced (SF) problems are implemented to model
the SCOPF. These formulations are subject to one pre- and eleven post-contingency constraints.

• Corrective SCOPF problem—for this analysis, power generation data are incorporated in the
formulation assuming that the ISO has 10 min to eliminate overloading transmission effects and to
recover the steady-state power system security. The main advantage of the corrective formulation
is related to the operator clearly knows the post-contingency economic dispatch. This solution
considers not only technical generation constraints but the variable fuel cost of each power unit.
Indeed, the new power generation setting will achieve a safety and robust security-constrained
N−1 solution no matter which transmission element failure.

Two cases are conducted to determine effects when ramps constraints are added in the SCOPF
problem. These optimization problems have been solved using the SF-based formulation. Results are
the following:

Case 1 Without ramp constraints—the operational cost is 3003.17 $/h for the pre-contingency
condition and 3487.87 $/h for the post-contingency condition and the optimal total cost is
Ctotal = 6491.04 $/h. Actually, the pre-contingency cost is the same than the traditional OPF
problem (3003.17 $/h).
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Case 2 Including ramp-up and -down constraints—the cost is 3146.35 $/h for the pre-contingency
condition and 3487.87 $/h for the post-contingency condition and the total cost is
Ctotal = 6634.22 $/h. For this case, the number of decision variables is 12 and the number of
constraints is 280.

Table 2 shows the results, operational cost and power dispatch for each SCOPF solution. Positive
values imply that the power unit generation must decrease its dispatch. With this information, the ISO
rapidly decides (10 or 20 min) which generator would economically change the power unit setting to
optimally eliminate overloading conditions.

Table 2. Power generation solution for pre- and post-contingency states.

Power Without-Ramps With-Ramps

Unit Pre-Contingency Post-Contingency Difference Pre-Contingency PosT-Contingency Difference

# Power, MW Power, MW MW Power, MW Power, MW MW

P1 50.00 50.00 0 50.00 50.00 0
P2 37.50 37.50 0 60.86 37.50 +23.36
P3 45.00 45.00 0 45.00 45.00 0
P4 5.00 27.24 −22.24 5.00 27.24 −22.24
P5 67.50 24.14 +36.36 44.14 24.14 +20.00
P6 5.00 26.12 −21.12 5.00 26.12 −21.12

Because PyPower does not formulated the security-constrained analysis, it is not possible to
contrast this power generation solution.

Because of ramp constraints, the ISO will be not able to achieve a safe post-contingency steady-state
with the solution obtained in Case 1). Therefore, the system operator will need to decrease the load of
the customers or/and turn-on fast reserve power units.

Notice that the ramp-down constraint of power unit 5 (44.14 − 24.14 = 20 MW) is active with
a shadow price of 6.36 $/MWh. Therefore, the pre-contingency cost is higher (143.18 $/h) than the
traditional OPF problem. Additionally, the power generation solution for the post-contingency
condition is the same for both cases.

In comparison with the SF-based formulation, simulation results obtained by the CL-based formulation
are the same. Therefore, both formulations achieve the same optimal solution; that is, these optimization
problems are equivalent.

Incorporating the ramp constraints in the CL SCOPF problem, the number of decision variables is
205 and the number of constraints is 483. Comparing with the SF formulation, there is a very significant
reduction of 94.1% and 42.0%, respectively.

Figure 3 displays the pre- and the post-contingency solutions when line 1–2 is outage. Both solutions
could be compared to realize redispatch effects in the transmission network for generation two, four, five
and six (grey color).
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Figure 3. Corrective OPF solution considering the outage of line 1–2. (a) Pre-contingency power flow
solution. (b) Post-contingency power flow solution.

Using the post-contingency power generation solution (Table 2), eleven N−1 power flows are
computed. For detailed information, Table 3 shows the power flow solution for each outage.
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Table 3. Power flow solution for each N−1 transmission contingency.

Line
1–4 1–5 2–3 2–4 2–5 2–6 3–5 3–6 4–5 5–6
MW MW MW MW MW MW MW MW MW MW

- 24.21 19.95 10.38 −1.41 7.99 8.53 8.46 10.70 10.31 10.11
f1−4 - 30.05 21.94 36.14 21.24 21.39 21.37 22.03 21.13 21.86
f1−5 25.79 - 17.68 15.26 20.78 20.08 20.17 17.26 18.56 18.03
f2−3 −1.51 2.37 - 2.09 1.67 5.91 −6.15 −16.98 −0.39 −0.98
f2−4 40.00 20.20 23.12 - 26.49 25.73 25.83 22.66 21.63 23.49
f2−5 9.65 16.73 10.76 16.20 - 14.39 14.54 10.13 11.68 11.29
f2−6 13.57 18.15 14.00 17.81 17.32 - 11.74 32.40 14.89 13.81
f3−5 12.58 17.02 13.69 16.69 16.22 10.91 - 28.02 13.86 13.96
f3−6 30.91 30.36 31.31 30.40 30.46 40.00 38.85 - 30.75 30.06
f4−5 −2.76 7.49 2.29 −6.62 4.96 4.36 4.44 1.93 - 2.59
f5−6 −0.60 −4.63 −1.43 −4.33 −3.90 3.87 −6.71 11.47 −1.76 -

Results showed there are two post-contingency congestions in the following lines: (a) transmission
line 2–4 when line 1–4 is out; and (b) transmission line 3–6 when line 2–6 is out. We have highlighted
these values with bold. Based on the OPF solution, shadow prices (Lagrangian multipliers) for each
congestion are the following: (a) for line 2–4 is 28.60 $/MWh; and (b) for line 3–6 is 41.98 $/MWh. The
OPF overcost and the bigger Lagrangian multipliers are produced by transmission congestion and
ramp-down constraint of unit 5.

• Preventive SCOPF problem—the main advantage of this formulation is related to the operator
does not need to modify the post-contingency power dispatch.

Using the SF-based formulation, the number of decision variables is 6 and the number of constraints
is 280. The optimal cost obtained by Gurobi is Ctotal = 3487.87 $/h which was previously obtained.
In the solution, there is no congestion in the pre-contingency condition. However, there is congestion
in transmission line 2–4 (when line 1–4 is out) and line 3–6 (when line 2–6 is out).

Gurobi achieves the same solution solving the CL-based SCOPF formulation. Nevertheless,
the number of decision variables is 199 and the number of constraints is 459.

To compare corrective and preventive SCOPF solutions, the power dispatch obtained in the
pre-contingency condition must be compared for both solutions. The preventive overcost is 342.52 $/h
(9.82%). Therefore, there is an important operational saving cost obtained by the corrective formulation.

3.2. Corrective SCOPF Using a Ranking of Contingencies

In real power systems, all contingencies do not result in a post-contingency alert condition [8]. To figure
out the SCOPF problem, several authors have used as security criterion the most severe contingency [6].

Regarding the N−1 power flow solution obtained previously by the initial OPF (3003.17 $/h),
we solves eleven power flows for each N−1 post-contingency event. Simulations have shown there are
five overloading states: (a) when line 1–4 is out, the power flow in line 2–4 is 131.32%; (b) when line
2–4 is out, the power flow in line 1–4 is 117.11%; (c) when line 2–6 is out, the power flow in line 3–6
is 124.41%; (d) when line 3–5 is out, the power flow in line 3–6 is 103.70%; and (e) when line 5–6 is
out, the power flow in line 3–6 is 109.42%. Indeed, the ranking of overloading contingencies is the
following: (1) line 1–4, (2) line 2–6, (3) line 2–4, (4) line 5–6 and (5) line 3–6.

The outage of these transmission elements produce a risky operational condition and probably
technical problems to supply adequately the load of the customers. In the next analysis, each line of
this ranking will be added in the SCOPF problem. Table 4 displays the number of decision variables
and constraints and the objective function solving the SCOPF problem.
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Table 4. Security-constrained operational cost considering the ranking of contingencies.

Optimal (i) N−1: line1–4 (ii) N−1: line2–6 (iii) N−1: line2–4 (iv) N−1: line5–6 (v) N−1: line1–4 and line2–6

Solution $/h $/h $/h $/h $/h

n 12 12 12 12 12
ne + ni 80 80 80 80 100
Costpre 3003.17 3003.17 3003.17 3003.17 3146.36
Costpost 3178.12 3241.03 3122.32 3091.56 3487.87
Costtotal 6181.29 6244.21 6125.49 6094.74 6634.22

• For the first case, the pre-contingency and the worst contingency (line 1–4) constraints are
simultaneously incorporated in the SCOPF problem.
Solving the SCOPF problem, the post-contingency power unit solution is used to validate electrical
system security using eleven N−1 power flow problems. Simulation results show there are
three overloading conditions: (a) when transmission line 2–6 is out, the power flow in line 3–6
is 51.18 MW; (b) when transmission line 3–5 is out, the power flow in line 3–6 is 42.74 MW;
and (c) when transmission line 5–6 is out, the power flow in line 3–6 is 42.11 MW. Notice that
the maximum power flow in line 3–6 is 40 MW. Therefore, a SCOPF problem based on the worst
contingency does not guarantee a safe post-contingency operational point.

• In the second case, the SCOPF problem includes the outage of the transmission line 2–6.
Reviewing the power flow solution, there are two overloading conditions: (a) when transmission
line 1–4 is out, the power flow in line 2–4 is 54.34 MW; and (b) when transmission line 2–4 is out,
the power flow in line 1–4 is 47.72 MW. Notice that the maximum power flow in line 1–4 and line
2–4 is 40 MW. Even though the operational cost is bigger than the previous case, this solution
does not guarantee a safe power system as well. Additionally, this solution obtains the most
overloading condition in line 2–4 (136%).

• In the third case, failure of transmission line 2–4 is added in the optimization problem.
Simulating the N−1 post-contingency power flow method, the overloading conditions are the
following: (a) when transmission line 1–4 is out, the power flow in line 2–4 is 43.97 MW; (b) when
transmission line 2–6 is out, the power flow in line 3–6 is 50.73 MW; (c) when transmission line
3–6 is out, the power flow in line 2–6 is 41.62 MW; and (d) when transmission line 5–6 is out,
the power flow in line 3–6 is 42.63 MW. Furthermore, this is an unacceptable post-contingency
overloading condition.

• For the fourth case, transmission constraints for the outage of transmission line 5–6 is included in
the N−1 optimization problem.
Simulating the post-contingency power flow method, the overloading conditions are the following:
(a) when transmission line 1–4 is out, the power flow in line 2–4 is 53.20 MW; (b) when transmission
line 2–4 is out, the power flow in line 1–4 is 47.17 MW; (c) when transmission line 2–6 is out,
the power flow in line 3–6 is 46.11 MW; and (d) when transmission line 3–5 is out, the power flow
in line 3–6 is 40.16 MW.

• We do not show the last contingency because power flow results also display an overloading condition.

Finally, the post-contingency analysis including two N−1 candidate lines is developed. The SCOPF
problem incorporates two major contingencies: line 1–4 and line 2–6. This framework adds in
the optimization problem simultaneously one set of pre-contingency constraints and two sets of
post-contingency constraints. For this optimization problem, the achieved solution is the optimal
(the same solution considering the outage of all lines).

Table 4 also shows a reduction of 35.7% in constraints with respect to the original problem.
In addition, both problems have the same number of decision variables.

As a result, the SCOPF problem should be modelled not only with the worst contingency but also
with two or more contingencies to avoid risky operational conditions and technical problems to supply
the load of the customers.
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3.3. SCOPF Methodology Applied to Different-Scale Power Systems

We employ different electrical power test systems to determine the performance of both corrective
and preventive SCOPF formulations using the SF-based as well as the CL-based frameworks: 14-bus
system (five generators and twenty transmission lines); 57-bus system (seven generators and eighty
transmission lines); 118-bus system (fifty-four generators and one hundred eighty-six transmission
lines); and 300-bus system (sixty-nine generators and four hundred eleven transmission lines). PyPower
shows technical information.

3.3.1. Corrective and Preventive Formulations

Because PyPower does not include ramp generation constraints, we have selected these limits using
random numbers provided by a normal distribution function with a mean of 7 MW/min and a variance of 1.

Table 5 shows simulation results for both corrective and preventive analyses applying the CL and
the SF formulations. For each SC problem, we have included the objective function (OF), the number
of decision variables (n), constraints (ni + ne) and the average simulation time considering 200 trials.

For both 14-bus and 57-bus power systems, the security-constrained problem models the outage
of all transmission lines.

Considering the higher simulation time obtained by a complete N−1 analysis, a reduced number
of contingencies should be used to solve the security problem applied to large-scale power systems.
In the 118-bus and the 300-bus systems, we have modelled the N−1 analysis using 176 transmission
and 100 transmission candidate lines, respectively. This assumption is accomplished not only by the
bigger number of variables and constraints but also by the higher simulation time.

Table 5. Simulation results using different power systems.

Formulation Corrective Preventive

System OF, $/h n ni + ne ts, s OF, $/h n ni + ne ts, s

14-bus (CL) 15,285.19 704 1545 0.0040 7642.59 699 1525 0.0036
14-bus (SF) 15,285.19 10 832 0.0004 7642.59 5 811 0.0009
57-bus (CL) 82,013.47 10,895 23,645 0.0821 41,006.74 7760 16,832 0.0414
57-bus (SF) 82,013.47 14 6366 0.0048 41,006.74 7 9023 0.0049

118-bus (CL) 260,788.55 55,558 123,669 0.9203 130,394.28 55,807 124,127 0.8459
118-bus (SF) 260,788.55 108 62,312 0.3057 130,394.28 54 62,095 0.3106
300-bus (CL) 1,422,058.21 71,849 155,048 0.8777 711,029.11 71,780 154,772 0.9468
300-bus (SF) 1,422,058.21 138 21,110 0.1350 711,029.11 69 20,833 0.1349

For all power systems, there is an important improvement in the simulation time. Comparing
both classical and SF-based formulations applied to the 300-bus system, SF-based formulation achieves
the best performance with an efficiency of 6.97 times using the corrective formulation and 7.02 times
using the preventive formulation.

Simulation results have shown the corrective formulation obtains the lower OF in comparison
with the preventive formulation.

Notice that the reactance bus matrix needs an inverse method.Therefore, the main disadvantage of the
proposed methodology is the time computing to obtain the SF matrix. However, the security-constrained
analysis could be carried out using an off-line SF matrix; that is, the SF matrix does not need to compute each
N−1 time. Therefore, an external file could be used to save these matrixes improving the formulation time.

The LODF matrix could be computed using basic mathematical operations—Equation (37).
Therefore, the computation time is not significant.

3.3.2. Another Classical DC-Based Preventive Formulation Applied to the 300-Bus Power System

In the following analysis, we use a different preventive SCOPF formulation. For this approach,
power flow variables are eliminated from the optimization problem using two admittance bus matrixes
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(Bbuspre and Bbuspost). Consequently, there are only two sets of nodal balance constraints for the pre-
and post-contingency analyses. Besides, the primitive-admittance incidence matrix for the pre-contingency
B f pre and the post-contingency B f post conditions is substitute to determine transmission power flows.

Simulating 200 trials, the average simulation time is 0.7648 s for the preventive SCOPF problem
which is 19.22% lower than the original CL-based formulation. For this mathematical problem,
the number of decision variables is 30,369 and the number of constraints is 113,361. Therefore, the new
classical formulation causes a reduction of 57.69% in the number of decision variables and a reduction
of 26.76% in the number of equality and inequality constraints. Although there is an improvement in
the simulation performance, this time is still higher (5.67 times) than the SF-based formulation.

Based on simulations, the introduced SF-based formulation achieves the best simulation time to
carry out the corrective formulation and the preventive formulation applied to the SCOPF problem.
This improvement is obtained by the lower number of decision variables as well as by the lower
number of equality and inequality constraints. Therefore, this framework could be recommended to
solve very large-scale power systems.

3.4. Corrective and Preventive SCOPF Methodology Applied to the Chilean Electrical Power System

The Chilean Interconnected Power System (in Spanish, SEN: Sistema Eléctrico Nacional) is used
to validate both SCOPF formulations. Concerning the lower simulation time accomplished previously,
the SF-based methodology is only applied to the SCOPF problem.

In January, 2019, the SEN generation capacity was 21,189.95 MW. In 2019, the peak load was
9382.7 MW. Review the Regulatory Company webpage (CNE: www.cne.cl) or the ISO webpage (CEN:
www.coordinador.cl) to obtain more technical information.

The electrical power system contains one hundred fifty-nine buses, three hundred twenty-one
transmission lines from 110 to 500 kV and two hundred sixty-seven generation power units (thermal,
hydro and renewable energy). The webpage link https://infotecnica.coordinador.cl displays detailed
technical and economic information about the Chilean study case.

For the power generation system, there are one hundred three renewable power units. For hydro,
wind and solar, a capacity factor of 20%, 20% and 30% are selected, respectively. For thermal units,
random numbers model ramp generation constraints for each power unit. Additionally, one hundred
transmission lines are randomly selected to formulate the N−1 security-constrained analysis.

• Corrective SCOPF problem—this optimization problem has 534 decision variables and
22,082 constraints. The cost is 326,948.31 $/h for the pre-contingency condition and 327,087.37 $/h
for the post-contingency condition. The simulation time is 1.0218 s using 100 trials.
There is congestion in Cardones-Maintencillo 220 kV in the pre-contingency solution. On the contrary,
there is post-contingency congestion in the following transmission elements—(1) Andes-Nueva
Zaldivar 220 kV when Antucoya-Antucoya aux. 220 kV is out; (2) Antofagasta-Desalant 110 kV when
Atacama-Esmeralda 220 kV is out; (3) Capricornio-Mantos Blancos 220 kV when CD Arica-Tap Quiani
66 kV is out; (4) Carrera Pinto-Carrera Pinto aux. 220 kV when Charrúa-Lagunillas 220 kV is out; and
(5) CD Arica-Arica 66 kV when Charrúa-Mulchen 220 kV is out.

• Preventive SCOPF problem—this optimization problem has 267 decision variables and
21,013 constraints. The optimal cost is 329,981.43 $/h and the simulation time is 0.6085 s. For
the pre-contingency condition, there is congestion in the same line (Cardones-Maintencillo 220 kV).
Furthermore, there are seven lines with congestion in the post-contingency condition: (1) Andes-Nueva
Zaldivar 220 kV; (2) Antofagasta-Desalant 110 kV; (3) Capricornio-Mantos Blancos 220 kV; (4) Carrera
Pinto-Carrera Pinto aux. 220 kV; (5) CD Arica-Arica 66 kV; (6) Charrúa-Hualpen 220 kV (when
Colbún-Ancoa 220 kV is out); and (7) Crucero-Nueva Crucero/Encuentro 220 kV (when Don Goyo-Don
Goyo aux. 220 kV is out).
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Even though the security cost is similar, the OPF formulation only considers one load time-period.
Moreover, the unit commitment solution obtained by the ISO should be incorporated in the OPF
problem to realize real saving costs.

4. Conclusions

This study analyzed two very effective methodologies to solve both corrective and preventive
security-constrained DC optimal power flow problems using shift-factors. We used these factors to
formulate pre- and post-contingency steady-state conditions. The optimal solution was found with lower
number of decision variables and constraints in comparison with the traditional (CL) SCOPF formulation.
To validate simulation time, a lot of analyses were conducted to determine which methodology obtained the
best performance solving the SCOPF problem with different-scale test power systems.

The research group believes that the introduced security-constrained methodology could be applied
to formulate deterministic and stochastic power system issues where the transmission topology does not
change. For instance, unit commitment, generation planning, among other power system problems.
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Nomenclature

Parameters

Sbase Power system base value Sbase = 100 MW
Ctotal Total security-constrained operational cost ($/h)
Cpre Pre-contingency variable cost ($/h)
Cpost Post-contingency variable cost ($/h)

Ag, Bg and Cg
Constants of the quadratic cost function for the g-th thermal unit ($/h), ($/MWh) and
($/MW2h), respectively

VoLL Value of lost load ($/MWh)
Db Load demand at bus b (pu)
Dtotal Total power system demand (pu)
Bb−l Susceptance value for transmission element b− l (pu)
Fmax

b−l Maximum power flow for transmission element b− l (pu)
Rup

g Ramp-up for the g-th power unit (pu)
Rdown

g Ramp-down for the g-th power unit (pu)
Pmax

g Maximum power generation for unit g (pu)
Pmin

g Minimum power generation for unit g (pu)

SFpre
b−l,k

Linear power distribution factor of element b− l with respect to bus k
for the pre-contingency condition

SFpost
b−l,k

Linear power distribution factor of element b− l with respect to bus k
for the pre-contingency condition

B f pre Primitive-admittance incidence matrix for the pre-contingency condition
B f post Primitive-admittance incidence matrix for the post-contingency condition
Bbuspre

r Reduced admittance bus matrix for the pre-contingency condition
Bbuspost

r Reduced admittance bus matrix for the post-contingency condition
Xbuspre

r Reduced impedance bus matrix for the pre-contingency condition
Xbuspost

r Reduced impedance bus matrix for the post-contingency condition
Ar Reduced incidence power system matrix
SL Reference (slack) bus
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SETS

G Set of power generator units
V Set of virtual power units
B Set of voltage bus angles
L Set of pre-contingency transmission elements
L− 1 Set of post-contingency transmission elements

VARIABLES

ppre
g Active pre-contingency power dispatched by unit g-corrective formulation

ppost
g Active post-contingency power dispatched by unit g-corrective formulation

vpre
g Pre-contingency unserved energy at bus g-corrective formulation

vpost
g Post-contingency unserved energy at bus g-corrective formulation

f pre
b−l Transmission pre-contingency power flow on element b− l-corrective formulation

f post
b−l Transmission post-contingency power flow on element b− l-corrective formulation
δ

pre
k Voltage angle at bus k for the pre-contingency condition—corrective formulation
δ

post
k Voltage angle at bus k for the post-contingency condition—corrective formulation

pg Power generation dispatched by unit g for the preventive formulation
vg Unserved energy at bus g for the preventive formulation
δk Voltage angle at bus k for the preventive formulation
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Abstract: New O-type high-power vacuum resonant microwave devices are considered in this study:
COM klystrons, CSM klystrons and resotrodes. All these devices can output a large amount of power
(up to units of MW and higher) with an efficiency of up to 90%. Such devices are promising microwave
sources for industrial microwave technologies as well as for microwave energy. The principle of
GSP-equivalence for klystrons is described herein, allowing a complete physical analog of this device
with other parameters to be created. The existing mathematical and computer models of klystrons are
analyzed. The processes of stage-by-stage optimization and the embedding procedure, which leads to
COM and to CSM klystrons, are considered. Resotrodes, IOT-type devices with energy regeneration
in the input circuit, are also considered. It is shown that these devices can combine high power with
an efficiency of up to 90% and a gain of more than 30 dB. Resotrodes with 0-regeneration can be
effective sources of radio frequency (RF) power in the range of 20 to 200 MHz. Resotrodes with
2π-regeneration are an effective source of RF/microwave energy in the range of 200 MHz to 1000 MHz.

Keywords: klystron; IOT; resotrode; efficiency; microwave; bunching; computer simulation;
global optimization

1. Introduction

Powerful vacuum microwave devices have existed and been developed since the 1930s. From the
moment of their introduction until recently, such devices have mainly been used for radar and
communication. Other applications of one of these devices (the magnetron) are defrosting food and
cooking in household microwave stoves.

Some applications of vacuum microwave devices have been discovered relatively recently. In the
1960s, charged particle accelerators appeared that used microwave fields for acceleration. In the 1970s,
medical microwave devices began to appear, including medical accelerators, microwave scalpels,
among others.

Recently, industrial technologies using microwave energy have begun to be developed.
These include, for example, technologies for defrosting large volumes of products in defrosters [1],
for the radiation sterilization of products and materials, for sintering ceramics, for drying wood [2],
and so on.

The development potential of industrial microwave technologies is very large. For example,
several years ago, successful experiments were conducted to produce artificial sandstone from crushed
sand. This is a building material that can compete with concrete in mass production. Foam glass is
another building material that can be efficiently produced using microwave technology. There is also
the possibility of deep oil refining using microwave technologies.
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Another area with great potential for development is microwave energetics. This is a set of
technologies utilizing microwave radiation for wireless energy transmission. Energy can be transferred
to hard-to-reach places, to mountainous areas, to remote islands, to polar stations, and so on. In addition,
energy can be transferred from the earth to aircrafts and spacecrafts. In the long term, the reverse
process is possible via the transfer of energy to Earth from solar panels located in space.

Classification of existing high-power vacuum electronic devices (Figure 1), amplifiers and
generators of microwave power, can be carried out by taking two basic characteristics into account:
the type of interaction of the microwave field with the electronic flow (O-type, M-type, gyrotron type)
and the nature of the microwave vibrations (traveling wave or standing wave). As examples, Figure 1
shows the most typical representatives of each class.

-type (ordinary 
type) device( 

M-type (magnetic 
type) devices 

Gyrotrons  

Travelling 
wave 

devices 

Resonant 
devices 

TWT 
(Travelling 
wave tubes) 

TWT-M (Travelling 
wave tubes - magnetic), 

Amplitrons 
Gyro-TWT 

Klystrons, IOT 
(Inductive output 

tubes) 
Magnetrons  Gyroklystrons 

Figure 1. Classification of high-power vacuum electronic devices.

In contrast to devices with a traveling wave, the interactions of electron beams with microwave
fields in O-type resonant devices are local and realized in the gaps of resonators, the values of which
are significantly less than the wavelength.

O-type resonant devices can be divided into two classes: devices with velocity modulation
(klystron type) and devices with emission modulation (IOT type). The first class includes
various modifications of klystrons, while devices of the second class have several names:
klystrodes, inductive output tubes (IOTs), tristrodes, among others.

Figure 2 represents the simplified schism of standard klystrons and IOTs.
Klystrons and IOTs are the powerful microwave amplifiers (i.e., transformers of a small input

microwave signal to a large output). The output signal receives energy from a DC source or a pulsed
electrical power source (modulator). The electron beam is accelerated via the voltage of the electrical
source, then bunched and decelerated by the microwave field. Slowing down, the electron beam gives
away its kinetic energy to the microwave field. This process can be considered the transformation of DC
or pulsed power into microwave power, and therefore klystrons and IOTs can be considered microwave
power sources. Klystrons and IOTs are currently widely used for powering particle accelerators and
in medical equipment, but their promotion in the field of mass industrial technologies and energy is
hindered by their lack of efficiency.
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Figure 2. (a) Simplified schemes of klystrons and (b) IOTs.

Recently, several publications have proposed and investigated new variants of O-type resonant
devices based on computer models: COM klystrons [3–9], CSM klystrons [9–12] and resotrodes [13–17].
It has been shown that the efficiency of such devices can reach 90%.

Tables 1 and 2 compare the main characteristics of the standard and new devices.
We use the term “standard length” instead of a specific numeric value, since the length

depends on the operating frequency, current and voltage. If the values of these parameters are
set, the “standard length” becomes a specific number.

A big length is a problem for frequencies under 1000 MHz (standard length is recognized as
about 2 m or more in these cases). Thus, devices can be very large and expensive. COM klystrons
are 60% longer than the standard length (see Table 1), meaning that they are even longer and even
more expensive. As the operating frequency increases, the standard length decreases proportionally,
reaching values of 15–20 cm at 10 GHz. For such high frequencies, increasing the length in COM
klystrons is an advantage, since it allows the problem of heat removal to be solved.

The main disadvantage of CSM klystrons is their more complex design, which includes cavities
of the second and third harmonics. This disadvantage becomes more significant with increases in
work frequency.

Thus, in the lower part of the microwave range (up to about 5 GHz), it is advisable that CSM
klystrons be used, while COM klystrons are optimal for higher frequencies.

In general, the main disadvantages of COM and CSM klystrons are their larger dimensions
(for COM), complicated designs, and increased costs. The main advantage of these klystrons is their
heightened efficiency.

Unlike IOT, resotrodes use the regeneration of microwave power in the input circuit. This inevitably
narrows the gain band. Therefore, the main drawback of resotrodes is the inability to use them
as broadband amplifiers (Table 2). When using a resotrode as the source of microwave power,
this drawback does not manifest itself. The main advantage of resotrodes in comparison with IOTs is
the ability to provide high gain at high output power with high efficiency.

The purpose of this paper is to review the latest achievements in the field of modeling and to
research new O-type resonant microwave devices that could be used for the development of industrial
microwave technologies and microwave energetics.
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2. Efficiency of Resonant Microwave Devices of O-Type

Both in industrial microwave technologies and in microwave power engineering, it is essential to
achieve high efficiency values.

For example, in power systems, no more than 10–12% is lost during transportation and transmission
(i.e., the total efficiency of power systems is about 90%). When implementing microwave power
systems, efficiency must be at least 90%, which means that the efficiency of devices and devices
included in such systems must be at least 90%.

In industrial microwave technologies, an increase in efficiency from 60% to 90% (1.5 times)
will reduce the cost of electricity consumed by the same 1.5 times. This can turn some promising,
but currently unprofitable, technologies into cost-effective ones. At the same time, the power of
additional cooling equipment will be reduced by four times, which will result in additional savings.

For all these applications, high efficiency must be combined with high power output.
Efficiency is one of the main output parameters of the device and is defined as the ratio of useful

to consumed power:

η =
Puse f ul

Psupply
(1)

Depending on the interpretation of the concepts “useful power” and “spent power”,
different definitions of efficiency are possible. In the Equation (1), Puseful refers to the microwave power
transmitted to the load, and Psuply refers to the power of the power source spent on beam acceleration.
This definition corresponds to the term “load efficiency”.

In this study we also use the term “electronic efficiency”, in which Psuply is defined as above,
while Puseful refers to the microwave energy transmitted by the electron beam to the microwave field in
the output cavity. Electronic efficiency is always higher than load efficiency. In resonant microwave
devices of the O-type, as a rule, these two values differ by less than 1%, but sometimes the difference
can be several percent.

For a long time during the development of O-type resonant microwave devices, efficiency was
given less priority compared with other output parameters such as output power and bandwidth.
The 2005 SLAC report [18] showed a graph of the increase in the pulsed power of klystrons, revealing
that the power grew exponentially over the period from 1940 to 2000, reaching a level of 1 GW by 2000.
This process is still ongoing.

As for efficiency, there have been no similar dynamics in improving this parameter. The efficiency
of a multi-cavity klystron of 50% was achieved at the turn of the 1950s–60s, and since then then no
significant increase in the average efficiency of manufactured klystrons has been achieved.

During the second half of the 20th century, several single klystrons with a fairly high efficiency
were created. Among them, we should note the 50 kW CW klystron developed by E. L. Lien in
1970 [19,20], which has an efficiency of 75%, and a klystron with an efficiency of more than 80%
(electronic efficiency of about 90%) that was developed by S. V. Lebedinsky in 1979 [21].

Devices with emission modulation have had an efficiency of 50–60% since the beginning of their
development in the 1980s. Among these devices, we should note the tristrod [22,23] (an IOT with an
additional bunching cavity), created by V. A. Tsarev (RF, NGO “Contact”) in 1998. This device had a
measured efficiency of about 90%.

These devices were unique, and these results have not been repeated by anyone until now.
Most of the currently manufactured klystrons do not reach an efficiency level of 65%, and only

three of the manufactured devices (Figure 3) have an efficiency of about 70%. These are the TH-1801
from Thales, E-3736 from Toshiba, and VKL-8301 from CPI.
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TH-1801 E-3736 VKL-8301 

Figure 3. Modern industrial klystrons with maximum efficiency.

3. Klystron Parameters and the GSP Equivalence Principle

Before we talk about the possibility of increasing the efficiency of klystrons, we will analyze the
main parameters that define the device design and power mode.

The set of these parameters can be divided into two groups, which we will call “group A” and
“group B”.

Group A includes parameters that are selected a priori based on the technical requirements for
the device and general physical considerations. These are the main frequency f 0, the accelerating
voltage U0, the total current I0, the number of electron beams Nb, the number of cavities n, the working
harmonics, the gap values lg, the R/O factors of the cavities ρ, the proper Q-factors of the cavities Q0i,
the beam radii rb, the canal radii rc, among others. The index i means the number of the cavity or the
stage. If all the parameters of group A are set, we will say that the basic design of the device is set.

Group B consists of all other parameters of the device, which include the natural frequencies fi and
the loaded Q-factors of the cavities Qi, the length of the drifts lci and the input power Pin. Group B can
be narrowed if the values of some of the listed parameters must be fixed in accordance with technical
requirements. For example, in a narrow-band klystron, the Q-factors of the intermediate cavities can
be set equal to their own Q-factors, and, accordingly, they will not be included in group B.

If complex electrodynamic systems and multi-band cavities are used in klystron stages, the number
of parameters will increase.

A complete set of input parameters of groups A and B that are enough for the development of the
device will be called the complete set of parameters.

We will now determine the number of optimization parameters for an n-stage klystron consisting
only of the standard stages (with a single single-gap cavity that is excited at only one frequency).
The parameters of group B are n detunings, n Q-factors (including the loaded Q–factors of the input
and output cavities), n−1 drifts and the input power. As such, there are 3n parameters. Some of these
parameters may not be included in the optimization or, accordingly, in group B. For example, if all the
intermediate cavities are detuned far beyond the band, then their Q-factors can be set equal to their own
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Q-factors and fixed. The number of parameters disabled from optimization will not exceed n2, since the
loaded Q-factors of the input and output cavities should remain in optimization. Thus, the number of
parameters in group B for the n-cavity klystron are in the range from 2n + 2 to 3n. That is, from 12 to
15 parameters are obtained for the five cavity klystron, and for the 16 to 21 parameters are obtained for
the seven cavity klystron.

The number of parameters is reduced after reducing them to a dimensionless form.
When writing formulas, we will use two types of normalization, the first of which is the

fundamental normalization [24], which is obtained by dividing physical quantities by the quantities of
the same dimension made up of fundamental physical constants: the charge of the electron, the mass
of the electron, the speed of light and the dielectric constant. Values for this normalization are shown
in Table 3.

Table 3. Values for fundamental normalization.

Name Designation/Formula Value

Charge of the electron e 1.60 × 10−19 Kl
Mass of the electron me 9.11 × 10−31 kg

Speed of light c 3.0 × 108 m/c
Dielectric constant ε0 8.85 × 10−12 F/m

Fundamental voltage Ue =
me·c2

e
511 kV

Fundamental current Ie =
me·c3·ε0

e
1.36 kA

Fundamental perveance Ke = ε0·
√

e
me

3.7 μA

V
3
2

Fundamental impedance Ze =
1

c·ε0
377 Ohm

We will denote the fundamental-normalized (f. n.) values by underlining them from below.
For example, U = U

Ue
(f. n. voltage), I = I

Ie
(f. n. current), v = v

c (f. n. speed), and so on.
The second, “functional” normalization is obtained by dividing physical quantities by quantities of

the same dimension, which are made up of the main functional parameters of the device: output power,
accelerating voltage and main frequency (Table 4).

Table 4. Values for functional normalization.

Name Designation/Formula Dimention

Beam power P0 W
Accelerating voltage U0 V

Main frequency f 0 or ω0 = 2π f0 c−1

Beam speed v0 = c·
√

1− 1
(U0+1)

2
m/c

Duration of one radian of the microwave field tnorm = 1
ω0

c
Distance that the beam passes during one

radian of the microwave field lnorm = vnorm
ω0

m

Beam impedance Rnorm = U0
2

P0
Ohm

Functionally normalized values will be denoted by two asterisks at the bottom for example,
f
∗∗
=

f
f0

, z∗∗ =
z

lnorm
, Z∗∗ =

Z
Rnorm

, t∗∗ = ω0·t, etc.

In the process of functional normalization, the parameters of group A turn into dimensionless
complexes [25] (similarity criteria), the number of which is three less than the number of initial parameters.

The first of these dimensionless complexes is the relativistic perveance assigned to a single beam
of a multi-beam (MB) klystron:

Krel =
P0

U0
5/2

(
1 +

U0
2

)3/2
Nb

(2)
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In addition, dimensionless complexes are the normalized length of the gap (the angle of passage
through the gap),

Θ =
ω0·lg

c
√

1− 1

(1+U0)
2

(3)

the gap form factor,

μ =
lg

2rc
(4)

the coefficient of filling the channel with a beam,

α =
rb
rc

(5)

and the excitation parameter [24], which has the meaning of the “natural” bandwidth of the device,

ν =
ρ·P0

U02 (6)

The parameters of group “B” are converted to dimensionless lengths of drifts,

lci∗∗
=

lci
lnorm

(7)

to the relative detuning of cavities,

δ f i =
fi − f0

f0
(8)

and to the normalized input power,

Pin∗∗
=

Pin
P0

(9)

The number of parameters in group B does not change during the normalization process.
The general scaling principle (GSP; transcription as “global scaling principle” was also used

in publications [25]) is the statement that two klystrons with the same values of dimensionless
Parameters (2)–(9) are physically equivalent. All processes of the grouping and selection of energy
occur in these two devices in the same way. These two devices will have the same dimensionless
output characteristics, including the same efficiency. At the same time, such klystrons can differ greatly
in the level of output power, the number of beams, the accelerating voltage, the operating frequency
and other basic dimensional characteristics.

The GSP principle splits the set of all existing klystrons and all klystrons that may be
developed in the future into equivalence classes. Each equivalence class is defined by five parameters
(Parameters (2)–(6)).

Note that of Parameters (2)–(6), only Parameters (2) and (6) are free. Although optimization for
Parameters (3)–(5) is not usually performed, their values are chosen close to the known conditionally
optimal values μ � 1, α � 0.5 and Θ � 1.2 ÷ 1.4, and do not deviate significantly from these value,
since such a deviation leads to a deliberately suboptimal construction. Thus, Parameters (3)–(5) can be
considered fixed.

Consider an equivalence class given by two parameters Krel and ν, assuming that each of the
parameters μ, α and Θ is in some reasonable range near the optimal value. This class of klystron
equivalence will be called the K − ν class.

Each K − ν class is represented by a dot on the K − ν diagram.
In Figure 4, klystrons that are currently produced by various manufacturers are divided into three

groups according to level of efficiency, and are marked on two K − ν diagrams. In the right-hand
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diagram, the abscissas axis is replaced by the normal perveance K = P0
U05/2·Nb

instead of the relativistic
perveance (Parameter (2)).

 Krel 

 

K 

 

(a) (b) 

Figure 4. Produced klystrons: (a) in the coordinates (Krel-ν,), (b) in the coordinates (K-ν), divided into
three groups by efficiency level: ♦ η < 40%, � η = 40–60%, • η > 60%.

The sample includes devices of different frequency ranges (from 400 MHz to 30 GHz),
different levels of output power (from 3 kW to 80 MW) and different numbers of beams (from 1 to 42).

All klystrons are divided into three groups: high efficiency (60–70%), medium efficiency (40–60%)
and low efficiency (less than 40%).

Klystrons with low and medium efficiency are distributed evenly across the diagram,
while klystrons with high efficiency are concentrated in the region of relativistic perveance 0.2–0.3.
This range is optimal in terms of efficiency.

The GSP principle makes it easier to develop new high-performance klystrons if their analogues
already belong to the same class. To do this, it is enough to recalculate all the parameters, leaving the
dimensionless values (Parameters (2)–(9)) constant. In this case, GSP modeling avoids a long,
complex and expensive process of computer optimization of the device. The method of such recalculation
is described in [24]. The limitations of using GSP modeling are also discussed there.

4. Methods of Klystron Modeling and Optimization

If there are no suitable GSP analogues (and no analogues for efficiency above 70%), it is necessary
to optimize the parameters of group B using a mathematical model implemented in the form of a
computer code.

Currently, developers use several computer codes that simulate the operations of klystrons.
The most appropriate codes are based on particles-in-cell (PIC) models [26], which were initially
developed for modeling processes in plasma, then adapted for electrovacuum devices.

Klystron developers actively use two universal PIC packages: the MAGIC code [27], developed by
the American firm Orbital ATK, and the CST studio suit code [28], produced by the German
company CST.

However, it should be noted that universal PIC codes do not consider the specifics of microwave
devices, so the calculation process for them are extremely expensive. On an office PC, the calculation of
one specific device variant with fixed frequency and input power values is a day or more. This process
can only be performed on high-performance supercomputers. At the same time, the computing process
itself not only requires a lot of resources, but also a lot of data preparation, and any changes to the
data are associated with significant difficulties. For example, in order to change a cavity’s detuning,
it is necessary to repeatedly change its size, select a new frequency value, rebuild the computational
grid, and only then perform the calculation process with the new frequency. This complexity of
changing data makes it impossible to optimize the parameters of devices using universal PIC codes,
even on supercomputers.
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Note that, despite the huge computational complexity of universal PIC codes, their use does not
guarantee a reliable result. Although the methodological error in such codes can be practically reduced
to zero by shredding the computational grid and increasing the number of particles, this cannot
be said about the computational error, which, on the contrary, often begins to increase under
these conditions. The computational error is shown as “numerical noise”, the presence of which is
usually estimated visually. At the same time, there are neither sufficiently reliable mechanisms for
recognizing computational noise, nor universal ways to suppress it. Usually such noise is suppressed
by heuristic manipulations such as changes in boundary conditions (deterioration of wall conductivity),
adding virtual absorbers, and so on. It is obvious that such actions change the model of the system,
and, consequently, lead to a deterioration in the adequacy of modeling the original system.

However, universal non-stationary 2D/3D PIC codes are currently the main recognized criterion
for the accuracy of results obtained by other computational methods.

In addition to universal PIC codes, quite a lot of special computing codes have been developed
that are adapted to microwave devices of one type or another.

Let’s look at the features of such codes on the example of the TESLA (USA) code, created by a
group of specialists from several scientific organizations in the United States. As follows from the
description in [29], for example, the TESLA code uses the separation of the microwave fields of cavities
and fields (coulomb and microwave) in the region of beam motion. The crosslinking of these fields
in the gap area occurs on the continuation of the inner surface of the drift pipe. This separation
corresponds to the specifics of the klystron and allows us to separate the problems of electrodynamics
(modeling of microwave fields in the cavity) and electronics (beam bunching, interaction of the beam
with microwave fields). This, in turn, leads to the possibility of using different scales of computational
grids in the cavity region and in the interaction region, while accordingly leading to the possibility
of a significant reduction in the number of particles and a consequent reduction in calculation time.
The calculation time for one option under the TESLA code is 10–20 min on a personal computer.
This is too much to optimize on a PC, but on multiprocessor supercomputers, optimization can be
performed using this code. It should be noted, however, that due to the simplifying assumptions used
in the construction of the model, the question of the methodological error of the results remains open.
For example, in the results given in [29], the discrepancy between the results of TESLA and MAGIC
seems significant.

One of the latest developments of adapted codes is the KlyC/1.5 code (CERN, Geneva,
Switzerland) [30], developed by I. Syrachev and J. Cai. This code allows you to model the operation of
a klystron in approximations 1D and 1.5 D (one-dimensional motion with a bundle). According to the
authors, the difference between the results of KlyC-1.5 D and CST is no more than 1%. The calculation
time for a single variant using the KlyC-1.5 D code with seven layers depends very much on the device
being modeled, but is usually at least 30–40 min on a PC. This is too much for full multiparametric
optimization, which requires tens or even hundreds of thousands of calculations [31].

In order to combine high performance with high adequacy, a new class of klystron models was
developed called “discrete-analytical models” [32].

Discrete-analytical models appeared as a reasonable compromise between analytical and numerical
approaches in the construction of a mathematical model of the device. This compromise is achieved by
splitting the structure of the device or processes occurring in it into conditionally autonomous parts,
building models for these parts in the form of analytical dependencies and coupling these dependencies.

Thus, the core of the mathematical model is a set of analytical dependencies, while the rest of
the model structure, including the method of coupling these dependencies, is formed on the basis of
numerical algorithms.

The numerical algorithms can also be used in the process of forming the core to determine
the numerical parameters that are included in the core of model. In this case, the gain of time is
achieved because the process of the numerical determination of parameters (the process of “learning”)
is separated from the model operation process.
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In addition to the speed and adequacy of the model, the optimization method itself is an important
factor for successful optimization of klystron parameters.

The main feature of any klystron goal function constructed on the basis of efficiency is the existence
of a multidimensional “quasi-optimal” variety of an unknown a priori structure, characterized by a
weak and non-monotonic change in the objective function with a very large (1012 or more) number of
local extremes [31].

As one of the simplest examples of movement through such a variety, we can cite the process
of tuning the klystron input cavity while increasing the input power so that the amplitude of the
microwave voltage in the input gap does not change. In this case, the efficiency of the klystron due
to changes in the phase of the input voltage will change, but very slightly and non-monotonously.
The trajectory of changes in the detuning and the input power in the parameter space forms a curve,
a one-dimensional quasi-optimal variety. If you add a loaded Q-factor to these two parameters and
change all three parameters at once so that the microwave amplitude in the input gap does not change,
you will get a two-dimensional quasi-optimal variety. As the number of parameters increases, there are
more and more opportunities to change them without significantly changing the efficiency, but it is
very difficult to find all such variations a priori (i.e., the structure and dimension of a quasi-optimal
manifold are unknown in advance).

This structure of the target function makes it useless to use any optimization method aimed at
finding a single local extremum, which explains the fact that most researchers using optimization have
always achieved local results without getting a procedure that would allow them to approach the
global extremum with a guarantee (even for a very long time).

To overcome these difficulties, a method of macro-steps was developed [31] that includes probing
a relatively large working area in the parameter space, finding the local extremes closest to the best
points obtained as a result of probing, selecting one of these local extremes and moving to a new
working area. The macro-steps method allows for multi-parameter optimization and provides hope
for achieving a global maximum of the goal function. To increase the guarantee of achieving the global
extremum, the macro-steps method must be supplemented with an appropriate method of structural
optimization, as will be discussed in more detail later.

The KlypWin computer code was developed based on the discrete-analytical klystron model and
the macro-steps method [33]. It takes less than 1 s to calculate one version of the device using KlypWin.

A comparison of the calculation results for the KlypWin and Magic codes conducted by David
Constable in 2013–2016 for 10 klystrons synthesized as part of the work of the international High
Efficiency Klystron Activity (HEIKA) group [7] is shown in Figures 5–7.

Note that each point by the MAGIC code in Figures 6 and 7 requires more than a day of computer
time, while a similar point by the KlypWin requires only 0.3 s. As you can see from the figures,
the difference in results for all 10 devices does not exceed 5%. The results show that KlypWin can be
considered an adequate code for modeling klystrons. At the same time, its speed makes it possible to
perform global multi-parameter optimization.

( )η

Figure 5. Results of COM-klystron modeling by codes KlypWin and MAGIC.
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Figure 6. Comparison of the transfer curves of the klystron№3 Figure 5.
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Figure 7. Comparison of the transfer curves of the klystron№1 Figure 5.

5. COM and CSM Klystrons are Promising Power Sources in the Centimeter Range

Based on the KlypWin code, a large set of studies has been conducted over the past decade on
the possibility of achieving the maximum efficiency values in klystrons [4–12,24]. In the course of
these studies, it was found that maximum efficiency values were achieved with two bunching modes:
the core oscillation method (COM) [4–9] and the core stabilization method (CSM) [9–12].

As was found in the course of research, in order to reliably achieve the global extremum of the
target function, the macro-steps method must be supplemented with a suitable structural optimization
method. Structural optimization refers to the process of gradually complicating the structure of a device,
starting with the simplest structure. After each stage of structural complexity, global optimization is
performed using the macro-steps method. The process that includes structural optimization of this
type and global optimization by the method of macro-steps is called full optimization [34].

Klystrons with extreme efficiency values are obtained as a result of two possible processes of
full optimization.

The first full optimization process is called stage-by-stage optimization [24] and was first described
in [4]. The process begins with the formation of a two-cavity klystron based on a given prototype
(a set of parameters of group A). This two-cavity klystron is optimized, after which another stage is
added to the optimal two-cavity klystron, and it turns into a three-cavity klystron. For the resulting
three-cavity klystron, the optimal input power is found, then global optimization is performed for all
parameters in a wide range of their changes. The resulting optimal three-cavity klystron is converted
into a four-cavity klystron by adding another stage, the global optimization process is started again,
and so on. Starting with a three-cavity klystron, adding a new stage is performed by duplicating
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the second stage. The process stops when, after adding a new stage and performing optimization,
the efficiency stops increasing (it comes to saturation).

The stage-by-stage optimization process is shown for a C-band klystron with an output power of
8.5 MW, as shown in Figure 8.
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Figure 8. Stage-by-stage optimization of the klystron.

In addition to efficiency, the figure shows two other key parameters. The first one is the saturation
of the bunch [5], which reflects the proportion of electrons caught in the bunch at the entrance to the
output gap. The second parameter is lumped bunching length (LBL) [4], which is describe in the
Table 5.

Table 5. Bunching dimensionless values.

Name Designation/Formula Description

Total normalized length of the bunching [4] l∗∗ =
ω·l
v0

Normalized total length of all drifts and gaps

Parameter of the convection wave [24] Ωp
Ratio of the electron beam convective wave

frequency and the microwave frequency

Lumped bunching length (LBL) lΩ = Ωp· l∗∗
Number of radians of the convective wave

that fit over the bunching length

The left part shows the change in the bunching process (phase trajectories) as the number of stages
increases. The upper-right corner shows the change in efficiency (1), bunch saturation (2) and LBL (3)
depending on the number of stages.

In the stage-by-stage optimization process, only standard stages are added, which include a
simple single-gap cavity and a single drift. Accordingly, all klystrons obtained during this process have
a standard configuration (i.e., they do not contain multi-gap cavities and cavities of higher harmonics).

251



Energies 2020, 13, 2514

All klystrons resulting from stage-by-stage optimization are characterized by the same
non-monotonic character of bunching.

For the core particles of a bunch, this mode is oscillatory: these particles approach the center of
the bunch, then move away from it. For particles of anti-bunch [5], the oscillatory nature of the motion
is changed to a monotone. It is in this bunching mode that the klystron of the standard configuration
reaches the maximum saturation of the bunch at a given frequency.

In turn, the saturation of the bunch is one of the main and most difficult factors to achieve in order
to obtain maximum efficiency.

The key parameter that ensures the maximum saturation of the bunch is the LBL, which must be
increased 1.6–1.8 times compared to known prototypes to increase the bunch saturation. The length of
the device increases accordingly.

The fact that the stage-by-stage optimization of various prototypes that differ significantly from
each other leads to the same nature of bunching and to similar values of the LBL and efficiency,
allows us to speak about the fundamental nature of both the bunching mode itself and the LBL as
the main parameters that characterize the bunching mode. This bunching mode was named core
oscillation method (COM) [5].

All COM klystrons synthesized during full stage-by-stage optimization are characterized by
efficiency from 85% to 90%, and the result practically does not depend on the prototype used,
in particular, on its power. Thus, powerful COM klystrons with high efficiency can be developed for
use in industrial microwave technologies and in microwave power engineering.

The second method of full optimization is called the embedding procedure. In this case, the optimal
three-cavity COM klystron is selected as the initial option. Then, the total length is fixed, and new
cavities are inserted between the existing ones. As shown by the research, only the first harmonic does
not affect the efficiency in this case during the insertion of cavities, and efficiency remains at the level
of 70%. To increase efficiency, it is necessary to alternate the cavities of the first harmonic with the
cavities of the second harmonic, and to achieve an efficiency of about 90% it is necessary to include at
least one cavity of the third harmonic. An explanation of this fact is given in [9,24].

Note that second harmonic cavities are used in the development of many klystrons. As a rule,
developers have been limited to one such cavity, but in rare cases their number has increased to
two or three. In this regard, we can mention the works of I. A. Guzilov, which were devoted to the
development of BAK-bunching [35].

We could not find information about the use of third harmonic cavities in commercially produced
klystrons. High-efficiency klystron models based on third harmonic cavities were constructed in [36,37]
by Chiara Marelli (ESS) and Igor Syratcev (CERN).

The embedding procedure results differ significantly from COM bunching. There are no
fluctuations in the core of the bunch; instead, the core stabilizes and attains a monospeed.
Peripheral electrons due to voltage harmonics acquire a high relative velocity, which is quickly
extinguished when these electrons approach the core of the bunch. After the speed is extinguished,
these electrons replenish the stabilized core of the bunch. This process is called the core stabilization
method (CSM). It provides a high saturation of the bunch, but at a much shorter length than COM.
At the same time, the total number of cavities increases in comparison with COM klystrons. The optimal
COM klystron has seven to eight cavities, while in the optimal CSM klystron the number of cavities
increases to 10 or 11. The problem of arranging cavities in this case turns out to be solved, because the
cavities of the second and third harmonics are relatively small.

The results of the synthesis of CSM klystron at a frequency of 800 MHz and a pulse power of
20 MW are shown in Figure 9. The numbers of working harmonics of the cavities are signed above the
diagram of phase trajectories.
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Figure 9. Result of syntheses of CSM klystron by embedding procedure.

Another high-efficiency bunching mode is possible, which combines the characteristics of COM
and CSM modes and makes it possible to realize an efficiency of about 90%. This mode is called COM2.
It is implemented only when an additional second harmonic signal is applied to the input. The klystron
buncher in this case contains either two-frequency cavities operating on both the first and second
harmonics, or alternating cavities of the first and second harmonics. The length of the LBL is less than
that of COM klystrons, but longer than that of CSM klystrons. COM2 klystrons are described in more
detail in [24].

Some synthesized COM and CSM klystrons are shown in Figure 9, where the numbering of the
prototypes from [24] are used. As can be seen from the K-ν diagram, high efficiency values are obtained
for klystrons with a beam perveance from 0.2 to 0.4. The synthesized klystrons do not correspond to
the empirical dependence [38] of the maximum efficiency on the perveance, shown by the inclined
straight line in the right part of Figure 10.

Figure 10. COM and CSM klystrons in K-ν (right) and K-η diagrams.

COM and CSM klystrons with an efficiency of about 90% can be considered as promising sources
of microwave power for industrial applications and for microwave energetics.
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6. Resotrode with 0-Regeneration

In devices with emission modulation (IOTs), it is possible to realize sufficiently high efficiency
values by reducing the length of the clot (cutoff angle). This reduces both the output power and
the gain.

A new class of devices called resotrodes can achieve high efficiency with high output power and
a high gain value [13]. These devices are sources of RF/microwave power for the upper RF range
(20–200 MHz), for the lower microwave range (300–1000 MHz) and for the boundaries of RF/microwave
bands (200–300 MHz).

In devices with emission modulation, the electronic gun and input cavity are combined within
the same design.

There are three possible variants of this combination, as shown in Figure 11.
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Figure 11. Types of near-cathode parts of O-type resonant microwave devices with emission modulation:
(a) single-beam grid design, (b) multi-beam (MB) grid design, (c) multi-beam grid-free design.

Classical IOTs use variant (a), multi-beam IOTs use variant (b).
One of the disadvantages of IOTs is the low gain, which does not usually exceed 20 dB.

Another disadvantage is the need to place the control grid very close to the cathode to obtain
even this gain, which significantly complicates the technology and reduces the reliability of the device.
This problem is particularly significant in multi-beam devices (MB IOTs), since it is necessary to achieve
the same cathode-grid distance for all cathodes at a distance of 0.2 mm or less. Moreover, this same
small distance must be implemented in the “hot mode”, considering the thermal expansion.

Most commercially produced IOT devices have a single-beam grid design (Figure 11a). The first
multi-beam grid structures appeared in the late 1990s (Figure 11b).

The constructions in Figure 11c, as far as is known, were not used for the development of industrial
designs of IOTs. This is because the ratio of the absolute values of the grid voltage to anode in this design
cannot be less than an amount equal to about 1/4 to obtain a sufficiently high efficiency. Thus, the ratio
of the amplitude of the input signal to the amplitude of the output signal must also be about 1/4,
which leads to a very low gain (5–6 dB).

For relatively low frequencies (20–200 MHz), a new device with emission modulation has been
proposed, corresponding to the scheme Figure 11c and using energy regeneration in the input circuit.
This device is called a resotrode (names “resotrod” and “rezotrod” [13] have also been used in
publications).

An essential feature of the resotrode that allows the disadvantages of IOTs to be overcome is the
ability to implement a high gain at a relatively high value of the voltage amplitude in the input gap
(in the cathode-grid gap).
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This possibility appears because the control electrode–anode gap is the second gap of the two-gap
input cavity, which operates on antiphase-type vibrations. However, the degree of compensation
(regeneration) in such a design depends significantly on the angle of passage of the cathode–anode:
the higher the angle of passage, the smaller the regeneration. At frequencies above 200 MHz,
the compensation becomes incomplete and quickly drops as the frequency increases.

The general scheme of a resotrode with 0-regeneration (assuming that the angle of passage through
a pair of input gaps, including the regenerating gap, is close to zero) is shown in Figure 12.

 

Figure 12. Scheme of a resotrode with 0-regeneration.

The anode-collector gap is the gap of the output cavity. The control electrode is current-less,
because the instantaneous dynamic value of the potential on it is always negative (c- or d-lamp
operation mode).

Thus, the current flows only in the cathode-collector circuit and, therefore, only this circuit should
be designed for high power. It should be noted that when working in amplification mode at time
intervals when the signal is absent, the cathode is locked, and the current does not flow to the collector,
which ensures the efficiency of the device and reduces the thermal load on the collector.

In a general sense we will use “a resotrode” to refer to any devices with emission modulation that
has full or excessive electronic load compensation in the input circuit.

Thus, name “resotrode” can apply not only to the construction in Figure 11c, but also to the type
in Figure 11b with the appropriate compensation.

7. Evaluation of the Efficiency and Gain of a Resotrode

Unlike the klystron output parameters, a resotrode can be quantified with relatively simple
analytical relations. Further refinement of these estimates is possible within the framework of computer
2D/3D modeling only.

We assume that the angles of passage of the electrons through all the gaps are small Θd  1,
and that the electronic load operates at full compensation, in which the amplitudes of the microwave
voltage in the first and second gaps of the input cavities are the same. In this case, the electron velocities
will correspond to the static potential of the anode after entering the anode hole (i.e., the bunch will be
strictly monospeed).
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As shown by klystron studies, a narrow monospeed bunch can be slowed down to zero speed,
and, if the gap is narrow, full braking is provided by zero detuning and a microwave voltage amplitude
equal to the accelerating voltage.

The instantaneous voltage at the control electrode must be negative, which implies a condition of
U1 ≤ Ug, where U1 is the amplitude of the microwave voltage in the input gap, and Ug is the absolute
value of the constant voltage at the control electrode (offset voltage) relative to the cathode. On the
other hand, a decrease in the microwave amplitude at a given offset leads to a sharp decrease in the
current and, consequently, the power of the device. It follows that the next equality is optimal:

U1 = Ug (10)

In the output gap at small angles of flight, the amplitude of the microwave voltage U2 at
zero detuning cannot be made greater than the accelerated voltage U0, because this will lead to
electron reflections. On the other hand, if U2 < U0, then the bunch will not be completely stopped
(i.e., under this condition, the efficiency will not be maximum). This leads to the conclusion that for
zero detuning, equality U2 = U0 is optimal. Next, we assume that the output cavity detuning is zero.

The input cell of resotrode (Figure 12) is a three-electrode electron gun, which is characterized by
the cutoff potential Ush (i.e., the value of the control electrode negative potential −Ush at which the
anode current ceases to go). The relative value of the cutoff potential is determined by the shape of
the electrodes and the relative distances between them. In the grid-free constructions (Figure 11c),
the value Ush∗∗

=
Ush
U0

is bound from below by the values 0.12–0.15. Next, we assume that the value Ush∗∗
is set.

Under Equation (10), the instantaneous voltage at the gap between the cathode and the control

electrode has the form uin

(
t∗∗

)
= Ug·

(
1− cos

(
t∗∗

))
, and the width of the bunch is determined by the ratio

ksh =
Ug

Ush
(11)

which will then be called the cutoff coefficient.
From the bottom of Figure 13, it follows that the normalized width τb∗∗

of the bunch is related to

the cutoff coefficient ksh by the ratio

τb∗∗
= 2arccos

(
1− 1

ksh

)
(12)

bτ( )outu t
outu

inu
( )inu t

gU U=

U U=
bU

shU

Figure 13. Schemes of formation of the bunch in the entry gap and its inhibition in the output gap of
the resotrode.
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Let us consider the deceleration of a single-speed bunch of width (Equation (12)) by the field of an
infinitely thin gap of the output cavity with zero detuning. When such a bunch passes through the gap,
the instantaneous value of the microwave voltage changes from the amplitude value U0 corresponding
to the center of the bunch, to some value Ub corresponding to the edges of the bunch (Figure 13, upper).

The electronic efficiency can be calculated as the ratio of the interaction power to the beam power,

ηe =
1

U0I0
· 1
τb∗∗
·
τb∗∗/2∫
−τb∗∗/2

U0· cos(s)·I(s)ds (13)

If we bring the current outside the integral, using the averaging theorem and assuming
approximately that this average current is equal to I0 (calculations for various forms of bunches
show that the error of this approximation does not exceed 2%), then from Equation (13) we get an

expression for the electronic efficiency of the resotrode ηe =
sin

(
τb∗∗

/2
)

τb∗∗
/2 .

Given Equation (12), we finally get

ηe =

√
2ksh − 1

ksh·arccos
(
1− 1

ksh

) (14)

The dependencies defined by Equations (12) and (14) are shown in Figure 14. From these
dependencies, it follows that to obtain the maximum efficiency values (90% and higher), the cutoff
coefficient values ksh > 4 are required, which correspond to the value of the normalized width of the
bunch τb∗∗

< π2 .

Figure 14. Dependences of the normalized bunch width and resotrode efficiency on the cutoff coefficient.

Now let us estimate the gain of the resotrode.
In the mode of full electronic load compensation, the input power is equal to the power of the

input cavity’s own losses (i.e., Pin = U1
2

2·ρ1·Q1
, where ρ1 is the R/Q factor, and Q1 is the input cavity’s

own O-factor).
Representing the output power as Pout = ηe·U0·I0, we find that

Pout

Pin
= 2ηe·ν·Q1·

(
U0

Ug

)2

(15)
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where ν is the output gap excitation parameter defined by Equation (6). Substituting Equations (11)
and (14) into Equation (15) and proceeding to the logarithmic recording of the gain, we finally get

Ku = 10· log

⎛⎜⎜⎜⎜⎜⎜⎜⎝2·ν·Q1

Ush
2

∗∗

√
2ksh − 1

ksh
3·arccos

(
1− 1

ksh

)
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (16)

Since the resotrode is essentially a high-perveance device, the characteristic values of the excitation
parameter ν are 0.1 and higher. The own Q-factor can be obtained from 2000 to 5000.

Let’s compare the resulting formula with the gain formula for the classical IOT design, which can
be written as

Ku = 10· log

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1

Ush∗∗
·ksh

1

1 +
kshUsh∗∗
ν·Q1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (17)

or, for large values of its own Q-factor, in the form

Ku = 10· log
(

U0

Ug

))
(18)

Graphs of the gain dependence for resotrode with parameters Ush∗∗
= 0.15, Q1 = 2000, ν = 0.1

and for IOTs with the same values Q1 and ν are shown in Figure 15. As you can see from the graphs,
the resotrode has a gain of about 40 dB at ksh = 1 (a bunch of duration π), the gain decreases as ksh
increases, but even at ksh = 5 (a bunch of duration 0.4 π) the gain remains more than 25 dB. In a
grid-less IOT (lower graph), the gain is equal to 9 dB if ksh = 1, but falls to almost zero if ksh = 5.
Only when using a very fine-grained grid (Ush∗∗

= 0.001) can the gain exceed 20 dB.

 

Ku

Figure 15. Dependences of the gain on the cutoff factor for resotrodes and IOTs.

The dependence of electronic efficiency of a resotrode on gain is shown in Figure 16, from which
it follows that at a gain of 30 dB in a resotrode you can achieve an electronic efficiency of about 90%.

It should be noted that when the cutoff increases due to a decrease in the pulse duration, the output
power of the device also decreases. In Figure 16 the output power is normalized to the output power
of ksh = 1 (i.e., when the offset voltage of the gain is equal to the cutoff voltage).

From the graphs, we can conclude that the optimal choice is a gain of 25–30 dB, which corresponds
to a cutoff coefficient from 3 to 5.

In general, the obtained analytical estimates suggest that the combination of high efficiency with
high gain is possible in resonant microwave devices with emission modulation.
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 Ku
Figure 16. The dependence of the maximum electronic efficiency of resotrodes and normalized output

power
∗
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on the gain.

8. Possible Designs and Applications of Resotrodes with 0-Regeneration

Resotrodes are modular devices that can be represented as a set of functional cells.
One of the first studied designs of a resotrode for a range of 27–40 MHz included flat cells with

tape cathodes. These cells can form various devices that differ in the number of cells and their layouts
within a single design.

Research has been conducted to determine the parameters of the optimal functional electron-optical
cell of a device, including the sizes and shapes of the electrodes, and their potentials.

Cell synthesis was performed using an electron-optical code according to the “gun-anti-gun”
scheme (Figure 17). First, a gun was synthesized that provides a laminar uniform beam in the center of
the anode hole (Figure 17a). Next, a “mirror” system was synthesized containing a virtual supposed
“issue” of the beam from the collector surface. This beam was gradually transformed into a uniform
laminar beam in the process of moving to the center of the anode hole (Figure 17B), where these two
beams were sewed. The functional cell synthesized as a result of calculations (Figure 17c) consisted of
a linear cathode 0.8 mm thick and 50 mm long with a 1.3-mm radius of the curvature of the emitting
surface, a control electrode protruding 0.3 mm above the cathode surface, an anode with a narrow
(0.7 mm) input groove and an external part expanding (up to 3 mm) to the collector and a collector
with an anti-dynatron grid.

Figure 17. Synthesis of a functional resotrode cell according to the “gun-anti-gun” scheme:
(a) cathode-anode part (gun), (b) collector-output part (anti-gun), (c) full synthesized cell.

The synthesized cell was quite versatile and, depending on the basic requirements for the device,
provided a possibility for implementing various electrostatic potentials on the electrodes and various
values of RF voltage amplitudes. For example, by setting the potential of the control electrode at
−300 V, the anode potential at +1.2 kV and the collector potential at +300 V, an HF power source of
1–2 kW can be created at a frequency of 27 or 40 MHz and powered directly from the supply mains
(without a power transformer) based on the 12 cells considered. Such a source would be very useful
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for creating high-volume household RF stoves of 60–80 L or more with uniform volumetric heating.
Having realized the potentials of 1 kV on the control electrode and +4 kV on the anode and the collector,
it is possible to create a power source of 100 kW for industrial heating installations on the basis of the
same 12 cells, as well as a continuous power source of 1 MW on the basis of 120 cells (when the voltage
increases, the number of cells decreases by the law of degree 5/2).

Based on the synthesized optimal cell, the design of the vacuum part of the resotrode was
developed, containing 12 azimuth-oriented functional cells. The control electrode was a molybdenum
cylinder with slotted longitudinal grooves, the anode was made of a copper cylinder and the collector
had a special prefabricated anti-dynatron structure that absorbed almost all secondary electrons [24].

As a result of the research, the following patterns were established:

1. The synthesized electron-cell is minimally critical to small changes in the shape of the electrodes,
the distances between them and the applied potentials (i.e., with small (up to 5%) changes in the
specified parameters, the electron trajectory practically does not change and the current passage
remains complete). This stability ensure the stable operation of the device despite errors in the
manufacture of parts, errors in the assembly of components and thermal care.

2. The linearity of the amplitude characteristic of the device in the average RF range (tens of MHz)
is preserved up to the maximum value of the input signal amplitude.

3. The efficiency of the device in monoharmonic mode with a normalized width of the clot about
2 rad. more than 80%. It is possible to obtain maximum efficiency values (close to 100%) when
the cut-off angle is reduced.

4. The conditions of monotron excitation of the common-phase type of vibrations (the main parasitic
type), as well as other (higher) types of parasitic vibrations are not fulfilled. Thus, the device does
not generate spurious vibrations.

In addition to the flat design, a resotrode design with cylindrical beams has also been studied.
This design uses magnetics, and focuses on permanent magnets.

The design of such a device with the possibility of wide-range frequency tuning from 20 to
150 MHz has been considered, for which the general design is described in [24].

As a result of numerical simulation, V. N. Kozlov [24] showed that a functional cell with a convex
cathode is optimal for such a device, since it reduces the locking potential (Figure 18).

(a) (b) 

U = −

U =mU U= U =
mU U=

U = −

Figure 18. Trajectories of particles in the input part of the resotrode (a) with a concave cathode, (b) with
a convex cathode.

Currently, there are no powerful and efficient microwave power sources in the 50–150 MHz range.
Traditional microwave devices—magnetrons, klystrons, and TWTs—would be too large in this range,
and standard IOTs would have too small a gain. However, this range is the most attractive for solving
problems of uniform volumetric heating in industrial processes (e.g., oil distillation, production of
building materials, water desalination, etc.).

For effective uniform volumetric heating, it is necessary that the size of the object being heated
be somewhat (but not much) less than half the wavelength. Shorter waves inevitably lead to the
appearance of zeros in the spatial distribution of the microwave field and, consequently, to uneven
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heating. Longer waves lead to the need to increase the amplitude of the RF (microwave) field strength
and, consequently, to the occurrence of breakouts. The characteristic size of objects that need to be
heated during technological processes is about a meter, requiring the wavelength of the microwave
field for effective heating to be 2–3 m in order to achieve the frequency range mentioned above.
This uniform volumetric heating can be used, for example, for the manufacture of new environmentally
friendly materials (foam glass, artificial Sandstone, etc.), for deep oil refining, and for other applications.
A design with a direct connection of the resotrode collector to the capacitive electrode of the heating
chamber is possible. In this case, heating will be produced not only by the microwave field, but also by
the heat of the heated collector (i.e., double microwave and convection heating will be provided).

9. Resotrode with 2π -Regeneration

Based on the given design, low-frequency resotrode can be moved it to a higher-frequency region
using scaling, but this procedure will lead to a significant decrease in output power.

Indeed, if all dimensions are reduced in proportion to the wavelength, the emitting area will
decrease in proportion to the square of the wavelength, and the total current and power of the device
will decrease accordingly. In addition, correct scaling requires the saving value of the beam’s perveance,
which leads to an additional decrease in voltage and, consequently, in power.

Attempts to compensate for decreases in input power by increasing the voltage while maintaining
the distance will lead to an increase in the current density from the cathode (and therefore to a decrease
in the durability of the device) and to a risk of electrical breakdowns in the area of the input cavity.

An increase in the emission area without changing the voltage can lead to a decrease in the R/Q
factor of the cavity, and will runs into restrictions on the transverse dimensions of the capacitive part
of the cavity of the permissible fraction of the wavelength.

If you increase the voltage while increasing the gaps, then the 0-regeneration condition is violated,
which requires that the angle of passage from the cathode to the anode be close to zero.

The relationship between the frequency and the maximum output power of the resotrode with a
0-regeneration is determined by a scaling formula, which implies that using such a device at frequencies
less than 200 MHz is impractical.

Thus, to create a powerful microwave source at a frequency greater than 200 MHz, the ideas
underlying the resotrode must be corrected.

For operation in the area of hundreds of MHz, a different device scheme was proposed [15],
as shown in Figure 19.

This device is called a resotrode with 2π-regeneration, because the optimal angle of passage
between the main (accelerating) and regenerating (braking) gaps of the input cavity become 2π instead
of 0. The input cavity turns out to be a three-gap cavity, in which the first gap is the main one, and the
third one is the regenerating one. The microwave voltage in the second gap is common to the voltage
in the first gap, but its amplitude must be small (the gap is “off”). This shutdown is provided by an
additional large capacity that provides the microwave closure of this gap to the central bushing.

Between the second and third gaps there is a drift distance enough for the location of at least
one additional bunching cavity. When using a two-gap bunching cavity or higher harmonics cavities
(i.e., second and third harmonics), two or even three bunching gaps can be placed here. This makes
it possible to significantly improve the quality of the bunch, reduce its length and ensure the speed
distribution corresponds to the converging bunch [24].

The idea of additional bunching in devices with emission modulation was previously proposed
and successfully implemented by V. A. Tsarev [22,23], A. D. Sushkov and V. K. Fedyaev [39] in devices
called a tristrod and a tryston, respectively.

Note the main features of the resotrode with 2π-regeneration.
The distance between the first (forming) and third (regenerating) gaps of the input cavity does

not depend on the “cathode–anode” distance, so the beam perveance is not related to the pass angle
(i.e., the electron-optical parameters (current and voltage) and the pass angle that provide regeneration
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do not depend on each other). This is the main feature of the design, which makes it possible to work
in the high-frequency area.

Input cavity

Cathode 

assembly

Output cavity  Microwave input -Ug

-Uc

π 

2π 

Input gap

Regenerating gap

Inductive rod

Output gap

Buncher

Input cavity

Collector

 

 

 

 

Figure 19. Scheme of a multi-beam resotrode with 2π-regeneration. The blue arrows indicate the
electric microwave field, and their thickness illustrates the size of the field.

On the other hand, in contrast to a resotrode with 0-regeneration, the bunch at the entrance to the
anode hole is not monospeed, since its speed is modulated by the input signal. This circumstance does
not allow such a device to be implemented in a completely grid-free version (Figure 11c), because in
this case, even with a minimum offset voltage equal to the cutoff voltage, the speed modulation would
be too large and would lead to a scattering of the bunch when it moves to the regenerating gap.

Thus, for a resotrode with 2π-regeneration, it is necessary to use the scheme of Figure 11b.
However, in contrast to the classic MB IOTs, the grid can be much more large-scaled and, for flat
cathodes, a set of monocrystalline graphite “whiskers” laid in parallel in a row on the control electrode
can be used as such a grid. This design of the grid (common to all beams) will significantly simplify
the technology and avoid misaligned deformations due to thermal care.

The size of the grid cells is determined by the allowable value of the input signal amplitude,
which in resotrodes, unlike IOTs, is not the main factor determining the gain.

The estimates of the efficiency and gain of a resotrode with 0-regeneration made in Section 7
require adjustments to apply them to a resotrode with 2π-regeneration.

In a resotrode with 2π-regeneration, the width of the bunch during its formation and at the
entrance to the regenerating gap will differ due to additional bunching. The result of this bunching can
be estimated based on the results obtained for klystrons. Under the condition that the width of the
bunch, in accordance with Equation (12) and Figure 14, becomes smaller (i.e., the bunch, according to
the terminology used for klystrons, becomes fully saturated (FS)). Further bunching of the FS-bunch is
primarily related to the transformation of its velocity function. It is necessary to acquire the bunch that
comes together and ensures the most effective braking in the exit gap. In this case, the output cavity
itself must be detuned to the left. In the klystron, the necessary transformation of the velocity function
is performed in the gap of last cavity of buncher, which is located close enough to the output gap.
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However, the bunch comes into this gap close to the monospeed. In a resotrode with 2π-regeneration,
the original velocity function has a different form: the center of the bunch has a maximum velocity that
falls to the edges (Figure 20). Further transformation of such a bunch in the drift without additional
impact would lead to additional bunching of the front part of the bunch and to the unbunching and
lagging of its rear part (i.e., to the formation of a kind of “comet”).

Figure 20. Scheme for correcting the shape of the velocity function by a resonator of the third harmonic
with zero detuning: (1) original speed function, (2) microwave voltage in the resonator of the third
harmonic, (3) corrected speed function.

To prevent this, it is necessary to correct the shape of the velocity function (e.g., by using a cavity
of the second or third harmonic tuned to the proper resonance (Figure 20)). Thus, the buncher must
contain at least one higher harmonic cavity and one main harmonic cavity. If the bunch width is small,
the main harmonic cavity can be replaced with a second harmonic cavity that is detuned to the right
(Figure 21).

Figure 21. Scheme for bunching of an FS-bunch with a second harmonic cavity detuned to the right:
(1) monospeed bunch, (2) microwave voltage in the cavity of the second harmonic.

Thus, in a resotrode with 2π-regeneration, a converging FS-bunch can be formed, which allows to
an efficiency of 90% or more to be obtained.

As for the gain factor, the rating (Equation (15)) applies for it in the mode of full electronic load
compensation. Since the ratio is at least 10 in the grid design, the gain factor should be at least 30 dB
even for small gain factors.
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For the currently active large hadron collider (LHC), the frequency of 400 MHz is the main
frequency, and it is assumed that this frequency will also be used for the FCC (future circular collider)
and CLIC (compact linear collider). Currently, klystrons are used as microwave sources for the LHC.
Resotrodes with 2π-regeneration have significant advantages over such a klystron: lower supply
voltage, higher efficiency and significantly smaller dimensions. You can lower the voltage of a klystron
by switching to a multi-beam design. As shown in Section 5, this can significantly increase efficiency,
as seen with the COM and CSM klystrons. But the size (and, consequently, the weight and cost) of the
klystron cannot be significantly reduced.

A resotrode with 2π–regeneration at the frequency of 400 MHz seems to be a much more promising
microwave source than the klystron.

Currently, the first preliminary stage of designing a resotrode with 2π-regeneration at a frequency
of 400 MHz and an output power of 300 kV in a continuous mode has been carried out.

Dr. Igor Syratchev [16] at CERN conducted a complete electrodynamic simulation of such an
instrument using HFSS code and built a 3D model of it. The results of this work are shown in Figure 22.

Beam 

Beam 

Figure 22. Electrodynamic model of a resotrode (using HFSS code).

The general electrodynamic design of the device (Figure 22) includes an three-phase input cavity
that provides bunch formation and energy regeneration, a buncher, an output cavity with a coaxial
output of energy through a capacitive connection, as well as blocking filters in the cathode circuit and
in the control electrode circuit.

The input cavity has four inductive rods that provide a working antiphase (relative to the third
gap to the first two) type of oscillation.

The buncher is modeled with two possible variants, both of which have a two-gap cavity of the
main frequency and cavities of harmonics. In the first case, an antiphase type of oscillation is excited in
the two-gap cavity, and the gaps are located at a distance of π from each other, which makes it possible
to implement bunching phases of the microwave voltage in both gaps. In the second case, the cavity
of the third harmonic is tuned to a resonance that corrects the velocity function in accordance with

264



Energies 2020, 13, 2514

Figure 20, while the cavity of the second harmonic forms a converging bunch in accordance with
Figure 21.

Important electrodynamic elements of the device are the resonant choke filters developed by I.
Syratchev [16], which ensure the absence of microwave radiation through the power supply chain on the
working-type vibrations, simultaneously suppressing parasitic types of vibrations. Note that the filter
in the control electrode circuit is also a communication element for the input signal, the suppression of
parasitic vibrations is provided by their low loaded Q-factor and grid-less and gridded designs of the
resotrode were both considered.

A grid-less design, as already noted, requires a microwave amplitude that is too large for the
input gap.

As shown by preliminary calculations, an amplitude of at least 30% of the accelerating
voltage requires to ensure the duration of the bunch π/2, which is an unacceptably high value.
However, even with this amplitude, a gain of at least 25 dB is obtained, although a preferable option is
a sparse grid that provides a gain of more than 35 dB in full-compensation mode. Note that if you
switch from the full compensation mode to the excess compensation mode, making the amplitude of
the microwave voltage in the regenerating gap greater than the total amplitude in the first gap, you can
increase the gain indefinitely until you switch to the generation mode.

The question of the possibility of using a resotrode in the generation mode remains open until
studies of the stability of such a mode are conducted.

A general 3D model of a resotrode with 2π-regeneration at 400 MHz and 300 kW in a continuous
mode was made by I. Syrachev [16], as shown in Figure 23.

 

Figure 23. A 3D model of a resotrode with 2π -regeneration.

This device is described in more detail in [16,24]. Although this device was modeled as a microwave
source for the LHC, it can also be used for other purposes: for defrosters, for wood drying devices and
for other industrial technologies, as well as for advanced microwave energetic devices.
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10. Conclusions

In this study, new types of resonant microwave O-type samples are considered including COM
klystrons, CSM klystrons and resotrodes, which can combine high output power with an efficiency of
up to 90%.

The modeling and research of COM and CSM klystrons has been made possible by the development
of mathematical modeling and optimization methods; in particular, by the development of a
discrete-analytical klystron model, the macro-steps method for global multiparametric optimization,
the stage-by-stage method and the embedding procedure for full structural optimization.

It was shown that the synthesized optimal variants of high-performance multipath klystrons can be
transformed into equivalent devices corresponding to other values of output power, voltage and number
of beams without performing a new optimization, thanks to the GSP-parameter conversion procedure.

The results of the synthesis of COM and CSM klystrons are presented. It is shown that for various
prototypes, klystrons were created with an efficiency of about 90%. COM and CSM klystrons can
be considered as promising sources of microwave energy for industrial microwave technologies and
microwave energy.

COM klystrons are characterized by an increased ratio of the length of the device to the wavelength,
so they are optimal microwave sources for the relatively short-wave part of the microwave range from
3 to 10 GHz.

In CSM klystrons, the relative length is fixed and equal to the length of the optimal three-cavity
COM klystron. Therefore, CSM klystrons are optimal sources of microwave power for a range from
hundreds of MHz to 3 GHz.

For devices with emission modulation, it is shown that it is possible to achieve a combination of
high efficiency with high gain within the design of a new microwave device called a resotrode.

Two types of resotrodes are considered: one with 0-regeneration for frequencies of 20–200 MHz
and one with 2π-regeneration for frequencies of 200–1000 MHz.

Possible designs of resotrodes with 0-regeneration based on a universal functional cell are shown.
Systems of uniform volumetric RF/microwave heating of large-sized objects based on resotrodes with
0-regeneration are proposed.

The design of a resotrode with 2π-regeneration at 400 MHz with an output power of 300 kW in
continuous mode is proposed.

All these devices can be used to power modern colliders, for industrial microwave heating
installations for various purposes and for advanced wireless power transmission devices.

Currently, leading klystron manufacturers are trying to implement the ideas of COM and CSM
bunching by modifying their existing klystron designs. This leads to an increase in efficiency of several
percent. The maximum efficiency values of about 90% can only be realized based on a new design
initially calculated for the appropriate bunching mode. The development of such a new design is very
expensive, so COM and CSM klystrons that fully correspond to the theory have not yet been created.
The same problems apply to resotrodes. Their development requires not only the creation of a new
design, but also a thorough study of the regenerative amplification mode with a possible transition to
the generator mode. This a fundamental experimental investigation which is still waiting in the wings.
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Abstract: The economic impact associated with power quality (PQ) problems in electrical systems is
increasing, so PQ improvement research becomes a key task. In this paper, a Stockwell transform
(ST)-based hybrid machine learning approach was used for the recognition and classification of
power quality disturbances (PQDs). The ST of the PQDs was used to extract significant waveform
features which constitute the input vectors for different machine learning approaches, including the
K-nearest neighbors’ algorithm (K-NN), decision tree (DT), and support vector machine (SVM) used
for classifying the PQDs. The procedure was optimized by using the genetic algorithm (GA) and
the competitive swarm optimization algorithm (CSO). To test the proposed methodology, synthetic
PQD waveforms were generated. Typical single disturbances for the voltage signal, as well as
complex disturbances resulting from possible combinations of them, were considered. Furthermore,
different levels of white Gaussian noise were added to the PQD waveforms while maintaining the
desired accuracy level of the proposed classification methods. Finally, all the hybrid classification
proposals were evaluated and the best one was compared with some others present in the literature.
The proposed ST-based CSO-SVM method provides good results in terms of classification accuracy
and noise immunity.

Keywords: power quality disturbances; classification; feature selection; swarm optimization; support
vector machine; genetic algorithm; K-NN algorithm; decision tree; S-transform

1. Introduction

Power quality (PQ) is essential for electrical systems to operate properly with the minimum
possible deterioration of performance. Emerging PQ challenges, such as the growing integration of
large power plants based on renewable sources, improvements in nonlinear loads, and the recent
requirements of smart grids, must be considered to obtain an optimal operation of the existing power
grid. These factors increasingly require constant revisions of the common power quality problems,
enhanced standards, further optimization of control systems, and more powerful capabilities for
measuring instruments.

The purpose of this research was to contribute to this task, meeting the particular PQ requirements
about detection and classification of power quality disturbances (PQDs) through optimal hybrid
machine learning approaches.

Usually, the PQDs’ identification procedure is carried out in three steps, i.e., signal analysis,
feature selection, and classification. In the stage of PQDs’ analysis, some advanced mathematical
techniques were used to extract the feature eigenvectors that enable disturbance identification.
The time-frequency analysis methods include short-time Fourier transform (STFT), Stockwell transform
(ST) [1], wavelet transform (WT) [2–4], Hilbert–Huang transform [5,6], Kalman filter [7,8], strong trace
filter (STF) [9], sparse signal decomposition (SSD) [10], Gabor–Wigner transform [11], and empirical
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mode decomposition (EMD) [12,13]. In this study, ST was selected due mainly to its noise immunity,
simplicity of implementation, and flexible and controllable—to some extent—time-frequency resolution.
These advantages far outweigh the computational cost that may be required.

The selection of suitable feature remains a key challenge that requires developing tools in areas
such as statistical analysis, machine learning, or data mining [14]. Valuable efforts have been made
in this sense and some techniques are used for a precise selection of features including the principal
component analysis [15], K-means-based apriori algorithm [16], classification and regression tree
algorithm [17], multi-label extreme learning machine [18], random forest model [19], sequential
forward selection [20], and bionic algorithms. This latter group has also been successfully used in
classification rule discovery. Particularly significant among bionic algorithms are genetic algorithms
(GA) [20–22] and swarm-based approaches like ant colonies [23,24] and, above all, particle swarm
optimizers (PSO) [25–28]. For example, recently in [25], a combination of PSO and support vector
machine (PSO-SVM) was used to optimize the error of the classifier by selecting the best feature
combination. Similarly, in [26], PSO optimizes the noise cut-off threshold of PQD signals working
together with a modified ST in the feature extraction stage. However, canonical PSO has some
limitations for feature selection. Improved and implemented PSO variants include competitive swarm
optimizer [29–31] (CSO), discrete particle swarm optimizer [32], and exponential inertia weight particle
swarm optimizer [33]. It should be noted that, as PSO was firstly designed for continuous optimization
problems, this may not always be the most appropriate method to solve a combinatorial optimization
problem such as feature selection. The CSO algorithm, however, is specifically adapted to perform this
type of problem with each particle learning from a pair of randomly selected competitors to elevate
both global and local search abilities. In this paper, GA and CSO were selected and compared to
minimize the number of selected features.

Regarding the disturbance pattern recognition capability and according to the optimal selection of
features provided by the above-mentioned algorithms, numerous machine learning approaches have
been widely utilized for classifying power quality disturbances. Common classification techniques
include artificial neural network (ANN), K-nearest neighbor (K-NN) algorithm, support vector machine
(SVM), and decision tree (DT) methods.

Support vector machine (SVM) is a good option for classification purposes, especially when
dealing with small samples, nonlinearity, or high dimension in pattern recognition [2,16,22,34,35].
Among the advantages of SVM are the lack of local extremum, feature mapping of nonlinear separable
data, low space complexity, and the capability to adjust only a reduced number of features as compared
to, for example, the ANNs [36]. On the contrary, its disadvantages include limitations resulting from
speed and size, in both training and testing, as well as those resulting from an improper choice of the
kernel. These handicaps involve, in practical terms, high algorithmic complexity and extensive memory
requirements. Improved applications of SVMs algorithms include multiclass SVM [M-SVM] [37],
directed acyclic graph SVMs [DAG-SVMs] [38] and radial basis function kernel SVM [RBF-SVM] [39].

For its part, the rule-based DT classifier is a good choice when the features are clearly distinguishable
from each other [40,41]. PQDs’ classifiers based on DT include fuzzy decision tree [42–44] and the
aforementioned classification and regression tree algorithm (CART) [17,21]. On the one hand,
DT advantages include removing unnecessary computations, a singular set of parameters which
allows differentiating between classes and a smaller number of features at each nonterminal node
while maintaining performance at an acceptable level. On the other hand, its principal disadvantages
include being strongly dependent on the selected features, accumulation of errors from level to level
in a large tree, and overlap—which increases the search time and memory space requirements when
the number of classes is large. Compared to other approaches, DT flowchart symbols configure a
simple and straightforward model in which the control parameters are easy to understand and apply.
Thus, DT is easier to set up and interpret and, despite the mentioned dependence of the classification
process on the selected features, its execution of data is better than other methods. For example, in [22],
a comparative using DT/SVM, wavelet transform (WT) and ST is shown.
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Most of the previous works in the literature are mainly focused on pattern recognition issues,
so PQDs are generally treated as single-event signals. However, in electrical systems, it is common to
find several disturbances consecutively in the same observation window. These combined disturbances
are much more difficult to identify and treat than single ones. In this work, complex PQDs were
designed through a consecutive or simultaneous combination of two simple ones in the same interval.
From ST, time-frequency features were extracted, while feature selection was optimized by using
K-NN, GA, and CSO. In the classification stage, K-NN (again) and distinct types of SVM and DT were
considered. There were different proposals of classifiers depending on the optimization-classification
sequence chosen. All these proposals operated over the same dataset obtained after optimization.
A comparative in terms of classification accuracy and noise immunity of the proposed models
was planned. In Figure 1, a general block scheme of the proposed classification plan is presented.
The main steps included PQD signal processing via ST, feature extraction, optimal feature selection,
and classification. A detailed overview of the proposed comparative study including different hybrid
methods can be found in Section 5. The MATLAB (Classification Learner Toolbox) software was used to
implement the whole machine learning methods required at both optimization and classification stages.

Figure 1. General block scheme of the proposed classification plan.

The rest of this paper is organized as follows: In Section 2, a simplified outline of the extraction of
the initial feature set is presented. Section 3 is devoted to the optimal selection of features, describing
the optimizers used for this task. Section 4 briefly describes the machine learning methods used to
classify. In Section 5, a detailed overview of the proposed classification plan is shown. In Section 6,
PQ disturbances’ synthesis and the resulting training datasets are detailed. In Section 7, results are
discussed. The last section draws conclusions from the results.

2. Initial Feature Set Extraction Based on S-Transform and Statistical Parameters

Each proposed disturbance signal was generated in a discrete form to compute its S-transform,
the detailed description of which is given in the Appendix A. ST was chosen for its inherent noise
immunity and acceptable time-frequency resolution.

The resulting complex S-matrix provided valuable time-frequency data on which PQD features
were extracted by computing several statistics and figures of merit. In this two-dimensional S-matrix,
the signal was split into different frequencies (M = 1280 rows) and distinct samples (N = 2560 columns).
This extraction of features had a relevant effect on the accuracy of classification because of its great
influence on the overall performance of machine learning approaches.

In a first approximation, the chosen initial feature set should have been enough to guarantee a
correct identification of every one of the considered disturbed signals. In this work, the extracted set
was formed by nine features (k1–k9) and included the introduced disturbance energy ratio (DER) index

273



Energies 2020, 13, 2761

as well as some of the well-known statistical parameters, such as maximum, minimum, root mean
square and mean values, standard deviation, variance, skewness, and kurtosis. These features were
calculated following the equations shown in Table 1.

Table 1. Mathematical equations of the initial feature set.

Extracted Features

K1 Maximum M = max
{
Ajn

}
1 Standard

deviation σ =

√∑M
j=1

∑N
n=1(Ajn−μj)

2

(M−1)(N−1)
K6

K2 Minimum m = min
{
Ajn

}
Variance σ2 =

∑M
j=1

∑N
n=1(Ajn−μj)

2

(M−1)(N−1)
K7

K3 Mean
value μ =

∑M
j=1

∑N
n=1 Ajn

M·N
Skewness
(phase) 2 SK(φ) =

∑M
j=1

∑N
n=1(φjn−μ(φ)j)

3

M·N·σ3
(φ)

K8

K4 RMS RMS =

√∑M
j=1

∑N
n=1 A2

jn

M·N
Kurtosis KT =

∑M
j=1

∑N
n=1(Ajn−μj)

4

M·N·σ4
K9

K5 DER DER = RMS>50
RMS50Hz

- -
1 Ajn, 2 φjn are the absolute value and phase value of the jn-th element in the S-matrix.

All statistical parameters were calculated from both time samples (N = 2560) and frequency
(M = 1280) intervals. The skewness parameter was computed based on the phase values of the complex
elements in the S-matrix. For the rest of the parameters, calculations were done from the absolute
values of such elements.

Disturbance Energy Ratio (DER) Index

The introduced DER index represents the ratio between the energy of the signal with frequency
components greater than 50 Hz and that one whose components are equal to or less than 50 Hz. Thus,
the definition of DER parameter includes the terms

RMS>50 =

freq=6400 Hz∑
freq=50.1 Hz

RMSj (1)

and
RMS50Hz =

∑freq=50Hz

freq=0Hz
RMSj. (2)

This index is very useful for the characterization of PQ disturbances with high-frequency content
as, for example, oscillatory transients.

Sample datasets for training/testing consist of single observations, each of which is computed
from features, as shown in Table 1.

3. Optimal Feature Selection: GA and CSO

The main purpose of using an optimizer is to reduce as much as possible the dimension of input
feature dataset for the prediction models. Once data have been obtained by S-transform, further
analysis is necessary to achieve the optimal feature vector. As seen above, a vector with nine different
features was proposed. However, the given feature vector contained attributes whose information was
redundant to distinguish the most discriminating features of PQDs. The intraclass compaction could
be minimized and the interclass division could be maximized by reducing the number of features.
For this purpose, after obtaining the dataset features, it was necessary to select the best optimizer.
Wrapper-based techniques are a significant group within feature selection methods that are very
accurate and popular and eliminate redundant features by using a learning algorithm with classifier
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performance feedback. The two main optimization methods used in this work, namely GA and CSO,
belong to this group.

3.1. Genetic Algorithm

Darwin’s theory of evolution, “Survival of the Fittest”, inspired the design of genetic algorithms
in the 1960s [45]. GA is an adapted heuristic search algorithm [45] that uses optimization methods
based on genetics and rules of natural selection. The flowchart that describes the operation of GA is
shown in Figure 2.

Figure 2. Preprocessing stage using K-nearest neighbor (K-NN) algorithm for the evaluation of genetic
algorithms (GA) members.

In GA [46], an optimal feature vector can be represented by a chromosome, which includes the
most discriminative features. In turn, chromosomes comprise multiple genes, each one corresponding
to a feature. The population is a finite set of chromosomes manipulated by the algorithm in a similar
way to the process of natural evolution. In this process, chromosomes are enabled to crossover and to
mutate. The crossing of two chromosomes creates two offspring and these two each produce two more,
and so on. A genetic mutation in the offspring generates an almost identical copy of the combination
of their parents but with some part of the chromosome moved. Generations are the cycles where the
optimization process is carried out. Crossover, mutation, and evaluation make it possible to create a set
of new chromosomes during each generation. A predefined number of the (best) chromosomes survives
to the next cycle of the replica due to the finite size of the population. The population can achieve a
fast adaptation despite its limited size, which results in quick optimization of the criterion function
(score). The most important step of GA is the crossover, in which exchanges of information among
chromosomes are implemented. Once the best individuals are selected, it is necessary to crossover
these solutions between themselves. The main purpose of this step is to get a greater differentiation
between populations based on new solutions that could be better than the previous ones. A second
important step is a mutation, which increases the variableness of the population.
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Another key piece is the fitness function. It is necessary to obtain an effective enforcement-oriented
version of GA. The fitness function is the procedure or device that is responsible for assessing the
quality of each chromosome, specifying which one is the best from the population. Once the fitness
function is calculated with each individual of the initial population, the next stage is the so-called
selection, in which chromosomes with the best qualities are selected to generate the new evolution of
the population using discrimination criteria.

Different GA implementations use specific important parameters to determine the execution
and performance of the genetic search. However, some other parameters, including crossover rate,
population size, and mutation rate, are usual for all implementations. The probability of taking an
eligible pair of chromosomes for crossover is called rate crossover. Conversely, the probability of
changing a bit of randomly selected chromosomes is called mutation rate. The crossover rate usually
presents high values, close to or equal to 1, while the mutation rate is usually small (1% to 15%).

In the present work, the chromosome consisted of nine genes, each of which represented a feature.
As shown in Figure 2, the chromosome is represented as a vector of bits since all the genes could be
assigned with either 0 or 1 (0 when the corresponding feature was not selected and 1 when it was).
A population of 560 individuals (chromosomes) and 100 iterations (generations) was selected for this
problem. The search began initializing the parameters to:

• Initial (parent) population size: 10 (chromosomes).
• Crossover rate: 0.8.
• Mutation rate: 0.01.

The performance of the classifier must be kept above a certain specified level. For this, the least
expensive subset of features must be found. For this purpose, the performance is measured using the
error of a classifier. The viability of a subset is ensured when the error rate of the classifier is lower
than the so-called feasibility threshold. The goal is to find the smallest subset of features among all
feasible ones.

In this case, the identification accuracy of the K-NN algorithm was set as the fitness value of the
chromosome. In order to assess the quality of the chromosome through the fitness function (accuracy),
the k parameter of the K-NN method was adjusted to 10 and the value of cross-validation was set to
8 folds. The K-NN input dataset was exclusively designed for this validation procedure (see Section 6
for details).

3.2. Competitive Swarm Optimization

Competitive swarm optimizer [29] is a particular case of particle swarm optimizer (PSO), thus
belonging to evolutionary algorithms inspired by flocking and swarming behavior. Swarm methods
try to emulate the adaptive strategy, which considers collective intelligence as behavior without any
structure of centralized control over individuals. Usually, the overall structure of swarm optimizers
includes different algorithms with each handle a specific task. The critical one is the classification rule
discovery algorithm, which is, in essence, a standard GA. Thus, a group of individuals (particles) acts
and evolves following the principles of natural selection—survival of the fittest. In PSO, the optimal
solution for a problem is obtained from the global interactions among particles. In contrast, the CSO
method introduces pairwise interactions randomly selected from the swarm (population). Generations
succeed one another after each pairwise competition, in which the fitness value of the loser is updated
by learning from the winner that goes directly to the swarm of the next generation. CSO has proven to
be better than GA in optimization tasks related to feature selection due to its easy-to-use structure,
fewer parameters, and simple concept, even though its computational cost is slightly higher. However,
as will be shown below in the conclusions, the superiority of CSO over GA is clear from the solution
quality, but in terms of success rate, it is not so.

In this work, particles were defined by the feature set (K1...K9) in the same way as chromosomes
(individuals) in GA. They also derived from the same dataset (560 individuals) from which particles

276



Energies 2020, 13, 2761

were randomly selected. Then, the swarm size was set to 100 and the maximal number of generations
(iterations) was set as 200.

Following a parallel process to that carried out in the GA optimizer, a K-NN simple identification
model was used to check the efficiency of the CSO-based feature selection, in this case with k = 5. Once
again, the accuracy of the K-NN identifier was established as the fitness function of the CSO optimizer.

Both types of optimization methods, GA and CSO, reduced the number of features from nine to
five, but they were not the same.

As was mentioned above, K-NN was chosen to act as a fast validation tool in the feature optimal
selection stage. At this stage, the aim was to reduce features and high accuracy was not as necessary as
simplicity, speed, and efficiency. In these aspects, the K-NN was highly competitive. As shown below,
this method is going to be used again in the next stage to compare its classification performance with
that of other approaches. In the next section, unlike this one, the aim is to achieve the highest possible
accuracy in the classification.

4. Classifiers: K-NN, SVMs, and DTs

Once the optimized set of feature was determined, the next process was the classification of data
with these features. In this work, various classification methods were used to find better efficiency
and the best behavior with noise signals. These methods included the K-nearest neighbors’ algorithm,
the support vector machine, and the decision trees.

4.1. K-Nearest Neighbors’ Algorithm

One of the proposed classification approaches used the K-NN classifier to identify both single
and complex disturbances. K-NN [47], as a supervised learning algorithm, determines the distance
to the nearest neighboring training samples in the feature space in order to classify a new object.
This Euclidean distance is stated as follows:

Dj
(
xi, yj

)
=

√∑p

k=1

(
xi,k − yj,k

)2
(3)

where Dj
(
xi, yj

)
is the Euclidean distance-based relationship between the ith p-dimensional input

feature vector xi and the jth p-dimensional feature vector yj in the training set. A new input vector
xi is classified by K-NN into the class that allows a minimum of k similarities between its members.
The parameter k of the K-NN method is a user-specific parameter. Often k is set to a natural number
closer to

√
Ntrsamples [47], in which Ntrsamples is the number of samples in the training dataset. In this

work, different K-NN classifiers were fit on the training dataset resulting from values of k between 5
and 12. The lowest classification error rate on the validation set permitted selecting the sough-after
value of k.

Traditional K-NN approach based on Euclidean distance becomes less discriminating as the
number of attributes increases. To improve the accuracy of the K-NN method for PQDs classification,
a weighted K-NN classification method can be used [48]. The weight factor is often taken to be the
reciprocal of the squared distance, ωi = 1/D2

j

(
xi, yj

)
. Several schemes can be developed to attempt to

calculate the weights of each attribute based on some discriminability criteria in the training set.

4.2. Support Vector Machine

SVM is a statistical method of machine learning that uses supervised learning [49]. Although this
method was originally intended to solve binary problems, its use was easily extended to multiclass
classification problems. The major objective of SVM is the minimization of the so-called structural risk
by proposing hypotheses to minimize the risk of making mistakes in future classifications. This method
finds optimal hyperplanes separating the distinct classes of training dataset in a high-dimensional
feature space and, based on this, test data can be classified. The hyperplane is equidistant from the

277



Energies 2020, 13, 2761

closest samples of each class to achieve a maximum margin on each side of it. Only the training samples
of each class that fall right at the border of these margins are considered to define the hyperplane.
These samples are called support vectors [50,51].

Next, a rough sketch of SVM is outlined below in an oversight-specific manner. Consider a dataset
containing a data pair defined as

(
xi, yj

)
(i = 1, . . . , M), where M is the number of samples, yi ∈ {−1, 1}.

Based on an n-dimensional vector w normal to the hyperplane and a scalar b, the issue is to find the
minimum value of ‖w‖ in the objective equation f (x) =

〈
wT·x + b

〉
. The position of the separating

hyperplane can be determined based on the values of w and b that fulfil the constraint yi·
(
wT·xi + b

)
≥ 1.

The key parameter b/‖w‖ gives the distance from the origin (x0, y0) to the closest data point along w.
Furthermore, to deal with the case of the linear inseparable problem, where empirical risk is not zero,
a penalty factor C and slack variables ξi are introduced. The optimal separating hyperplane can be
determined by solving the following constrained optimization problem [24,52]:

Minimize
1
2
·‖w‖2 + C·

M∑
i=1

ξi (4)

subject to
yi·

(
wT·xi + b

)
≥ 1− ξi f or i = 1, 2, . . . , M
ξi ≥ 0 f or all i

(5)

where ξi is the distance between the margin and wrongly located samples xi.
Despite SVM being a linear function set, it is possible to solve nonlinear classification problems by

using a kernel function. As shown in Figure 3, the mapping translates the classified features onto a
high-dimensional space where the linear classification is feasible.

X1

φ2(x)

φ1(x)

X   F     F     
φ (x)=[φ1(x), φ2(x)

X  
x=[x1, x2

Φ

Figure 3. Mapping kernel functions: Effect on the separation hyperplane of two-class datasets.

In SVM method, there are different types of specific kernel functions to improve the classifier,
including the linear kernel (the easiest to interpret), Gaussian, or radial basis function kernel (RBF),
quadratic, cubic, etc. These kernels differ in the complexity of definition and precision in the
classification of different classes. In this work, both quadratic and cubic kernel functions were used.

Two approaches that combine multiple binary SVMs were used to address multiclass classification
problems: One versus one (OVO) and one versus all (OVA). The OVO approach needs m·(m− 1)/2
SVM classifiers to distinguish between m classes [2]. The classifiers are trained to differentiate the
samples of one class from those of another class. Based upon a vote of each SVM, an unknown
pattern is classified. Thus, the strategy to accomplish a single class decision follows a majority voting
scheme based on sign

(
yi·

(
wT·xi + b

))
[52]. The class that wins the most votes is the one predicted for x.

This winning class is directly assigned to the test pattern.
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4.3. Decision Tree

The decision tree is a classification tool, based on decision rules, which uses a binary tree graph
to find an unknown relationship between input and output parameters. A typical tree structure is
characterized by internal nodes representing test on attributes, branches symbolizing outcomes of the
test, and leaf nodes (or terminal nodes) defining class labels. Decisions at a node are taken with the
help of rules obtained from data [43,53].

The DT should have as many levels as necessary to classify the input feature data. Depending
on the number of levels of this DT, the classification can be more or less accurate, and more or less
calculation complex. A key point, in this sense, is the suitable choice of the maximum number of splits.
It is well known that high classification accuracy on the training dataset can be achieved through a fine
tree with many leaves. However, such a leafy tree usually overfits the model and often reduces its
validation accuracy in respect of the proper training accuracy. On the contrary, coarse trees do not
reach such a high training accuracy, but they are easier to interpret and can also be more robust in the
sense of approaching the accuracy between both training and representative test dataset.

Based upon the foregoing and in order to achieve the required degree of accuracy, in this work,
the maximum number of splits was set to 91 and the so-called Gini’s diversity index was chosen as the
split criterion. At a node, this index was defined as follows

GINI index = 1−
∑

j

p2
j (6)

and it is the probability of class j complying with the criteria of the selected node. Gini’s diversity
index gives an estimation of node impurity since the optimization procedure in tree classifiers tends to
nodes with just one class (pure nodes). Thus, a Gini index of 0 is derived from nodes that contain only
one class; otherwise, the Gini index is positive. Therefore, the optimal situation for a given dataset is to
achieve a Gini index with a value as small as possible.

4.4. Bagged Decision Tree Ensemble

Ensemble classifier compiles the results of many weak learners and combines them into a single
high-quality ensemble model. The quality of that approach depends on the type of algorithm chosen.
In this study, the selected bagged tree classifiers were based on Breiman’s random forest algorithm [54].
In the bagged method, the original group of data divides into different datasets by random selection
with replacement, and then a classification of each one of them is obtained by a decision tree method.
The result of each learner is submitted to a voting process and the winner finally sets the best
classification model of the bagged DT Ensemble method.

This method permits obtaining lower data variance than a single DT and also gets a reduced
over-adjustment. The model can be improved by properly selecting the number of learners. It should
be noted that a large number of them can produce high accuracy but also slow down the classification
process. In this work, a compromise solution was found by setting the number of learners to 30.

5. Full Comparative Classification of PQDs: Detailed Overview

A detailed overview of the proposed hybrid classification plan is shown in Figure 4, where the
main steps described in previous sections have been highlighted. The first one is the analysis stage,
where signal processing of the PQDs was obtained via S-transform. Then, an initial feature set, which
was defined by statistical parameters, was extracted. Next, feature vectors were optimized employing
both GA and CSO algorithms, including an extra validation provided by K-NN algorithm. The last
stage consisted of classification involving the determination of PQ multi-event by using DT (fine tree),
bagged decision tree ensemble, weighted K-NN, and both quadratic and cubic SVMs.
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Figure 4. Comparative flowchart of the proposed disturbance classification.

6. Field Data Synthesis of PQDs

In this section, PQDs’ synthesis and the resulting training datasets are detailed.

6.1. Generation of PQ Disturbances

A database of 13 PQDs that include both single and multiple events was generated in accordance
with both IEEE-1459 and EN-50160 standards [55,56]. The MATLAB R2017a software was used to
program a virtual signal generator, called SIGEN, allowing for a customizable setup of the simulated
signals required for testing. Thus, SIGEN generated a pattern in each category of events by varying
the parameters that were controllable by the user. As a result, both steady-state and transient-state
disturbances could be modelled. The graphical user interface of single-phase SIGEN is demonstrated
in Figure 5.
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The processes of SIGEN were performed to complete the effective generation of electric signals,
as follows:

• First, electrical input signals were defined and the user set their parameters.
• Second, signals according to these specifications were built.
• Finally, the synthesized signals could be sent either to a file or a data acquisition board (DAQ).

SIGEN was designed following the guidelines described in the IEEE-1159 standard for monitoring
electric power quality [57].

 
Figure 5. Graphical interface of signal generator SIGEN.

All the signals had in common the following fundamental specifications: Voltage = 230 V RMS
(root mean square), frequency = 50 Hz, duration = 0.2 s, sampling frequency = 12.8 kHz, total cycles =
10, total samples = 2560. Stationary and/or transient disturbances, as well as white Gaussian noise, were
added to this fundamental signal. The levels of added noise were characterized by the signal-to-noise
(SNR) ratio of 20 dB, 30 dB, 40 dB, and 50 dB. For each noise level and each PQD category, 100 signals
were generated through SIGEN by varying all the parameters. This set had a total of 5600 simulated
signals, 1400 for each noise level involving all categories (13 types of the PQDs plus one pure sinusoidal
signal). These signal sets transformed in the dataset intended to verify the classification performance,
as will be seen next.

Another set of signals was needed for the feature selection stage. It included 560 simulated signals
(40 signals × 14 PQD categories) with random SNR between 20 dB and 50 dB.

6.2. Training/Testing and Validation Datasets

Once statistical features were computed based on the ST matrix, datasets were created. A first
dataset contained 560× 9 data (samples × features) and it was used as input of the K-NN-based fast
validation tool for optimal feature selection (see Sections 3.1 and 3.2).

As concluded in Section 3, the choice of either of the selected optimization algorithms (GA and
CSO) allowed obtaining a feature set which comprised only five features. Thus, for each of the four
specific noise levels considered, the second type of dataset containing 1400× 5 data (samples × features)
was used to fit the different proposed classification models. This training dataset was partitioned into
train/test datasets like 80/20%, respectively. Then, while the test dataset was kept aside, the train set
split again into the actual train dataset (80% again) and the validation set (the remaining 20%). Data for
each subset was randomly selected. This cross-validation procedure iteratively trained and validated
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the models on these sets, avoiding overfitting. In this study, a 10-folds cross-validation method was
used to evaluate the performance of the proposed classifiers.

It must be noted that the mentioned training dataset was different to that one used in the previous
feature selection stage. This ensured that no observations that were a part of the feature selection task
were a part of the classification task.

6.3. PQDs’ Classes

The following 14 classes were tested and labelled as: Harmonic (C1), Flicker (C2), Sags (C3), Sags
and harmonic (C4), Interruption (C5), Interruption and harmonic (C6), Notch (C7), Swells (C8), Swells
and harmonic (C9), Oscillatory transient (C10), Oscillatory transient and harmonic (C11), Oscillatory
transient and sag (C12), Impulsive transient (C13), and pure sinusoidal signal (C14). In Table 2 the
simulated PQDs waveforms are depicted.

Table 2. Synthetized PQDs’ waveforms.

(C1)

  

(C2)

(C3)

  

(C4)

(C5)

  

(C6)

(C7)

  

(C8)

(C9)

  

(C10)
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Table 2. Cont.

(C11)

  

(C12)

(C13)

  

Pure
Sine

7. Results and Performance Comparison

Depending on the optimization and pattern recognition approach selected, five hybrid classification
methods were considered: CSO&QSVM (quadratic SVM), CSO&WK-NN (weighted K-NN), GA&FTree
(fine tree), GA&ETree (ensemble tree), and GA&CSVM (cubic SVM). In Table 3, the classification
accuracy on training dataset under different noise conditions of the proposed models are listed.

Table 3. Recognition accuracy comparison between proposed methods under noisy conditions.

Accuracy Comparison between Proposed Models (%)

Optimization &
Classification

SNR

20 dB 30 dB 40 dB 50 dB

CSO&QSVM 97.6 99.2 99.85 99.95

CSO&WK-NN 95.7 98.6 99.7 99.75

GA&FTree 93.4 97.7 99.3 99.5

GA&ETree 94.6 97.5 99.4 99.55

GA&CSVM 94.4 97.7 99.0 99.4

The best results of classification accuracy were obtained using CSO&QSVM in any noise conditions.
The results for 30 dB SNR and above had high classification accuracy for both CSO&QSVM and
CSO&WK-NN, and the rest of the models had acceptable values. In high noisy conditions (20 dB),
the accuracy was satisfactory only for CSO&QSVM. The values obtained applying the rest of the methods
were lower and required the next analysis with separate PQDs for a better interpretation of the results.

In order to evaluate noise immunity under different accuracy requirements, single-class test
datasets (each with 25× 5 data of a unique class) were subjected to the trained classifiers separately.
The noise threshold (minimum SNR value) for each class was determined through a trial-and-error
method, by applying the principle of keeping SNR value as low as possible while maintaining
the targeted classification accuracy. Thus, if the classification accuracy on an initial single-class
dataset was, for example, lower than 80%, a new dataset with higher SNR value was generated and
tested. The iterative procedure was stopped when the pretended accuracy was achieved. In Table 4,
a comparison of minimum SNR values using these methods for different accuracy rates and distinct
PQDs classes is presented. In each specific case, the maximum level of noise allowing the pretended
accuracy rate (80%, 90%, and 100%) is shown. In the last row, the overall SNR average threshold value
of each column is determined. This value was just an estimation of the noise immunity for a pretended
accuracy rate in the separate classification process.
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From Table 4 it can be seen that the GA-based models offered good SNR values for most PQDs,
often even better than those resulting from CSO algorithm, especially when dealing with single events.
However, none of the suggested GA-based models was capable to classify properly the multiple
interruption plus harmonic disturbances. In the same terms of working with five optimal features,
both GA&FTree and GA&ETree also misclassified swell plus harmonic events and GA&CSVM could
not resolve notches and harmonics disturbances. This lack of identification of a separated PQDs could
justify the modest results obtained by GA-based models in Table 3. On the contrary, the proposed
CSO-based models achieved good individual noise rates for a separate classification of classes according
to different accuracy targets. As a result, both CSO&QSVM and CSO&WK-NN methods presented an
overall SNR average threshold under 20 dB, specifically 18.57 dB and 19.54 dB, respectively. When
both QSVM and WK-NN classifiers acted on single-class datasets, this slightly lower SNR value in
the CSO&QSVM method suggested a better performance with regard to noise immunity. But this
behavior in high noisy conditions was not only valid for single-class datasets, but also for the complete
dataset. As shown above, in Table 3, CSO&QSVM obtained the best results also with the complete
training dataset.

On the other hand, in Table 5, performances of the best-proposed CSO-QSVM method are compared
to those of other classification methods already reported in the literature. It can be seen that some
methods reported information of accuracy with noise levels (SNR) up to 50 dB [37,58], 40 dB [27], and
30 dB [42]. Others [17,59,60], although reaching 20 dB, had low accuracy. It is remarkable the high
impact of noise in the accuracy of the wavelet-based approaches [37,60]. The remaining works presented
acceptable accuracy [15,38,39,41,43] but none was capable to deal with 13 PQDs as the actual proposal
did. Only [15] achieved similar performances than those of the proposed CSO-QSVM approach. That
studied 12 kinds of single and multiple PQDs through the use of improved principal component analysis
(IPCA) and 1-dimensional convolution neural network (1-D-CNN) and achieved an overall accuracy of
99.76% and 99.85% for 20 dB and 50 dB, respectively. That classifier needed six features, distinct from
the optimal feature set proposed in this work, which was composed of only five of them.

Table 5. Performance comparison of different methods.

Literature
Processing &
Recognition

Nº of
PQDs

Nº of
Features

Recognition Accuracy (%)

20 dB 30 dB 40 dB 50 dB

[15] PCA + CNN 12 6 99.76 - - 99.85

[17] Fast ST + Embedded DT 12 6 91.50 98.58 98.83 98.92

[27] Mod. ST + DT + PSO 13 6 - - 98.38 -

[37] Wavelet + SVM 16 6 - - - 95.56

[38] ST+DAG-SVM 9 9 97.77 - - -

[39] Modified ST + SVM 8 19 98 - - -

[41] ST + DT 7 6 98.1 - - -

[42] FST + Fuzzy DT 13 5 - 97.95 98.67 -

[43] ST + DT+ Fuzzy C-M 10 14 99.3 - - -

[58] ST + ANN + DT 13 - - - - 99.9

[59] ST + PNN 9 4 98.38 98.63 99.13 -

[60] Wavelet +PNN 14 5 86.86 91.93 93.71 94.57

Proposed ST + CSO + SVM 13 5 97.6 99.2 99.85 99.95

Table 5 also displays a comparative in terms of feature dimension in each reported approach.
The ST-based probabilistic neural network (PNN) approach [59] accepted a set with four features but
only dealt with nine PQDs, while PNN based on wavelet [60] was treated with 14 PQDs but with poor
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noise immunity as indicated by its accuracy rates. This comparative study shows that the proposed
CSO-QSVM model, at last, equaled the better results of classification accuracy obtained in the literature,
but using only five features per sample and dealing with 13 PQDs classes. These results, together with
the comparison between alternative proposals (Table 3) and the detailed analysis of noise immunity
(Table 4), constitute the main contributions of this paper.

Although the present work dealt with simulated signals, the results were so good that they could
be extrapolated when applied to experimental data. In such a case, a comparative with those studies
based on real signals could be applied properly.

As a future extension, an experimental setup would be used to test the effectiveness of the
proposed hybrid methods under common real-time working conditions. Emulated PQ incidence on
distribution networks could be modelled by low-cost hardware prototyping and software components.

8. Conclusions

The motivation for this work stemmed from challenges facing the electrical systems and equipment
in determining optimal, cost-effective, and efficient power quality management. In this way, this paper
addressed the optimal hybrid classification methods based on machine learning approaches for
meeting detection, identification, and classification of simulated PQDs. Specifically, ST was selected
for detection and feature extraction of PQDs, and, following the trend nowadays to further optimize
the recognition approach, several optimization algorithms were tested for optimal feature selection.
At this step, this work underlined the GA and CSO algorithms since they achieved the best results.
The resulting optimal feature sets were fed to several classifiers, highlighting among them the QSVM,
CSVM, FTree, ETree, and WK-NN approaches for showing improved performance.

The GA optimization algorithm associated with the FTree, ETree, and CSVM approaches could
not classify properly all PQDs under the conditions established in this analysis. However, the results
obtained through these approaches were very promising and showed the great potential of these kinds
of models when dealing with a certain group of PQDs.

Alternatively, CSO-based methods including CSO-QSVM and CSO-WK-NN achieved high
classification accuracy under noisy conditions. A thorough comparative assessment in terms of noise
immunity and classification accuracy led us to conclude that the proficiency of CSO-QSVM method is
slightly better than CSO-WK-NN method.

It can also be noted that the results found seemed to confirm the current trend by which, despite the
optimization based on GA algorithms being highlighted by their efficiency, GA-based methodologies
are progressively being replaced by the swarm optimization algorithms.

Finally, performances of CSO-QSVM method were compared to those of other classification
methods already reported in the literature, concluding that the proposed method achieved a higher
degree of efficiency than most of them, and, based on the results, it may work well under high noise
background in practical applications.
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Appendix A

The continuous Stockwell transform (ST) [1] of a signal x(t) was originally described as

S(τ, f ) = ei2ππ fτW(τ, d) (A1)
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i.e., a phase factor acting on a continuous wavelet transform (CWT)

W(τ, d) =
∫ +∞

−∞
x(t)μ(τ− t, d)dt (A2)

where τ is a time displacement factor, d is a frequency-scale dilation factor, and μ(t, d) is a specific
mother wavelet that includes the frequency-modulated Gaussian window

μ(t, d) =

∣∣∣ f ∣∣∣√
2π

e−
t2 f 2

2 e−i2ππ f t. (A3)

Instead, in this paper, the STFT pathway to address the ST definition was preferred,

STFT(τ, f ) =
∫ +∞

−∞
x(t)w(τ− t)e−i2ππ f tdt (A4)

From this approach, ST can be written as

S(τ, f ) =
∫ +∞

−∞
x(t)w(τ− t, f )e−i2ππ f tdt (A5)

where w(t, f ) is the Gaussian window function similar to that proposed by Gabor (1946), but now also
introducing the aforementioned added frequency dependence

w(t, f ) =

∣∣∣ f ∣∣∣√
2π

e−
t2 f 2

2 (A6)

where the inverse of the frequency 1/
∣∣∣ f ∣∣∣ represents the window width.

From either of the two viewpoints, the complete ST definition can be written as

S(τ, f ) =
∫ +∞

−∞
x(t)

∣∣∣ f ∣∣∣√
2π

e
−(τ−t)2 f 2

2 e−i2π f tdt (A7)

and also can be represented in terms of its relationship with FT and related spectrum X(f ) of x(t)

S(τ, f ) =
∫ +∞

−∞
X(α+ f )e

2π2α2

f 2 ei2πατdα f � 0. (A8)

As is well known, the way to recover the original signal from continuous ST is expensive in terms
of data storage due to oversampling. This sampled version of the ST permits calculating the widely
used ST complex matrix that is obtained as (τ→ jT, f → n/NT)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
S
[
jτ, n

NT

]
=

N−1∑
m=0

X
[

m+n
NT

]
G(m, n)e

i2πmj
N , n � 0

S[ jτ, 0] = 1
N

N−1∑
m=0

X
[

m
NT

]
, n = 0

(A9)

where T denotes the sampling interval, N is the total number of sample points, and both X
[

m+n
NT

]
and

G(m, n) result after discrete fast Fourier transform (FFT), respectively, on the PQ disturbance signal x(t)
and the Gaussian window function w(t, f ):

X
[ n
NT

]
=

1
N

N−1∑
k=0

x[kT]e− i2πnk
N (A10)
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G(m, n) = e
−2π2m2

n2 (A11)

where j, k, m, and n are integers in the range of 0 to N − 1.
The result of discrete ST is a 2D time-frequency matrix that is represented as

S(τ, f ) = A(τ, f )e−iφ(τ, f ) (A12)

where A(τ, f ) is the amplitude andφ(τ, f ) is the phase. Each column contains the frequency components
present in the signal at a particular time. Each row displays the magnitude of a particular frequency
with time varying from 0 to N − 1 samples.
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Abstract: Over the past few decades, Vietnam has been one of the fastest growing economies in Asia,
experiencing a GDP growth rate of more than 6% per year. The energy industry plays an important
role in Vietnam’s continuous development, so access to reliable and low-cost energy sources will
be an important factor for sustainable economic growth. Achieving the goal of reducing global
greenhouse gas emissions, as set out in the Paris agreement on climate change, will depend heavily
on the development roadmap of emerging economies, such as Vietnam. Currently, developing
hydroelectric plants is Vietnam’s optimal choice in order to meet its target of renewable energy
development. Hydroelectricity in Vietnam is favorable thanks to the high average annual rainfall,
about 1800–2000 mm, and the dense river system, with more than 3450 systems. In addition to
providing electricity, hydropower plants are also responsible for cutting and fighting floods for
downstream areas in the rainy season, at the same time providing water for production and people’s
daily needs in the dry season. This work proposes the application of a multicriteria decision-making
(MCDM) model to select the best option for the installation of river hydroelectric plants in Vietnam.
The use of MCDM techniques in environmental decision-making, including selecting between various
alternatives, is important when this involves complex decisions in several disciplinary fields. The most
widely used of these techniques are the fuzzy analytical network process (FANP) and the technique
for order of preference by similarity to ideal solution (TOPSIS). As a result, Nghe An (LOC05) is
found to be the optimal solution for selecting river portions where hydroelectric plants are viable
in Vietnam.

Keywords: optimization techniques; hydroelectric; renewable energy; MCDM; fuzzy theory;
FANP; TOPSIS

1. Introduction

Since the start of the 21st century, the global economy’s constant expansion has driven world
energy demand to record levels. While thermal energy from fossil fuels provides the world with
most of its need—nearly 79.68% [1]—the lack of long-term sustainability and finite nature of these
sources encourages the search for more sustainable and renewable energy sources. Among many forms
of renewable energy, hydroelectric power is a proven technology, representing 15.90% of all energy
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generated [2]. However, while hydroelectric power is renewable, it is not without flaws. Damming
rivers can cause great environmental and social damage. In addition to the immediate loss of local flora
and fauna, building hydroelectric dams causes the displacement of people, a decline in the number
of fish (or even the extinction of certain species), and may negatively impact the surrounding food
systems and water quality [3]. Sustainable development is defined as development that can satisfy
current demand without sacrificing the ability of future generations to satisfy their own needs [4].
The goal of sustainable development is described as the balance between a triple bottom line of
social, environmental, and economic elements [5]. As such, it is important to consider social and
environmental criteria along with traditional economic criteria when planning for hydroelectricity
projects, in order to ensure their sustainability. Hydroelectric power plays an important part in the
economic and social development of many countries along the Mekong river. One of the large capacity
hydroelectric plants being exploited in Vietnam is Ban Chat hydroelectric plant (Figure 1).

 

Figure 1. Ban Chat hydroelectric plant in Vietnam [6].

Among these countries, Vietnam considers hydroelectric power to be the focus of its energy security
and production strategy, instead of other sources such as nuclear power or thermal power [7]. However,
there are many obstacles to developing hydroelectric projects in Vietnam, including environmental,
social, economic, and political problems that need to be considered [7].

According to scientists, hydropower accounts for a large proportion of Vietnam’s electricity
production structure and plays an important role in national energy security. In addition to generating
electricity, hydropower plants are also responsible for cutting and fighting floods for downstream
areas in the rainy season, and at the same time supplying water to downstream areas to meet people’s
needs in the dry season. However, according to the Asian Development Bank’s (ADB) assessment of
electricity planning, the risk to biodiversity is very serious because the hydroelectric dams are located
near sensitive and high biodiversity areas. Thus, choosing an optimal location for hydroelectric plants
is a multicriteria decision-making (MCDM) problem that requires the decision-maker to incorporate
both quantitative and qualitative factors. MCDM refers to making the best choice from a finite set of
decision alternatives, in terms of multiple, usually conflicting criteria [8].

The aim of this paper is to propose a hybrid MCDM model for hydroelectric location evaluation
and selection in Vietnam. In the first stage of this research, all criteria affecting the hydroelectric plant
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location evaluation and selection process were defined by experts and a literature review. As many of
these criteria were qualitative, it was necessary to solve this problem in a fuzzy environment. Thus, a
fuzzy analytical network process (FANP) was used to determine the weight of all the criteria. In the
final stage, a technique for order of preference by similarity to ideal solution (TOPSIS) was then applied,
to rank all the potential plant locations.

The next part of this paper presents literature reviews to support the building of the MCDM model,
methods of determining the parameters of the FANP model, and the TOPSIS model. Discussions and
conclusions are presented at the end of the paper.

2. Literature Review

Many literatures have applied an MCDM approach in various fields and disciplines over the
years. One of the most popular uses of MCDM is for solving location selection problems and many
studies have employed MCDM in energy plant location decisions [9–11]. Farahani and Asgari [12]
developed a model for selecting the optimal location of warehouses in a military logistics system.
The authors used a TOPSIS model to assess the quality of potential locations, based on a given
set of criteria, then used a multiple objective set covering model to obtain the optimal locations.
Zak and Weglinski [13] introduced a two-stage procedure for a logistics center location selection
problem, based on ELimination Et Choice Translating Reality III/V (ELECTRE III/V). In the first stage
of the procedure, a macro-analysis of the regions was performed and multiple criteria affecting the
selection process, including sustainability criteria, were obtained. Then, ELECTRE III/V was employed
to obtain a complete ranking of the potential locations. Choudhury et al. [14] proposed a hybrid
MCDM model, using the analytic hierarchy process (AHP) technique and a multivariant adaptive
regression spline (MARS) through a polynomial neural network to find the optimal locations of surface
water treatment plants.

Among many MDCM techniques, the TOPSIS and FANP models are frequently employed in
solving location selection problems. Suder and Kahraman [15] employed a fuzzy TOPSIS model for
selecting the optimal location of a university faculty office. Hanine et al. [16] proposed a hybrid model,
using the FAHP (fuzzy analytical hierarchy process) and fuzzy TOPSIS models, to evaluate and select
a location for a solid waste landfill site. In this research, the fuzzy AHP model was employed to
calculate the weight of the selected criteria and model the linguistic ambiguity, whereas the fuzzy
TOPSIS model was used to obtain the ranking of potential locations, with respect to the criteria.
Hanine et al. [17] proposed a geophysical information system (GIS)-FAHP-TOPSIS method for location
selection problems. In this paper, the authors incorporated a geophysical information system into a
hybrid FAHP-TOPSIS multicriteria decision making model to create a method for selecting a landfill
site of industrial wastes. Erkeyman et al. [18] developed a fuzzy TOPSIS model for selecting an optimal
location for a logistics center in the northeast region of Turkey. In this research, the authors used
geographical, physical, socio-economic, and cost factors to form the criteria. Then, a fuzzy TOPSIS
model was used to obtain the rankings for three potential alternatives based on these criteria.

Location problems are one of many popular topics in energy production planning and MCDM
models are often used to solve these problems. Wang et al. [19] proposed a hybrid MCDM model to assist
decision-makers in the evaluation and selection of a solid waste energy plant in Vietnam. The proposed
model was built by combining the FANP and TOPSIS techniques. Demirel and Vural [20] suggested
FANP as a plausible technique to solve a multicriteria solar energy plant location selection problem.
Samanlioglu and Ayag [21] introduced a hybrid FAHP-PROMETHEE II model to evaluate solar power
plant potential locations in Turkey. In this paper, FAHP was employed to calculate the weights of
criteria, while F-PROMETHEE II provided the rankings of potential solar power plant locations,
with respect to the criteria. Jeong and Ramirez-Gomez [22] combined a geographic information
system multicriteria decision analysis (GIS-MCDA) and fuzzy decision-making trial and evaluation
laboratory (F-DEMATEL) technique to evaluate potential sites for biomass power plants. In this
research, the authors used the F-DEMATEL to determine the weights of the criteria, which included
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environmental, socio-economic, and geophysical constraints. Then, the optimal locations with regards
to these criteria are obtained through the use of a weighted linear combination technique.

3. Methodology

In order to build an effective location selection model, the implementation process was carried
out in the main steps as shown in Figure 2:

Figure 2. Research graph.

3.1. Fuzzy Theory

The triangular fuzzy numbers (TFN) can be defined as (k, h, g), with k, h and g (k ≤ h ≤ g)
being the parameters that specify the smallest likely value, the promising value, and the largest possible
value in TFN. TFN are shown in Figure 3 and can be described as:

μ

(
x

M̃

)
=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0,

x−k
h−kg−x
g−h
0,

i f x < h,
if k ≤ x ≤ h,
if h ≤ x ≤ g,
i f x > g,

(1)
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A fuzzy number is given as:

M̃ = (Mo(y), Mi(y)) = [k + (h− k)y, g + (h− g)y], y ∈ [0, 1] (2)

where o(y) and i(y) represent the left side and the right side of a fuzzy number, respectively. The below
shows basic calculations which involve two positive TFN, (k1, h1, g1) and (k2, h2, g2).

(k1, h1, g1) + (k2, h2, g2) = (k1 + k2, h1 + h2, g1 + g2)

(k1, h1, g1) − (k2, h2, g2) = (k1 − k2, h1 − h2, g1 − g2)

(k1, h1, g1) × (k2, h2, g2) = (k1 × k2, h1 × h2, g1 × g2)
(k1, h1, g1)
(k2, h2, g2)

= (k1/k2, h1/h2, g1/g2)

(3)

3.2. Fuzzy Analytic Network Process (FANP) Method

The fuzzy analytic network process (FANP) is commonly used as an alternative to the fuzzy
analytical hierarchy process (FAHP) to determine priority weights from fuzzy comparison matrices,
due to its simplicity in comparison with FAHP. For instance, Guneri et al. [23] employed FANP for
a shipyard location selection process, while incorporating the extent analysis method introduced by
Chang [24]. Assume that X =

{
x1, x2, x3, . . . .xn

}
is an object set and O =

{
o1, o2, o3, . . . .on

}
is a set of

goals. According to Chang [24], the process takes each object from the object set and performs an
extent analysis of each goal (gi) of the object. Therefore, m, the extent analysis values of each object,
can be written as followed:

M1
qi

, M2
qi

, . . . , Mm
qi

, i = 1, 2, . . . , n (4)

where Mj
qi
( j = 1, 2, . . . ., m) are the TFN. Chang’s extent analysis process is described as follows:

Step 1: The fuzzy synthetic extent value of the ith object is calculated as:

Si =
m∑

j=1

Mj
qi
⊗

⎡⎢⎢⎢⎢⎢⎢⎣
n∑

i=1

m∑
j=1

Mj
qi

⎤⎥⎥⎥⎥⎥⎥⎦
−1

(5)

The fuzzy addition operation of m extent analysis values of the object matrix (
m∑

j=1
Mj

gi
) is

calculated as:
m∑

j=1

Mj
qi
=

⎛⎜⎜⎜⎜⎜⎜⎝
m∑

j=1

vj,
m∑

j=1

uj,
m∑

j=1

zj,

⎞⎟⎟⎟⎟⎟⎟⎠. (6)

The fuzzy additional operation of Mj
qi
( j = 1, 2, . . . ., m) values ([

n∑
i=1

m∑
j=1

Mj
gi
]
−1

) are performed as:

n∑
i=1

m∑
j=1

Mj
qi
=

⎛⎜⎜⎜⎜⎜⎜⎝
n∑

j=1

vj,
n∑

j=1

uj,
n∑

j=1

zj,

⎞⎟⎟⎟⎟⎟⎟⎠. (7)

Then, the inversion of the vector in (5) is calculated as:

⎡⎢⎢⎢⎢⎢⎢⎣
n∑

i=1

m∑
j=1

Mj
gi

⎤⎥⎥⎥⎥⎥⎥⎦
−1

=

(
1∑n

i=1 vi
,

1∑n
i=1 ui

,
1∑n

i=1 zi

)
. (8)

Step 2: The degree of possibility of M2 = (v2, u2, z2) ≥M1 = (v1, u1, z1) is calculated as:

V(M1 ≥M2) = supy≥x[min
(
μM1(x),

)
,
(
μM2(y)

)
] (9)
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Which can be rewritten as follows:

V(M1 ≥M2) = hgt(M1 ∩M2)= μM2(d) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 i f u2 ≥ u1

0 i f v1 ≥ z2
v1−z2

(u2−z2)−(u1−v1)
otherwise

(10)

where d is the ordinate of the highest intersection point D between μm1 and μm2 . To compare M1 and
M2, we need both the degree of possibility of (M1 ≥M2) and (M2 ≥M1).

Step 3: The degree of the possibility that a convex fuzzy number is greater than c convex fuzzy
number, with Mi(i = 1, 2, . . . , c), is calculated as:

V(M ≥M1, M2, . . . , Mk) = V[(M ≥M1) and (M ≥M2) ]

and,
(M ≥Mc) = min V(M ≥Mi), i = 1, 2, . . . , c

(11)

Under the assumption of d′(Ai) = minV(Si ≥ Sc), for c = 1, 2, . . . n and c#I, the weight vector is
calculated as:

W′ = (d′(A1), d′(A2), . . . d′(An))
T, (12)

where Ai are n elements.
Step 4: Finally, the normalized weight vectors are calculated as:

d(Ai) =
d′(Ai)∑n

i=1 d′(A1)
(13)

W = (d(A1), d(A2), . . . ., d(An))
T (14)

3.3. Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)

The TOPSIS method was introduced by Hwang et al. [25]. A typical TOPSIS procedure can be
described as follows [26,27]:

Step 1: Construct a normalized decision matrix:

eij=
Xij√∑m
i=1 X2

ij

(15)

where xij and eij are original and normalized scores of a decision matrix, respectively.
Step 2: The normalized weight matrix is determined as follows:

sij = wjeij (16)

where wj is the weight for the j criterion.
Step 3: Determine the PIS O+ matrix and NIS O – matrix:

O+ = s+1 , s+2 , . . . , s+n
O− = s−1 , s−2 , . . . , s−n ;

(17)

Step 4: Identifying the gap between the performance values of each option with the positive ideal
solution (PIS) matrix and negative ideal solution (NIS) matrix:

Distance to PIS.

S+
i =

√∑m

j=1

(
s+i − sij

)2
; i = 1, 2, . . . , m (18)

296



Energies 2020, 13, 2783

Distance to NIS.

S−i =

√∑m

j=1

(
sij − s−i

)2
; i = 1, 2, . . . , m (19)

where D+
i is the distance to the PIS and D−i is the distance to the NIS for the ith option.

Step 5: Determine the preference value (Pvi) for each option:

Pvi =
S−i

S−i + S+
i

i = 1, 2, ..., m (20)

Pvi values are used to benchmark and determine the ranking of the potential options.

 

 

 

 

1 

0 k h g 
M i(y) 

o(y) M 

Figure 3. Triangular Fuzzy Number.

4. Case Study

Due to the geographical location of Vietnam, located in a tropical climate, with hot and humid
rain, the country has access to relatively rich hydroelectric resources. The topographic distribution
stretching from the north to the south, with a coast more than 3400 km long and an elevation change
from sea level to more than 3100 m, has created a tremendous source of potential energy, generated by
the terrain variation [28].

Many evaluation studies have shown that Vietnam can exploit hydroelectric power sources at
about 25,000–26,000 MW, equivalent to about 90–100 billion kWh of electricity. However, the potential
of hydroelectricity can be exploited even more: from 30,000 MW to 38,000 MW and an exploitable
power of 100–110 billion kWh [28].

In order to serve the needs of industrialization and modernization, this period is very important
for exploiting the country’s hydroelectric energy. The largest hydropower projects built and completed
during this period were Son La Hydroelectricity (2400 MW), Lai Chau Hydroelectricity (1200 MW),
and Huoi Quang Hydroelectricity (560 MW) [28].

Recently, the process of inter-reservoir operation for hydropower steps was established and signed
by the prime minister to issue decisions for all river basins with hydropower steps. By 2018, a total of
80 large and medium hydropower projects had come into operation, with a total installed capacity of
15.999 MW [28]. It can be said that, to date, many large hydro projects with capacities of over 100 MW
have been generated. Vietnam’s rivers network is shown in Figure 4.
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Figure 4. Vietnam’s rivers network [29].

Therefore, the study of potential locations to invest in the construction of hydropower plants is
essential in order to ensure a stable supply of energy for the socio-economic development of Vietnam.
The river system of Vietnam is dense and distributed over many different territories. The potential for
small hydroelectricity is concentrated mainly in the northern mountainous areas, the south-central
areas, and the central highlands. Hydropower is still the most utilized renewable energy source,
contributing about 40% of the total national electricity capacity. The potential of small hydroelectricity
is huge, with more than 2200 rivers and streams with a length of over 10 km, 90% of which are small
rivers and streams. These offer a favorable basis for developing small hydroelectricity [30].

To prove the research model is feasible, ten potential locations and fourteen criteria were considered.
The names of the ten locations and their symbols in the MCDM model are shown in Table 1.

Table 1. Name and symbol of ten location.

No Location Symbol

1 Lai Chau LOC01
2 Son La LOC02
3 Ha Giang LOC03
4 Yen Bai LOC04
5 Nghe An LOC05
6 Kon Tum LOC06
7 Dak Lak LOC07
8 Lam Dong LOC08
9 Bac Can LOC09

10 Hoa Binh LOC10

After conducting a literature review and consulting experts, fourteen criteria were selected to
assess each potential location, including: protected fauna, fish population, flow regime, landscape
quality, public opposition to project, water quality, vegetation, soil fragility and erosion, accumulation
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or synergy with other projects, project cost, rated power, distance of power house from grid line,
distance of power house from village, and distance of power house from road. All the criteria are
shown in Figure 5.

Figure 5. Criteria affecting location selection.

The input data of the FANP model are determined by the opinions of experts. The fuzzy
comparison matrix of goal from the FANP model is shown in Table 2.

Table 2. Fuzzy comparison matrices for GOAL.

Criteria A1 A2 A3 A4 A5

A1 (1,1,1) (1,1,1) (3,4,5) (1,2,3) (3,4,5)

A2 (1,1,1) (1,1,1) (1,1,1) (1,2,3) (3,4,5)

A3 (1/5,1/4,1/3) (1/4,1/3,1/2) (1,1,1) (1/2,1/3,1/4) (1,1/2,1/3)

A4 (1/3,1/2,1) (1/3,1/2,1) (4,3,2) (1,1,1) (2,3,4)

A5 (1/5,1/4,1/3) (1/5,1/4,1/3) (3,2,1) (1/4,1/3,1/2) (1,1,1)

The fuzzy numbers were converted to real numbers by using the TFN. During the defuzzification,
the authors obtained the coefficients α = 0.5 and β = 0.5. Here, α represents the uncertain environment
conditions, and β represents the attitude of the evaluator is fair.

g0.5, 0.5(aA1,A4) = [(0.5 × 1.5) + (1 − 0.5) × 2.5] = 2

f0.5(LA1, A4) = (2 − 1) × 0.5 + 1 = 1.5

f0.5(UA1, A4) = 3 − (3 − 2) × 0.5 = 2.5
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g0.5, 0.5(aA4,A1) = 1/2

The remaining calculations for other criteria are as in the above calculation. The real number
priority when comparing the main criteria pairs is shown in Table 3.

Table 3. Real number priority.

Criteria A1 A2 A3 A4 A5

A1 1 1 4 2 4

A2 1 1 3 2 4

A3 1/4 1/3 1 1/3 1/2

A4 1/2 1/2 3 1 3

A5 1/4 1/4 2 1/3 1

For calculating the maximum individual value as following:

Q1 = (1 × 1 × 4 × 2 × 4)1/5 = 2

Q2 = (1 × 1 × 3 × 2 × 4)1/5 = 1.9

Q3 = (1/4 × 1/3 × 1 × 1/3 × 1/2)1/5 = 0.43

Q4 = (1/2 × 1/2 × 3 × 1 × 3)1/5 = 1.18

Q5 = (1/4 × 1/4 × 2 × 1/3 × 1)1/5 = 0.5

ΣQ = 6.01

ω1 =
2

6.01
= 0.33

ω2 =
1.9
6.01

= 0.32

ω3 =
0.43
6.01

= 0.07

ω4 =
1.18
6.01

= 0.20

ω5 =
0.5
6.01

= 0.08

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 4 2 4
1 1 3 2 4

1/4
1/2
1/4

1/3
1/2
1/4

1
3
2

1/3
1

1/3

1/2
3
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.33
0.32
0.07
0.20
0.08

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.65
1.58
0.37
0.98
0.45

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.65
1.58
0.37
0.98
0.45

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
/

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.33
0.32
0.07
0.20
0.08

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

5
4.9
5.2
4.9
5.6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Based on number of main criteria, the authors found that n = 5; λmax and CI are calculated as

following:

λmax =
5 + 4.9 + 5.2 + 4.9 + 5.6

5
= 5.12
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CI =
λmax − n

n− 1
=

5.12− 5
5− 1

= 0.03

To calculate the CR value, we found that RI = 1.12, with n = 5.

CR =
CI
RI

=
0.03
1.12

= 0.0268

Because CR = 0.0268 ≤ 0.1, there is no need to re-evaluate. The weights of criteria are shown in
Table 4.

Table 4. The weights of criteria.

No Symbol Weight

1 CR1 0.0425
2 CR2 0.1017
3 CR3 0.0847
4 CR4 0.1023
5 CR5 0.1023
6 CR6 0.0534
7 CR7 0.0427
8 CR8 0.0284
9 CR9 0.0932
10 CR10 0.0415
11 CR11 0.0906
12 CR12 0.0704
13 CR13 0.0748
14 CR14 0.0715

To identify potential locations, the TOPSIS model was applied in the final phase of the study.
Calculation results are shown in Table 5.

Table 5. Results from TOPSIS Model.

Alternatives Si+ Si- Pvi

LOC01 0.0204 0.0177 0.4654
LOC02 0.0174 0.0161 0.4799
LOC03 0.0166 0.0169 0.5038
LOC04 0.0161 0.0195 0.5479
LOC05 0.0126 0.0247 0.6617
LOC06 0.0178 0.0184 0.5083
LOC07 0.0193 0.0201 0.5106
LOC08 0.0209 0.0129 0.3804
LOC09 0.0228 0.0173 0.4313
LOC10 0.0159 0.0210 0.5701

The TOPSIS model is based on the concept that the chosen alternative should have the shortest
geometric distance from the positive ideal solution (PIS) and the longest geometric distance from the
negative ideal solution (NIS), which results in Nghe An (LOC05) being the most optimal location from
the potential alternatives (Table 5 and Figure 6).
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Figure 6. PIS and NIS values.

5. Discussion

Hydropower has always been an important part of Vietnam’s national energy production
structure and energy security. Hydropower dams are not only responsible for generating much-needed
electricity—they also play an important part in controlling floods in rainy seasons and act as valued
water reservoirs in dry seasons. However, while hydroelectric is a proven source of renewable energy,
hydroelectric dams can cause serious environmental and social damage, such as the displacement of
communities, declining number of fish, crippled food systems, and lower water quality [3].

Therefore, to ensure the goal of sustainable hydroelectric production is reached, it is necessary
to improve the decision-making process by strengthening coordination among stakeholders, as well
as improving quality in the participation of stakeholders. As most of the environmental and social
problems of hydroelectric production are directly linked to a plant’s location, it is important that
economic, social, and environmental criteria are considered in the hydroelectric dam location selection
process. Thus, this decision-making process can be considered as a multi-criteria decision process,
in which the decision-maker must consider both qualitative and quantitative factors. In the proposed
model, there are fourteen economic, social, and environmental criteria, including: fauna protection,
fish population, flow regime, landscape quality, public opposition to project, water quality, vegetation,
soil fragility and erosion, accumulation or synergy with other projects, project cost, rated power,
distance of power house from grid line, distance of the powerhouse from village, and distance of the
powerhouse from road. In the case study, input data were applied to the proposed model, which
resulted in Nghe An (LOC05) being the most optimal location from the potential alternatives (Table 5).

The proposed MCDM model will assist researchers and decision-makers in identifying the
optimal locations for building hydroelectric plants, while incorporating important economic, social,
and environmental criteria. This research can also be used to support similar location selection
processes in other countries and industries where sustainability is an important factor.

6. Conclusions

In Vietnam, hydroelectric power accounts for a high proportion of the electricity production
structure. Currently, although the electricity industry has developed to diversify power sources,
hydropower still accounts for a significant proportion of these.
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Large hydroelectric projects can cause negative environmental and social impacts. These projects
require very large reservoirs and may lead to the loss of a large area of land, most of which
is agricultural. Thousands of households may need to be relocated and resettled, a cultural
area within the burial area of the lake may be disturbed, and greenhouse gas emissions (mainly
methane) generated by flooded organisms in the lake may be affected. To sustainably exploit and
develop hydroelectricity, everything—including planning, investment projects, technical designs,
construction work, and operation management—absolutely must strictly comply with specific
procedures. In addition, it is necessary to ensure the quality of the construction, as well as the
response scenario for dams and natural disaster mitigation for the community. Thus, hydroelectric
plant location selection is an MCDM problem that decision-makers must evaluate in terms of both
qualitative and quantitative factors. This is the reason why the author proposes a fuzzy MCDM model
for hydroelectric plant location selection in this work. For building this proposed model, the author
considered fourteen criteria that related to the decision-making process.

The research implemented fuzzy theory and the ANP and TOPSIS models for selecting the most
suitable location. The implementation, using a case study, shows that the proposed model is feasible.
The combined model can also be studied in conjunction with other models to diversify options.
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Abstract: Contingency Constrained Optimal Power Flow (CCOPF) differs from traditional Optimal
Power Flow (OPF) because its generation dispatch is planned to work with state variables between
constraint limits, considering a specific contingency. When it is not desired to have changes in the
power dispatch after the contingency occurs, the CCOPF is studied with a preventive perspective,
whereas when the contingency occurs and the power dispatch needs to change to operate the system
between limits in the post-contingency state, the problem is studied with a corrective perspective.
As current power system software tools mainly focus on the traditional OPF problem, having the
means to solve CCOPF will benefit power systems planning and operation. This paper presents a
Quadratically Constrained Quadratic Programming (QCQP) formulation built within the matpower
environment as a solution strategy to the preventive CCOPF. Moreover, an extended OPF model that
forces the network to meet all constraints under contingency is proposed as a strategy to find the
power dispatch solution for the corrective CCOPF. Validation is made on the IEEE 14-bus test system
including photovoltaic generation in one simulation case. It was found that in the QCQP formulation,
the power dispatch calculated barely differs in both pre- and post-contingency scenarios while in the
OPF extended power network, node voltage values in both pre- and post-contingency scenarios are
equal in spite of having different power dispatch for each scenario. This suggests that both the QCQP
and the extended OPF formulations proposed, could be implemented in power system software tools
in order to solve CCOPF problems from a preventive or corrective perspective.

Keywords: quadratically constrained quadratic programming; contingency constrained optimal
power flow; optimal power flow

1. Introduction

Contingency Constrained Optimal Power Flow (CCOPF) can be studied as a reduced Security
Constrained Optimal Power Flow (SCOPF). Modelling of SCOPF problems should include as many
real variables as possible. As stated by Capitanescu et al. [1], SCOPF minimizes an operation cost
function subject to equality and inequality constrains at three different times, in which three different
limits of operation are usually met. The first of these times relates to the operation before a contingency,
that means, the original power system operation.

The next group of equality and inequality constraints refers to the post-contingency at short-term
time frame, which mainly focuses in keeping system stability by setting or changing system variables
during a critical clearing time of the contingency. Works such as that in [2] by Tang and Sun, or that
in [3] by Nguyen-Duc, Tran-Hoai, and Vol Ngoc approach the transient stability constrained optimal
power flow problem in this short-term time frame.
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Last set of constraints emerge when the system works while being stressed with the contingency.
These medium-term time constraints could be the same as those from the original power system
operation. However, in real life, the medium-term limits are more permissible than the originals, these
are usually defined in specific time frames in which the violation can be endured by the equipment of
the network and assuming that the contingency will not be permanent. Several medium-term time
constraints can appear with, for example, time frames of 1, 5, or 30 min [1].

A contingency can be modeled as a change in the topology of the power system. This change in
topology may lead to unacceptable states in the system variables, violating predefined constraints for
the operation after the contingency. In order to avoid critical changes in the system, a preventive SCOPF
perspective rises as a solution. As stated by Hinojosa [4], in this formulation, the post-contingency
generation condition is the same as the pre-contingency generation condition; however, due to the
change of topology, power flows and node voltage may have variations within the system; they
must be between post-contingency limits (mid-term) in order for the SCOPF solution to actually
work. PSCOPF has difficulties in the sense that not all constraints are of the same likelihood and
not all have equal economic impact in the network. Furthermore, PSCOPF problem modelled with
different mathematical structures must be solved by suitable optimization algorithms such as linear,
non-linear or mixed-integer ones [5] or even through heuristic approaches [6] different from the
methods used to solve the traditional OPF (interior point solver). As a consequence of its complexity,
system compressions and linearizations have been proposed to solve these types of problems [7].

Another approach to SCOPF is that of the corrective SCOPF perspective. When constraint
violations occur after a contingency, and, after the response of controls at different points in the system,
those violations can be removed in a specified window of time, the system is considered as correctively
secure [5]. Different corrective actions can take place depending on the equipment available in the
system, e.g., modification of the power dispatch of generation machines, changes in voltage taps of
transformers, use of FACTS or compensation banks, among others [8,9]. All these actions are limited
by their time frame of action and/or feasibility of execution. In order to include this restriction in the
formulation of the CSCOPF problem, a set of constraints could be defined for including the allowed
number of corrective actions for both the short- and medium-term time frames after the contingency
occurs. In this approach, some constraints, particularly on important voltages, will remain enforced as
a PSCOPF approach, in order to guarantee low variations in voltage magnitudes after a contingency.

To solve the traditional SCOPF problem, it is also necessary to take into account all the
contingencies that can affect the power system. The SCOPF solution would allow the system to
work between specified constraints after a contingency, making this problem very complex as it
was described by Gunda et al. and Fang et al. [10,11], showing that including all constraints in the
traditional OPF interior point solution method could prevent convergence and, tackling the problem
using metaheuristic strategies makes the problem hard to solve within short periods of time (critical
clearing times of the contingency in the case of the CSCOPF) without high computational power.

More variables should be included in the problem formulation to obtain a more accurate and
complete solution, such as the use and implementation of FACTS [12,13], the cost of performing
regulation actions or the costs that could cause an outage originated by the contingency under
study [14]. Despite a SCOPF solution that is calculated in real-time, its implementation becomes
complicated since most power systems work under the unit commitment philosophy in which power
dispatch decisions need to be taken well in advance, usually, the day before of the operation of the
machines, which prevents regulation actions such as re-dispatches of generation.

In [15] by Gao et al. and in [16] by Cao et al. the authors explore the use and re-dispatch of
Distributed Energy Resources and/or energy storage systems installed across the power network as
a corrective measure to solve the CSCOPF. This is possible since inertia of DERs is small, allowing a
fast change of power dispatched, when available. All these variables form a more complete view of
the SCOPF.
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Nevertheless, approximations and reductions of the original problem are welcomed as their
results serve as a first approximation of the complex global solution. Security constraints have even
been taken into account in the formulation of multi-objective management systems, for example,
Amin Nasr et al. [17] propose a management system aiming to minimize active power losses and
operating costs while improving the system voltage profile. This last multi-objective approach is
searched while meeting voltage stability and generation contingency constraints. A more reduced
version of the problem that can be considered is the limitation of contingencies for study. As discussed
by Alzalg et al. [18], the SCOPF can be reduced to respond only if the OPF problem can be solved
simultaneously for the original network and the network after contingency when a branch is cut.
This is called a single e − 1 SCOPF problem formulation, CCOPF hereafter.

This paper aims to solve a CCOPF problem when a single branch contingency occurs. Motivation
in this work is centered in the use of a Quadratically Constrained Quadratic Programming formulation
that can represent the PCCOPF problem with a quadratic objective cost function in terms of node
voltages instead of the linear methods and reductions found in the literature [7,19,20] for the solution
of the PSCOPF. Moreover, as in the corrective perspective is of interest that voltage magnitudes are
kept equal in important nodes after a contingency, a CCCOPF methodology is proposed to find
two sets of power dispatches that ensure same voltage magnitudes in both the pre-contingency and
post-contingency states of the system. This solution could give guidance on the necessary corrective
actions that systems with only generation controls (with low inertia) should aim to in specific windows
of time. Both strategies aim to contribute to the implementation of preventive and corrective CCOPF
formulations coupled to the traditional OPF structure implemented in power system software tools,
specially in the proposed CCCOPF strategy, where the optimization solver is the same one used to
solve traditional OPF. Both strategies are limited to one branch contingency (complete disconnection
of branch) and no short-term time frame analysis is considered, which could be more important in
the CCCOPF formulation. An approximate model of renewable PV generation is included in the OPF
problem as well. The specific contributions of this work towards the state-of-the-art are listed below.

• Proposition of PCCOPF formulation by using QCQP with the matpower environment.
• Proposition of CCCOPF formulation in the matpower environment that ensures the same voltage

magnitude at all nodes in the system (pre- and post-contingency).

The results only apply for the operation prior to the contingency and the steady state operation after
the contingency. As for the structure of the document, the problem formulation and variables included
are presented in Section 2. Section 3 provides two different potential strategies for solving CCOPF
problems through MATPOWER toolbox version 6.0 [21] and QCQP. Section 4 explains and compares
the results obtained with both approaches and conclusions are presented in Section 5.

2. Problem Formulation

The CCOPF formulation here considered takes into account two different scenarios: one prior
disconnection of a determined branch and the second one after disconnection of the branch.

The problem formulation is interpreted as in the hypothetical network of Figure 1, where the
system of study has certain power dispatch (Pi0 i = 1, 2, 3) for which sets of equality and inequality
constraints g, h are met prior to the disconnection of one of its branches. After contingency in a selected
branch k occurs, it is supposed that the system disconnects branch k and, as a consequence, the system
acquires a new topology, for which a new power dispatch (Pik, i = 1, 2, 3) needs to be regulated in order
to meet with the same set of equality and inequality constraints as prior to the branch disconnection.
The CCOPF formulation proposed in this work is based on the original OPF formulation for steady
state conditions as described next.
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Figure 1. Interpretation of the CCOPF problem in a hypothetical network in steady state.

2.1. Objective Function

The optimal power flow can be seen as the minimization of the power system cost function
maintaining some of their operation variables between specified ranges [22]. In general, the cost
function of each generation agent (only with thermal generation) is defined as follows,

CGi = αiP2
i + βiPi + γi (1)

where CGi is the cost of power injections of thermal generator i; Pi is the active power injected by
thermal generator i; and αi, βi, and γi are coefficients of thermal generator i that multiply the injected
power Pi when its exponent is of 2, 1 and 0, respectively. As stated by Bernal-Rubiano et al. [23],
the cost function of photovoltaic (PV) generators controlled with a battery bank and whose power
generation behaves with a probability density function defined with an uniform distribution could be
represented as follows,

CGPVi = αiP2
i − βiPi + γi (2)

with CGPVi being the cost of power injections of PV generator i; Pi is the active power injected
by PV generator i; and αi, βi, and γi are coefficients of PV generator i that multiply the injected
power Pi when its exponent is of 2, 1, and 0, respectively. This has the same form as the cost function
of the thermal generation, but the term βi for every PV generator i is negative in its cost function.
The negative value of this parameter is demonstrated in the mathematical uncertainty cost functions for
controllable photovoltaic generators when it is considered uniform distributions for solar irradiation
in a time instance [23]. The validation of this negative coefficient, it is performed comparing (in [23])
the Monte Carlo simulation with the analytic proposal where the low error in the results proved the
advantages of using the analytic model due to its quadratic form and its coherence with the simulations
that were performed [23].

2.2. Equality Constraints

Constraints in the OPF problem are separated into equality constraints (g(x)) and inequality
constraints (h(x)). Equality constraints are, in essence, the power balance equations at each node of
the system. They are represented by

gP(θ, Vm, Pg) = PBUS(θ, Vm) + Pd − CgPg = 0 (3)

gQ(θ, Vm, Qg) = QBUS(θ, Vm) + Qd − CgQg = 0 (4)

Where the sets gP and gQ are the active and reactive power balance equations at all nodes of the
system: θ is the set of voltage angles; Vm is the set of voltage magnitudes; Pg and Qg are the sets of
active and reactive power generated; PBUS and QBUS are the sets of net active and reactive power flows
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which are calculated with θ; and Vm, Pd, and Qd are the sets of active and reactive power demanded
and Cg is the set of loss coefficients at all nodes.

2.3. Inequality Constraints

Inequality constraints are separated into two sets: the first one refers to loadability line limits,
typically expressed in MVA. The power flow through a branch should not exceed its loadability limits.
This power flow is evaluated through the apparent power injection at the nodes that the branch
connects (expressed as To and From nodes).

h f (θ, Vm) = |Ff (θ, Vm)| ≤ Fmax (5)

ht(θ, Vm) = |Ft(θ, Vm)| ≤ Fmax (6)

where h f and ht are the sets of inequality branch loadability constraints of the From and To nodes of
each branch, respectively. Ff and Ft are the sets of calculated apparent power at the From and To nodes
of each branch and Fmax is the set of maximum apparent power flow through each branch.

The second set of inequality constraints describes voltage limits at each bus and power generation
limits for each generation agent:

hV = Vmin
m ≤ Vm ≤ Vmax

m (7)

hP = Pmin
g ≤ Pg ≤ Pmax

g (8)

hQ = Qmin
g ≤ Qg ≤ Qmax

g (9)

where hV is the set of inequality voltage magnitudes at all nodes, hP and hQ are the sets of inequality
active and reactive power generation for all generation agents, and the superscripts min and max refers
to the minimum and maximum of each variable set.

With this mathematical formulation and based on the system topology, optimization takes place to
find generation set-points of each agent that ensure the least operational cost of the system complying
with all constraints.

2.4. Contingency Constrained Optimal Power Flow Problem

In planning and operation of actual and future power systems, a great amount of scenarios must
be taken into account as technology becomes more accessible to ensure security in the power system.
Even though OPF could be considered as the basic guideline for operation of power systems, network
operators should extend their studies to consider CCOPF and SCOPF problems with the different and
reasonable contingencies that may appear in the network, which could lead to the most expensive or
damaging results.

As stated previously, the CCOPF problem differs from the traditional OPF problem because in
the CCOPF, it is desired to obtain generation power dispatches that meet both pre-contingency and
post-contingency constraints for both system scenarios, even if the operational cost of the system
increases. In comparison, the traditional OPF only focuses on the minimization of the operational cost
of the system without considering any contingency, and so, its dispatch and final values of its state
variables are different from those of the CCOPF. However, many parts of the original OPF formulation
can be used to build the CCOPF formulation. In this work, the original objective function will remain,
i.e., trying to minimize the operation cost in the network.

The reduction of transmission line losses or improvement in bus voltages profiles both in normal
and post-contingency operation have to be considered in the CCOPF formulation. These secondary
objectives do not need to be included in the general objective function; however, they can be taken into
account with more conservative restrictions in the problem constraints.
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The traditional constraints of the OPF formulation also remain in CCOPF, in addition, as systems
that search for CCOPF dispatch need to keep bus voltages and transmission line losses controlled, it is
common to find that their bound limits are more restrictive that those found in traditional OPF.

CCOPF requires additional constraints to ensure that the power system will work between bounds
in pre-contingency and post-contingency operation. Based on the general SCOPF given in [24], where
an amount of N contingencies are included in the main problem, the following general formulation is
considered and used in this work, where all constraints prior to and after the contingency need to be
met in order to obtain a CCOPF solution:

Min
x,u

NG
∑

i=1
CGi (x, u) (10)

s.t. g(k)(x, u); k = 0, 1. (11)

h(k)(x, u); k = 0, 1. (12)

where CGi refers to the operational cost of generator i, whose operation cost function could be type
(1) or (2). (x, u) are independent and dependent variables of the system, respectively. NG designates
the total number of generators connected to the power system. g and h represent the set of equality
and inequality constraints of the problem (see Equations (3–9)). Superscript k = 0 refers to the
pre-contingency state of the network, while k = 1 refers to post-contingency state of the network.
As contribution to the state-of-the-art, the work explores the preventive CCOPF implementation using
a QCQP model with a quadratic objective function in terms of the voltage instead of the traditional
cost function using active power. The QCQP formulation could be extended to include more than just
one contingency. Moreover, a corrective CCOPF implementation is explored using an extension of the
traditional OPF formulation, adding a constraint to keep node voltages equal to the pre-contingency
state after the contingency occurs.

3. Strategies for Solving Contingency Constrained Optimal Power Flow Problems

3.1. QCQP Formulation of Preventive CCOPF Problem

The Optimal Power Flow problem can be seen as a Quadratically Constrained Quadratic
Programming model; this mainly brings out the benefit of studying OPF problems from a standard
mathematical optimization perspective, encouraging participation of more research areas by tackling
OPFs with different methodologies. In order for this format to work, the following are considered.

• The state variable that is iterated to find the solution is, for every node, the complex voltage at
the node.

• As the injected active power Pi can be expressed as a function ( fi) of the voltage angle θi and
voltage magnitude Vmi squared. High order terms of Equations (1) and (2) are omitted to keep a
quadratic format in the objective function:

CGi = βiPi + γi = βi fi(V2
mi, θi) + γi (13)

• The operation cost function (13) could also be used to represent the cost of Photovoltaic generation
by changing the βi coefficient sign to negative.

• Loadability line constraints are rewritten in terms of current square. In doing so, all constraints
are quadratic as well.

The OPF of a defined power network can be converted into a QCQP instance in terms of the
complex voltages of the network. This conversion is done as explained in [25]. Equation (13) for all
generation agents can be expressed as

CG = VHCV + c (14)
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where CG is the set of operational costs for all generators, V is the matrix of complex voltages at all
nodes, VH the Hermitian (complex conjugate) transpose of V, C is a matrix related to the β coefficients
of the generators, and c is a constant term vector related to the γ coefficients of the generators.
The minimization of this new objective function format will be subject to the same equality and
inequality constraints of the OPF, this time rewritten in terms of V.

With Y being the admittance matrix of the network and Yj being a matrix with its jth row equal to
the jth row of Y and all other rows equal to the zero vector, the apparent power injected at bus j is

sj = Vj IH
j = VHYH

j V (15)

Then, by decomposing sj into its real and imaginary parts with the help of Yj:

Re(Yj) = Φj = 0.5(YH
j + Yj)

Im(Yj) = Ψj = 0.5(YH
j − Yj)

Pj = VHΦjV

Qj = VHΨjV

Moreover, by defining Jj, as the Hermitian matrix with a single 1 in the (j, j)th entry and 0
everywhere else, all the equality and inequality constraints at node j are obtained. The OPF is then
formulated arranging the Φj, Ψj and Jj matrices of all nodes into the respective matrices A and B
according to all equality and inequality constraints (Equations (3)–(9)) for each node. Note that all
the constant terms in the equality and inequality constraints also need to be considered, these are
organized into the a and b vectors for equalities and inequalities, respectively.

min
V

CG = VHCV + c (16)

subject to VH AV + a = 0 (17)

VH BV + b ≤ 0 (18)

With this QCQP formulation is possible to expand the OPF problem into a CCOPF by analyzing
its different matrices and vectors on different contingencies and finding a dispatch using an accurate
expanded set of matrices and vectors. First, in order to obtain the conversion of the traditional OPF
structure, the conversion function developed in [26] for any power system structured in the matpower
environment is used. The QCQP instance can be formed by hermitians, real or complex vectors, and
matrices. To select the type of output desired for the A, B, and C matrices and a, b, and c vectors,
the input (X) is used, which can vary from 0, to 2, to obtain the respective instance output type.
The function, inputs, and outputs look as follows,

[nVAR, nEQ, nINEQ, C, c, A, a, B, b] = qcqp_opf(MatPowerSystem,X);

The following variables are obtained in the output of the qcqp_opf function (Table 1):

Table 1. Variables that form an OPF problem using QCQP.

Variable Meaning

nVAR Number of state variables (node voltages)
nEQ Number of equality constraints

nINEQ Number of inequality constraints
C, c Objective function coefficient matrix, constant terms vector
A, a Equality constraints coefficient matrix, constant terms vector
B, b Inequality constraints coefficient matrix, constant terms vector
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As observed, this OPF representation can be easily manipulated to add more restrictive constraints
building a CCOPF formulation using the QCQP format, optimizing the objective function and
complying with both pre-contingency and post-contingency constraints of the selected contingency
cases. The methodology is explained next and shown in the flowchart of Figure 2:

1. A contingency in the test network is carried out (e.g., disconnection of specific branch)
2. The equivalent QCQP instance of the previous edited (under contingency) power system is

calculated (Ccont, ccont, Acont, acont, Bcont, bcont).
3. The original power system (without contingencies) is transformed into a QCQP instance.
4. In the QCQP instance of the original power system (C, c, A, a, B, b), equality constraints matrix

and vector of the power system under contingency (Acont, acont) are indexed to the original ones
(A = (A; Acont), a = (a; acont)).

5. This final system is optimized and, due to its constraints, the resulting dispatch allows the system
to work with their variables between limits in both cases: with and without contingencies.

This methodology takes advantage of the QCQP instance formulation to determine different
constraint matrices and vectors, according to the power system topology, which can be indexed in a
bigger QCQP instance to solve an OPF meeting with the constraints prior to and after a change in the
power system topology. This is a CCOPF formulation, considering a contingency (or the consequence
of a contingency) as a change in the topology of the network.

Figure 2. Flowchart of CCOPF formulation using the QCQP methodology.
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3.2. Optimal Power Flow of Extended Network

One way to evaluate the generation dispatch under CCOPF can be explored by using traditional
OPF formulations. For this purpose, the network of study is cloned and both power networks are
connected through a high impedance transmission line that prevents the pair of networks to exchange
power between them. The from and to nodes of this new line have to be chosen iteratively, ensuring no
power flow across the transmission line. As shown in Figure 3, the duplicated network is subjected to
a contingency, while the original system remains intact. This model allows to force different corrective
CCOPF solutions by adjusting the constant terms in the inequality constraints of the stressed network,
which can be done easily. The solution will be obtained through the commonly known interior point
method of the traditional OPF.

Figure 3. Topology approach to find the CCOPF through traditional OPF formulations.

This forced solution can also be extended to comply with more restrictive constraints not
necessarily included in the original CCOPF problem. As an example, a constraint that forces the
simulation to find a solution in which voltage magnitudes at all nodes is kept unchanged prior to
(Vmoriginal) and after (Vmcontingency) the contingency will be added to the extended OPF formulation,
by defining the constraint as

|Vmoriginal | = |Vmcontingency| (19)

In order to find the power dispatch that meets the same voltage magnitudes after the contingency
occurs, the generation cost coefficients in the duplicated network are suppressed, in that way, the
stressed network will only focus on replicating the conditions prior to the contingency (which are
obtained from the minimization of its operational cost) without considering the economical impact,
avoiding possible divergences in the simulation. This condition is required for small industrial parks
with small size power networks [15,16,27].

When optimizing this new extended network by using the traditional OPF solvers, two power
dispatches are obtained, both ensuring same voltages at all nodes in pre- and post-contingency
scenarios. In order to implement this change in the power dispatches, generation sources should have
low levels of inertia, which may define this as a corrective CCOPF strategy, useful for power networks
that do not allow to have any variation in the voltage magnitudes in steady state after the contingency
occurs.

4. Results and Comparison

Both defined approaches are tested on the IEEE 14 bus test case network of Figure 4, composed of
14 nodes, 20 branches, and five generator agents; all of them traditional generators (all βi coefficients
are positive). In order to compare results, the linear power operation cost function (13) is used and
contingencies (disconnection of branches) in branches 5, 10, and 16 are evaluated. Bus, generator, and
branch test case data is summed in Tables A1–A3 located in Appendix A.
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Figure 4. IEEE 14 bus test system (Case14) diagram indicating generators and loads positions as well
as branches with their numeration.

4.1. Quadratically Constrained Quadratic Programming Formulation

4.1.1. Thermal Generation Only

In this formulation, equality and inequality constraints of the system without and with
contingency are mixed in an unique set of constraints and solved in the QCQP format. The resulting
voltages and power dispatch obtained in the solution are assigned to the original power network
without and with the applied contingency. Three different contingencies are simulated by disconnecting
branches 5, 10, and 16. After assigning generators setpoints (P and V), a power flow takes place until
convergence is achieved in the network. Figures 5–7 show the final voltages and power dispatches for
both scenarios. It can be observed in these three figures that the power setpoints for the generators
are closely maintained after the contingency occurs. Only an increasing change is perceived in the
case of generator 1, which is the slack node of the system, this suggests that branch disconnection
increases active power losses in the network, which are compensated by the slack generator of the
system. On the other hand, few voltage regulations are observed. In the three contingencies analyzed
buses 4 and 5 present changes. When branch 5 and 16 are disconnected, voltage magnitudes at buses
4, 5, and 14 decrease, while, when branches 10 gets disconnected, the magnitude at buses 4 and 5
increases as well as in buses 10, 13, and 14.

It can be observed that the QCQP formulation only dispatches generators 1 and 2 at its maximum
power in both pre- and post-contingency scenarios, so no big adjustment has to be made in the
generation dispatch regulation. Voltage magnitudes at all nodes are not the same prior to and
after contingency, due to the slight regulation of power of the generation agents, which presented
a maximum change in power of 2.5% in generator 1 after branch 10 was disconnected. Maximum
values of voltage regulation obtained were of 1.1% at node 5 after branch 5 and branch 16 were
disconnected. It is important to note that even if voltages at all nodes have changes, in both scenarios
voltage magnitudes are between specified bounds.
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Figure 5. Voltage and power dispatched implementing the QCQP results in a power flow of the
network prior to and after contingency of branch 5 (generation nodes are, respectively, 1, 2, 3, 6, and 8).
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Figure 6. Voltage and power dispatched implementing the QCQP results in a power flow of the network
prior to and after contingency of branch 10 (generation nodes are, respectively, 1, 2, 3, 6, and 8).
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Figure 7. Voltage and power dispatched implementing the QCQP results in a power flow of the network
prior to and after contingency of branch 16 (generation nodes are, respectively, 1, 2, 3, 6, and 8).

4.1.2. Thermal and Photovoltaic Generation

Photovoltaic generation with battery storage is also included in the QCQP formulation by
changing the βi coefficient of Equation (13). Generator 4, located at node 6, is selected to represent a
photovoltaic generator with battery storage. Generator data is the same as presented in bus number 6
of Table A2 in Appendix A, with the only difference of having its β coefficient sign changed to negative.
Figures 8–10 show the results obtained for pre- and post-contingency cases after fixing generation
setpoints obtained in the QCQP formulation.

Test results show the behavior observed for the case with traditional generation in both strategies.
The same power dispatch is practically kept for pre and post contingency scenarios, with a maximum
percentage change of 10% experienced at generator 1 after branch 10 is disconnected. In some nodes,
there is a change in the voltage magnitude, some cases greater after the contingency, some others lower.
The maximum regulation observed was of 1.3% at node 10 after branch 10 was disconnected.
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Figure 8. Voltage and power dispatched implementing the QCQP results in a power flow of the network
prior to and after contingency of branch 5 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).
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Figure 9. Voltage and power dispatched implementing the QCQP results in a power flow of the network
prior to and after contingency of branch 10 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).
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Figure 10. Voltage and power dispatched implementing the QCQP results in a power flow of the network
prior to and after contingency of branch 16 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).

When including PV generation, the QCQP strategy tends to dispatch it as much as possible,
assuming the resource is available. In order to check the sensitivity of this behavior when branches
connecting the generator have more restrictive limits, power flow through transmission lines
connecting the renewable PV generation source is restricted to 25 MVA. This was decided because
the maximum power output of generator 4 is 100 MVA and there are 4 transmission lines connected
to it. A comparison of the power dispatched by the PV generator without and with this loadability
restriction after disconnection of branches 5, 10, and 16 is shown in Figure 11.

As observed, there is a small reduction in the dispatched power; however, the amount dispatched
is still considerably high for the generator, meaning that the strategy is in a certain way, sensitive to
these loadability constraints when dispatching renewable generation. Strict power flow restriction
changes and settings in the adjacent branches of PV generator after contingency will reduce its amount
of active power dispatched, which entails to a more expensive operational cost of the system than
without including strict loadability constraints. The changes observed in the dispatch may be due
to a relaxation in the power flow of some of the adjacent connecting lines of the PV generator. It is
probable that the amount dispatched by the the PV generator is not equally distributed in their 4
connecting lines, and as consequence, some of the lines are loaded to more than 25 MVA without
having loadability restrictions. Now, when restrictions are applied, lines overloaded are regulated
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adjusting the power dispatched by the PV generator and the power difference is supported by the
thermal generators, while meeting all the constraints.
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Figure 11. Power dispatch of renewable generator number 4 without and with loadability restrictions
for every contingency applied (disconnection of branch).

4.2. Optimal Power Flow of the Extended Network

4.2.1. Thermal Generation Only

In this case, the system was duplicated and both networks were interconnected through a
transmission line from the last node of the original system to the last node of the duplicated system.
Resistance, inductance, and susceptance of the new line were adjusted in order to avoid power flow
between the two networks. The choice of nodes connecting the systems is based on the amount of
power flow obtained after running an OPF when interconnecting both networks without contingencies.
Iteratively, power flow through the connecting transmission line is evaluated and those lines that
present power flows of less than 1 MVA are considered as a good starting point for its implementation,
considering that power flows of less than 0.5 MVA were found to not interfere in the power flow
operation of both networks, and that changes in the new branch could reduce even more its initial
power flow, i.e., increasing the impedance of the branch by adjusting its electrical parameters.

The results obtained show that all original system nodes have the same voltage than those of the
duplicated system, complying with constraint (19). Due to the change in topology when the contigency
is applied, a change in power dispatch is needed in order to keep the same voltage magnitudes in
pre-contingency and contingency scenarios; these voltages are also within limits at all nodes. For this
reason, the power dispatch may be regulated when the contingency occurs and the operation cost may
change as well. Figures 12–14 show the obtained voltages and power dispatches for contingencies in
lines 5, 10, and 16 compared to those when the system works without any contingency.
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Figure 12. Voltage and power dispatched in the extended power system prior to and after contingency
of branch 5 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).
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Figure 13. Voltage and power dispatched in the extended power system prior to and after contingency
of branch 10 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).
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Figure 14. Voltage and power dispatched in the extended power system prior to and after contingency
of branch 16 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).

4.2.2. Thermal and Photovoltaic Generation

The strategy is now evaluated including one photovoltaic generator at node 6. To do so, the sign
of the βi coefficient of generator 4 is changed to negative. Figures 15–17 show the obtained power
dispatch and voltages at all nodes following the proposed strategy. It can be observed that in all
branch disconnections, voltage magnitudes are kept equal to the pre-contingency condition after their
disconnection occurs. To achieve this condition, regulation in generation active power dispatched must
take place. After disconnection of branches 5 and 10, the generator at node 3, which is a traditional
type generator, needs to be started in order to keep voltage regulation of 0% in all nodes comparing
with the pre-contingency state. Starting the generator alleviates the voltage regulation that could
appear in nodes 2 and 4 and their adjacent nodes when the active power of these machines is not
reduced. Generator 4, which is the PV generator with battery storage, is always dispatched in all
situations, but not dispatched at its maximum in some cases. This may be due to an impossibility to
meet the condition of keeping same node voltages prior to and after the contingency.
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Figure 15. Voltage and power dispatched in the extended power system with PV generation prior to
and after contingency of branch 5 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).
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Figure 16. Voltage and power dispatched in the extended power system with PV generation prior to
and after contingency of branch 10 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).
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Figure 17. Voltage and power dispatched in the extended power system with PV generation prior to
and after contingency of branch 16 (generation nodes are, respectively, nodes 1, 2, 3, 6, and 8).

In order to compare the sensitivity of the PV power dispatch obtained when including strict
power flow constraints in branches connecting the PV generator within this extended OPF strategy,
critical loadability limits (25 MVA) for the adjacent transmission lines of generator 4 are implemented
and a comparison of the different dispatches with and without this constraint for disconnection of
branches 10 and 16 is presented in Figure 18. Disconnection of branch 5 is not analyzed because, even
though the strategy finds a solution when all branches are connected (having loadability limits or
without having them), when loadability limits are applied and branch 5 is disconnected, the system
did not converge. This is suspected to occur due to an impossibility of keeping voltage magnitudes
equal after the disconnection of branch 5 without the PV generator loading one of its near connecting
branches in more than 25 MVA. As shown in Figure 15, the dispatch of the PV generator located in
node 4 without loadability limits is the nominal capacity of the generator (100 MW) and its dispatch is
the same prior and after the contingency occurs. As power flow limits of the branches connected to
the generator are restricted in this case, it is possible that after contingency, the generator could not
be dispatched to its nominal capacity without overloading one of its connecting branches and as a
consequence, some nodes may have regulation in their voltages, which prevents the system to meet
the constraint of Equation (19).
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Figure 18. Power dispatch of renewable generator number 4 without and with loadability restrictions
for contingencies in branches 10 and 16.

319



Energies 2020, 13, 3310

In this case, the change of power dispatch is greater than the obtained in the QCQP strategy, which
presumably might be related to meeting the same voltage prior to and after the contingency condition.
This is a more restrictive problem than the one formulated in the QCQP strategy, which does have
some voltage regulation in their results. The changes present in the dispatch of PV generation for
the extended OPF strategy are mainly due to trying to obtain the same voltage magnitude in all
nodes respecting branch power flow limits which could limit the amount of power dispatched by
the PV generator, and as consequence, changes the voltage magnitude of adjacent nodes. The results
obtained exposes a high sensitivity of this strategy when changing loadability limits, as for one of
the contingencies, the system did not even converge after the disconnection of the branch and the
maximum variation of dispatched power obtained for the other contingencies is of 17% based in
the original power dispatched value, while in the QCQP strategy, the maximum percentage change
obtained was of near to 6%.

Sensitivity in both strategies is understand in this work as the measure of change of the behavior
in the power dispatched by the PV generator implemented, when considering more severe restrictions
after the contingency occurs. In the case of the renewable dispatched power, one could expect it to be
dispatched at its maximum in order to reduce operational cost; however, presence of high sensitivity
shows that operational cost can be highly compromised when selecting strict power flow constraints
and expecting to meet all system constraints after the contingency happens.

4.3. Results Comparison

Results obtained with both approaches are not equal since the main objectives of both strategies
differ. In the QCQP formulation, the generation dispatch found is supposed to be the same prior
and after the contingency with the exception of the generator selected as slack. As a consequence,
some voltage regulation could exist at all nodes after branch disconnection. On the other hand, in the
extended OPF approach, the dispatches in all generators could change in an arbitrarily manner but
the voltage magnitudes at all nodes must stay the same. This two main objectives lead to the results
obtained and previously presented, where there is almost no power regulation in generation dispatches
for the QCQP approach but there is presence of voltage regulation at some nodes of the system, and,
in the case of the extended OPF, there is no regulation in voltage magnitudes at all nodes, but there are
significant changes in the power dispatched by the generators prior and after the contingency. Even
though the main focus of the two strategies vary because of the difference in their formulations and,
in the case of the extended OPF strategy, the inclusion of an additional constraint, it is possible to
compare the economic performance of both operational strategies from the obtained power dispatches.
In Figure 19a the bar graph of operational cost for both operations (prior to and post contingency) is
presented for each strategy using only thermal generation while in Figure 19b the bar graph shows the
case when one PV generator with battery storage is included in the system.
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Figure 19. Operational cost for each contingency and each strategy proposed, prior to and after the
contingency takes place. (a) On the left: only thermal generation, (b) on the right: thermal generation
and PV generation.
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The negative values obtained in the case of thermal and PV generation are due to the negative β

coefficient modified from the original power system structure implemented in the matpower toolbox.
It also has to be noted that no γ coefficients are implemented in the original structure, as shown in
Table A2 in Appendix A, meaning that all linear operation cost functions (13) have their intercept in the
origin and by no means could represent a real operational cost for any real generation agent. However,
the βi coefficients allow us to evaluate the operation of the system economically by only taking into
account each generated power unit in all generators and, although this cost coefficient magnitudes are
far from being what could be found in a real case, they help us to normalize the study conditions and
to compare results of different operational strategies under the same reference frame.

Comparisons of all dispatches obtained for every contingency applied in the system without
critical loadability limits are found in Figure 19. It is observed in Figure 19a that, when the system has
thermal generation only, the extended OPF strategy presents a more expensive operational cost than
that of the QCQP strategy prior to and after each contingency occurs. When adding PV generation
in the system (Figure 19b), it is observed as well that when applying the disconnection of branch
number 16, the operational cost is greater than the cost of the QCQP strategy, for both prior-post
scenarios, which leads us to conclude that the behavior of the extended OPF strategy is more focused
on finding dispatches that are able to meet with all constraints established (including same voltage
magnitudes) in both power networks rather than an actual minimization of the operational cost in the
execution of the strategy. The extended OPF strategy is proved to be more expensive than the QCQP
in all disconnections performed when having thermal generation only. However, when adding one
PV generator with storage, the operational cost found prior to and after disconnecting branch 5 and
prior to disconnection of branch 10 had negative values which were less than the operational costs for
the same cases with PV generation in the QCQP formulation, these cheaper operational costs in the
extended OPF strategy are considered exceptions, as the majority of the operational costs found for the
extended OPF strategy were found to be greater than the costs obtained with QCQP.

On the other hand, the QCQP results obtained (Figures 5–10) can be considered stiff with low
variation in the power dispatch and voltage magnitudes for both thermal and thermal + PV generation
scenarios in the three contingencies analyzed. Moreover, the operational costs results were lower
than those of the extended OPF strategy for the majority of cases prior to and after the contingency
(Figure 19a,b). Even though each contingency was analyzed individually, the power dispatch results in
the three cases are similar. As the QCQP strategy can be easily extended to more than one contingency,
it is expected that the power dispatch result of a more complete format with more than one contingency
will be similar if not equal to the obtained dispatches for each contingency.

For both strategies, execution times were compared within this test system. The maximum
difference in execution times observed was of approximately 750 ms in the contingency at branch 5
with thermal and PV generation. The QCQP strategy presented the slowest execution times when
the system had thermal and PV generation. Simulations in both strategies ran in less than 700 ms for
the cases with thermal generation only. Even though it may appear that the extended OPF strategy
would be better based on its execution time, it is reminded that the result obtained with this strategy is
focused on a corrective CCOPF perspective, while the QCQP strategy presents a result focused on a
preventive CCOPF perspective. Execution times for all cases simulated are presented in Table 2.

Simulations in systems with more buses coincided that the QCQP strategy was much slower
than the extended OPF; however, as the result of the QCQP strategy focuses on finding a preventive
power dispatch for the CCOPF problem, which is supposed to remain the same after the contingencies
occur. Execution time is not as critical as in the extended OPF strategy which has a corrective CCOPF
perspective, where finding a power dispatch solution and making corrective actions are to be performed
in a short window of time (short-term time frame analysis), this will be more challenging as systems
grow in size and number of nodes due to the increase of execution time in the simulation. Selection of
any methodology proposed will depend on the objectives specified by the network operator, and on
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the elements included in the power network with capabilities to regulate the power dispatch or voltage
magnitudes in the system.

Table 2. Execution times obtained after implementation of QCQP and extended OPF strategies.

QCQP Extended OPF

Execution Time (s) Execution Time (s)
Contingency

Located at Thermal Generation
Only

Thermal Generation +
PV Generation and

Battery Storage

Thermal Generation
Only

Thermal Generation +
PV Generation and

Battery Storage

Branch 5 0.531975 1.253313 0.412515 0.507896
Branch 10 0.501589 0.939263 0.435760 0.517546
Branch 16 0.588455 0.938105 0.439151 0.469477

5. Conclusions

Two different operation strategies based on the CCOPF concept were presented and implemented
in a power network with 14 nodes. Both strategies are developed in the matpower format and presented
different results. The first one is a conception of a CCOPF problem using QCQP instances equivalent
to those of an optimal power flow. The QCQP instance is modified to include contingency constraints
that allow the power network to have the same power dispatch before and after a line disconnection
stresses the power network. Separately, three different lines were taken out of the system and the
performance of the QCQP programming strategy was evaluated through the voltage magnitudes of
each node in the system prior and after the contingency happened. A maximum percentage change in
the power dispatch of 2.5 % and in the voltage magnitude of 1.1 % was obtained for the QCQP strategy
in a power network composed of only thermal generators, while in the case of thermal generation
and one controllable photovoltaic generator with battery storage, maximum percentages of change in
power dispatch and voltage of 10% and 1.3%, respectively, were obtained. It was also determined that
if a PV generator is connected to the system, the strategy searches to dispatch it as much as possible.
The QCQP strategy presents small sensitivity in its results when changes in the loadability constraints
of lines adjacent to the PV generator are stricter.

The second strategy in this work is defined as a CCOPF corrective strategy that aims to have
the same voltage magnitudes (no regulation) in steady state of a power system that is being affected
by a contingency in one of its branches. As before, three different contingencies were applied to the
power network when having only thermal generation and thermal generation plus one controllable
PV generator with battery storage. The results obtained show that in all cases, the voltage magnitudes
at all nodes are kept the same but the dispatched power prior to and after the contingency occurs can
differ completely in some generators, even having to stop the operation of one of them and re-dispatch
its previous power between the other machines. Furthermore, it was observed that this strategy is
highly sensitive to changes of loadability constraints in transmission lines connected to the simulated
controllable PV generator with energy storage. When loadability constraints changed to be stricter
ones in the adjacent lines of the PV generator with battery storage, the solution to the CCOPF after
disconnection of branch 5 was performed did not converge and it was impossible to find a power
dispatch meeting the constraints. The extended OPF strategy is proposed to be implemented in small
power systems that require fixed voltage values for its operation, and where the generators connected
to these power systems have small inertia values in order to change their dispatched power rapidly
after the contingency is detected.

Both methodologies can be extended to include more than one contingency. The use of these
methodologies is encouraged to be implemented in power flow software tools, specially, the extended
OPF approach for CCCOPF, which does not need any particular additional solver to be executed;
however, this strategy does need to include the new constraint proposed in order to keep all node
voltages equal after a branch disconnection. This strategy could be implemented in a more practical

322



Energies 2020, 13, 3310

way after a less empirical methodology for the creation of an interconnection branch between power
systems with and without contingency is established. On the other hand, the QCQP strategy does need
to account with a convertion function that takes the original system structured in the power system
software and transform it into a QCQP problem as discussed in Section 3 of this paper. An additional
optimization solver is needed to obtain the accurate dispatch before running a power flow in the
software, which makes this implementation more complicated but still promising.
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Appendix A

IEEE 14-bus test system data used in this work is found in Tables A1–A3:

Table A1. IEEE 14-bus data used.

Bus Number Pd [MW] Qd [MW] Vmax [p.u.] Vmin [p.u.]

1 0 0 1.06 0.94
2 21.7 12.7 1.06 0.94
3 94.2 19 1.06 0.94
4 47.8 −3.9 1.06 0.94
5 7.6 1.6 1.06 0.94
6 11.2 7.5 1.06 0.94
7 0 0 1.06 0.94
8 0 0 1.06 0.94
9 29.5 16.6 1.06 0.94
10 9 5.8 1.06 0.94
11 3.5 1.8 1.06 0.94
12 6.1 1.6 1.06 0.94
13 13.5 5.8 1.06 0.94
14 14.9 5 1.06 0.94

Table A2. IEEE 14-generator data used.

Bus Number Qmax [MVAr] Qmin [MVAr] Pmax [MW] Pmin [MW] α [$/MW2] β [$/MW] γ [$]

1 10 0 332.4 0 0 20 0
2 50 −40 140 0 0 20 0
3 40 0 100 0 0 40 0
6 24 −6 100 0 0 40 0
8 24 −6 100 0 0 40 0
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Table A3. IEEE 14-branch data used.

Branch Number Frombus Tobus

1 1 2
2 1 5
3 2 3
4 2 4
5 2 5
6 3 4
7 4 5
8 4 7
9 4 9
10 5 6
11 6 11
12 6 12
13 6 13
14 7 8
15 7 9
16 9 10
17 9 14
18 10 11
19 12 13
20 13 14
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Abstract: A renewable and distributed generation (DG)-enabled modern electrified power network
with/without energy storage (ES) helps the progress of microgrid development. Frequency regulation
is a significant scheme to improve the dynamic response quality of the microgrid under unknown
disturbances. This paper established a maiden load frequency regulation of a wind-driven generator
(WG), solar tower (ST), bio-diesel power generator (BDPG) and thermostatically controllable load
(heat pump and refrigerator)-based, isolated, single-area microgrid system. Hence, intelligent control
strategies are important for this issue. A newly developed butterfly algorithmic technique (BOA)
is leveraged to tune the controllers’ parameters. However, to attain a proper balance between net
power generation and load power, a dual stage proportional-integral- one plus integral-derivative
PI − (1 + ID) controller is developed. Comparative system responses (in MATLAB/SIMULINK
software) for different scenarios under several controllers, such as a proportional-integral (PI),
proportional-integral-derivative (PID) and PI − (1 + ID) controller tuned by particle swarm
optimization (PSO), grasshopper algorithmic technique (GOA) and BOA, show the superiority
of BOA in terms of minimizing the peak deviations and better frequency regulation of the system.
Real recorded wind data are considered to authenticate the control approach.

Keywords: isolated hybrid microgrid system (IHμGS); solar tower (ST); biodiesel power generator
(BDPG); frequency regulation; butterfly optimization technique (BOA); microgrid energy management

1. Introduction

Electricity consumption is increasing in parallel with population and energy demand [1].
The increasing generation capacity with conventional energy sources has negative impacts on
environment [2]. Research shows that the introduction of microgrids with renewable energy resources
(RERs) is an environmentally friendly solution to this energy problem [3,4].

Microgrids can provide energy in a clean and optimal way when digital control technologies
are coupled with sources such as wind and solar. However, the intermittent characteristics of RERs
and low inertia of inverter-interfaced systems cause control and stability issues in microgrids [5].
Hence, combining diesel generators and RERs [6–8] is one possible solution to mitigate the detrimental
effects (e.g., frequency fluctuation) of hybrid power systems. Additionally, a non-toxic bio-diesel
power generator (BDPG) can be a more environment-conscious supplementary option for frequency
regulation schemes.

To overcome the frequency fluctuation in a more reliable way, different storage devices (SDs) have
been considered, such as battery (BSD), fuel cell (FCSD), ultra-capacitor (UCSD) and superconducting
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magnetic storage system (SMSD) [9]. There are maintenance and disposal concerns for BSD, while
FCSD suffers from slow response and SMSU experiences leakage of expensive helium liquid [10].
In the following, a cost-effective, carbon-neutral-based, solid-oxide fuel cell (SOFC) can be utilized for
the frequency regulation of isolated hybrid microgrids (IHμGS). In addition, different thermostatically
controllable loads (TCLs) such as a heat pump (HP) and refrigerator (RFZ) are employed for smoothing
the dynamic system responses. In the recent past, several studies have focused on the frequency
regulation of IHμGS [11–15]. The study in [12] framed out a mathematical modeling of a system
comprised of dish-stirling, solar thermal, diesel and SDs. The authors of [13] sketched a load frequency
management for a hybrid power system that includes wind, solar PV and SDs. In fact, the application
of a plug-in electric vehicle (PHEV)-battery (BSD) to contain frequency fluctuation is investigated
in [14].

Beside the system architectures, several works have introduced a load frequency controller such
as proportional-integral (PI) [9], proportional-integral-derivative (PID) [6], model predictive controller
(MPC) [16], fractional order PID (FOPID) [17] or PIFOD [18] for the aforementioned issues. In this work,
a dual-stage, proportional-integral-one plus integral-derivative PI − (1 + ID) controller is introduced
for the provision of better system dynamics.

Several algorithmic techniques have been leveraged in order to optimally tune the controller
parameters for IHμGSs, such as genetic algorithm (GA) [9], PSO [6], firefly technique (FA) [19], cuckoo
search technique (CS) [14], mine blast technique (MBA) [20], grasshopper algorithmic technique
(GOA) [21]. A comprehensive review of different algorithmic techniques for a load frequency controller
is presented in [22]. In this regard, this work explores the application of a butterfly algorithmic tool
(BOA) for designing the parameters of a frequency controller. This algorithm was recently developed
and is considered in this paper due to its high convergence rate [23].

Therefore, the scope of this work and its contributions to the current body of knowledge can be
summarized as follows:

(a) Developing a frequency controller for a WG-ST-BDPG-SOFC-HP-RFZ-based IHμGS;
(b) To establish a new transfer function model of a dual-stage PI − (1 + ID) controller;
(c) Comparative system dynamic analysis of different controllers such as PI, PID and PI − (1 + ID)

controllers under a BOA algorithmic tool;
(d) Comparative system dynamic analysis of different algorithms (PSO, GOA and BOA), leveraging

the acquired superior controller in (c);
(e) Study system dynamics under real recorded wind data and other random disturbances.

The rest of the paper is organized as follows: Section 2 details the frequency response modeling
steps. Section 3 gives an overview of the BOA technique and shows its adaptation for the purposes of
this work. It also presents the proposed dual-stage controller. Simulation works and their analyses are
presented in Section 4. The conclusions are given in Section 5.

2. Frequency Response Modeling of the Proposed Dual-Stage Controller

The hybrid system of the proposed work consists of wind generators (1.5 MW); solar-tower-based,
solar-thermal power system (1 MW), BDPG (800 kW), SOFC (200 kW); thermostatically controllable HP;
RFZ elements; and demanded loads (2.2 MW). The schematic layout and abbreviation of the relevant
parameters are shown in Figure 1 and Table 1, respectively.
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Figure 1. Schematic representation of IHμGS.

Table 1. Utilized symbols and abbreviations.

Symbol Nomenclature Value

ΔPCL Change in critical load power in p.u. -
Δf Aberration of frequency in Hz -

ΔPG Change in net generated power -
ΔPDM Change in net power difference from ΔPG and ΔPCL -
KVR Gain of Valve actuator 1
KBE Engine gain 1
TVR Valve regulator delay time 0.08 s
TCE Time constant of bio-diesel power generator (BDPG) 0.4 s
KWG Gain of wind-driven generator (WG) 1
TWG Time constant of WG 5 s

KRF, KRV Gain value of refocus and receiver 1, 1
KG, KT Gain value of governor and turbine 1, 1

TRF, TRV Time constant of refocus and receiver 1.33 s, 4 s
TG, TT Time constant of governor and turbine 0.08 s, 1 s
KSOFC Gain of solid-oxide fuel cell (SOFC) 1
TSOFC Time constant of SOFC 0.2 s
KHP Gain of heat pump (HP) 1
THP Time constant of HP 0.1 s
KRFZ Gain of refrigerator (RFZ) 1
TRFZ Time constant of RFZ 0.265 s
tsim Simulation time of IHμGS 100 s

2.1. Wind Generator (WG)

The kinetic energy of the wind converts into electrical energy through the wind generator (WG).
As wind is a highly variable source, the power output through the WG depends on the instantaneous
speed of the wind. Equation (1) formulates how wind energy is converted to the mechanical output
power of WG.

PWG = 0.5.V3
WG.ρ.Abd.CP(λ, β) (1)

where ρ, VWG, Abd, and CP are, in proper order, the air density, intermittent wind speed, blade-swept
area and the extractable power co-efficient. Akkanayakanpatti station’s recorded wind speed data are
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considered and modelled in the proposed work [24]. The rate of change in real recorded wind power
(ΔPWG) and transfer function model of the WG are represented as shown in Equation (2) [25]

ΔPWG =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, VWG < Vcut−in| |VWG > Vcut−out

0, Vrated ≤ VWG ≤ Vcut−out

( [0.007872 V 5
WG − 0.23015 V 4

WG + 1.3256 V 3
WG

+11.061 V 2
WG − 102.2 VWG + 2.33]. ΔVWG), else

GWG(s) =
KWG

sTWG+1

(2)

2.2. Solar Tower (ST)

The dual-axis (vertical and horizontal) heliostats-enabled central receiver system is ST, placed
on a surface. Here, the reflected solar radiation is focused on the central receiver of ST with a
higher concentration ratio (500–1000) and temperature (500–850 ◦C) of fluid (steam or molten salt).
The collected incident solar power (Pin) can be deliberated as

Pin = ηh.I.Ah (3)

where Ah is the heliostats area, I incident solar radiation and ηh is the system constant. By solving the
state equations, the linearized transfer function model of ST can be represented as [18]

GST(s) =
( KRF

sTRF + 1

)
.
( KRV

sTRV + 1

)
.
(

KG
sTG + 1

)
.
( KT

sTT + 1

)
(4)

2.3. Biodiesel Power Generator (BDPG)

The combination valve regulator and combustion-engine-based biodiesel power generation
(BDPG) was leveraged to offer support as a backup power generation. It has inherently biodegradable
and non-toxic positive characteristics, which were the main reasons to incorporate it in the suggested
work. Equation (5) details the transfer function of BDPG [21].

GBDPG(s) =
( KVR

sTVR + 1

)
.
(

KCE
sTCE + 1

)
(5)

2.4. Solid-Oxide-Based Fuel Cell (SOFC)

Through the electrochemical reaction, the fuel cell produces dc power and, by using a DC-AC
converter, this power is converted into AC. With a fast charging–discharging time and higher efficiency
(~80%), the SOFC has gained much interest in recent years among all the categories of FCSDs. In view
of the above, SOFC was selected as the storage device in the system. Its transfer function model is
given in Equation (6) [18]

GSOFC(s) =
KSOFC

sTSOFC + 1
(6)

2.5. Thermostatically Controllable Loads (HP and RFZ)

In order to manage the energy consumption and to improve the system dynamic responses (by
controlling operation cycles), two thermostatically controllable loads were considered, i.e., heat pump
(HP) and RFZ. The transfer function models of HP [19] and RFZ [19] could be expressed as in Equations
(7) and (8)

GHP(s) =
KHP

sTHP + 1
(7)

GRFZ(s) =
KRFZ

sTRFZ + 1
(8)
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2.6. IHμGS Dynamic Model

The instantaneous change in power (ΔPG) of the proposed IHμGS can be formulated as

ΔPG = ΔPWG + ΔPST + ΔPBDPG ± ΔPSOFC − ΔPNCL = ΔPCL → 0 (9)

where
ΔPNCL = ΔPHP + ΔPRFZ

and ΔPDM = ΔPG − ΔPCL
(10)

The equivalent dynamic model of IHμGS could be illustrated as

GIHμGS(s) =
(

Δ f
ΔPDM

)
=

KIHμGS

D + sM
(11)

Refer to Table 1 for the nomenclature and abbreviations used for IHμGS system modelling.

2.7. Objective Function Formulation

The formulation of the objective function (J) has a great impact on system dynamics and the
achieved results. Therefore, the proposed work considered the integral of square error (ISE) objective
function. This could be formulated as

Minimize JISE =

tSim∫
0

(Δ f )2.dt (12)

Subject to : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Kmin
Pi ≤ KPi ≤ Kmax

Pi
Kmin

Ii ≤ KIi ≤ Kmax
Ii

Kmin
Di ≤ KDi ≤ Kmax

Di
Kmin

Ii2 ≤ KIi2 ≤ Kmax
Ii2

Kmin
Di2 ≤ KDi2 ≤ Kmax

Di2

(13)

where i = 1, 2. The range of controller parameters is taken as (0–50).

3. Optimization Techniques

Three metaheuristic techniques were considered to optimally tune the controller parameters along
with their comparative dynamic responses.

3.1. Particle Swarm Technique (PSO)

A swarm-based metaheuristic particle swarm technique (PSO) was developed by Eberhart and
Kennedy in 1995 to solve the specified problem by improving the candidate solution with reference to
the given measure quality [26]. The solution of PSO is termed as a particle. Every particle follows a
track of coordinates in the problem space until the best solution is reached with respect to the suggested
problem. The velocity of each particle is varied on the basis of best position (Pbest) and Ibest location.
The optimum values obtained by optimizer are termed as Ibest [26].

3.2. Grasshopper Algorithmic Technique (GOA)

A metaheuristic grasshopper algorithmic technique was proposed by Saremi et al. [27].
Its characteristics depend on the swarming and foraging characteristics of grasshopper, which
could be modeled to form structural algorithmic techniques. The steps involved for initialization,
exploitation and exploration are depicted in [27].
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3.3. Butterfly Optimization Technique (BOA) and Proposed Dual-Stage Controller

Recently, since 2018, based on the food-probing approach and mating characteristics of butterflies,
a natured-inspired algorithmic technique named BOA has been developed to solve several engineering
problems. The unique food-probing strategy and mating characteristics of BOA are modeled in [23].

The main idea of BOA depends on three key parameters. These are sensor modality (Ms),
impulsive intensity (Is) and power component (γ). Moreover, the objective function of this technique
depends on the distinction of Is and formation of fragrance (P), which could be formulated as

Pi = Ms.I
γ
s i ∈ (1, 2...N) (14)

where Pi is the fragrance magnitude of ith butterfly. In the following, to investigate global search stage,
a dominated fitted solution q* could be depicted as

mt+1
i = mt

i +
(
n2 × q∗ −mt

i

)
.Pi

where n ∈ [0, 1]
(15)

where m and q* are the solution vectors of ith butterfly and current best solution among all the solutions.
The formulation of the social search could be illustrated as

mt+1
i = mt

i +
(
n2.mt

g −mt
h

)
.Pi (16)

where, mg and mh are the gth and hth butterflies enabled in the search space [23]. The approximate flow
diagram of BOA technique is framed out in Figure 2. All the parameters considered for algorithmic
techniques are given in Appendix A.

 

Figure 2. Flow diagram of butterfly optimization technique (BOA).
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To reach above control target, a novel dual-stage proportional-integral-integral-derivative
(PI − (1 + ID)) controller is deployed, as framed in Figure 3. In the following, Δf is leveraged
as an input signal, whereas C(s) is the output control signal of the controller. The control output signal
and transfer function of the proposed controller are formulated as

C(s) = Δ f . PI − (1 + ID) (17)

GPI−(1+ID)(s) = KP + KI/s− (1 + KI/s + KD.s) (18)

 

Figure 3. Proposed (PI − (1 + ID)) controller.

4. Frequency Response Studies and Analysis

In order to verify the proposed control strategy, two scenarios are simulated in a system with
Core-i7-4770 CPU under MATLAB/SIMULINK (R2013a, MathWorks, Natick, USA) was environment.
Three algorithmic techniques (PSO, GOA and BOA) have been considered. Furthermore, to validate
the control strategy, real recorded wind speed data have been considered.

4.1. Scenario 1: Performance Analysis of All Controllers during Non-Accessibility of All RERs

In this scenario, assume that all the RERs are unavailable due to maintenance. Therefore,
the extractable power forms WG (ΔPWG) and ST (ΔPST) are zero (ΔPWG = ΔPST = 0%) during the
entire period. A net constant critical load demand (ΔPCL = 30%) is considered from t = 0 s onwards.
The comparative performance of different controllers such as PI, PID and (PI − (1 + ID)) are displayed
in Figure 4, where the tuned parameters are listed in Table 2. The system dynamics assessment of the
abovementioned controllers under BOA and objective function (JISE) and figure of demerits (JFOD)
clearly depicts that the proposed (PI − (1 + ID)) controller is superior to the rest. To elaborate further,
the performance indicators such as peak overshoot (+OP), peak undershoot (-UP) and settling time
(TST) are tabulated in Table 2.

Table 2. Comparative performance parameters of different controllers with optimal BOA-tuned
gain values.

Controllers PI PID PI − (1 + ID)

Peak Overshoot(+OP)

ΔF (in Hz) 0.0544 0.0136 0.0006

Peak Undershoot(-UP)

ΔF (in Hz) 0.0669 0.0389 0.0190

Settling Time (TST)

ΔF (in s) 3.976 4.097 2.581
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Table 2. Cont.

Controllers PI PID PI − (1 + ID)

Minimization of J (Jmin)

7.79 × 10−4 2.92 × 10−5 2.91 × 10−5

Figure of Demerits (JFOD)

15.816 16.787 6.662

Optimal Controller Parameters

Controller-1

KP1 3.010 0.502 0.325
KI1 5.103 12.11 10.702
KD1 - 0.108 -
KI12 - - 0.513
KD12 - - 0.118

Controller-2

KP2 18.116 5.001 1.508
KI2 20.207 5.509 4.109
KD2 - 1.624 -
KI22 - - 1.128
KD22 - - 2.219

Bolt point out superior output.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4. Comparative system dynamics analysis of different controllers (proportional-integral (PI),
PI-derivative (PID), (PI − (1 + ID)) (a) deviation in system frequency (Δf ), (b) change in extractable
power of bio-diesel power generator (BDPG) and SOFC, (c) change in extractable power of HP and
RFZ, (d) Comparative converged objective function (Jmin).
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4.2. Scenario 2: Performance analysis of Different Algorithms Under Concurrent Random Changes of WG
(Utilization of Real-Recorded Data), ST and Critical Load Demand

In this scenario, the proposed system is tested under real-recorded wind (obtained from National
Institute of Wind Energy, India) [25], as displayed in Appendix B. The operating condition is illustrated
with 30% average power of ST and 50% critical load demand for the entire time duration. The wind
speed and its corresponding output power is shown in Figure 5a. The results are depicted in
Figure 5b-e, showing the comparative system dynamic responses of Δf, ΔPBDPG, ΔPSOFC, ΔPHP,
and ΔPRFZ. Figure 5b–e it clearly shows that the BOA-optimized PI − (1 + ID) controller performed
better than the other suggested PSOs, GOA-tuned (PI − (1 + ID)) controller. The tuned values of the
controller parameters are displayed in Table 3.

 
(a) 

 

(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 5. Comparative system dynamics analysis of different algorithmic techniques (PSO, GOA,
BOA) (a) Real recorded wind speed and other multiple disturbances, (b) deviation of system frequency
(Δf ), (c) change in extractable power of BDPG, (d) change in extractable power of SOFC, (e) change in
extractable power of HP and RFZ.
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Table 3. Optimal values of particle swarm optimization (PSO), grasshopper algorithmic technique
(GOA) and BOA techniques tuned PI-(1+ID) controller.

Techniques PSO GOA BOA

Optimal controller parameters

Controller-1

KP1 0.3112 0.2986 0.3210
KI1 5.0070 20.051 25.053
KI12 0.5021 0.5170 0.5087
KD12 0.1085 0.1153 0.1078

Controller-2

KP2 0.5170 2.5171 4.6087
KI2 4.1850 4.1751 4.1098
KI22 1.1190 1.2015 1.1069
KD22 2.2191 2.2276 2.2183

5. Conclusions

The present article develops a novel frequency regulation scheme for wind-solar-tower-biodiesel-
based IHμGS. A novel dual-stage (PI− (1+ ID)) controller is enabled to investigate the system dynamics
under different scenarios. A recently developed BOA technique is utilized to optimally tune the
proposed dual stage (PI − (1 + ID)) controller gains and compare the system dynamics under real
recorded wind data. The comparative system dynamic responses, as well as performance parameters
such as peak deviation (+OP, −UP) and settling time (TST), clearly indicate that the BOA-optimized
(PI − (1 + ID)) controller performs better than other classical benchmark controllers. The simulation
test results prove the effectiveness of the proposed control strategy. This control scheme could be
further extended by integrating different RER technologies and storage devices, as well as electric
vehicles, into the microgrid.
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Appendix A

PSO technique: Number of population: 50, Maximum iteration (ItrMax): 100, Maxm weight factor
(Wmax): 0.9, Minm weight factor (Wmin): 0.1, Acceleration factors (C1&C2): 2.

GOA technique: Number of population: 50, Maximum iteration (ItrMax): 100, Maximum coefficient
factor (Cfmax) = 1, Minimum coefficient factor (Cfmin) = 0.00004, attraction intensity (f): 0.5, length scale
of attractiveness (l): 1.5

BOA technique: Number of population: 50, Maximum iteration (ItrMax): 100, Probability of
switching (D) = 0.8, Power component (γ) = 0.1, Sensor modality (Ms) = 0.1.

Appendix B

WG: Date of noted data: 1st July, 2016, Minimum speed of wind: 7.4804 m/s; Maximum speed of
wind: 14.08 m/s; Average speed of wind: 10.922 m/s; SD: 1.1895.
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